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Abstract 
Most of the tools that are currently used for energy management fail to detect irregular 
behaviour when a dataset is measured in a time domain rather than a frequency domain. The 
objective of this research was to develop an analytical technique that can be used as an 
energy management tool in detecting irregular behaviour of a time series. Two electricity 
demand time series, two simulated half hourly series and an airline passenger time series 
were chosen as case studies for this research; however, the electricity demand series were 
heavily influenced by the presence of multiple seasonalities and heteroskedasticity. Most 
established time series methods were developed on the assumption that the errors are 
homoskedastic, hence the prediction limits that are created from such established method will 
often fail in detecting irregular behaviours. 
In this research, a recently developed time series method that models a time series explicitly 
was modified to accommodate the presence of multiple seasonal components, as well as the 
presence of heteroskedasticity. Upon incorporating multiple seasonal components and 
heteroskedastic components into the modified time series method, its forecast accuracy were 
comparable with established time series methods such as the double seasonal autoregressive 
integrated moving average (DSARlMA) and the double seasonal Holt-Winters exponential 
smoothing, which have been used as benchmarks. The prediction limits of the benchmarks 
and the modified time series method were evaluated to examine if they are able to detect 
irregular electricity demand which have been simulated. However, the prediction limits of the 
modified time series method were adjusted by giving more weight to older observations and 
less weight to recent observations. 
As part of detecting irregular consumption, a procedure was also developed to test for the 
difference between the number of observations outside the prediction limits before and after a 
change. The modified time series method proved to be a tool that can be of significant 
importance in the area of energy management as it is able to produce forecasts that are 
comparable with existing time series methods, as well as produce prediction limits that can be 
used for detecting changes in consumption pattern. 
[ xviii] 
Chapter 1 Introduction 
1.1 Introduction 
Increase in demand, along with environmental concerns has made energy to be one of the 
most pressing concerns of the past few decades. Factors such as climate change, global 
warming, declining energy sources and limited energy supply are primarily changing the way 
governments and organisations view energy management. As a result, most organisations are 
now under immense pressure in gaining a competitive advantage over their competitors 
through energy efficiency because a reduction in their energy consumption will lead to a 
lower energy costs and high energy savings. However, for an organisation to be operationally 
efficient, it must be able to understand and forecast its demand consumption adequately, 
because the understanding of an existing demand pattern can lead to an early detection of a 
change in a demand pattern which will in turn help the organisation in reducing its energy 
costs and retain its competitive edge. Therefore, an adequate energy demand model plays an 
important role in most organisations as it will allow them to plan their daily and future 
operations based on the reasonable and achievable targets or accurate forecasts that are 
produced. Another role of energy demand models in an organisation is the assessment of the 
effect that a new machinery or appliance might have on energy demand. This will help 
energy managers to identify and evaluate the cost effectiveness of investing in the new 
machinery. 
In fact, the role of energy demand modelling and forecasting has developed in the energy 
industry whereby an energy supplier should be able to produce accurate energy demand 
forecasts in order to supply the appropriate amount of energy with minimum wastage. This is 
mainly due to the nature of the energy industry where generated output is scheduled to meet 
demand at all times (Taylor and Majithia, 2000). A special case of the energy industry is the 
electricity demand and supply sector. This is because electricity has a very limited storage 
possibility unlike other energy products such as gas, oil, water or coal which can be stored 
physically (Benth et aI., 2008). Since the consumers of electricity cannot buy for storage, 
modelling and forecasting electricity demand is of vital importance to organisations as it will 
provide them with reasonable energy targets that: 
• they can aim to achieve while being efficient, 
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• will aid in calculating future energy costs, 
• can be used to identify periods of high consumptions and how to reduce consumption 
at these periods. 
Despite the fact that modelling energy demand is of vital importance, some organisations do 
not have the expertise required to model and manage energy demand efficiently. Section 1.2 
briefly describes some of the methods that are being applied in the area of energy 
management. 
1.2 Energy Management 
Although energy management and improving energy efficiency has been important for 
industries and commerce over the past decades, there will be a continuing trend towards 
improved energy efficiency, and the use of clean technologies (Fawkes, 2001). As of present, 
efficient and effective energy management remains a vital activity for most organisations 
because it allows them to remain competitive against their competitors. 
Improving energy efficiency can have a positive effect on an organisation's image through 
lower energy cost, reduced carbon emissions and improved working conditions to name a 
few. O'Callaghan (1993) created 39 steps that can be implemented to optimize energy 
management at any site. This includes energy audit, site survey, producing investment 
portfolios, establishing a long-term investment plan, and; monitoring and targeting 
management systems. Detailed analyses of these steps are beyond the scope of this research. 
Capehart et al. (2003) introduced 25 energy management opportunities that can be employed 
to minimize energy demand and consumption, such as switching to energy-efficient lamps, 
installing devices to improve heat transfer in boilers and changing product design to reduce 
energy requirements. By simply following some of the 39 steps created by O'Callaghan 
(1993) and the 25 energy management opportunities introduced by Capehart et al. (2003), an 
organisation should be able to reduce its energy consumption and improve efficiency. 
However, a large reduction in energy consumption and further improvement in efficiency 
could be achieved if the organisation's energy demand were modelled through statistical 
analysis. 
The aim of energy management is to measure, record, analyse and control energy in order to 
maximise its efficiency. Chaudhari (2005) briefly illustrated that in order to increase the 
efficiency of an Energy Management System, the system should be developed through the 
2 
adaptation of Six Sigma methodology, a management strategy that follows the notion of 
practically eliminating all defects if one has six standard deviations between the mean and the 
nearest specification limits, using the following steps: 
• Defme: goals that are coherent with the organisation's strategy are to be defmed 
• Measure: details of all the measurement system that are to be used for monitoring 
consumption should be identified 
• Analyse: examine the previous two steps to verify cause-and-effect relationships 
• Design: design the system based on the above steps and plan for validation 
• Verification: verity the design and ameliorate the system based on data analysis. 
Six sigma methodology is based on the principle that variation exists in all processes, and the 
understanding and analysing of these variations are key to success. Although the main aim of 
this methodology is to achieve perfect quality in a process by reducing variability, it fails to 
model and provide information about time series components, such as trend and seasonal 
components, as well as heteroskedasticity. 
Energy management is expected in most developed countries because any organisation that is 
wasting energy is causing pollution through carbon emissions. Energy management systems 
represent a key element in any organisation's energy management program because they 
provide significant cost savings and increased profitability as a result of reduced energy 
consumption through accurate load forecasts, taking advantage of cheaper energy that is 
available during off-peak hours and early detection of irregular consumption based on a 
comparison of actual consumption with established standards. 
Like most industries, the energy management sector experiences variation in the energy 
demand of its consumers. Hence, it is necessary to identify the causes of these variations, 
develop a remedial action to remove the variation, monitor the process and set reasonable 
targets for the future. One of the techniques that have been used in the energy management 
industry for improving energy performance is Statistical Process Control (SPC), which is 
widely used for detecting process variations and thus prevents the occurrence of further 
variation. 
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For energy demand management techniques to be effective, energy load forecasts produced 
by any established forecasting methods must be reliable and accurate because short term load 
forecast provides information that can be utilised in energy demand management systems, 
such as load requirements and equipment operating profiles (Lai et.al., 1999; Capehart and 
Capehart, 2007). If energy demand forecasts are accurate, energy demand management 
techniques can be used to bring energy demand and supply closer to a perceived optimum, 
therefore leading to efficient use of energy (Unler, 2005). Therefore, all efforts that are made 
in reducing forecast errors can be justified on the basis of energy efficiency and reduction in 
energy costs (Papalexopoulos and Hesterberg, 1990). 
The contribution of this research would provide a huge potential in terms of energy savings 
and management for organisations if irregular consumption are to be detected using the 
proposed framework. For example, if on average an organisation consumes 100 unit of 
electricity per hour in a day with each unit being charged as £1 per hour, the electricity cost 
would be £2,400 per day, calculated as: (100 units per hour x £1 x 24 hours = £2,400). 
If there was an upward level shift in consumption caused by a faulty machinery, such that the 
faulty machinery results in a new consumption level of 150 unit of electricity per hour in a 
day, the electricity cost would be £3,600 per day, calculated as: (150 units per hour x 
£1 x 24 hours = £3,200). 
If the upward level shift has been detected efficiently (assuming detection was made 2 hours 
after the level shift initially occurred and was corrected for immediately), the electricity cost 
for the day would be £2,500, calculated as: (100 units per hour x £1 x 22 hours) + 
(150 units per hour x £1 x 2 hour). 
In this example, assuming that the level shift was detected 2 hours after it first occurred, the 
organisation would have saved £700 for the day. The savings has been calculated as the 
difference between the cost that would have been paid if no detection was made (£3,200) and 
the cost that will be paid if a detection approach has been applied (£2,500). 
It is worth noting that the amount of savings will depend on the size of the level shift, that is, 
the larger the size of the level shift, the larger the savings, and also, the smaller the level shift 
the smaller the savings. 
Generally, actual half hourly consumption is expected to be similar to established half hourly 
load profiles. Consumption is termed to be regular if it lies within the prediction limits of the 
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profile that has been calibrated and irregular if it falls outside the prediction limits. Once an 
irregular consumption has been detected, remedial actions can be taken and implemented. 
1.3 Aims and Objectives of Research 
Existing energy management techniques ignore time-related variation when applied to the 
observations of a dataset that has been measured in time, because they assume that the 
variance is constant over time. However, it is very important that time-related variation is 
considered when modelling energy demand since energy consumption is usually measured on 
a timely basis such as hourly, daily, weekly and so on. This is because, most energy demand 
series usually contain seasonal components that are related to a time domain. Although, 
existing energy management techniques have proved to be useful in process control 
applications, they tend to be of little or no use in understanding the dynamics of the data 
because they model energy demand implicitly by hiding the time driven complexities of the 
underlying process. The objective of this project is to develop a control application in the 
field of energy management. The first main aim of this thesis was thus to construct a 
modelling and forecasting approach that can be applied particularly in the area of energy 
management, as well as several other fields. The construction of this approach was based on 
profiling various components of a series. The second aim was to develop a set of prediction 
limits that can be used for detecting irregular behaviours in a time series. The third aim was 
to develop a procedure for testing the significance of irregular behaviours in a time series. 
1.4 Scope of Study 
The construction of the control application to be developed is designed to be: 
• A univariate modelling approach that only requires the data for the modelled variable, and 
none for any influential variables. It is worth noting that the modelled variable need not be 
stationary, unlike some established univariate time series methods that require a time 
series to be stationary before identifying an adequate model. 
• A forecasting approach that computes one-step ahead forecasts. In this research, forecasts 
have been computed on a half hourly basis for the electricity consumption series and on a 
monthly basis for the established dataset. Following the same approach used in this 
research, one-step ahead forecasts can also be computed for time series measured in other 
time domains, such as on a daily basis or at a ten-minute interval. 
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• A forecasting approach, as well as a process control application that can be synthesised by 
using a set of efficient prediction limits to raise alarms. Apart from forecasting the future, 
the developed control application can also be used to monitor the current performance of a 
process, therefore providing sufficient time to eliminate any source of variation that might 
affect the accuracy of forecast values. 
Unlike most established time series approaches, a forecasting method that will be used to 
develop the control application attempts to model a time series explicitly; hence, providing 
detailed understanding of the underlying dynamics of the time series. The essential 
information provided whilst applying this control application can be used by energy analysts 
in improving energy performance and hence reducing energy costs 
1.5 Research Methodology 
The quantitative method best suit this research due to the nature of the datasets that have been 
used. In order to model electricity demand, the education sector and manufacturing sector 
were both chosen as case studies. The education sector was chosen mainly due to the 
electricity demand pattern being influenced by several factors such as the following: 
Annual or seasonal activities (e.g. are there any large events that occur at certain times of the 
year such as fresher's fair or an annual international conference?), 
Accommodation (e.g. are there student accommodation on-site?) 
Closing periods (e.g. is the whole institution shut during holiday periods or is there some 
parts of it that remain open?) 
and many more. 
It is expected that the electricity consumption of an academic institution will vary during the 
year depending on some of these factors. This particular institution was chosen because it has 
a purpose built indoor athletics track that is used for national and televised events 
occasionally. Therefore, the electricity demand of this institution was expected to have some 
patterns or characteristics that a more typical institution or organisation will not possess. 
The manufacturing sector was chosen to represent a typical organisation where it is expected 
that the daily consumption pattern across a year will be very similar based on the assumption 
that there will be little or no change in the daily operations. 
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These two datasets were utilised in this research as case studies for developing an approach 
that can be used for process control. These datasets contain electricity demand that have been 
measured on a half hourly basis. 
A third time series that is non-energy related was also chosen as a case study. This time series 
was chosen to evaluate and examine the performance of the developed control application 
against existing methods when applied to a dataset that is not related to energy demand. 
Two time series were simulated for validation of the proposed method. Coupled with at-test 
that looks at the number of observations outside the prediction limits of several time series 
methods, the simulated time series and the Hest should provide sufficient evidence as to 
whether the proposed approach is worthy of application and further investigation. The 
simulated time series contains some characteristics that are typical of the data encountered in 
this research whereby multiple seasonal components and trend are present in the data. 
The characteristics of these five time series will be further discussed in Chapter 3. 
An established forecasting approach known as the Hierarchical Profiling Approach (HP A) 
was used in this research for modelling and forecasting the time series of the chosen case 
studies. This is simply because it has been applied successfully to a small number of time 
series such as daily electricity demand (Al-Madfai, 2001) and crime (Ivaha et.al, 2007). In 
addition, established forecasting methods such as the autoregressive integrated moving 
average (ARlMA) approach and Holt-Winters exponential smoothing were also employed in 
order to evaluate the performance of different forecasting models. The ARIMA and Holt- 
Winters exponential smoothing method were chosen as benchmarks because of their 
recognition and success in the time series forecasting literature. However, it is worth noting 
that unlike the ARlMA and Holt-Winters exponential smoothing methods, the HPA models 
time series by decomposing the time series into various components that are present in the 
dataset. 
1.6 Issues with Time Series Used as Case Studies and Existing Methods 
Naturally, electricity demand is a function of several factors, such as environmental and 
social, that can affect the industrial and domestic segments of electricity demand in the form 
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of seasonality, periodicity and outliers (Al-Madfai, 2002). A number of issues that were 
identified for the time series used as case studies and existing methods are as follows: 
• The two electricity demand time series that have been chosen as case studies show 
multiple seasonal components at the daily and weekly cycles. It is very important that 
the control application for detecting irregular consumption must be able to 
accommodate the presence of multiple seasonal components adequately. 
• These time series also appear to have elements of heteroskedastic errors. Due to 
changes in the variance of the series in relation to time, the control application to be 
developed must be capable of handling heteroskedasticity because this will improve 
the forecasting model. 
• The control limits of the established methods that are used for energy management 
fail to take into consideration some of the features that exist in most time series, such 
as the serial correlations that exist between observations and trend. The control limits 
that are produced seem to misrepresent the data as they follow the general trend. This 
is because these limits were developed based on the assumption that the process being 
monitored contains observations that are not auto correlated, but are normally 
distributed, independent and identically distributed. Therefore, when autocorrelation 
is present in a dataset, which is usually the case in most time series, established 
control methods will often fail to detect irregular observations efficiently. 
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Also, when there is a seasonal pattern in the process that is being monitored, 
established methods are not dynamic enough to take such pattern into consideration 
because the control limits of these methods are horizontal straight lines that do not 
change despite the fact that the observations in the process are seasonal. 
Assuming a time series contains a quadratic seasonal component (seasonal component 
that can be described by a quadratic polynomial) that repeats itself after every 7th 
observation. Applying established control methods to such time series, will create a 
set of horizontal straight lines as control limits. Therefore, using these limits for 
detecting if the time series is in- or out- of statistical will not be ideal due to the fact 
that these limits will fail to consider the quadratic seasonal component that exists in 
the series. 
The set of straight lines that are created as control limits when there is a presence of 
seasonal components will be very wide in order to allow 95% of the observations to 
be within the control limits. When the limits are too wide, it will result in most of the 
irregular observations not been detected. 
• Although control charts are useful tools for determining if a process is in or out of 
statistical control, whenever a change occurs in a process, the charts fail to give 
insight into how significant the change is. Apart from detecting changes or irregular 
behaviours, a control application must be able to give some information about how 
significant the irregular behaviours are. 
These points were used as inputs in developing a control application that can be used for 
energy management. It is expected that these inputs will help to improve demand models and 
also aid in detecting irregular behaviours accurately whilst having a low occurrence of false 
detection. 
1. 7 Thesis Structure 
This thesis consists of eight chapters. The next chapter provides a review of existing energy 
management techniques which are used for detecting process variation and time series 
methods which are used in forecasting energy demand. Chapter 3 presents the data in the time 
domain and investigates the properties of the time series. Chapter 4 presents a brief summary 
of the statistical methods that have been used for monitoring and controlling a process. This 
chapter also presents a systematic study of the methods that have been used in this research, 
introduces two established time series techniques in the area of forecasting, and also 
describes the procedure and application of the HPA. Chapter 5 introduces the developed HPA 
and its components. Chapter 6 presents the results and discusses the findings of the one-step 
ahead forecasts of established time series approaches, the standard HP A and the developed 
HP A. Chapter 7 presents the results and findings of detecting irregular consumption using the 
prediction limits of one-step ahead forecasts and a novel detection procedure. Chapter 8 
presents the analysis and results of the developed HP A on a set of simulated time series in 
order to further validate the proposed method. Finally, Chapter 9 discusses the overall 
fmdings and presents the conclusion of the research, along with the future work which aims 
to improve the general fmdings of the developed HP A. 
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Chapter 2 - Literature Review 
'- 
2.1 Introduction 
Short-term load forecasting of electricity consumption commonly known as STLF, has been 
evolving with time, due to electricity companies aiming to supply the right amount of 
electricity that is needed by their customers, whilst achieving the minimum energy wastage 
possible. This is simply because neither electricity consumers nor suppliers can store 
electricity, and the amount of resources that has been utilised in generating the excess supply 
cannot be recovered. That is, any excess energy that is generated can not be stored for future 
purposes, and hence can be classified as a waste. 
In the past few years, researchers have produced several statistical models for forecasting 
energy demand. Most of these models are for Short Term Load Forecasting (STLF). 
Forecasting is the prediction of future expectations based on existing data or facts and it is an 
important element of energy management. The methodologies used in forecasting energy 
demand can be classified into two broad categories (Al-Alawi and Islam, 1996): autonomous 
and conditional models. 
• Autonomous models primarily relate the future growth of energy demand of a system 
based on its past trends and they include statistical approaches such as the Box and Jenkins 
model (Box et. al, 2008), exponential smoothing (Winters, 1960) and state estimation 
(Harvey, 1989). 
• Conditional models are based on relating energy demand growth to other fundamental 
economic factors and they include approaches such as the econometric models. 
Rhys (1984) added one more method to the two broad categories mentioned above. This third 
category is based on detailed research into the nature of energy use. Rhys mentioned that 
although these categories are not mutually exclusive, as different techniques may in practice 
be used in combination, however, they provide a useful means of classifying and describing 
the techniques and methods available to deal with forecasting problems. 
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Although the main difficulty in modelling electricity load is due to the complexity of its 
variation, it is very important that a forecaster takes into consideration the behaviour of 
electricity consumption such as, variation during the day which is caused by consumer habits, 
daily or weekly seasonalities during the year and complex calendar effects such as public 
holidays. It would be beneficial to have models that accommodate these variations so as to 
provide accurate forecasts, avoid energy wastage and make reasonable conclusions. 
Some of the previous studies in the area of energy management and STLF are now discussed 
in relation to the points highlighted in Section 1.6. 
2.2 Multiple Seasonal Components 
Some time series may contain multiple seasonal cycles and some of the established modelling 
and forecasting techniques might not be able to model such series correctly. Therefore, it 
might be necessary to extend such model so as to accommodate multiple seasonal cycles, 
such as the seasonal autoregressive integrated moving average model (SARlMA) which can 
be extended to model multiple seasonal components. Unlike some time series, the series 
under consideration in this research exhibits multiple seasonal cycles of different lengths. 
Many studies have investigated modelling and forecasting energy demand using different 
approaches, but only a few of them have used energy demand with multiple seasonal patterns 
as a case study. 
Ramanathan et al (1997, commonly referred to as the EGRV approach; named after the 
authors) developed a series of models to produce short -run forecasts of electricity loads. After 
investigating different forecasting models such as neural network, state space, pattern 
recognition and other models, they came up with a strategy which is to develop a model on an 
hour-by-hour basis, by estimating the load of one hour of the day with an equation, the load 
for the second hour with a different equation and so on, making a total of 24 forecasting 
equations for a day. Weekends were modelled separately from weekdays, so that there are 48 
\ 
models altogether. If the same approach was to be applied for a time series that is measured 
on a IS-minute basis, then 720 (15 x 48) equations would have to be created to produce 
forecasts for this time series, which will be made up of 360 forecasting equations for the 
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weekdays and 360 for the weekends. Producing so many equations would be time consuming 
and also, not parsimonious. 
The major drawback of the EGRV approach is that it is a multi-variable technique that 
requires other variables that are measured at the same time as its dependent variables, such as 
temperature. Therefore, for organisations in countries where temperature datasets are not 
easily accessible, applying the EGRV approach for forecasting might not be possible. The 
EGRV approach is based on a multiple regression model that aims to capture the very short- 
run dynamics of a consumer's behaviour. The application of the EGRV approach on time 
series data can not be carried out uncritically due to the serially correlated observations and 
errors in the time series data. Since separate models are used to describe the weekday and 
weekend patterns in a time series, this would improve the performance of the EGRV 
approach when applied to a time series with multiple seasonal components. However, a key 
assumption in multiple regression analysis is that the variance of the error term is constant, a 
condition that would be violated when the data is heteroskedastic. Hence for these reasons, 
the EGRV approach will-not be suitable for modelling some of the time series that have been 
used as case studies in this research. 
The load forecasting errors for most public holidays are much higher than those for normal 
days due to changes in consumer behaviour. This is because the forecasts that are created for 
public holidays are usually calculated based on the assumption that the demand pattern of a 
public holiday is going to be very similar to that of a typical day. However, this assumption is 
erroneous because the demand pattern of public holidays is disparate to those of normal 
weekdays (Song et. al, 2005). Song et. al. (2005) employed the concept of fuzzy regression 
analysis in order to reduce the forecasting error of the 24 hourly loads for the holidays. For a 
particular holiday, a fuzzy linear regression model can be found by using load data of the 
same day from the past 20 years as the input data. On applying the method to an hourly 
electricity load, it was concluded that the proposed fuzzy linear regression model 
considerably improved the forecasting accuracy of public holidays as well as the overall 
accuracy of the time series. Although, the forecasting accuracy of public holidays can be 
improved using this regression model, it fails to consider the existence of other seasonal 
component apart from the daily seasonal pattern. Therefore, the forecasts that are produced 
using the fuzzy linear regression model would not be adequate enough to be used as a 
component of the control application that will be developed in this research. 
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Soares & Medeiros (2008) described and compared a set of methods for modelling and 
forecasting short-term electricity load. They adopted the same strategy as Ramanathan et al. 
(1997) and Soares & Souza, (2006); by treating each hour as a separate time series such that 
24 different models are constructed. Soares & Medeiros (2008) reported that the EGRV 
approach was considered in their research in order to avoid modelling complicated patterns 
that exist in the series, such as the intra-day patterns in the hourly load, commonly referred to 
as the load profile. A model called the Two-Level Seasonal Autoregressive (TLSAR) model 
was proposed in their study. The proposed model is based on decomposing the time series 
into two components. The first component is deterministic and is modelled as a sum of 
trigonometric functions with the effects of the days of the week and public holidays being 
modelled with dummy variables. The second component is stochastic and is modelled using a 
linear autoregressive model. A drawback of the TLSAR model is the weak assumption that 
the errors do not follow a Gaussian distribution, although possible conditional 
heteroskedasticity (non-constant conditional standard deviations) was allowed for. If the 
errors do not follow a Gaussian distribution, there might be some components in the time 
series which have not been modelled correctly. Despite the fact that the TLSAR model has 
been developed as a hierarchical modelling approach, it fails to consider the presence of 
multiple seasonal components in a series. 
Soares & Medeiros (2008) checked the forecasting performance of the TLSAR model against 
a benchmark model which is a variant of the SARIMA model, Dummy-Adjusted SARIMA 
(DASARIMA) model with the effects of bank holidays being corrected for with dummy 
variables. Their results showed that during the night (hours 1 - 5) the DASARIMA is far 
superior in forecasting horizons greater than one. However, for prediction during the middle 
hours, the superiority of the TLSAR over the DASARIMA is huge because the MAPEs of the 
TLSAR model are extremely low compared to the MAPEs of the DASARIMA. As prediction 
intervals were not included in their modelling, it was suggested that it can be computed by 
taking into consideration conditional heteroskedasticity. 
Taylor (2003) extended the traditional SARIMA (p,d,q)(P,D,Q)s to accommodate a daily 
pattern as well as a weekly pattern by using a double seasonal ARIMA model 
(p,d,q)(~,DpQl)Sl(P2,D2,Q2)s2. Although the double seasonal ARIMA model 
13 
outperformed the standard Holt-Winters method which was one of the benchmarks that was 
used in their research, it was concluded that the Holt-Winters method is more robust than the 
double seasonal ARlMA model when the time series is dominated by trend and seasonal 
variation. Taylor (2003) also formulated an extension for the Holt-Winters smoothing method 
to model time series with double seasonalities. However, upon the inspection of the residuals 
of the one-step ahead forecasts, it was concluded that first order autocorrelation existed in the 
model residuals of the double seasonal Holt-Winters exponential smoothing method. This 
means that the model had failed to capture all the components in the dataset successfully, 
such as autocorrelation. Therefore, an AR(l) process was used to model the residuals in order 
to correct for this problem, yielding a lower MAPE and hence a more accurate forecast. 
Although the extended Holt-Winters smoothing method combined with the AR(1) process 
was developed to cater for multiple seasonalities, the combined model might not perform 
well when applied to a time series with heteroskedastic errors. This is because the AR(I) 
process assumes that the model residuals of a time series is homoskedastic and applying such 
process to a series will violate the model assumptions and hence render the model results 
inadequate. 
Gould et al (2008) also used an energy demand series as a case study in forecasting time 
series with multiple seasonal patterns. In their research, they developed a state space model 
for both additive and multiplicative seasonality and were able to examine hourly and daily 
patterns in the series. Comparing the minimum mean squared forecast errors (MSFE), their 
model provided more accurate forecasts than its benchmark methods which are, the standard 
Holt-Winters and Taylor's double seasonal exponential smoothing method (Taylor, 2003). It 
was concluded that their model was more flexible than its benchmarks due to its ability to 
allow each day of the week to have its own hourly demand pattern or to have a group of days 
with the same pattern. 
Taylor et al (2006) compared the accuracy of 6 univariate methods for STLF up to a day 
ahead. This included two time series methods that are able to accommodate multiple 
seasonalities; Double Seasonal ARMA modelling and Exponential Smoothing for Double 
Seasonality. Other methods that were considered are Artificial Neural Network, Regression 
method with Principal Component Analysis (PCA). Seasonal version of Random Walk and 
an error modelling approach that was described based on modelling the errors from the PCA 
method were used as two naive benchmark methods. Using the MAPE, a measure of 
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accuracy in time series analysis, as a forecast accuracy measure, overall, it was concluded 
that the best results were achieved with the Exponential smoothing for Double Seasonality 
partly due to its robustness. Although the PCA method appeared to be more competitive for 
one of the time series, a slight improvement was achieved through the combination of the 
Exponential Smoothing method and the PCA method by using a simple average. Combining 
the exponential smoothing method with the PCA method can be very advantageous especially 
when forecasting equations are to be created for each hour of the day. This is because, the 
essence of the PCA method was developed to exploit the similarities between hours of the 
day and therefore, reduce the number of models to be created. The main advantage of 
combining the PCA method with the exponential smoothing method is the reduction in the 
number of models that are to be created. However, the major drawback of this combination is 
that there might be certain occasions where the PCA method suggests that there is a similarity 
between different hours of the day when in fact there is no apparent similarity between these 
hours or there is no reliable evidence to support the existence of a similarity between these 
hours. 
Taylor (2008), evaluated methods for very short-term load forecasting, that is, lead times 
ranging between 10 and 30 minutes. In his study, Taylor (2008) considered three non- 
seasonal exponential smoothing methods that do not capture the seasonal characteristics of 
the data: simple exponential smoothing, Holt's (additive trend) and damped Holt's (damped 
additive trend), a seasonal version of Random Walk that models intra week seasonal cycle, 
ARMA modelling for double seasonality, Holt-Winters' exponential smoothing adapted for 
double seasonality, Intraday cycle exponential smoothing model for double seasonality and a 
multivariate model that forecasts energy demand based on weather forecasts. 
Taylor's results showed that the accuracy of the non-seasonal methods and seasonal Random 
Walk method was poor. The Holt-Winters formulation compared well with the ARMA model 
and intraday cycle exponential smoothing methods for the very short term, that is, between 10 
and 30 minutes. When compared with the multivariate method, the double seasonal Holt- 
Winters' method was outperformed beyond four hours ahead. It was shown that a 
combination of the weather-based method and a univariate method achieved the best 
performance beyond one hour ahead. One limitation of combining these two methods 
together is that for lead times of between 10 and 30 minutes, the combination method does 
not perform well in comparison with other methods. An alternative to combining different 
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methods that was suggested is to switch between methods as different methods perform best 
at different hours of the day. A limitation of using the multivariate method is that the 
regressors might not be easily accessible. For instance, weather forecasts in some developing 
countries might not be available easily, therefore making it nearly impossible to create a 
weather-based model in such country. 
To this end, several other statistical models have been developed for STLF whereby the 
presence of multiple seasonalities can not be accommodated adequately. In the next section, 
previous studies on heteroskedasticity in the area of energy are discussed. 
2.3 Heteros ked asticity 
An important feature of some energy demand series is that they exhibit heteroskedasticity, 
and if the heteroskedastic component of the series has not been modelled correctly, the 
forecasts might be misleading. In this research, Heteroskedasticity will be defined as the 
behaviour of a time series whereby the variance of the series across several time periods is 
not constant. Conventional time series techniques such as the ARIMA models assume a 
constant variance (Shumway and Stoffer, 2006). Models such as the Autoregressive 
Conditionally Heteroskedastic (ARCH) and the generalised ARCH (GARCH) were 
developed to model the variances of the previous error terms in the explanation of the 
variance of the current error term, that is, they can be used to model time series with 
heteroskedastic errors, that is, non-constant variances (Bollerslev, 1986). 
GARCH models have been used to model energy prices successfully (Rachev, 2004) and 
proved beneficial in demonstrating energy risk management, especially the Value-at-Risk. 
However, there are relatively few studies about the use of GARCH models in energy 
management, modelling and forecasting energy demand. 
Although GARCH models are widely used across a wide range of applications, such as 
portfolio and risk management, due to their ability to forecast conditional variances better 
than unconditional variances (Engle, 2001), GARCH models often fail to capture highly 
irregular fluctuations and any other highly unexpected events that can lead to a significant 
structural change. With the major drawback of not being able to capture highly irregular 
fluctuations, GARCH models will fail to model correctly time series with highly irregular 
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movements whilst aiming to detect irregular consumption. Another limitation of the GARCH 
models is that they fail to give any information about the causes of variation in a time series. 
Papalexopoulos and Hesterberg (1990) described a linear regression-based approach for 
forecasting short term electric load, with one of its elements being the ease of modelling 
different days of the week with non-constant error variances. It was concluded in their 
research that the regression-based approach produced an excellent load predictions under a 
wide range of operating conditions, and also that the impact of heteroskedasticity has been 
reduced. Some of the elements that were incorporated into their proposed algorithm includes: 
accurate modelling of special events, accurate temperature modelling, robust parameter 
estimation and parameter estimation under heteroskedasticity by using weighted least squares 
linear regression techniques. 
Soares & Souza (2006) proposed a stochastic model that uses generalized long memory to 
forecast electricity demand. That is, a long memory in a stationary process whereby 
auto correlations decay hyperbolically, as opposed to geometrically in autoregressive moving 
average processes (ARMA). Their proposed model is similar to the EGRV approach as it 
treats each hour as a separate time series so that there are 24 models each representing one 
hour of the day. However, they claimed that their approach is different to that of Ramanathan 
et al. (1997) as their work focuses on univariate modelling. 
Their modelling which is based on a log transformation of the original data includes a 
stochastic level which is driven by demographic and macroeconomic factors, a set of day-of- 
the-week binary dummy variables and a dummy variable that accounts for the effect of 
holidays. After the series has been detrended and all calendar effects removed, the remainder 
of the series is modelled using a Gegenbauer Autoregressive Moving Average (GARMA) 
process (Soares & Souza, 2006). The GARMA process incorporates the important class of 
orthogonal polynomials called Gegenbauer polynomials I, autoregressive and moving average 
polynomials. Based on the forecast accuracy measure Mean Absolute Percentage Error 
(MAPE), it was concluded that the proposed model outperformed the benchmark, a Seasonal 
Integrated Autoregressive Moving Average (SARIMA) model that consists of a deterministic 
component and a seasonal ARIMA components. However, the benchmark performed better 
I Gegenbauer polynomials are a class of orthogonal polynomials that are solutions to the Gegenbauer 
differential equation. 
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at predicting hours of the day with lowest loads, while the proposed model provided better 
forecasts for the peak and remaining hours of the day. A limitation of the proposed approach 
is the elimination of modelling daily load profiles which is a useful tool for energy analysts. 
Although their model was used to describe some components explicitly, such as the annual 
cycle, bank holidays and daily cycle, their model was applied to a log-transformed data 
because they believed the transformation would give uniform variance across the year. 
Therefore, this model might not be suitable because applying a log transformation does not 
always eliminate heteroskedasticity completely. 
In the present research, an event-driven approach called the Hierarchical Profiling Approach 
(HPA), introduced by Al-Madfai (2001), has been utilised in forecasting electricity demand 
series. This approach allows for the explicit decomposition and modelling of trend and other 
components that are present in a time series, such as changes in consumption pattern during 
holiday periods and holy days. The HP A models the deterministic component of a time series 
using deterministic functions, and the stochastic component of a series using an established 
time series method. The hierarchical functionality of the HP A allows it to produce explicit 
information about the variability of a time series. Hence, the HPA produces further insights 
into the underlying dynamics of a time series which are not usually produced by other time 
series methods. Although the HP A is able to describe the variability of a time series by 
modelling the series explicitly, it was developed on the assumption that the variance of the 
errors remain constant with time, that is, the HP A assumes the error of a series are 
homoskedastic. Therefore, in the presence of heteroskedasticity in a series, the HP A will 
often fail to describe the variability adequately and the forecasts that are produced might not 
be accurate. 
To this end, several forecasting approaches require the model residuals of a time series to be 
homoskedastic, such as ARIMA. When these approaches are applied on time series with 
heteroskedastic components, the residuals of such series will usually be heteroskedastic, 
which means that there are certain components in the series which have not been modelled 
correctly. Failure to model a series adequately might lead to inaccurate forecasts being 
produced. Since forecasts are usually used to construct prediction intervals, the prediction 
interval of an inadequate model will often fail to detect when a model is out of statistical 
control. 
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2.4 Control Limits 
A common assumption of most time series methods is that the underlying process of the 
within-sample forecast period is the same as that of the out-of-sample forecast period. This 
assumption is not always true because unforeseen changes that can affect the pattern of a time 
series can be made in the future. Hence, it is sometimes necessary to determine if: 
• The series is under statistical control 
• Unanticipated events have affected the series. 
This section describes some of the methods that are being applied to monitor and control 
electricity demand series. 
2.4.1 Demand Side Management 
Demand Side Management commonly referred to as DSM implements utilities and activities 
that are designed to influence the demand for energy by end users in order to induce a desired 
change in the consumption pattern (Gellings, 1985). Although the main objective of this 
approach is to produce a load shape change, it does not necessarily decrease total energy 
consumption. For instance, the load shape of a manufacturing company that produces 70 
products during peak hours and 30 products during off peak hours can be changed by 
producing 30 products during peak hours and 70 products during the off peak hours. Simply 
by making such load shape change, the company would have reduced their energy costs even 
though their electricity consumption for producing the 100 products will still be the same. 
Various steps have been developed in implementing a DSM program (Demand Side 
Management Best Practices Guidebook, 2006). These steps are: 
• Load Research - this is the assessment of the customer base and load profile on a half 
hourly basis (daily profile) for weekdays and weekends. 
• Defining Load-Shape Objectives - based on the results obtained from the research in the 
previous phase, load-shape objectives are to be defined. These are Peak clipping, Valley- 
filling, Load shifting, Conservation, Load building and a flexible utility load shape. 
• Assess program implementation strategies - identifying end-use applications that can be 
used to reduce peak demand. 
• Implementation - designing the DSM program for end-use applications . 
• Monitoring and Evaluation - close monitoring of the program design and comparing 
actual result with proposed targets. 
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In the UK, the role DSM programs play is uncertain due to the complexity of the UK's 
horizontally integrated electricity supply industry whereby organisations in the energy supply 
industry operate and manage several units (such as generators and distributors) in different 
locations (Beggs, 2002). Unlike the UK, the DSM program has become an important part of 
energy management in the USA. In 1999, the energy industry in the USA reported that DSM 
programs resulted in an annual energy saving of 71.9 million kWh (Department of Energy, 
USA 1999). The implementation ofDSM programs is likely to reduce adverse environmental 
impacts, reduce costs and improve operating efficiency (Beggs, 2002). DSM programs thus 
play an important role in energy management systems since accurate implementation can 
reduce energy wastage and monitor the control system. 
2.4.2 Monitoring and controlling 
~ Monitoring and Targeting 
Energy management techniques are very similar to those required for the management of any 
other resources in an organisation (Eastop and Croft 1990). Energy Monitoring and Targeting 
(M&T) is an energy efficiency technique that is based on the principle of "you cannot 
manage what you do not measure" (Effective Energy Management Guide, 2005). 
Askounis and Psarras (1998) described a computerised energy M&T system that was 
developed for a Bulgarian brewery. The system was built to allow for the consumption of 
electricity, oil and water. The M&T system was designed and developed as an information 
system that uses energy meter readings and accounting records for production in producing 
necessary reports, such as monthly and annual energy performances, and also compares 
actual energy consumption against standard consumption. Although one of the goals of an 
M&T system is to help energy managers identify energy consumption trends (Bureau of 
Energy Efficiency, 2001), it is not capable of identifying any seasonal components because it 
was solely developed to monitor energy consumption, establish energy targets and produce 
reports of energy performances. 
~ Time-dependent energy analysis 
Beggs (2002) developed an approach whereby simple time-dependent analysis can be used to 
identifY trends and seasonal patterns that appear in energy consumption. This tool is useful as 
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it quickly identifies a consumption pattern that is disparate from the norm. The application of 
this technique is by plotting energy consumption against a time frequency such as months, 
days and weeks. It is also possible to plot more than one variable against time. For instance, 
electricity consumption and production output can be plotted against time in analysing the 
energy consumption of a production factory. Using this technique, periods of high or low 
energy consumption that are caused due to unexpected changes in an organisation activities 
can be easily identified. As production or any other variable increases, energy consumption is 
also expected to increase. Therefore, the patterns of the two variables that are plotted against 
time should flow in the same direction. 
The time-dependent energy analysis can be seen as part of explanatory data analysis, which is 
an approach that employs a wide range of techniques in gaining maximum insight into a data 
set. Although this tool is useful in identifying seasonal patterns and trends, it is best used as a 
comparative tool due to its inability to identify why the energy consumption for a period in a 
year is higher than that of the same period in the previous year. 
);> Statistical Process Control (SPC) 
When a process is unstable, it renders an adequate model impotent and less effective; 
therefore, it is of vital importance for a process to be reliable and consistent before decisions 
can be made. Statistical Process Control (SPC) is a set of tools that can be used to achieve 
this objective. Oakland and Followell (1990) defmed SPC as a "strategy for reducing 
variability, the cause of most quality problems, variation in productions, in times of 
deliveries, in ways of doing things, in materials, in people's attitudes, in equipment and its 
use, in maintenance practices, in everything". 
The philosophy of W. Edwards Deming, a statistician who was highly noted for improving 
quality and production in the Japanese industries, is that adopting appropriate principles of 
management for reducing variability, waste and rework can increase quality and 
simultaneously reduce costs. However, the use of statistical sampling in measurements must 
be applied to understand the causes of variation. 
Variations always exist in products, services, machines and people. Therefore, the intrinsic 
variability in a process will cause its output to vary over time. However, if the variation is 
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significant, it may be impossible to predict the value of a single item at any point in time 
(Oakland and Followell, 1990). 
2.4.3 Monitoring variation 
Ord et.al (2009) provided examples to show that the incorrect use of homoskedastic time 
series models are quite inadequate for a monitoring task, and may lead to erroneous decisions 
being made. The objectives of SPC are to monitor a process by detecting variations and 
identifying if a process is or not in a statistical control. However, SPC tools assume a 
constant variance over time, as well as normal distribution. 
Alwan and Roberts (1988) extended the Shewhart chart by using a non-seasonal ARIMA 
model to describe the underlying process. Since ARlMA models assume a constant variance, 
Ord et.al (2009) formulated the approach of Alwan and Roberts (1988) in a state space 
framework. In their study, Ord et.al (2009) extended the Shewhart charts for monitoring a 
univariate time series by modelling changing variances as part of their developed model. The 
extension of their framework included using an exponential ARCH (EARCH) model to 
update non-constant variances. Upon the application of their model on two heteroskedastic 
time series; a running mileage and gasoline prices, it was concluded that their model has been 
successful in monitoring a process with heteroskedastic components. 
Two limitations of state space models that were identified by Rodriguez and Ruiz (2009) was 
that state space models fail to incorporate the uncertainty of parameter estimation, and also 
assume Gaussian errors when constructing prediction intervals. Therefore, the prediction 
intervals that are calculated using state space models may not always be accurate when the 
assumption of normal distribution is vio lated. 
2.4.4 Detecting Outliers and Level Shifts 
Time series are often affected by empirical events such as policy changes, economic factors 
and new legislations. These events are referred to as intervention events (Box et. al, 2008). 
While the existence of intervention events is often ignored in most time series analysis, 
erroneous conclusions are easily made from conventional time series analysis in the presence 
of these events (Tsay, 1988). Intervention analysis extends conventional time series methods 
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such as ARIMA modelling to describe the effects of intervention events on a time series 
(Rasmussen et. al., 2001). 
Several approaches have been considered in time series literature for detecting outliers and 
level shifts. Tsay (1988) suggested a procedure that involves computing a variance ratio using 
the residuals of an ARMA model. The computed variance ratio is compared with a pre- 
specified critical value to determine if a significant disturbance has occurred in the time 
series. That is, if the variance ratio is less than the pre-specified value, it can be concluded 
that no significant disturbance has occurred. On the other hand, if the variance ratio is more 
than the pre-specified value, it can be concluded that a disturbance has been detected. 
Although this procedure can be effective in identifying and classifying additive and 
innovative outliers, there is a high feasibility of misspecifying an adequate ARMA model 
when a set of outliers exist in the within-sample period. The misspecification of an 
appropriate model will result in the misidentification of outliers. The main drawback of the 
procedure described by Tsay (1988) is that the presence of level shifts causes the 
autoregressive parameter of the ARMA model to be overestimated asymptotically. Hence, the 
larger the size of the level shift, the more biased the autoregressive parameter will be. 
Balke (1991) modified the procedure suggested by Tsay (1988) in order to deal with the 
misspecification of an ARMA model. The modification introduced by Balke (1991) was to 
conduct an ARMA model and a separate search employing a white noise model ARMA (0,0). 
Once the two ARMA models have been estimated, the same procedure described by Tsay 
(1988) can be applied in detecting outliers. 
The proposed methodology by Balke (1991) is more powerful in the identification of a level 
shift compared to the Tsay's procedure. This is because the [mal estimated autoregressive 
coefficient is often closer to the true parameter when the ARMA model is combined with the 
white noise model, hence, the Balke's methodology lessens the danger of misspecification 
and misidentification of outliers in the presence of level shifts. An advantage of this method 
is its flexibility in the identification of outliers due to the combination of the ARMA models. 
Although the benefits of the proposed methodology by Balke outweigh those of Tsay's, one 
of the limitations of the methodology proposed by Balke (1991) is the identification of too 
many level shifts when in fact no level shift has occurred. 
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2.5 Other Studies 
Lourenco and Santos (2010) developed a short term load forecasting method (STLF) based 
on a Gaussian process modelling approach that can be fully specified by its mean and its 
covariance function. Apart from producing short-term forecasts, this model also provides the 
variance value of the forecasts, hence, prediction intervals can be provided for each forecast 
value. Upon the application of the Gaussian process model on three different electrical 
distribution substations with load patterns representing the residential, non-residential and the 
service sector, it was concluded that the results and performance measure of the Gaussian 
process model were satisfactory. 
A limitation of this modelling approach is the computational effort that is required to invert 
the covariance matrix whose dimension is dependent on the number of observations in the 
time series and the number of regressors. Hence, for a large dataset, the Gaussian process 
model would be time consuming. 
2.6 Summary 
Short term load forecasting is of a major interest in the energy and forecasting sector due to 
the importance of distributing energy in a more efficient way, reducing energy wastage and 
its existing features of electricity demand series such as trends, daily and weekly cycle, effect 
of special and bank holidays, change in consumer behaviour and influence of demographic 
and macroeconomic variables. Although it has received relatively little attention from 
forecasting researchers in the past (Taylor, 2008), there is an increase in studies about 
modelling and forecasting electricity load. However, there is still no established benchmark 
model that can be implemented. 
Several forecasting methods have been applied in the area of load forecasting with various 
degrees of success. Table I summarises some of these forecasting methods based on the three 
main issues that are being considered in this research, which are: 
• Multiple seasonalities, 
• Heteroskedasticityand 
• Intervention components. 
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From Table 1, it can be seen that each method has its own advantage and limitation. To this 
end, there is still no particular method that can be used as "a one size fits all" in time series 
analysis. 
The remammg sections of this report focus on developing the Hierarchical Profiling 
Approach (HP A) model. This model will be used to capture the annual cycle, weekly cycle, 
daily cycle or any other seasonal components that exist in the time series that have been used 
as case studies. Unlike established time series approaches, such as double seasonal ARIMA, 
double seasonal exponential smoothing and state space methods, the proposed method in this 
research will be able to provide useful information about the underlying dynamics of a time 
series, whilst modelling event-driven disturbances as well as modelling and producing 
accurate forecast. Once the underlying dynamics of a time series are known, detecting 
abnormal consumption can be easily monitored through a set of novel prediction limits. 
HPA has been used to model and forecast weather-corrected electricity demand (Al-Madfai, 
2001) and other datasets such as Crime (I vaha et aI, 2007) and Air quality (AI- Madfai et aI, 
2008). Although the HPA has been successful in forecasting, it lacks the ability of being used 
as a process control application, and also has no means of dealing with heteroskedasticity. 
Whilst heteroskedasticity has not been modelled in most energy management studies, this 
research aims to develop the HP A in dealing with non-constant variances, as well as 
capturing time periods with highly irregular fluctuations. 
The developed HP A was applied to the half hourly electricity demand of two different 
organisations in South Wales, UK, an established time series and two simulated 
heteroskedastic time series. The datasets are introduced in the next chapter whilst describing 
their important features. 
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Chapter 3 - Data 
3.1 Introduction 
An important step in building an appropriate forecasting model is to consider the patterns of 
the time series (Makridakis et. al., 1998). Hence, the time series that are the subject of this 
work are introduced. This chapter also provides a discussion of the important characteristics 
of the datasets which have been identified. Two electricity half hourly datasets, a monthly 
time series and two simulated half hourly time series will be introduced in this research. The 
two electricity half hourly datasets have been chosen because of their complex features which 
are uncommon in most time series, such as multiple seasonal components and 
heteroskedasticity. Also, these two half hourly datasets introduce levels of complexity that 
may be a challenge for the Hierarchical Profiling Approach to describe successfully. The 
airline passenger time series is an established dataset and has been studied extensively 
(Cleveland & Tiao, 1976; Tang, et. al, 1991; Box et. al, 2008). This dataset contains an 
intervention component that occurred in 2001, hence it is of interest in this research. The two 
simulated series that have been generated will be used for further validation of the proposed 
method. 
Automatic meter reading (AMR) refers to the technology of automatically collecting utility 
consumption (water, gas and electric) and transferring the data to a remote server for 
analyzing. In the UK, half hourly meters are almost compulsory for large organisations. 
Hence, half hourly electricity consumptions are captured during the day and night by meters, 
and are sent automatically via a data line to an energy supplier or an energy management 
company. The sets of half hourly data that are collected contains a lot of information that if 
used correctly can help an organisation manage or reduce their electricity consumption 
significantly, and in tum reduce energy wastage, costs and carbon footprints. 
The half hourly electricity time series datasets that are used in this research were supplied by 
RUMM Ltd. a leading energy management company in Wales. Electricity consumption has 
been regularly collected from sub-meters on individual processes at every half hour. It is 
worth noting that the level of data collection differs from organization to organization. 
As well as the half hourly electricity consumption time series, an established time series of 
airline passengers and two simulated time series will also be analysed in this research. 
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3.2 Data in the time domain 
A time series Yt is a sequence of observations ordered in time (or in any other dimension e.g. 
space). For the half hourly time series, an observation was recorded at every half hour while 
an observation was recorded on a monthly frequency for the established series. This form of 
time series is discrete. A time series that is not discrete is considered to be continuous. 
However, a continuous time series can be turned into a discrete one by sampling, that is, by 
taking readings at discrete times. A time series that can be predicted exactly by some 
mathematical function is a deterministic series. Otherwise, a time series whereby its future 
values can be determined by probability distribution is said to be stochastic. 
Most of the probability theories of time series are about stationary time series, and the user is 
required to transform said time series to stationarity a priori (Chatfield, 2004). A series is 
stationary if there is no change in its probability distribution as time changes, otherwise, it is 
non-stationary. That is, the series fluctuates around a constant mean, and the variance remains 
constant regardless of time. 
In general, variability in a time series (Yt) can be decomposed into four components: 
1. Trend (Tt) - the underlying long-term movement (upward or downward) over-time. 
That is, a long-term change in the mean level of a series. 
2. Seasonal component (St) - short term fluctuations which affect the series according to 
calendar periods. For example, one would expect electricity consumption at a 
University Sport Centre to be lower over the weekend than during weekdays. 
3. Cyclical component (Ct) - medium term fluctuations in a repeated and recognisable 
pattern. For example, some economic series are believed to be affected by economic 
cycles which fluctuate around a long-term trend and involve shifts between phases of 
expansion, prosperity, contraction and recession. 
4. Irregular component (It) - unpredictable disturbances which mayor may not be 
'random' (Chatfield, 2004). This component is basically the remainder of the series 
once the trend, seasonal and cyclical components have been removed from the series. 
Before identifying a suitable model for a time series, it is vital to determine if the series can 
be represented by an additive model or a multiplicative model. A series can be represented by 
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an additive model if the seasonal effect does not vary according to the level of the series. 
However, if the seasonal effect tends to fluctuate depending on the level of the series, a 
multiplicative model can be used to represent the series. It is worth noting that a 
transformation such as taking logarithms of the series can be used to transform a 
multiplicative model into an additive model. 
An additive time series model is of the form: T; + St + Ct + It = Yt 
A multiplicative model is of the form: TtStCtIt = Yt 
Most established time series modelling approaches assume that time series are stationary. 
Generally, a time series is said to be stationary if the series is in a particular state of statistical 
equilibrium whereby its statistical properties (mean, variance and autocovariance) remain the 
same over time. Stationarity can be classified into two types: 
o Strictly stationarity - a time series is said to be strictly stationary if its joint 
probability distribution remains the same when shifted in time. That is, the 
joint probability distribution of YtV Yt2' ... s Ytn, does not change when shifted 
by k to Yt1+k' Yt2+k' ... , Ytn+k. Strict stationarity implies that the joint 
probability structure only depend on the time difference k. 
o Weakly stationarity - a time series is said to be weakly stationary if its mean 
remains constant, and its auto covariance function depends only on the time 
difference k. 
If the observations of a time senes do not fluctuate around a constant mean, or with a 
constant variation, the series is said to be non-stationary. The presence of trend, cyclical and 
seasonal components or other non-stationary patterns that are present in the level of a series 
result in positive auto correlations that control the autocorrelation function (Makridakis, 
1998). Hence, it is vital to remove any non-stationary patterns in a series by transforming the 
non-stationary series to a stationary one before performing any time series analysis. For 
example, it might be necessary to remove the trend components of a non-stationary series 
before modelling the irregular components with a stationary process. 
3.3 Electricity consumption in sports centre 
This dataset consists of the half hourly electricity consumption of a University's sport centre 
in the UK from 1 st April 2004 to so" April 2007 that is measured in kilowatts hour (kWh). 
The sport centre is a purposely built indoor athletics track. Apart from the centre being used 
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for the university's sport activities, it is also used to host athletics academies such as the UK 
athletics' Talent Development Academy. The sport centre operates seven days a week, 
closing only for statutory holidays such as Christmas Day. The formal operating time at the 
centre is 09:00-21:00, however, the operating times vary especially over the weekend, 
depending on what events are running or if there are special events such as TV broadcasting. 
Figure 1 shows the half hourly electricity load for the sport centre from 1 st April 2004 to 30th 
April 2007. The operating times between Christmas and New Year are usually shorter than 
the rest of the year, resulting in reduced electricity consumption during the Christmas holiday 
period. In order to save energy, the main arena ventilation plant at the centre has been 
programmed to shut down from 13:30 to 15:30 on weekdays, and from 10:30 to 13:00 over 
the weekend. The drop offs in the electricity consumption shown in Figure 1, Figure 5 and 
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Figure 1: Half hourly electricity consumption of a national University's sport building from 01/04/04 - 
31/04/07. There is a diurnal pattern and a weekly cycle in the demand series. There is a downward level 
shift in the electricity consumption during the Christmas and New Year period. 
As introduced in Section 1.3, the time series that are used in this research exhibit certain 
features. The main features of the electricity consumption in a sport centre are discussed as 
follows: 
• Intra-day pattern: it can be seen from Figure 1 that the electricity demand of the sport 
centre has a daily (diurnal) pattern that repeats itself every 48 half hour observations. 
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Demand is at its lowest outside of the sport centre operating hours. This is assumed to be 
the base load of the centre. For weekdays, electricity demand stays approximately 
constant from 00:00-03:30. On Monday to Friday when cleaning is carried out, demand 
increases slightly from 03:30 to 07:00. Between 07:00 and 07:30, there is a steep increase 
in demand of weekdays. Demand keeps increasing from 07:30 to 10:00, but at a lower 
rate compared to 07:00 to 07:30. From 10:00-13:30 and 15:30-19:30, demand stays 
approximately the same, and starts to decrease gradually until 22:30 where demand 
remains the same for the rest of the day. The pattern of electricity demand for weekdays 
is very similar to the pattern of demand over the weekend, with the exception of cleaning 
and shorter opening hours. The intra-day pattern is the first seasonal component of the 
demand series. 
• Intra-week pattern: the electricity demand also has a weekly pattern that repeats itself 
every 336 half hours. Normally for most weeks, electricity consumptions are at their 
highest on weekdays, while the demand for Saturday is lesser than those of weekdays, 
and consumption is at its lowest on Sundays. The intra-week pattern is the second 
seasonal component of the demand series. 
• Annual cycle: the intra-day pattern and the intra-week pattern form a larger cycle that 
repeats itself annually. The annual cycle is a result of changes in consumer behaviour that 
occurs at a certain period of time every year. For instance, average monthly demand for 
every year is always at its lowest in December, because the half hourly consumption of 
the last two weeks of the year are very low compared to the rest of the year. This is a 
result of shorter operating times at the sport centre during the last two weeks of the year 
due to the Christmas and New Year holiday season. This can be seen in Figure 1, where 
there is a downward level shift: in the half hourly consumption in December. The 
downward shift: is repeated at the same period of the year. The annual cycle is made up of 
similar patterns that repeat every year. 
• Heteroskedasticity: there are variations in the demand series over each year. However, 
these variations are not constant over time, and are not centred around a mean, hence the 
demand series exhibit non-constant variance. The daily variances of the time series are 
significantly different depending on the month of the year. For instance, the variance ofa 
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Monday in May is significantly different to a Monday in June. The changes in variation 
are mainly caused due to changes in temperature, hosting a special event such as TV 
broadcasting or a sporting event; or any other events that changes the normal demand 
pattern significantly. The range of the half hourly consumption for each day is different 
and varies throughout the year, with high variation before and after the Christmas period, 
and lowest variation during the Christmas and other bank holiday periods. Established 
time series methods such as the Box-Jenkins approach fails to model heteroskedastic time 
series successfully. If these variations are not modelled correctly, the forecasts that are 
created will be inaccurate. By visually looking at the observed values of this series in 
Figure 1, it is difficult to conclude that there is a presence of heteroskedastic component 
in the series. However, by applying the Breusch-Pagan test (Section 4.4.1) to this time 
series, there is sufficient evidence to reject the null hypothesis of no heteroskedasticity 
with a BP-statistic of941.9359 and a p-value that is <0.0001. 
• Change in consumption patterns during bank holidays: another feature that was 
identified is that there is a temporary level shift in the electricity demand of the sport 
centre during most bank holidays. This level shift is the effect of the sport centre being 
opened for shorter opening hours or closed down for the whole day. The daily patterns 
for most bank holidays are disparate from the normal daily pattern, hence, it is important 
to identify and model the consumption pattern of bank holidays so that accurate forecasts 
can be produced. 
In order to model this demand series, the time period from 1 st April 2004 to zs" February 
2007 will be regarded as the within-sample period whereby the observations of this period 
will be used for parameter estimation. While the time period from 1 st March 2007 to so" 
April 2007 will be regarded as the out-of-sample period whereby forecast accuracy and 
prediction limits are evaluated. 
As the minimum observation of this time series is close to zero, when a large downward level 
shift is simulated, most of the observations of the simulated event will be negative. Negative 
observations will not be reliable because it is impossible to have negative electricity 
consumption. Hence for the purpose of evaluating prediction limits later in the research, a 
constant value of 50kWh has been added to all the observations of this time series so that 
there will not be a negative observation whenever a large downward level shift is simulated. 
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3.4 Electricity consumption of an industry supplier 
The second dataset used in this work is the electricity demand senes of an automotive 
industry supplier. Similar to the time series in Section 3.3, this demand series has also been 
measured on an half hourly basis, hence allowing an analyst to extract more vital information 
regarding the important features of the series. 
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Figure 2: Half Hourly electricity consumption of an automotive industry supplier from 19/11/09 - 
07/08/10. There is a diurnal pattern and a weekly cycle in the demand series. 
Figure 2 gives a time plot of this dataset and its features are as follows: 
• Intra-day pattern: as can be seen from Figure 2, a distinct daily pattern over a period of 
48 observations exists in the dataset and the consumption pattern of the weekday 
(Monday, Tuesday, ... , Friday) appears to be similar. Figure 3 shows that the level of 
consumption of the first 5 hours of a typical Monday (12:00am to 5:00am) is 
significantly low compared to the level of consumption of the first 5 hours of a typical 
Tuesday, Wednesday, Thursday or Friday. Based on the intra-day patterns, the days of 
the week can be categorised into 4 groups which are: Monday, Tuesday - Friday, 
Saturday and Sunday. These groups are shown in Figure 4. 
For most weekdays, consumption is at its lowest either during the early hours of the day 
or towards the end of the day, and highest between the working hours (08:00am and 
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04:00pm). The consumption on the first 5 hours of each weekday is at its lowest, due to 
the fact that the company is operating at its base load. For Saturday and Sunday, demand 
is always at its lowest towards the end of the day. 
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Figure 3: Half Hourly averages of the weekday for the electricity consumption of an industry supplier. It 
can be seen that the daily consumption pattern of Monday is different to the consumption pattern of 
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Figure 4: Half Hourly averages of 4 day-types which the electricity consumption time series of an 
industry supplier has been categorised into. The averages of Tuesday, ... , Friday have been categorised 
into one group because their consumption patterns are very similar. 
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• Intra-week pattern: for this time series, an intra-week pattern over a period of 336 half 
hourly periods also exists. The weekly pattern can be easily seen when a visual or 
graphical comparison is made between the corresponding days of different weeks. The 
weekly pattern consists of the intra-day pattern that repeats itself every week. Hence, for 
a typical week, consumption is always at its lowest either on Saturday or Sunday. 
Therefore if consumption for a week happens to be at its highest during a weekend, or if 
the weekly pattern changes, an investigation can be made to determine if the process is in 
statistical control. 
This time series covers the period from 19 November 2009 to 7 August 2010. However, the 
data from 19 November 2009 to 30 June 2010 will be used to estimate model parameters, 
while the remainder of the series will be used to evaluate the out-of-sample forecast 
accuracy, and the detection of irregular consumption. 
3.5 Time adjustment 
Since the UK is in a time zone where there is daylight savings, the first step that was taken 
before applying the methodologies and analysing the data was to cleanse the demand series in 
order to make the energy demand between Ol :00 on the last Sunday in March and 00:00 on 
the last Sunday in October to be on the same time scale as the energy demand between 01:00 
on the last Sunday in October and 00:00 on the last Sunday in March. Figure 5 shows the 
energy demand with the one hour time shift. 
35 







~ 30- e 
8 





Time (half hour) 
I-spring -Summer -Autumn -Winter I
Figure 5: Weekdays Half Hourly Averages across a day for each season before Time adjustment. This 
graph shows that there is a time lag between the half hourly averages of the winter season compared to 
the other 3 seasons. 
The one hour time shift during the summer period was therefore corrected for by shifting the 
energy demand between 00:00 on the last Sunday in March to 23:30 and the last Sunday in 
October downwards by one hour, in such a way that the consumption at 00:00 will be the new 
consumption at 01:00 and the consumption at 00:30 will be new consumption at 01:30. Due 
to the downward shift, the energy demand for the first hour in the last Sunday of March 
would be missing and can be replaced with the average of the last two hours of the previous 
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Figure 6: Weekdays Half Hourly Averages across a day for each season after Time adjustment. This 
graph shows that after the time adjustment of one-hour shift, the effect of the time lag during the winter 
season has been removed. 
3.6 Established dataset 
Once the generalised HP A has been validated on modelling, forecasting and controlling the 
half hourly electricity demand series, it is vital to demonstrate the generalised HP A method 
on a separate dataset for validation. The validation of the generalised HP A is necessary in 
order to further evaluate the research findings and also to show that the generalised HP A can 
be applied to other time series that are not energy related. Box et al. (2008) used the monthly 
airline passenger numbers to demonstrate their technique of seasonal autoregressive moving 
average (ARlMA) model. The time series of airline passenger is an established time series 
that has been the subject of many analyses. Due to the characteristics of this time series 
which will be discussed in Section 3.6.1, the time series of airline passengers has been chosen 
to demonstrate the abilities of the generalised HP A. The series covers the period from 
January 1983 to December 2003. The observations from January 1983 to December 2000 
were used to estimate model parameters. The estimated parameters were used to forecast the 
observations from January 2001 to December 2003 which is the out-of-sample period. Also, a 
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Figure 7: Monthly totals ofD.S. airline passengers in thousands from January 1983 - December 2003. 
This series shows that there is a temporary downward level shift that occurred in September 2001. 
September 2001 will be an intervention event when modelling the series. 
3.6.1 Features of dataset 
The main characteristics of the airline dataset are as follows: 
• Local variation: although there is a linear upward trend in the time series, the within- 
year variation is approximately constant as the general level of the number of passengers 
increases. That is, the variation during the year does not increase over time. 
• Annual cycle (seasonal pattern): from Figure 7 it can be seen that the airline passenger 
series exhibits a multiplicative seasonal pattern that repeats itself every 12 months. 
Hence, the seasonal interval of this time series is over 12 observations. The seasonal 
pattern approximately follows a quadratic curve with the number of monthly passengers 
being at its lowest in February, and at its peak in August. Once the pattern of the 
seasonal component is known, any significant changes in the pattern of the seasonal 
component can be easily detected. 
Unlike the half hourly demand series that were described in Sections 3.3 and 3.4, the airline 
passenger time series exhibits an upward trend and a multiplicative seasonal cycle. As 
mentioned in Section 3.2, multiplicative time series can be turned into an additive one 
through a transformation such as taking the logarithm of the original series. For this purpose, 
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a natural log transformation has been chosen to transform the multiplicative seasonality of 
this series into an additive seasonal cycle. Therefore, the modelling, forecasting and 
analysing of this time series will be performed on the log-transformed series rather than the 
original series. 
• Change in level: the level of the time series has been increasing over time. However, in 
September 2001, there was a significant reduction in the number of airline passengers 
most probably created as a result of a terrorist attack in New York City. Hence, for the 
purpose of this research, September 2001 will be used as an intervention component to 
be detected. Because the level from post-September 2001 has reduced compared to pre- 
September 2001, the intervention event in September 2001 will be considered as a 
temporary level shift. 
Although three real-life time series have been used as case studies in this research, two new 
time series will be simulated to represent a half hourly time series. This series will contain all 
the complex components that have been discussed so far in this research, which are: multiple 
seasonal components, presence of heteroskedastic components and intervention events. The 
following two sections describe how the time series have been simulated. 
3.7 Simulated series 
Once the established time series methods and the newly proposed method have been applied 
on the time series described in Sections 3.3, 3.4 and 3.6, the performance of these time series 
methods will be further validated by applying them on two simulated series. Applying the 
developed HP A on simulated datasets will provide further evidence of how the proposed 
method is performing against the benchmark time series methods that have been chosen in 
this research. Ideally, the best method would model and forecast the time series adequately. 
These two simulated time series have been generated in order to see how well established 
time series methods, the HP A and the developed HP A, which is being introduced in this 
thesis, can capture key features of the simulated series, their forecast performances and how 
they can identify outliers from the simulated time series. 
This section describes how the simulated time series have been generated and also, describes 
the features that are present in the datasets. Since electricity demand time series has been the 
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main focus of this research, the simulated series have been generated to be an half hourly 
series that contains most of the features that are present in a typical electricity demand series. 
The frequency of the simulated series has been chosen to be on an half hourly domain, 
mainly because most electricity demand series are measured on an half hourly basis. 
In order to have sufficient data for model identification, estimation and checking the out-of- 
sample forecast accuracy, each of the simulated series will contain 26,208 half hourly 
observations, that is, one and half year's worth of data. For simplicity, it will be assumed that 
the simulated series ranges from January 1, 2010 to June 30, 2011. The first year of the data 
(17,520 half hourly observations) will be used for identifying a suitable model and estimating 
the parameters of the model, while the remainder of the series will be used for testing and 
evaluating the accuracy of the model. The following sections describe the main features of 
the simulated series. 
3.7.1 Simulated Series using GAReH 
This section describes a simulated series whereby the heteroskedastic component of the series 
was created using a GARCH process. From this point forward, the term "simulated series 
using GARCH" will be used interchangeably with the term "first simulated series". 
Heteroskedasticity: sometimes, heteroskedastic components are present in electricity demand 
time series. Since the purpose of this research includes modelling time series with 
heteroskedastic components, this simulated series has been generated to include this 
component in order to observe the forecasting ability of the benchmark methods and the 
developed HPA when applied to a heteroskedastic time series. As mentioned in Section 2.3, 
Generalised Autoregressive Conditional Heteroskedastic (GARCH) models are widely used 
across a wide range of fields, due to their ability to model conditional and unconditional 
variances. A GARCH model can be used for simulating and capturing the heteroskedastic 
component, simply because they have the ability to model the conditional variance accurately 
than the unconditional variance. GARCH models also allow for current shocks in a series to 
affect future volatility, thereby introducing persistence into the behaviour of volatility 
(Rapach and Wohar, 2008). 
40 
In the time series literature, GARCH models have been widely used for forecasting volatility, 
especially in the fmancial industry. Although GARCH models have been successfully applied 
to a wide range of time series analyses, the GARCH (1, I) model has been recognised as the 
simplest and most robust model (Engle, 2001, Fan and Yao, 2005). The GARCH (1, 1) model 
has been used to model a time series by Gokcan (2000), Ashley and Patterson (2010), 
Srinivasan (2011) and so many more. Due to the popularity of the GARCH model in the time 
series literature, the heteroskedastic component of the first simulated series was created using 
the following GARCH (1, 1) model expression: 
Bt = o.k : 
kt is serially uncorrelated with mean zero, and the variance (Cft) is governed by: 
Cft2 = aoalBE-l + /31 Cfl-l 
such that ao > O, al :2': O and /31 :2': O. 
Bollerslev (1986) proposed the GARCH process and applied a GARCH (1, 1) model to an 
inflation rate time series. Due to the popularity of the article written by Bollerslev (1986) in 
the time series literature, the values of the GARCH (1, 1) model presented in this article has 
been used to generate a heteroskedastic component in the simulated series using GARCH. 
Setting ao = 0.007, al = 0.135 and /31 = 0.829, the heteroskedastic component Bt of the 
simulated series was generated for 26,208 observations using the statistical software R- 
Project. The "garchSpec" component of the fGarch package in R-Project was used to 
generate the heteroskedastic component of the simulated series. 
Upon generating the GARCR (1, 1) model, it was identified that the values of the GARCR 
series were small and might not be significant when combined with the other components of 
the simulated series. In order to make the GARCR component significant in the simulated 
series, the values of the GARCH series were adjusted as follows: 
li; = 2Bt In(t) t = 1,2, ... ,26208 
It is worth noting that this expression does not have any practical meaning and has been 
chosen arbitrarily to improve the significance of the heteroskedastic component in the 
simulated series. 
Bt represents the GARCH (1, 1) series 
li, represents the heteroskedastic components to be incorporated in the simulated series. 
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Figure 8 shows the heteroskedastic components ht generated based on the values of the 
GARCH (1, 1) series. 
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Figure 8: Reteroskedastic component of the first simulated series using GAReR (1, 1) process 
The application of the Breusch-Pagan test to the series shown in Figure 8 suggests that there 
is sufficient evidence to reject the null hypothesis of no heteroskedasticity. This series has a 
BP-statistic of 186.88 and a p-value that is <0.0001. 
Intra-day and Intra-week patterns: One of the characteristics of the electricity consumption 
time series that was identified in Sections 3.3 and 3.4 was the presence of multiple seasonal 
components. The presence of multiple seasonal components in a series introduces a level of 
complexity that some established methods will not be able to handle correctly, due to the fact 
that these methods were initially developed based on the assumption that a series only 
possesses one or no seasonal component. Like the two electricity demand series described in 
Sections 3.3 and 3.4, this simulated series has been generated to include intra-day and intra- 
week patterns. These patterns will introduce the presence of multiple seasonal components 
into the simulated series. The patterns are assumed to be similar to the typical daily and 
weekly patterns in an electricity demand series. 
The electricity consumption time series which are the main focus of this research usually 
possess double seasonal components. The first seasonal component repeats itself after every 
48 observations (daily seasonal component) while the second component repeats itself after 
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336 observations (weekly seasonal component). These two seasonal components will be 
replicated in the simulated time series using the set of polynomial equations in Table 2. 
Time (half hourly) Polynomial equation 
WEEKDAY 
00:00 - 05:30 10.71 + 0.0876t - 0.0093t2 
Where t = 1,2, ... , 12 
06:00 - 21:00 32.14 - 0.00013t - 6.5 x 1O-St2 - 2.4 x 1O-6t3 
Where t = 1, 2, ... , 31 
21:30 - 23:30 10.71 + 0.0476t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 7.14 + 0.0876t - 0.0093t2 
Where t = 1,2, ... , 16 
08:00 - 19:30 17.86 - O.00013t - 6.5 x 1O-St2 - 2.4 x 1O-6t3 
Where t = 1, 2, ... , 24 
20:00 - 23:30 6.43 + O.0476t 
Where t = 1, 2, ... , 8 
Table 2: Polynomial equations for creating seasonal components in the simulated series. 
Table 2 shows the set of equations that were used to introduce the presence of double 
seasonal components into the series. The three set of equations for weekday will be joined 
together to form a weekday seasonal pattern with 48 observations while the other three set of 
equations for weekend will also be joined together to form a weekend seasonal pattern with 
48 observations. Figure 9 shows the weekday and weekend profiles for the simulated series. 
The seasonal pattern that has been chosen for the simulated series is to replicate a typical 
electricity consumption pattern where the daily load profile is bimodal (that is, with two 
peaks). Sigauke and Chikobvu (2012), Taylor (2003) and Liu, et. al (2006) analysed 
electricity consumption time series where the daily load profile were bimodal. It is also worth 
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Figure 9: Weekday and weekend patterns created for the simulated series. The observations of this graph 
are the values of the polynomial equations shown in Table 2. 
Irregular component: Although time series are typically not independent identically 
distributed (i.i.d), their error terms (Et) are generally assumed to be i.i.d sampled from a 
normal distribution with zero mean and (J2 variance, that is, Et~N(O, (J2). Therefore, in order 
to make values of the simulated datasets to be interpreted as approximations of values that 
could have been observed had the data arisen from a normal distribution, random errors have 
been included in generating the simulated time series. 
A standard normal distribution £t~N(O, 1) has been included in the simulated series because 
the error terms of the established datasets that have been considered in this research are 
Change in level: The [mal feature that will be incorporated into this simulated series is the 
presence of an intervention event. In some time series, there are certain occasions whereby 
the occurrence of an event will significantly change the pattern of the series. If such events 
are not detected and acted upon in a timely manner, any forecasts that are created after such 
event might not be reliable because the underlying assumptions that were available when the 
forecasting model was developed will not be consistent with the underlying assumptions after 
the event. The presence of an intervention event in this simulated series will allow us to 
further validate the performance of the newly developed approach that will be introduced 
later in the thesis. Although there are several intervention events that can be used, an upward 
permanent level change that occurred on May 1, 2011 has been included in the out-of-sample 
assumed to have a unit variance. 
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period of the simulated series. An upward level shift with a size of two standard deviations 
has been included in this simulated series. That is, the level of the post-intervention series is 
two standard deviations away from the level of the pre-intervention series. Later in the thesis, 
the prediction limits of several time series methods will be evaluated on how they perform at 
detecting the level shift that has been included in this simulated series. 
Upon creating a heteroskedastic component usmg the GARCH (1, 1) model, a set of 
polynomial equations to introduce the presence of double seasonal components and an 
upward permanent level change, the simulated half hourly time series was created by adding 
up these components for their corresponding periods. Figure 10 shows the simulated half 
hourly time series with a chosen time range between 1st January 2010 and 30th June 2011. 
This time series is made up of 26208 observations. However, the half hourly observations 
from 1st January 2010 to 31st December 2010 will be classified as the within-sample 
observations, while the set of observations from 1 st January 2011 to 30th June 2011 will be 
classified as the out-of-sample observations. The within-sample observations will be used to 
create a forecasting model for each time series method while the out-of-sample observations 
will be used to evaluate the performance of the forecasting models that have been developed 
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Figure 10: Half hourly simulated series using GAReH from 01101110 to 30/06/11. 
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3.7.2 Simulated Series using Ratios 
This section describes a simulated series whereby the heteroskedastic component of the series 
was created using a set of ratios. From this point forward, the term "simulated series using 
Ratios" will be used interchangeably with the term "second simulated series". 
Unlike the heteroskedastic simulated series that was described in Section 3.7.1 whereby the 
heteroskedastic component of the time series was generated using a GARCH (1, 1) process, 
the heteroskedastic component of the simulated series introduced in this section has been 
generated through a set of half hourly ratios. The set of ratios that have been used to generate 
the heteroskedastic component for this simulated series were chosen arbitrarily and have no 
obvious meaning or pattern. Figure 11 shows the set of ratios that have been used to create 
the heteroskedastic component for this series. 
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Figure 11: Values of ratios used to generate heteroskedastic component for the second simulated series. 
Upon applying the Breusch-Pagan test to the series shown in Figure 11, there is sufficient 
evidence to reject the null hypothesis of no heteroskedasticity. This series has a BP statistic of 
12.3635 and a p-value <0.0001. 
The values of the ratios in Figure 11 were multiplied with the corresponding values of the 
Weekday and Weekend patterns of Table 2 and Figure 9 to create the observed values of the 
series, as shown in Figure 12. It is worth noting that the Weekday and Weekend patterns that 
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were used in creating the simulated series described in Section 3.7.1 have also been used to 
create the simulated series in this section. 
Similar to the first simulated senes, an irregular component was also included in the 
generation of the second simulated series. The values of the irregular components that were 
described in Section 3.7.1 have been included in generating the observed values of the second 
simulated series. 
Like the simulated series described in Section 3.7.1, an upward but permanent step level shift 
was also introduced in the out-of-sample period of this simulated time series. However, the 
size of this level shift is one standard deviation of the observations in the pre-intervention 
period. The introduction of this level shift is to further validate the performance of the 
established and proposed time series methods in detecting irregular observations. 
Figure 12 shows the time plot of a simulated series whereby its heteroskedastic component 
has been generated through a set of ratios. Similar to the simulated series with a GARCH 
component, as described in Section 3.7.1, the half hourly observations from 1st January 2010 
to 31st December 2010 will be classified as the within-sample observations, while the set of 
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Figure 12: Observed values of a simulated time series whereby its heteroskedastic component has been 
generated by a set of half hourly ratios from 01/01110 to 30/06/11. 
The half hourly electricity consumption time series that are analysed in this research contain 
trend, seasonal and irregular components. However, for sake of simplicity, the two simulated 
series that were described in Sections 3.7.1 and 3.7.2 have been generated to comprise the 
seasonal and irregular components. Since these simulated series are made of the seasonal and 
irregular components, it is expected that this would create further validation for the 
performance of the GHPA, in comparison with established time series methods, when applied 
on time series that are not made of all the time series components. 
When modelling the simulated series later in the research, the double seasonal ARIMA, the 
double seasonal exponential smoothing, the HP A and the generalised HP A will be validated 
by how accurate they can model and reconstruct the simulated components of the series. That 
is, how efficient are these methods in modelling the heteroskedastic component and the 
multiple seasonal components that have been simulated. 
It is worth noting that each of the simulated series assume additivity of all the components 
that have been described in this section. That is, the observed values of the simulated series 
were created by adding up several time series components that have been developed 
individually, such as the double seasonal components and the heteroskedastic component. 
In Chapter 6, a statistical test will be performed to compare the distribution of the random 
errors (irregular component) that have been included in generating the simulated series with 
the distribution of the residuals of the time series methods that have been used to model the 
simulated series. It is expected that this test would provide further evidence about the 
accuracy of these time series methods in modelling the simulated series. A two way 
Kolmogorov-Smirnov test has been chosen to perform this test since it has the benefit of 
making no assumption about the distribution of the dataset unlike some statistical tests that 
are more sensitive if the dataset meet certain requirements of the test. 
When presenting the results of the GHP A for the simulated series in Chapter 6, the structure 
of the intra-day and intra-week patterns that have been generated to represent the seasonal 
components of the simulated series will be compared with the structure of the levels of 
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profiles that have been created by the GHP A to describe these time series. Comparing the 
structures of these components will be based on the following. 
• Polynomial order: the polynomial orders that have been used to generate the intra-day 
and intra-week patterns, are they the same as the polynomial orders used by the 
GHP A to model the time series? 
• Sign of parameters: the signs of parameters in the polynomial equations that have 
been used to generate the intra-day and intra-week patterns, are they the same as the 
sign of parameters used by the GHP A to model the series? 
It is expected that this comparison would provide further evidence to support the performance 
of the GHP A in modelling these time series. If the structure of the intra-day and intra-week 
patterns that have been used to generate the time series is the same as the structure of the 
levels of profile created by the GHP A, it can be concluded that the GRP A has successfully 
captured the seasonal components that are present in the series. 
It is worth noting that when presenting the results of the simulated series later in the thesis, 
the observations of the post-intervention period will be excluded from the calculation of the 
accuracy measures. This is to ensure that the values of the accuracy measures are not 
necessarily inflated due to including the observations of the post-intervention period in the 
calculation of the accuracy measures. 
When developing a model to describe a time series, all the features that have been described 
in this chapter must be considered by creating a set of profiles that represents each feature, as 
they will help in understanding the underlying dynamics of the time series as well as obtain 
an adequate model that produce the best set of forecasts .. Hence, the RP A, introduced later in 
Section 4.6.3, is well suited to be used as a process control application and a forecasting 
approach, as it models the difficult components of a time series explicitly, whilst providing 
detailed understanding of the underlying dynamics of a time series and its important features. 
3.8 Summary 
Failure to model the components of a time series correctly will lead to the production of 
inaccurate forecasts, which in tum leads to a set of ineffective and unreliable prediction 
49 
- 
limits. Therefore, it is important that the components of a series have been identified and 
modelled correctly before any [mal conclusion can be made. 
Although the components of the electricity demand series have been described briefly in this 
chapter, explicit modelling of these components will be useful as an energy management tool 
whilst empowering energy management processes in the control of operations at temporal 
profile level. For instance, it will help managers to answer questions such as: 
What does the trend of electricity consumption look like? 
What are the seasonal components of half hourly electricity consumption for an organisation? 
Is there an upward or a downward trend? 
The features of the dataset that have been identified and described in this chapter will aid in 
modelling and developing the HP A in producing accurate forecasts whilst being used as a 
process control application. 
The electricity demand series that are the subject of this research are very complex due to the 
presence of heteroskedastic components, change in level of the series, multiple seasonal 
patterns and bank holiday effects. Due to the fact that the HPA allows for the explicit 
decomposition of various components of a series, whilst providing detailed understanding of 
the series, it has been chosen as the appropriate method for modelling the chosen time series. 
However, for further insights and greater detailed understanding, the standard HP A will be 
improved and further developed in order to widen the areas over which the HP A can be 
applied. 
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Chapter 4 Established Approaches 
4.1 Introduction 
This chapter describes the approaches that have been utilised in this research for modelling 
the electricity demand series, airline passenger time series and the simulated time series. A 
university sport building and a manufacturing organisation were chosen as case studies in 
order to apply a profiling approach for identifying and using different levels of profile to 
model event-driven disturbances, various seasonal components, non-constant variances and 
other components of a time series. 
4.2 Research Method 
The electricity consumption and airline passenger datasets that are used as case studies in this 
research are in the form of a time series, that is, a set of data measured at spaced time 
intervals. Therefore, time series analysis techniques have been used in modelling and 
describing these datasets. 
4.3 Regression analysis 
Regression analysis can be broadly defmed as the techniques that are used for analysing 
numerical data that consist of different variables (dependent and independent). It involves 
identifying and evaluating the relationship between two or more quantitative variables: a 
dependent variable whose value is to be predicted, and one or more independent variable 
whose values can be predetermined. Due to its flexibility and usefulness, regression models 
can also be used as a forecasting model by predicting the outcome of a dependent variable 
based on the interactions of one or more independent variables. 
Some of the advantages of performing regression analysis are: it is very useful in describing 
the relationship between a dependent variable and one or more independent variables, and 
also, it provides an opportunity to specify hypotheses concerning the nature of effects, as well 
as explanatory factors. 
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Regression analysis can be classified into two categories: linear regression and nonlinear 
regression. 
4.3.1 Linear Regression 
Linear regression is a statistical technique for predicting the value of a dependent variable 
from an explanatory variable when the variables can be described with a linear model. This 
model aims to fmd the set of linearly combined unknown parameters that best predicts the 
dependent variable by minimizing the sum of the squared residuals. 
In this research, the method of ordinary least squares (OLS) has been used to estimate the 
parameters of any linear regression model by minimizing the residual sum of squares. The 
OLS is best used when the expectation function f is linear with respect to the parameters 8 
that are to be estimated. 
It is worth nothing that OLS has not been performed directly on the observations of the time 
series considered in this research. However, it will be performed on a set of observations that 
are obtained from the prediction limits of the time series. Therefore, the basic assumptions of 
OLS do not necessarily apply to the objective of this research. 
4.3.2 Nonlinear Regression 
Nonlinear regression is an extension of linear regression models that introduces considerable 
complexity (Bates and Watts, 1988). Nonlinear regression is applied to a set of observations 
by using a nonlinear function in fmding the estimates of the unknown parameters that cause 
the function to best fit a set of observational data. Nonlinear regression analysis has been 
implemented in this research for modelling the annual cycle through harmonic regression and 
various other functions such as, low-order polynomials and trigonometric functions. 
Bates and Watts (1998) distinguished nonlinear models from linear models through 
differentiation. They stated that "at least one of the derivatives of the function r(X, 8) with 
respect to each parameter must depend on at least one of the parameters". Where X represents 
the independent (explanatory) variable and 8 denotes the set of unknown parameters that are 
to be estimated. 
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OLS is used for estimating the unknown parameters of a linear regression model and is not 
suitable for estimating the parameters of a nonlinear regression model. An alternative method 
in fmding the parameter estimates of a nonlinear regression model is needed. The unknown 
parameters e in a nonlinear model are estimated using non-linear least squares analysis 
through the application of the Gauss-Newton algorithm and the Levenberg-Marquardt 
algorithm. 
Appendix A.l and A.2 describe the algorithms that can be used to estimate the parameters of 
nonlinear models. However, the Levenberg-Marquardt algorithm has been used in this 
research for finding solutions to the minimization problem of a nonlinear function due to its 
robustness over the Gauss-Newton method. 
An iterative procedure is needed in order to compute parameter estimates. In most 
applications, iterative procedures often require a set of starting values is provided before 
optimization is began. If a starting value is close to a local minimum point, then a typical 
optimization procedure might converge to the local minimum point as the best estimate for a 
regression model. Choosing a local minimum point as the best estimate for a model when 
there is a global minimum point is inappropriate and not reliable because the global minimum 
point is the point where the smallest value in an entire domain exists unlike the local 
minimum point which is the point where the smallest value in a given region exists. 
The main benefit of non-linear regression analysis is that it is not constrained on the structure 
of functions that it can be applied to unlike OLS which can only be applied when there is a 
linear relationship between variables. Therefore, non-linear least squares plays an important 
role in estimating the unknown parameters of complex models. However, there is no tool for 
identifying a starting point to fmd an appropriate model to represent a dataset with non-linear 
relationship. Hence performing non-linear least squares in order to estimate parameters is a 
heuristic process. 
It is worth noting that some iterative procedures are not ideal in identifying parameter 
estimates for non-linear model. For instance, the Steepest Descent method is able to converge 
on true parameter values even though the starting points are far from the true values, but the 
convergence process tends to be very slow and can be time consuming, especially when 
estimating parameters for complex models. However, the Levenberg-Marquardt's method has 
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been used in this research because it is not slow when performing an iterative procedure, and 
also it will almost converge even if the starting value is not in the region of the true parameter 
value. 
>- Comparison of slopes 
Sometimes, it is possible to have more than a set of data, and may be vital to perform 
regression analysis (fit a regression line) on each set of data. An important question that 
might be asked in such situation is whether the slopes of the fitted lines are significantly 
different or whether one estimate of slope can be used to fit all the lines. 
Assuming that two lines have been fitted on two sets of data such that 
Yl = 80 + 81Xl + El 
Yz = 8z + 83Xz + Ez 
(1) 
(2) 
The null hypothesis for comparing the slopes of two different lines is as follows: 
Ho: 81 = 83 
If the null hypothesis is true, a single estimate of the slope can be used to fit both lines such 
that: 
Yl = 80 + 8X + El and Yz = 8z + 8X + Ez where 8(= 81 = (3) is the common slope. 
Since the variance of a slope 81 for a linear regression model is var(81) = (i; IL XZ, the 
variance of the difference between two slopes of independent samples is calculated as: 
var(81 - (3) = var(81) + var(83) 
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The best estimate of fJ1 is given by the weighted average of the estimates from the two 
samples, such that the standard error of the difference between two slopes is: 
(4) 
d . I I d SSE1+SSEz and the pooled sum of square error IS ea cu ate as: pSSE = -~- 
nl+nZ-4 
SSEl and SSEz are the sum of squared errors for each of the two linear regression models. 
Combining all the above information, a method for testing the null hypothesis involves 
applying the Student Hest such that the test statistic is: 
t - value = 181 -831 (5) 
581-83 
With a total degrees of freedom ni + nz - 4. 
Condition: 
• Just as the t-test for difference between means assumes that (If = (If, the Hest for 
difference between slopes assumes that «(l~,X)l = «(l~,X)2. Hence, it can be assumed 
that the variances of the two populations are the same. 
4.3.3 Generalised Cross-Validation 
Representing a set of data using trigonometric functions is a conventional approach for 
nonlinear regression analysis. Trigonometric functions can be used to describe the periodic 
component of a time series when its period is known. 
One of the main advantages of fitting data using trigonometric functions is their flexibility of 
being able to fit different curves to various data, that is, most data sets can be fitted if the 
right frequency and number of parameters are used. Sinusoidal functions can be used to 
model data with multiple periodicities (Bloomfield, 2000), with each periodic component 
having a different frequency. Using an incorrect period or frequency when fitting a data set 
will affect the fmal result and may lead to wrong conclusions been made. In their research, 
Eubank and Speckman (1990) highlighted that trigonometric functions have been known to 
suffer from boundary effects when the actual regression model is aperiodic, thus, they 
combined polynomial and trigonometric regression methods to attain an estimator that solves 
the problem of boundary effects using trigonometric regression. 
Although sinusoidal functions possess some features that distinguish them from other 
regression methods (Bloomfield, 2000) such as polynomial functions, they are preferable 
when combined with polynomial functions for regression analysis because t statistics can be 
used in detecting terms in the estimator which do not contribute to the overall fit (Eubank and 
Speckman, 1990). 
Equation (6) is a general polynomial-trigonometric function for curve fitting where a, dj, bj 
and Cj are parameters to be estimated by regression on Yt, p ~ O and It ~ O: 
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(6) 
The model parameters are estimated using the Levenberg-Marquardt algorithm, described in 
Appendix A.2 to fmd the values that minimizes the sum of squared errors SSE. 
() 2 [y ~p j ~il 2jrrt . 2jrrt 2 SSE A = Et = t - a - L..i=l dit - L..i=l(bicos (-5-) + eisIn (-5-))] (7) 
The final values ofp and A for Equation (6) are chosen by selecting the values ofp and A that 
minimizes the generalised cross-validation (GCV), as in the work of Eubank and Speckman 
(1990). The GCV can be expressed as follows: 
GCV(A) = nSSE(A.) 
(n-2A.-p-l)2 
(8) 
Where the order of the polynomial function is p, and A is the number of pairs of sine and 
cosine terms. In their study, Eubank and Speckman (1990) applied the GCV to select the 
appropriate values of p and A for a polynomial-trigonometric regression model that was used 
to fit a time series with 41 observations. The values of p and A were chosen by fitting the 
time series using a combination of different values of p and A in a polynomial-trigonometric 
regression model. The values of p and A in the regression model with the lowest GCV were 
chosen to fit the time series. 
Ideally, an expression of the parameters which minimizes the GCV would be found by 
differentiating Equation (8) with respect to each parameter. Upon the first differentiation of 
the GCV in fmding the minima, the expressions of the differentiation of the GCV with 
respect to the parameters have denominators that consist of the two unknown parameters, and 
numerators that are made up of n and SSE. Therefore, the best value of the parameters that 
minimizes the GCV cannot be found analytically. Hence, the major drawback of this 
technique is the inability to fmd p and A analytically, that is, the values of p and A that 
minimizes the GCV can only be found heuristically. A solution to the problem of fmding the 
values of the parameters analytically is an area of research that needs to be further 
investigated. 
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The generalised cross-validation technique was used in identifying the orders of polynomial 
and trigonometric functions that are needed to model the annual cycle of the demand series 
using harmonic regression, as described in the following section. 
4.3.4 Harmonic Regression 
Harmonic regression is a method for analysing observational data with known sinusoidal 
periodic variability. It is simply a regression model whereby its predictor variables are 
trigonometric functions of a single time-related variable. Due to its ability to capture 
sinusoidal patterns, this technique has been used to model the annual trend of energy demand 
for the HPA. Further details will be provided in Section 4.6.3. 
The unknown parameters in the harmonic regression models have been estimated using the 
Levenberg-Marquardt algorithm which is a non-linear estimation procedure, due to its 
robustness over the Gauss-Newton algorithm in finding a solution, despite starting far off the 
[mal minimum. 
Fourier analysis is used to represent and describe the seasonal and periodic components in a 
time series by decomposing the series into a sum of sinusoidal components, Bloomfield 
(2000). 
A single model of a sinusoid curve maybe written as: 
yet) = Acos2rrCft + f3) (9) 
f is the frequency and A is the unknown parameter to be estimated by a least squares criteria. 
A more general form of harmonic regression model is: 
yet) = u + L~=l Ak sine2rrft) + Bk cose2rrft) + Et (10) 
Where h is the number of periodical cycles in the series, t is the time 1,2,3, ... , Nand f is the 
frequency which is calculated as 1/ s, where s is the number of seasons in one cycle. It is 
worth nothing that Equation (10) is a special case of Equation (6) with no polynomial terms. 
In conclusion of Section 4.3, a limitation of regression analysis is that it assumes the variance 
of the error terms remain the same across observations. When this assumption is violated and 
appropriate analysis have not been taken to model and/or correct for non-constant variances, 
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the parameter estimates will be inefficient, and the [mal conclusions made from the results 
could be biased. Therefore, it is necessary to test for the presence of heteroskedasticity in a 
time series and correct for it. 
4.4 Heteroskedasticity 
Sometimes, it is possible that the pattern of a time series changes with time. This change in 
pattern can lead to a significant difference in the variation of the time series depending on the 
time period. However, large variation at a particular time period will usually lead to large 
errors for the subsequent time periods and small variation will usually lead to small errors for 
the subsequent periods. In this research, heteroskedasticity will be referred to as the 
occurrence of non-constant variances over different periods of time. 
Trimbur and Bell (2008), referred to seasonal heteroskedasticity as regular changes in 
variability over the calendar year whereby each of the seasons in the year would possess 
significantly different variances. However, since most time series methods assume that the 
variances of a time series across several time periods is constant, applying such methods to 
heteroskedastic times series might produce inconsistent and less adequate results. Since time 
series methods, aim to model the features and component that are present in a time series, it is 
of vital importance that a time series method is also able to model the presence of changes in 
variability in the series. In time series analysis, some of the tests that have been used to test 
for heteroskedasticity are Park test (Park, 1966), Goldfeld-Quandt test (Goldfeld and Quandt, 
1965), White's test (White, 1980) and Breusch-Pagan test (Breusch and Pagan, 1979). 
Although the White's test is a popular test that has been widely used for testing 
heteroskedasticity, one of its drawbacks is that it can easily detect other sorts of mis- 
specifications other than heteroskedasticity, that is, specification errors other than 
heteroskedasticity may lead to rejection. Hence, the Breusch-Pagan test has been used in this 
research, as it has been shown to be quite robust in the model misspecification of residual 
variance (Breush and Pagan, 1979). This test is currently implemented in statistical software 
such as R-project® and SAS®. 
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4.4.1 Breusch-Pagan test 
As illustrated in Appendix A.3, the BP test statistic can be computed as the number of 
observations in a time series multiplied by the R2 of an auxiliary regression of Ei on a 
constant and the variables affecting the error variance Zt. 
BP test statistic: nR2 (11) 
The test statistic is asymptotically chi-squared distributed with the number of variables 
affecting error variance being the degrees of freedom. The BP test is a Lagrange multiplier 
test, based on the hypothesis that the explanatory variables have no influence on the Ei terms. 
Lagrange multiplier tests are very useful in circumstances whereby relaxing the null 
hypothesis substantially complicates model estimation and also when there are a large 
number of alternative hypotheses to be tested, as the model only has to be estimated once. 
Large values of the test statistic reject the hypothesis that the dataset is homoskedastic. 
A huge limitation of the BP test is that the bigger the sample size n, the larger the BP 
statistic. Therefore, for some time series with a large number of observations, it might be 
concluded that a presence of heteroskedasticity exists when in fact the series is 
homoskedastic. Therefore, it may be necessary to use a stricter type I probability (p) for 
hypothesis testing such as a = 0.01 instead of the usual a = 0.05. 
An assumption of the BP test is that the residuals from the linear regression are normally 
distributed. Therefore, failure to meet this assumption could result in less adequate results 
because the BP test does not perform well when the residuals are non-normal. 
The BP test is preferred to the White's test which regresses the squared residuals from a 
regression model onto the independent variables, their quadratic forms and all cross products. 
The White's test is ineffective compared to the BP test because it is less efficient when an 
independent variable is omitted. Also, since the White's test uses so many independent 
variables, some of these variables could be randomly significant and a misleading conclusion 
about heteroskedasticity could be made. 
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4.4.2 Box-Cox Transformation 
Transformations are sometimes necessary before analysing a time series in order to stabilize 
the variance and also to make the data appear normally distributed if it was skewed before 
transformation (Chatfield, 2000). For instance, a transformation could be performed on a 
series with a variance that appears to increase with the mean or with a variance that tends to 
change with time or position. The main forms of transformation that are applied in time series 
analysis are: logarithmic, logistic, square root and the Box-Cox transformation. However, this 
research has focused on the application of the Box-Cox transformation to stabilise the 
variance of a time series. 
Box-Cox transformation is a power transformation that is useful for reducing variation in a 
dataset and makes it more normally distributed by applying the following transformation: 
!
yil_1 
yeA) = -.1- 
logy 
if ,1"* O 
if A = O 
(12) 
The Box-Cox transformation search from ,1= -5 to ,1= +5 until the best value of A is 
found. It is worth noting that this transformation does not guarantee normality because it 
checks for the smallest standard deviation and does not really check for normality. It 
estimates the value of A that minimizes the standard deviation of the standardized 
transformed variable, yeA). 
Since an analysis of variance IS unchanged by a linear transformation, the Box-Cox 
yil 1 
transformation when A "* O is equivalent to y.1. Although + is slightly preferable for 
theoretical analysis because it is continuous at A = O (Box and Cox, 1964). 
When y is made up of negative values, the following transformation is applied: 
(13) 
,12 is chosen such that y + ,12 > O. 
The Box-Cox normality plot which plots correlation coefficients against various values of 
the A parameter can often be used to find a transformation that will approximately normalize 
the data as it plots the correlation coefficient for different values of A. 
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Hyndman and Fan (2008) applied a variety of the Box-Cox transformation to peak electricity 
demand and found out that the logarithm transformation was the best fit to the demand series, 
that is A = o. It was highlighted in their study that the effect of the transformation is that 
major industrial demand has an additive effect on electricity demand, while factors such as 
temperature and economic conditions have a multiplicative effect on demand. 
Most time series techniques including the widely known Autoregressive Integrated Moving 
Average (ARlMA), fail to take the presence of heteroskedasticity into consideration when 
modelling and forecasting. The next section describes the techniques that can be used to 
identify a tentative ARIMA model for modelling a time series. 
4.5 Modelling tools 
One way of identifying models for non-seasonal time series is by examining the behaviour of 
Autocorrelation function (ACF) and Partial Autocorrelation Function (P ACF). 
4.5.1 Autocorrelation Function 
In a stochastic process (model), sample autocorrelation coefficient measures the correlation 
between an observation Yt against a time-shifted version of itself (Yt+k). The probability 
distribution of a stochastic process that is stationary must be the same for all times t. This 
assumption also implies that the joint probability distribution p(Yt, Yt+k) is the same for all 
times t and t + k (Box et al., 2008). Therefore, the covariance between Yt and Yt+k must be 
the same for all t. This is called the auto covariance at lag k and is given by: 
_ 1 "N-k( -)( -) Ck - "NL..t=l Yt - Y Yt+k - Y (14) 
N is the length of time series under consideration 
51 is the mean of the time series. 
A set of auto co variance coefficients Ck is used to compute the autocorrelation coefficients rk 
at lag k. This is defmed as: 
(15) 
The autocorrelation coefficient is scale independent and varies between -1 and + 1. A set of 
these coefficients constitutes a function, and a plot of rk against the lag k is called the 
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autocorrelation function also known as ACF. This function is symmetric about zero since 
rk = r-k. The ACF can be used to detect non-randomness in a series to identify a suitable 
model if the data was not random at the beginning. 
4.5.2 Partial Autocorrelation Function 
This function measures the correlation estimates at longer lags when the effect of shorter lag 
autocorrelation has been removed. For instance, if there exists a significant correlation 
between Yt and Yt-k> then we would expect a significant autocorrelation between Yt and 
Yt-k-l since they are both related by Yt-k (Yt andYt-k; Yt-k and Yt-k-l). In order to 
measure the correlation between Yt and Yt-k-l' the effects of Yt-k must be removed. Partial 
autocorrelation can be calculated as: 
(16) 
rk is the ACF at lag k. 
A set of partial autocorrelation coefficient constitutes the Partial Autocorrelation Function 
(PACF). This function plays a vital role in data analysis and in identifying the orders of 
Autoregressive models when using the Box-Jenkins approach. 
Figure 14 shows the ACF and P ACF of a time series with random observations. As shown in 
Figure 14, the ACF and PACF indicate that the time series is stationary with no trend or 
seasonal component. Once a time series has been identified to be stationary, time series 
techniques can be applied to model the data set and produce forecasts. 
ACF and P ACF can only be applied to time series where there is a linear relationship 
between the past and future values. 
ACF and P ACF give an indication to determine if a series is stationary or not. Although 
identifying non-stationarities is not quite straightforward, the ACF and P ACF provide a first 
step in analysis of time series and identifying a suitable model. For instance, the ACF of a 
stationary autoregressive process consists a mixture of exponential decay or damped sine 
waves. Therefore, the ACF and P ACF can playa vital role in inferring something about the 
underlying dynamic of a series. 
Another advantage of ACF and P ACF is that they can also be used to discover if a certain 
process has a periodic component and what the expected frequency might be. 
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4.5.3 Standard Errors of Estimated Autocorrelation and Partial Autocorrelation Functions 
Once the estimated autocorrelations and partial auto correlations are known, the properties of 
the rk and ¢k k values can be studied. In theory, the auto correlations and partial 
autocorrelation coefficients of a random model must be zero, and since the estimated 
coefficients will differ from the theoretical coefficients in some way, it is important to know 
how significantly different the estimated coefficients are from the theoretical coefficients. 
The autocorrelation and partial autocorrelation coefficients of a moving average model have a 
sampling distribution that can be approximated by a normal distribution with mean zero and 
standard error (Box et al., 2008) as follows: 
s.eCrk) = j;( 1 + 2'LJ=1 rj) k > q 
s.eC¢kk)= Ti , ~~ 
Autocorrelation: (17) 
Partial Autocorrelation: (18) 
n is the number of observations, rj is the ACF coefficient at lag i, and q is the order of the 
movmg average process. 
Therefore, it is expected that 95% of the ACF and P ACF coefficients lie within a range of 
±1.96 x s. e. If this is not the case, it can be concluded that the series may not be random 
(Makridakis et.al, 1998). 
An alternative approach that can be considered for testing if the Autocorrelation and Partial 
Autocorrelation coefficients are significantly different from zero is the Box-Ljung test which 
tests the randomness of a time series based on a set of rk values. 
The test statistic is defmed as: 
r2 
Q = nCn + 2) 'L~-1 n~k (19) 
Where h is the number of lags being considered. The statistic is approximated by the Chi- 
squared (x2) distribution with Ch - p - q) degrees of freedom where p and q are the number 
of parameters that were used to fit the data. Evidence of randomness in the data is rejected at 
a significance level if the Box-Ljung Q statistic is greater than the Chi-squared value. 
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This test fails to reject poorly fitted models sometimes. Therefore, a model must not be 
accepted based on this statistic alone (Makridakis et.al, 1998). 
The ACF and P ACF will be used later in Section 6.2 in identifying the best ARlMA model 
for the time series under consideration. 
4.6 Existing approaches 
This section describes the existing approaches that have been used ill modelling and 
forecasting time series. 
4.6.1 Box-Jenkins Methodology 
~ Autoregressive Integrated Moving Average Models (ARIMA) 
An important time series model is formed through a combination of autoregressive (AR) and 
moving average (MA) processes containing p AR terms and q MA terms. This model is 
referred to as ARMA process of order p, q. ARMA models were developed for modelling 
stationary time series and predicting future observations while achieving parsimony. That is, 
a stationary time series can often be described by an ARMA model using fewer parameters 
than an AR or MA process (Chatfield, 2004). 
The general expansion for an ARMA process is: 
Yt = 1>lYt-I + ... + 1>PYt-p + Et - (h Et-I - ... - 8q Et-q (20) 
That is, (1 - ¢lB - ¢2B2 - ... - ¢pBP)Yt = (1- 81B - 82B2 - ... - 8qBq)Et (21) 
(22) 
Equation (21) can be written succinctly as 1>(B)Yt = 8(B)Et where 1>(B) and 8(B) are the 
polynomials in B of orders p and q. 
A seasonal ARlMA model is of the form: 
Where <P(BS) and 8(BS) are polynomials of orders P and Q respectively and are as shown: 
<p(B) = (1 - <PIBs - <PzBzS - - ctJpBPS) 
8(B) = (1 - 8IBs - 8zBzS - - 8QBQS) (23) 
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The resulting model in Equation (22) is said to be a seasonal ARlMA model of order 
(p, d, q) x (P, D, Q)s. Box et al., (2008) who generalised the ARlMA model that dealt with a 
seasonal periodic component also presented a general ARlMA model that can be extended to 
describe multiple seasonalities. For a time series with double seasonal components, the 
double seasonal ARlMA model can be written as: 
¢(B)fP(BS1 ).o.(BSZ)\7d\7~ll\7~zZYt = 8(B)8(BS1 )\P(BSz)Et (24) 
Where Sl and S2 are the number of periods in each seasonal cycle, D1 and D2 are the orders 
of differencing for each seasonal component, and .o.(BSz) and \P(BSz) are the polynomial 
functions of orders P2 and Q2' Equation (24) can be expressed as ARlMA(p,d,q) x 
(Pv n.. Q1)Sl X (P2, D2' Q2)Sz' 
Although it has not been widely used, the double seasonal ARlMA model has proved to be a 
good forecasting model for modelling and forecasting time series with multiple seasonal 
components, compared with established time series approaches that were developed to model 
time series with one seasonal components. The double seasonal ARIMA has been applied on 
short term electricity demand (Taylor, 2003), incidence of tuberculosis (Yi et.al, 2007) and 
wireless traffic modelling (Shu et.al, 2005). The class of ARlMA models have been used in 
many areas of forecasting due to their prediction accuracy and precision. However, they 
require a time series to be stationary and also assume a constant variance. 
A suitable ARlMA model can be best achieved by applying a three-stage iterative procedure 
[Box et al., (2008); Chatfield, (2004)]: 
• Model identification: this involves looking at a time plot of the series to identify any 
important feature, such as stationarity or heteroskedasticity, and also obtain any applicable 
information to make sure that a formulated model is consistent with the objectives of the 
study. The ACF and PACF described in Sections 4.5.1 and 4.5.2 are also used in 
identifying a tentative ARlMA model. The degree of differencing d that is needed to 
achieve stationarity is reached when the ACF of the differenced data dies out fairly 
quickly. In addition to the identification of the AR (p) process, and the MA (q) process, the 
ACF for a mixed ARMA process is a combination of exponentials and damped sine waves 
after the first q - p lags, whilst the P ACF is a combination of exponentials and damped 
waves after the first p - q lags. 
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• Model estimation: after identifying a tentative model, parameter estimates must be 
determined efficiently so as to obtain an adequate fit. A favoured method that is frequently 
used is the maximum likelihood estimation because it has some desirable properties 
(Makridakis et al, 1998), such as the ability to estimate a parameter value that gives the 
time series the largest possible probability. 
• Model diagnostics: the obtained model is verified to determine whether all the necessary 
model assumptions are valid, and if it has been able to capture the important features that 
were identified in the identification stage. Diagnostic checking can be performed by 
investigating the autocorrelation and partial autocorrelation coefficients, and make sure 
that the lags are within the confidence limits. 
~ ARIMA Model selection criteria 
When modelling a time series using an ARIMA process, several models are initially 
developed to fit the time series. The ACF and P ACF are helpful tools in developing an 
adequate model; however, using the ACF and P ACF can be sometimes heuristic, especially 
when a mixed ARIMA model is needed to fit the time series. In recent years, model selection 
criteria have been used for identifying an optimal statistical model. From a set of selected 
models, the model that yields the minimum value of the criterion is preferred. Akaike 
Information Criterion (AIC) and Bayesian Information Criterion (BIC) proposed by Akaike 
(1974) and Schwarz (1978) respectively, are some of the most widely known and used 
Information Criteria for model selection. The criteria are expressed as follows: 
AIC = 2k - 2ln CL) 
Where k is the number of parameters to be estimated and L is the maximum likelihood 
estimate. 
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BIC = k . In (n) - 2ln CL) 
Where n is the number of observations in the dataset being modelled. 
In the time series literature, the AIC and BIC are usually used to determine if an ARIMA 
model with a set of p, d and q parameters is an adequate model. Although there tends to be a 
conflict between using the AIC or the BIC as a selection criterion due to the fact that the AIC 
puts lesser penalty on models with larger number of parameters while the BIC puts a high 
penalty on models with larger number of parameters, there is still no one criterion that fits all 
purpose and one would have to make a decision between consistency and minimizing 
forecast errors (Yang, 2005). Since the BIC imposes a higher penalty than the AIC, using the 
BIC as a model selection criterion would always result in an optimal model whose number of 
parameters is no greater than the chosen model under the AIe. Hence for this reason, the BIC 
will be used as a criterion for selecting ARIMA models later in the research. 
Some of the limitations of ARIMA are: 
• ARIMA requires a time series to be stationary before a suitable model is identified. Some 
pieces of information might be lost when a non-stationary series is being transformed to 
stationarity. Hence, the results and conclusions that are obtained from an ARIMA model 
might not be sufficient enough to describe the underlying dynamics of a process. 
• The parameters that are estimated for ARIMA models have no interpretation and provide 
no useful information that can help in interpreting the results or forecasts of a series. 
• A basic assumption of ARIMA modelling is that the error terms are homoskedastic. This 
assumption is not always possible for certain time series that exhibit non-constant 
variances. Therefore, using ARIMA to model a heteroskedastic time series might provide 
inadequate forecasts. 
• Although the ACF and P ACF are important tools for identifying a suitable AR or MA 
process, the identification process using ACF and P ACF can become complicated when a 
series can only be modelled by a mixed ARMA process. The complication is also 
compounded when differencing is needed to keep the time series stationary, or when the 
model has to be extended to handle single or multiple seasonalities. The complexity of 
identifying a suitable ARIMA model can be time consuming depending on how complex 
the series is. 
• ARIMA models are not robust against outliers. And also, the existence of outliers in a 
series causes an ARIMA model to be misidentified using ACF and P ACF. 
• It assumes that the conditions that existed for historical observations will be the same 
conditions for future observations; hence, values of the estimated parameters are constant 
throughout the series. This assumption will often fail because new observations that are 
significantly different from historic observations might be collected over time. That is, the 
structure of the system in which the observations are generated changes. 
Some of its benefits are: 
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• ARlMA models do not require the initial values of any parameter to be known . 
• ARlMA models constitute a class of more models (such as ARMA, MA etc) in which the 
specification of a model within the class is determined by the type of dataset. The class of 
models under ARlMA enables it to be suitable for modelling any series with any pattern of 
change, that is, it is very flexible in modelling a wide range of time series. 
Although ARlMA has its limitations, it is still recognised in academia as a popular method in 
analyzing stationary univariate time series, and hence will be used as a benchmark in this 
research. 
4.6.2 Exponential Smoothing 
An established technique for producing a smoothed time series, and also used for producing 
forecasts is the exponential smoothing method. This method assigns exponentially decreasing 
weights to observational data as they get older, that is, the most recent data point is assigned 
the biggest weight and the most distant data point is assigned the lowest weight because it is 
believed that more recent observations give a better understanding of the future (Makridakis 
et al, 1998). 
Although there are different exponential smoothing methods that are appropriate for 
modelling time series with no trend or seasonal components (single exponential smoothing) 
and time series that exhibit a linear trend (Holt's linear method), this research has only 
focused on using exponential smoothing methods that are able to capture both the trend and 
the seasonal components. 
~ Standard Holt-Winters Trend and Seasonality Method 
The Holt's linear method which explicitly takes trend into account while modelling a time 
series was extended by Winters (1960) to capture one seasonal pattern in a time series. The 
standard Holt-Winters method has two different versions, depending on whether seasonality 
is assumed to be additive or multiplicative in nature. For a time series with multiplicative 
seasonality, the k - step ahead forecast is given by: 
(25) 
Where L; denotes the local level of the senes, bt denotes the trend and St denotes the 
seasonal component. The three components for Holt-Winters' multiplicative method are 
defmed as follows: 
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Level i, = a ( _l:!_) + (1 - a)(St-1 + bt-1) (26) 
St-s 
Trend b, = f3(Lt - Lt-1) + (1 - f3)bt-1 (27) 
Seasonality St = y G;) + (1 - y)St-s (28) 
Where s is the seasonal frequency, a, f3 and yare the smoothing parameters and must lie 
between O and 1. 
On some occasions, the trend and/or the seasonal smoothing parameters can be estimated as 
zero. Zero coefficients for these parameters imply that the trend stays the same at all time t, 
and that the seasonal indices remain the same at each corresponding time. However, when the 
trend and the seasonal smoothing parameters are estimated as one, the trend component will 
be the difference between the level components at times t and t - 1, while the seasonal index 
at time t will be the ratio of the actual observational data at time t with respect to the level 
component at time t. 
The initialisation procedure for the parameters of the standard Holt-Winters smoothing 
method is as follows: 
• First fit a 2 x s moving average smoother to the first 2 or 3 years of data. s is the 
seasonal frequency. 
• De-trend the original series by subtracting (for additive Holt-Winters) or dividing (for 
multiplicative Holt-Winters) the smooth trend from the original time series. The initial 
seasonal values for St are obtained from the averaged de-trended time series. For 
example, the initial seasonal value for January is the average of all January in the de- 
trended series. 
• Subtract (for additive Holt-Winters) or divide (for multiplicative Holt-Winters) the 
seasonal values from the original time series to get a seasonally adjusted series. 
• Fit a regression line with linear trend to the seasonally adjusted data to get the initial 
Ievel i, (the intercept) and the initial trend bo (the slope). 
This procedure will be used later in the research in modelling the monthly airline passenger 
series. Although there are other initialisation procedures, it is worth noting that this is the 
procedure that is incorporated in the statistical software used to analyse the time series that 
have been chosen as case studies in this research. 
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~ Double Seasonal Holt-Winters Exponential Smoothing 
For certain time series, the standard Holt-Winters method is inappropriate because the 
method can only accommodate one seasonal cycle. Like the ARlMA modelling technique, 
the standard Holt-Winters method has also been modified to deal with time series that exhibit 
multiple seasonalities. 
The following equations which have been formulated for the double seasonal Holt-Winters 
smoothing by Taylor (2003) are suitable when there are two seasonal components in a series: 
Level t; = a ( Yt ) + (1 - a)(Lt-l + bt-i) (29) 
St-sI Dt-s2 
Trend b, = peLt - Lt-i) + (1 - P)bt-l (30) 
Seasonality 1 St = y (_Y_t -) + (1 - y)St-sl 
LtDt-s2 
(31) 




Where L; and b, represent the level and trend of the series, St and D, represent the seasonal 
indices for each seasonal component, and; Si and S2 represent the number of observations in 
each seasonal cycle. The initial values for the level, trend and the two seasonal components 
can be calculated by implementing the procedure described by Taylor (2003). The 
initialisation procedure for modelling a half hourly time series is described as follows: 
• Choose the initial trend bo to be the average of 
1. 1/336 of the difference between the mean of the first week's half 
hourly observations and the second week's half hourly observations, 
and 
2. The average of the first linear differences of the first week's half 
hourly observations. 
• The initial value for the level parameter Lo was set as the mean of the first two weeks 
observations minus 336.5 times bo. 
• The initial values for the daily seasonal index St were set as the average of the ratios 
of actual observation to a 48-point centred moving average that was taken from the 
corresponding half hour period in each day of the first week. 
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• The initial values for the weekly seasonal index Dt were set as the average of the 
ratios of the actual observation to a 336-point centred moving average that was taken 
from the corresponding half hour period on the same day of the week for the first two 
weeks, divided by the corresponding initial value of the smoothed daily seasonal 
index D, for each half hour. 
A certain problem of an initial forecast value arises when an exponential smoothing method 
is used for the first time because the forecast value is based on estimates of the smoothing 
components. The initial values of the smoothing components are not very important and can 
be chosen arbitrarily, however, it is best not to use the forecast values immediately after 
implementing the smoothing method because the method will self-adjust itself in producing 
better forecast values when enough data is available (Makridakis et al, 1998). However, the 
procedure described by Taylor (2003) has been used in fmding the initial values of the double 
seasonal Holt-Winters for modelling the electricity consumption of the two organisations and 
the simulated series. 
The smoothing parameters a,p, y and () can be estimated by minimizing the sum of squared 
errors for the one-step ahead forecasts. 
When changes occur in the pattern of a series, exponential smoothing models adapt quickly 
to these changes. This can be seen as a limitation only if the aim of the analysis was to detect 
changes, because the fast adaptation of a model to changes restricts its ability to detect any 
significant changes. 
Exponential smoothing methods are simple and easy to operate. That is, they do not involve 
extensive computations and are not mathematically complicated. Depending on how complex 
the time series is, identifying a model for the exponential smoothing method can be tedious, 
although it is not as tedious as the case for an ARlMA model. Similar to ARIMA processes 
and most established time series methods, various information criteria, such as the AlC and 
BIC, are available for selection of an adequate exponential smoothing method. A limitation 
of information criteria that was identified by Gardner (2006) is that the computational effort 
of these criteria can be significant; however, they are able to distinguish between additive and 
multip licative seasonalities. 
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Because exponential smoothing methods are overly simplistic and inflexible, they are not 
suitable for modelling and forecasting complex time series with properties such as the 
presence ofheteroskedastic components. 
Although exponential smoothing methods can be used to create adequate one- or two-step 
ahead forecasts, it is advisable that when creating longer term forecasts, these forecasts are 
treated with caution. This is because there are some occasions whereby these longer term 
forecasts might be sub-optimal due to the fact that the underlying assumptions that exist when 
a model is created might not exist in the long term. 
Exponential smoothing methods use the grid search method in determining the best set of 
parameter estimates for a particular model and evaluates the sum of squared errors at all grid 
points to fmd the best possible fit. Although the grid search method is efficient when a small 
number of parameters is involved, the method can be time consuming when small step sized 
are used in fmding an estimate. 
The following section describes a recently developed time senes methods that explicitly 
decomposes the variability in a time series into several components. The failure of 
established time series methods, such as the ARIMA models, to model time series explicitly 
and to accommodate experts' knowledge of the series gave way to the usage of the HP A in 
this research. 
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4.6.3 Standard Hierarchical Profiling Approach 
While it is necessary for most time series to be stationary before applying an established time 
series technique, the Hierarchical Profiling Approach (HP A) introduced by AI- Madfai (2001) 
aims to model the non-stationary component of a time series explicitly at different levels in 
order to provide greater understanding of variability, as well as the underlying dynamics of 
the series. Explicit modelling enable users to change, manage and control the modelling of 
the underlying structure of a series which will aid in producing accurate forecasts and provide 
better understanding of a time series. 
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The HP A, an event driven approach, aims to model the deterministic component of a time 
series whilst allowing for the explicit decomposition and modelling of trend and other 
components that are present in the series. This approach is implemented by combining 
different level of profiles hierarchically. 
Using the HPA, variability in a time series is decomposed into a deterministic component 
[Ct) and a stochastic component Zt. The deterministic component function aims to create a 
general profile that is able to capture the general trend, seasonal components, cycles or any 
other deterministic components that are present in the series. The stochastic component is 
modelled using conventional time series techniques. The overall form of the HP A is: 
Yt = [Ct) + Zt (34) 
Yt is the observational data at time t.
Although the HPA has been used to model multiple seasonalities in this research, it has also 
provide a deep understanding of important energy demand features which can be used by 
energy managers as part of an energy management scheme. The following section introduces 
the techniques that have been utilised to obtain the deterministic and stochastic components 
of the time series that are been analysed in this research. 
In terms of modelling and forecasting, the HP A operates in three phases. The first phase 
identifies the necessary functions that are required to model the deterministic component of 
the series. The second phase finds an adequate ARlMA process to model the stochastic 
components. The third and [mal phase combines the outcome of the previous phases to create 
the forecasts. Figure 13 shows the general schematic representation of the HPA approach. 
~ Phase I 
In certain circumstances, the conventional Box-Jenkins approach fails to identify and model 
all the components of a time series successfully. For instance, when the series is 
heteroskedastic, conventional approaches will usually fail to model such series adequately 
since they were initially developed for modelling time series with homoskedastic errors. In 
such cases, the deterministic component function [Ct) can be extended to capture the 
components that the conventional Box-Jenkins approach fails to capture. Once these 
components have been captured, the Box-Jenkins approach can be applied to the remainder of 
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the series which is the stochastic component. Hence, the HP A serves as a prewhitening 
process due to its ability to correct for events that can be modelled deterministically. 
Before applying the HPA to any time series it is very important to pre-process and cleanse the 
dataset. This includes the correction of observations or events that are disparate from the rest 
of the time series such as outliers. Failure to correct for these observations might lead to 
inappropriate modelling, biased results and hence misleading conclusions. If there are 
missing observations in the time series, the average of the two adjacent corresponding periods 
can be used to substitute for the missing observations. Once all the salient events have been 
corrected for, the levels of profile for the deterministic component can easily be identified. 
Modelling the deterministic component of a time series is described as follows: 
Let Yt be a time series with elements (YvYz, ""Yf'Yf+l' ""Yzf' ... ,Yn) where n is the 
number of observations in the series and f is the seasonal frequency of the series. In order to 
model the seasonal component of the series as part of the deterministic function, a vector Wt
is created from the observations of y.. 
The observations of Wt are the averages of Yt in each corresponding time period. wt IS an 
f x 1 vector with elements Wv Wz, , wf such that: 
Wl is the average of Yl, Yf+l1 YZf+l, , Yn-f 
Wz is the average ofYz'Yf+z,Yzf+z, · .. ,Yn-f+1 
A polynomial-trigonometric function or an appropriate function is fitted to vector Wt. The 
predicted values from the model fitting will be used as part of the deterministic function. 
These predicted values constitute a level of profile for the deterministic component of the 
HPA. This level of profile, which will be referred to as the levell profile, has been created to 
describe the seasonal pattern that exists in the series. 
If a trend or annual seasonal component (or both) exist in the senes, a level 1 profile- 
corrected series (Yt) is created to model these components. yt is an n x 1 vector whose 
observations are the remainder of series once the fitted seasonal components (wt) have been 
removed from the series such that: 
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• 
yf = Yi - Wi 
y} = Y2 - W2 
yJ = Yf - wf 
yJ+i = Yf+i - Wi 
y~ = Yn - wf 
Assuming that Yt is a half hourly time series with an annual seasonal component and the 
analysis requires a profile to be created for the annual seasonal component, the monthly 
averages of the level I profile-corrected series can be used to model this seasonal component. 
Harmonic regression can be applied to the monthly averages in order to capture the annual 
seasonal component. Although, the profile that is obtained in this case will be of monthly 
resolution, it can be stretched back or re-sampled to the usual domain that the time series was 
measured in, that is, half hour. The profile can be re-sampled by changing the time index of 
the harmonic regression function that was used to create the profile. The re-sampled profile 
(Y~t) which will be referred to as the level 2 profile, represents the trend and the annual 
seasonal component that are present in the series. 
Upon modelling the different levels of profile, Equation (35) represents the general function 
for the deterministic component of the demand series. The levels of profiles were combined 
hierarchically using the following equation: 
fet) = Y~t + w, (35) 
Where Wt represent the first level of profile at time t, Y~t is the resampled observational 
value of the annual seasonal component at time t (second level of profile). 
All the levels of profile that have been identified are combined together hierarchically to form 
the deterministic component of the HP A. 
~ Phase II 
Chatfield (2000) stated that if a suitable model can be found for the stochastic component of a 
time series, then the overall model should produce good results. After modelling the 
deterministic component of the demand series, it is very crucial to model the stochastic 
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Yt = fet) + Ztek) (36) 
component, the profiled-corrected data, Zt whereby Zt = Yt - fet). The Box-Jenkins 
modelling methodology will be used later in the report to identify an ARlMA model for the 
profiled-corrected data. 
~ Phase III 
Upon completion of modelling the deterministic and the stochastic components, the general 
model for the standard HPA is as follows: 
fet) is the deterministic component at time t using the expression in Equation (35), 
and Ztek) is the forecasts of the stochastic component which will be modelled using an 




Identify the deterministic function fCt) 
• Investigate the series to identify any trend, seasonal, cyclical or intervention 
components. 
• Fit a model to the identified components using a polynomial - 
trigonometric equation or any other suitable function. 
• The predicted values from the model fitting are the elements of the profiles 
that will be used in modelling the series. 
• Hierarchically combine all levels of profiles to create a deterministic 
component f'(r) 
Create a stochastic component Zt = Yt - fCt) 
! 
Model identification of the stochastic component 
• Examine the ACF and PACF of the stochastic component to identify ~ 
tentative models 
! 
Model estimation of the stochastic component 
• Estimate parameters in potential models 
• Select best model using an appropriate criterion I No 
! 
Model diagnostics of the stochastic component 
• Examine the ACF and P ACF of the residuals 
• Test for stationarity in the model residuals 
• Test for unit root on model parameters 
• Are the parameters significant? 
• Is the model adequate? 
Forecasting of the stochastic component 
• Use the identified adequate model to forecast the stochastic component z;
! PhaSeIt~ ~ Combine the deterministic component fCt) and forecast of the stochastic component Zt to create a forecast of the time series. YtCk) = fCt) + ZtCk)
Figure 13: General schematic of the Hierarchical Profiling Approach (liPA) 
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~ Limitation of the HPA 
• The harmonic regression model that is used to fit the trend or cyclical component 
contains a set of parameter which depends on the frequency of the cycle that is being 
modelled. The harmonic regression model suffers from over-parameterization simply 
because not all the parameters in the model are necessary identifiable. One of the 
problems of over-parameterization that was identified by Engle and Kroner (1995) was 
that over-parameterization makes both statistical inference and the computation process 
extremely difficult. 
~ Benefits of the HPA 
• The HP A serves as a pre-whitening process because it models the components of a time 
series explicitly. Therefore, the HP A will make a non-stationary series more stationary 
before modelling the stochastic component with an established time series method and 
hence produce adequate forecasts. 
• The decomposition of the HP A enables it to identify different patterns that are embedded 
in a series. For instance, decomposing a seasonal time series into a deterministic and 
stochastic component will allow for the seasonal component or any other components in 
the series to be identified and modelled explicitly. The explicit modelling of the HP A 
provides detailed information for greater understanding of the series. 
The three time series methods that have been described in Sections 4.6.1, 4.6.2 and 4.6.3 will 
be applied to several time series later in the research. The performance of these time series 
methods will be compared by using established accuracy measures. These accuracy measures 
are discussed in the following section. 
4.7 Established Forecast Accuracy Measures 
Measuring the accuracy of a forecasting method for a given time series has been of great 
interest to forecasters because an accuracy measure will show how well the forecasting 
method is able to reproduce the time series, as well as the accuracy of future forecasts. In 
time series analysis, several methods have been considered and recommended for comparing 
forecast accuracy. For instance, Hyndman and Koehler (2006) recommended the use of the 
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Mean Absolute Scaled Error (MASE) for measuring the accuracy of several forecasting 
methods especially when some observations of the time series are negative or close to zero. 
Armstrong and Collopy (1992) recommended the Geometric Mean of the Relative Absolute 
Error (GMRAE) when a model needs to be calibrated for a set of time series. Gould et al. 
(2008) used the Minimum Mean Squared Forecast Errors (MSFE) as a measure for 
comparing the accuracy of several forecasting methods. In several studies of time series 
analysis, most research papers and textbooks have recommended using MAPE as a forecast 
accuracy measure. Taylor (2003) and Akdemir and Cetinkaya (2012) used the MAPE as an 
accuracy measure for comparing several forecasting models that have been applied on real 
life energy dataset. In this research, two established accuracy measures, namely the Mean 
Absolute Percentage Error (MAPE) and the Root Mean Square Error (RMSE) were used to 
measure the predictability of the forecasting methods. 
~ Mean Absolute Percentage Error (MAPE) 
The MAPE expresses accuracy as a percentage and is calculated as follows: 
n
MAPE = .!. L IYt - Ŷtl
n t=l Yt
Where n is the number of observations in the time series, Yt is the observed value at time t 
and Ŷt is the forecast made at time t - 1 for period t. 
Although, the MAPE is simple to compute and interpret, it has the disadvantage of being 
indefmite or undefmed when the time series contains zero values (Hyndman and Koehler, 
2006). In all the time series that are being investigated in this research, there are no zero 
values in any of the series, therefore making the MAPE a suitable accuracy measure. 
Hyndman and Koehler (2006) noted that measures based on percentage errors such as MAPE 
are often highly skewed and also, put a heavier penalty on positive errors than on negative 
errors. Due to the limitations of the MAPE, a scale-dependent measure, RMSE, has been 
chosen to support the conclusions that are made when comparing forecast accuracy. 
When presenting the MAPE values later in the thesis, it is worth noting that these MAPE 
values are to be interpreted as percentages. For instance, a MAPE value of 2.5 simply means 
2.5%. 
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~ Root Mean Square Error (RMSE) 
The RMSE expresses accuracy as a unit of the time series, that is, its scale is the same as the 
time series. The value of the RMSE is representative of the average deviation between the 
observed values and the forecasts. The RMSE is calculated as follows: 
n
RMSE = ~ L (Yt - Ŷt)2
t-i 
One of the drawbacks of the RMSE is that the accuracy measure is influenced by the 
presence of outliers in a series and hence, gives greater weights to large error values. 
However, unlike the MAPE, the RMSE is not constrained by the values of the time series and 
will therefore be used with the MAPE to validate the accuracy of forecasts that are produced. 
Although the MAPE and RMSE are very popular in the forecasting literature, it is advisable 
that other measures be considered alongside these two measures when analysing and 
forecasting a time series because no one measure will give a complete picture of accuracy 
(Fildes and Goodwin, 2007). 
4.8 Intervention analysis 
Outliers which are formed as a result of incorrectly recorded observation or identifiable 
events have a clear-cut solution (Harvey, 1989). Although the presence of outliers in a time 
series does not have an effect on the stationarity of the series, if the location of the outlier is 
not known at the start of the analysis, it must be identified during the analysis. If the outliers 
are not detected and corrected for, identifying a suitable model for the series becomes 
difficult. 
Intervention analysis simply aims to detect, model and correct any intervention events that 
may occur in a time series. The effect of an intervention event can be modelled using a 
variant of a dynamic regression model (Makridakis et. al., 1998). It is worth noting that the 
effect of an intervention can be temporary or permanent. For instance, Figure 7 shows the 
monthly airline passengers in the United States from January 1983 to December 2003. In 
September 2001, when American aircraft were hijacked, most flights were grounded in 
various places across the United States, hence, causing a significant reduction in the number 
of passengers. However, from October 2001, the number of airline passengers across the 
United States has been increasing gradually. It appears from Figure 7 that the intervention in 
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September 2001 follows a temporary pulse shock where to the time at which the intervention 
occurs is September 2001, and P; is the dummy variable that can be defined to model the 
intervention at time t, such that: 
P; = {i, when t = to
O, when t *- to
When there has been a level shift in a time series (such as the introduction of a new energy 
management system to reduce electricity consumption), a dummy variable St is used to 
model the intervention, such that: 
S - {l, when t :::::: to
t - O, when t < to
The two dummy variables P, and St can be extended to deal with a comprehensive set of 
interventions through incorporating different response functions, as shown in Table 3 
(Kendall and Ord, 1990; Box et al. 2008). 
The two time series techniques that have been identified and described in this chapter and the 
standard HPA will be used as benchmark models in this research. The following chapter 
introduces the generalised HPA which also includes a hybrid deterministic function, novel 
ratios of variation for modelling heteroskedasticity, novel confidence limits and a procedure 
for detecting irregular observations. 
Type of intervention Response function Diagram 
1 Temporary and abrupt decay WPt I 
to
2 Temporary and gradual decay wPt/(l - oB) 
IIIII 
to
3 Temporary and fixed term (zero (wo - W1B)Pt I at to + k if Wk = O) 
to I 
4 Permanent and abrupt shift »s, 
IIIII 
to
5 Permanent and gradual shift ...-TTl 
( 1111 
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wSt/(l - oB) I 
to 
6 Fixed-term effect (zero for w(l- Bk)St 
t 2:: to + k) IIIII 
to 
7 Seasonal effect (non-zero at wPt/(l - BS)
t = to, to +s) I I 
to to + s 
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Chapter 5 - Generalised Hierarchical Profiling 
Approach 
• Assumes that the deterministic component of a time series can only be modelled by a 
combination of different levels of profiles. 
• Assumes that the errors of a time series are homoskedastic. 
5.1 Introduction 
The established HP A has been applied to a number of time series successfully as introduced 
in Section 2.6. However, its model structures are limited and do not allow for successful 
modelling of the time series that are considered in this research. This is because the 
established HP A: 
• Was not developed as a process control application. 
Hence, this chapter develops the novel Generalised HPA (GHPA) which extends the 
established HP A to include components that model heteroskedasticity, introduce historical 
information for modelling the deterministic component and develop the GHP A as a process 
control application for detecting irregular observations and intervention events. 
5.2 Hybrid deterministic component 
Upon the creation of different levels of profile and modelling the deterministic component 
f (t) of a time series using Equation (35), the inspection of the stochastic component z, of the 
standard HP A will often reveal a set of significant autocorrelation coefficients, which 
indicates that the deterministic component is inadequate. Some of the reasons why there are 
sizeable autocorrelation coefficients in the inspection of the stochastic component are as 
follows: 
• If the deterministic function has under or over fitted the time series significantly, the 
stochastic components will often contain a trend, cyclical or seasonal pattern, and hence 
yielding residuals with significant autocorrelation coefficients. For instance, a 
deterministic function will often under or over-fit a time series when there is a presence 
of outliers in the series, due to the fact that the levels of profiles that are used to model 
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the deterministic component are developed by using all the observational values of a 
series, including any outliers. Therefore, whenever there is an outlier in the series, the 
levels of profile will be affected. However, the effect on the level of profiles depends on 
how significant the outlier is. 
• If deterministic components or patterns are not modelled by the deterministic function of 
the HP A, the ACF will show significant coefficients at regular lags corresponding to the 
shapes and periodicities of these patterns. For instance, if a seasonal pattern that can be 
modelled deterministically has not been incorporated into the deterministic function due 
to a misspecified model, say, a time plot of the stochastic component will often show the 
missed seasonal component. 
Although the established HP A has been successful in modelling some time senes, if the 
deterministic component of a series is not modelled correctly, the one-step ahead forecasts 
that are produced using the established HP A method might be suboptimal in terms of the 
mean absolute percentage error (MAPE). One aim of this research is to improve the 
reliability of the deterministic component before identifying a suitable model for the 
stochastic component, hence, improving the accuracy of the one-step ahead forecasts. 
The residual autocorrelation adjustment of the Holt-Winters method that was briefly 
described in Section 2.2 has been adapted in this research to improve the reliability of the 
deterministic component. A drawback of the residual adjustment is that it will often fail to 
adjust the residuals adequately when a seasonal component lies in the residuals. Although the 
notion behind the residual autocorrelation adjustment has been used, a novel error correction 
mechanism has been developed in this research to model the deterministic components that 
still remain in the stochastic components at the non-seasonal and seasonal frequencies. 
In order to improve the accuracy of the deterministic profiling function fCt) in fitting the 
deterministic component of a time series, past errors were introduced into Equation (35) so 
that the errors that were produced in the past can be used to improve the estimate of the 
present deterministic component. 
Assuming that Yt is a time series containing multiple seasonal components with periodicities 
SI and S2; and a deterministic component has been modelled using Equation (35). At time t,
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since it is known how accurate the deterministic component for the previous observation 
(t __!. 1) is, it is also known how accurate the predictions at the previous seasonal components 
(t - Sl) and (t - S2) were, Equation (35) can now be adjusted based on these sets of past 
information. Hence, the deterministic function of the developed HP A is expressed such that: 
fet)' = Y~t + Wt + PZt-l + TZt-S1 + <pZt-sz (37) 
Where Zt-l is the stochastic component for the previous observation and is calculated as 
Yt-l - fet - 1)' 
Zt-s1 is the stochastic component at time t - Sl and is calculated as Yt-s1 - fet - Sl)'
Zt-sz is the stochastic component at time t - S2 and is calculated as Yt-sz - fet - S2)'.
It is worth nothing that stochastic component can also be referred to as the residuals of the 
deterministic component. 
p, T, and <p are the parameters that determine how much weights are given to the past errors. 
These parameters are by nature positive, as they are relative weights, and are estimated to 
minimise the sum of squared residuals of the deterministic component. The fact that these 
parameters are positive ensures that they preserve the direction of past residuals when 
introduced into the deterministic function. For instance, if the deterministic component at 
time t - 1 is over-estimated such that the residual at time t - 1 is negative, the non- 
negativity of the parameters in Equation (37) will make sure that the reverse of the over- 
estimation in time t - 1 is incorporated at time t therefore improving the estimate of the 
deterministic component at time t. 
If the non-negativity constraints were not imposed on Equation (37), there is a tendency that 
the residual at time t will be inflated. For instance, if the value of parameter p in Equation 
(37) is negative and the deterministic component at time t - 1 is over-estimated such that the 
residual at time t - 1 is negative, the negativity of parameter p in Equation (37) will further 
increase the estimate of fet)' therefore increasing the size of the residual at time t. 
Equation (37) is very similar to a moving average process in that the last three terms of the 
equation is a weighted sum of previous deviations (stochastic component Zt). However, 
Equation (37) is not a moving average process, because the coefficients p, T, and <p are not 
estimated using a numerical iterative procedure, unlike the parameters of moving average 
processes where an iterative procedure has to be performed for parameter estimation. 
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Upon the comparison of the MAPE of the deterministic component that is modelled using 
Equation (37) and that of Equation (35), it is expected that Equation (37) will be more 
efficient and accurate than Equation (35) on most occasions. Also, Equation (37) can be 
easily extended to cater for three or more seasonal components if any exist, therefore 
extending the application of the HPA to more complex time series. The inspection of the 
stochastic component when Equation (37) is applied as the deterministic function of the HPA 
should reveal less sizeable autocorrelation coefficients and hence, improve the accuracy of 
the forecasts. 
A basic assumption of Equation (35) is that the deterministic component can only be 
modelled through a hierarchical combination of all levels of profiles. This assumption will 
not always be true because there are some deterministic components embedded in a series 
that will be difficult or impossible to model. Hence, Equation (35) will often fail when the 
levels of profiles do not describe most of the deterministic components adequately. Equation 
(37), on the other hand, will outperform Equation (35) on most occasions because Equation 
(37) assumes that the deterministic component cannot be modelled adequately by just adding 
different levels of profiles hierarchically. However, the inclusion of past information, 
especially past error adjustment, will improve the reliability of the deterministic component if 
any underlying deterministic components have not been captured by the levels of profiles 
adequately. This is the main advantage which Equation (37) has on Equation (35). 
It is expected that the forecast reliability of Equation (37) will be much better than that of 
Equation (35) since Equation (37) consists of past errors that can be used to improve the 
estimate of the deterministic function. However, Equation (37) can only perform at its best if 
the time series is homoskedastic. That is, ifthere is a presence ofheteroskedastic components 
in a series, Equation (37) will often fail to model the heteroskedastic component successfully. 
The next section further develops the deterministic function of the HP A to be able to model 
heteroskedastic time series. 
5.3 Ratios of variation 
Inspecting the time plot of a series may suggest that it is reasonable to transform the series 
before analysing the series. Transformations are mostly important for: 
• stabilising the variance of a time series, 
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• turning a multiplicative seasonal component into an additive one, and 
• making a series appear normally distributed. 
As introduced earlier in Section 4.4.2, this research has focused on the application of the 
Box-Cox transformation in stabilising the variability of a heteroskedastic time series. 
Sometimes, there remains an element of high variability after the application of the Box-Cox 
transformation on a series. For instance, consider a heteroskedastic time series with an 
outlying time window whereby the variance of the outlying time window is significantly 
different from the variance of the rest of the time series. Upon applying the Box-Cox 
transformation, some elements of variability will still exist for such time series. Therefore, 
performing time series analysis on a series that still has an element of high variability might 
produce inaccurate forecasts and misleading results. This is because most established time 
series methods assume constant variance throughout a series. Hence, when this assumption is 
violated, the forecasts that are produced for a heteroskedastic time series using time series 
methods that assume homoskedasticity cannot be relied on. It is necessary to make sure that 
the variability of a series has been stabilised so that the forecasts that are produced from a 
model will not be unreliable. 
As introduced earlier, the standard HPA model has been applied successfully to several time 
series with no heteroskedastic component. However, the HP A model will often fail in 
modelling heteroskedastic time series, because it uses the same levels of profile to model 
different time periods. Indirectly, it assumes that the variances of different time periods in a 
series are equal due to the fact that it uses the same profiles for modelling different periods 
even though the variances of these periods might be significantly different from each other. 
Therefore, the deterministic function of the standard HP A fails to model the deterministic 
component of a heteroskedastic time series successfully, and hence, this will result in a 
heteroskedastic stochastic component. Since the stochastic component of the HP A is usually 
modelled using an established time series method such as the ARIMA, heteroskedasticity 
results in misleading models that will often fail to model the stochastic component. This is 
because, although the parameter estimates of an ARIMA model remains unbiased under 
heteroskedasticity, the estimated standard error will be wrong, therefore the prediction 
intervals of an ARIMA model for a heteroskedastic time series cannot be relied on. 
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Since the performance of the deterministic function of the established HPA is unreliable 
when there is a heteroskedastic component, the aim of this research was extended to develop 
the deterministic function of the HP A to allow for the modelling of a heteroskedastic 
component if any exists. 
This section shows how a novel set of ratios has been developed and incorporated into the 
deterministic function of the HP A to further improve the accuracy of the deterministic 
component when a time series is heteroskedastic. These ratios describe the variability of a 
series by comparing a set of observations in relation to a seasonal component or an 
established seasonal pattern. The formulation of the novel set of ratios is described as 
follows: 
For a time series Yt, split the original time series into k sub-series, where k represents 
the periodicity at which the variance of the time series varies. For example, if the 
variance of the series varies by month of the year, then the original series will be 
splitted into 12 sub-series with each sub-series containing the observed values for a 
particular month. Similarly, if the variance varies according to the quarter of the year, 
then the original series will be splitted into 4 sub-series. If the original time series 
spans over multiple years, each sub-series will be made up of observations from 
corresponding time periods of all the years. 
Levene's test can be used to test for equality in the variances of the sub-series that 
have been identified. 
For each of the sub-series, create a vector qk that contains the average of all 
corresponding days and time periods in that particular sub-series (k is the number of 
sub-series). For instance, for a half hourly time series that has been splitted into 12 
sub-series, the vector (ql) for the first sub-series will contain: 
the average of all Mondays in the sub-series at 00:00, then followed by 
the average of all Mondays in the sub-series at 00:30, then followed by 
the average of all Mondays in the sub-series at ° 1 :00, all the way to 
the average of all Sundays in the sub-series at 23:30. 
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Depending on the variance of the observations in the sub-series, divide each sub- 
series into 9 groups, where 9 represents the periodicity at which the variance of the 
sub-series varies. For instance, if the variance of the original time series varies 
according to the month of the year such that 12 sub-series are created and the variance 
of the observations in the sub-series varies accoring to the week of the month, then 9
would be 4 for such time series since there are approximately 4 weeks in a month. 
For each of the groups, create a vector igqk that contains the average of all 
corresponding days and time periods in that particular group (g is the number of 
groups). For instance, for a sub-series that has been splitted into 3 groups, the vector 
il ql for the first group in the first sub-series will contain: 
the average of all Mondays in the group at 00:00, then followed by 
the average of all Mondays in the group at 00:30, then followed by 
the average of all Mondays in the group at 01:00, then followed by 
the average of all Sundays in the group at 23: 30. 
The ratios of variation is calculated as the ratio of the observations in igqk to the 
observations in qk. The ratios show the variability of the observations in the groups 
according to the sub-series that they relate to. 
Examples of how the novel ratios of variation are calculated for a half hourly time series are 
given later in Sections 6.5.1 and 6.5.4. 
Once the ratios have been calculated, the next step in developing further the deterministic 
function of the HPA is to multiply the ratios with the seasonal component that has been 
modelled as a level profile, Wt. After modelling the level profile Wt, the deterministic 
function from Equation (37) can be updated as: 
fet)' = Y~t + Wtht + PZt-l + TZt-S1 + <fJZt-S2 (38) 
Where w, is the Level profile, and htis the ratio of variation at time t.
The main difference between Equations (37) and (38) is that the level profile Wt in Equation 
(38) is being multiplied by the novel ratios of variation in order to allow the variance of the 
level profile Wt in the deterministic function to differ significantly depending on the group 
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and sub-series. In Equation (37), the variance of Wt only changes depending on the sub- 
series. The multiplication of Wtwith the ratio of variation will model heteroskedasticity in a 
time series because the ratios which are developed to describe the variability of a group with 
respect to the sub-series which the group belongs to varies significantly depending on factors 
such as time of the day, day of the week, month of year and season of the year. 
At this stage, it is worth noting that the ratios that are developed for the within-sample period 
will be the same ratios that are used during the out-of-sample period (i.e., it is assumed that 
the intensity of heteroskedasticity in the within-sample period will remain the same in the 
out-of-sample period). However, if the pattern of the heteroskedastic component changes in 
the future, the ratios of variation can be updated by including the recent observations into the 
calculation of the ratios. Updating the ratios will lead to a re-estimation of the deterministic 
function of Equation (38) therefore making the GHPA forecasts more reliable. 
In the presence of heteroskedastic components in a time senes, Equation (38) should 
outperform Equation (37) in modelling the deterministic component of the series. However, if 
that is not the case, it is advisable to perform a log transformation on the series and calculate 
the ratios of variations from a log-transformed series rather than the original series. It might 
be necessary to perform a log transformation when the time series under consideration is not 
normally distributed, for instance, if there appears to be a presence of skewness in the series. 
As mentioned in Section 4.4.2, performing a log transformation on a series makes it appear 
more normally distributed, therefore calculating the ratios of variations based on a 
transformed series should improve the accuracy of the deterministic component. The 
Breusch-Pagan test has been used in this research to test for the presence of 
heteroskedasticity in the model residuals of established approaches and the developed HP A. 
Once a time series model has been successful in capturing the heteroskedastic component of a 
time series, it is expected that the estimated standard errors of the forecasts will be unbiased, 
thus accurate prediction limits can easily be created for the forecasts. 
5.4 Prediction limits 
Upon the production of forecasts for the future, it is usually common to accompany the 
forecast values with a set of prediction limits to provide a worst or best case scenario of the 
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forecast values. Point forecasts are best possible estimates of the future and not the true 
values of what will happen. Hence, prediction limits are created to help indicate future 
uncertainties in these forecasts. A set of prediction limits is used in statistics to indicate how 
reliable a predicted value is. These limits are computed based on statistical theory and 
probability distributions which identify the probability of the point forecasts falling within the 
prediction limits. Once a probability of values that fall within a given limit has been chosen, a 
certain multiple of the standard deviation ((J) that indicates the size of the limit can be used in 
constructing a set of prediction limits. For instance, for about 99.7% of the observations to 
fall within a given limit, 3(J must be used in calculating the prediction limits. 
Traditionally, forecasts prediction limits are computed based on the mean squared error 
(MSE) of the model residuals, as it provides an estimate of the variance of the forecast error. 
MSE is a way of measuring forecast errors because it quantifies the difference between the 
forecast and the actual value. Equation (39) shows the formula for calculating the prediction 
limits (PL) of a forecast value at time t + k.
PL of Ŷt(k) = Ŷt(k) ± (z x (JE) (39) 
Where (JE is the standard deviation of the forecast error, that is, the square root of the MSE. 
Ŷt(k) is the forecast of time t + k.
Based on Equation (39), it is expected that the following probability expression applies: 
p(Ŷt(k) - (z X (JE) < Ŷt(k) < Ŷt(k) + (z X (JE)) = (1 - a) 
p(x) represents the probability of x. It is worth noting that the value of a for 95% prediction 
limits is 0.05. 
A basic assumption of computing prediction limits is that the forecast error follows a normal 
distribution. Thus, a z-value can be used to determine the probability of the prediction limits. 
In practical applications, a z-value of 1.96 is usually used, as it represents a 95% prediction 
level. Hence, in this research, 95% prediction limits have been calculated for all the time 
series that are being analysed. 
If the standard deviation of the forecast errors is unknown and has to be estimated from the 
times series, it is common practice to replace the z-value with a t-value from at-distribution. 
Like the z-value, when constructing a set of prediction limits for a point forecast, a t-value is 
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usually used to determine the width of the limits. However, unlike the z-value, the r-value 
depends on the number of observations that are in the series, and the prediction level that is 
required. As the number of observations grows to infmity, the t-value is approximately equal 
to the z-value for certain prediction levels. Since the numbers of observations in the time 
series that are being analysed in this research is large, the z-value will be used for 
constructing the prediction limits of the developed HPA forecasts instead of the t-value. 
Although forecasts are sometimes adequate, the prediction limits of these forecasts are 
calculated based on the assumption that the model fitted to previous observations will also be 
the same in the future. This assumption is not always true because the features and pattern of 
a time series could change in the future due to a change in consumer behaviour, economical 
factors or other related factors that can cause significant changes in the observations of a 
series. When this assumption is violated, the prediction limits that are created from Equation 
(39) will be unreliable and will fail to provide information regarding the future uncertainty of 
the forecast values. 
In process control applications, a set of limits known as control limits are created for control 
charts to help keep a certain process in statistical control. Like the set of prediction limits that 
are used in statistical analysis, control limits are also computed based on the assumption that 
the features and patterns of observations in previous time periods will remain unchanged in 
the future. For most process control applications, it is expected that about 99.7% of the total 
observations will lie within the control limits that have been constructed based on three 
standard deviations of the historical observations. A process is usually considered to be out- 
of-statistical control if more than one in twenty observations fall outside the 95% control 
limits. 
One of the main reasons why control limits are computed for process control applications is 
to detect irregular observations and also to fmd a way to prevent these observations occurring 
in the future. Established control charts are important tools when implementing SPC as they 
help in improving and controlling a process system. Although there are several rules that are 
available to aid in the correct interpretation of control charts, an improper calculation of 
control limits will result in too many false detection. Therefore, control charts and control 
limits will not be considered in this research. The main aim of this research is to develop a 
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way for detecting irregular observations and intervention events which have been induced by
an analyst or a process controller. Hence the novel prediction limits of the developed HP A
will be evaluated to check if they are efficient and adequate in detecting irregular
observations and intervention events in a timely and appropriate manner.
When there is an intervention in a time series at time t, the forecasts that are created from
established time series approaches, such as the ARIMA process and exponential smoothing
method, are usually adjusted immediately so that the forecasts will include an element of the
intervention component. That is, the forecasts that are produced from time t + 1 usually
possess a significant element of the intervention. As can be seen from Equation (39) that
prediction limits are created from a forecast, thus, whenever an intervention occurs at time t,
the set of prediction limits that are created from time t + 1 will automatically include a
significant element of the intervention. Since the prediction limits are automatically adjusted
immediately, it will be nearly impossible for these limits to detect any irregular observation
such as an intervention in a series. This is because the prediction limits, which are calculated
from the forecasts, will include an element of the intervention. When prediction limits
include a component of the intervention, they will fail to identify the observations which
possess an element of the intervention component as irregular. Therefore, using the prediction
limits that are created from established time series methods will be unreliable,
Since the forecast values of established time series methods including the HP A are adjusted
immediately when there is an intervention in a time series, which in tum adjust the prediction
limits to allow for the change, one of the aims of this research is to develop a novel set of
limits that are not immediately adjusted when there is an intervention in a series. These limits
have been developed to enable the HPA to be used as a process control application.
From Equation (39), the prediction limits of a point forecast for an HP A model is calculated
as:
PL of Ŷt(k) = fet + k) + Zt(k) ± (z x (TE) (40) 
Where fet + k) is the deterministic component at time t + k and Zt(k) is the forecast of the
stochastic component forecast at time t + k.
The forecast Yt(k) at time t + k is:
Ŷt(k) = fet + k) + Zt(k)
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Using the set of prediction limits from Equation (40) for a process control application will
often fail in detecting any intervention in a time series. Like established time series methods,
the prediction limits from Equation (40) are immediately adjusted to allow for any changes
because the stochastic components of the series are modelled using time series methods such
asARlMA.
Since the prediction limits of Equation (40) are immediately adjusted because the stochastic
component z, has been modelled by an established time series method that immediately
adjusts its prediction limits in the presence of any change, more weights have been
introduced to delay the influence of recent observations on the prediction limits. Delaying the
rate at which recent observations influence prediction limits will create more time for the
novel limits to detect any irregular observations, unlike established prediction limits where
the latest observation will always have 100% influence on the limits, thus, enabling the
prediction limits to fail in detecting irregular observations efficiently. Equation (41) shows
the novel prediction limits of the HPA that can be used for process control.
PL of ŶtCk) = fCt + k)' + ai;Ck) + bi;Ck - s) + ci;Ck - 2s) ± (z X (JE) (41) 
fCt + k)' is the deterministic component of the developed HPA using Equation (38).
i;Ck) is the k -step ahead forecast of the stochastic component of the developed HPA.
a, b and e are the set ofweights that are given to the stochastic component. For Equation C41)
to work properly, it is important that all the weights sum up to 1.
Unlike most weighted expressions, an important aspect of Equation (41) is that previous
observations are assigned more weights while recent observations are assigned less weights,
such that e ~ b ~ a. This is because, if e < b < a then more weights will be given to recent
observations, and this will in turn make recent observations to have more influence on
prediction limits. When recent observations have bigger influence on prediction limits than
previous observations, it will be difficult or impossible for the prediction limits to detect any
irregular observations.
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PL ofj:'r(1) = fCt + 1)' + azt'(1) + bZH~r(l)+ cZt_~'(l) + ... + dZt-sk'(l) ± (z x ff,,) 
• fCt + 1)' is the deterministic component of the GHPA at time t + 1
• Z t' (1) is the one-step ahead forecast of the stochasttc component at tane t + 1
• Z t-s~' (1) is the one-step ahead forecast of the stochastic component at time t - S1 + 1
• Zt_s~J(l) is the one-step ahead forecast of the stochastjc component at timet - S2 + 1
• Z t-sk' (1) fS the one-step ahead forecast of the stochastic component at time t - Sk + 1
• ff .. j~~, the standard deviation of the forecasterror.
• a,b,c ?,Ogdare weights for the stochastic components. These weights must all add up to 1.
However,liargerweigllts must be g~veli1 to older observanons.and srna Ilie r wenghts given to
recentobservations, 
• SI! S2! •••. ,Sk ar·e the seasonal frequenoes for the time series sudl that for Sl = 12 for a
monthty time series, S1 = 48 and S2 = 336 for a multiple seasonal half hour~y time series.
Figure 15: General representation of GHPA prediction limits.
Figure 15 shows a summary of how the prediction limits of the GHPA are calculated for one­
step ahead forecasts.
Following the weighting procedure that is used in the calculation of the GHPA prediction
limits, whenever there is a change in a time series, the prediction limits of the developed HPA
are calculated by assigning more weights to previous stochastic components than recent ones,
therefore enabling the limits to detect a change while the prediction limits are being adjusted
gradually. The gradual adjustment of the prediction limits using Equation (41) makes the
prediction limits of the developed HPA to be more efficient in detecting significant changes
than the limits of established time series methods. That is, the gradual adjustment would
make the developed HPA to detect changes quickly and more accurate than established
methods.
In terms of process control, these limits can serve as an important tool in improving and
controlling a process system in such a way that irregular observations will be detected more
efficientlywith a lower percentage of false detection compared to the detection accuracy of
control limits and prediction limits of established time series methods. This is because, once
an adequate model has been found in modelling a series and producing forecasts, it is
expected that Equation (41) will produce a set of very efficient prediction limits that are less
influenced by the most recent observations, and hence, allow the limits to detect any recent
irregular observations or intervention events as soon as possible.
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It is worth noting that the stochastic components that are used in Equation (41) can be
expanded to include more historical observations such as k - 3s, k - 4s etc. Extending the
numbers of previous observations that are used in constructing the prediction limits of the
developed HPA can be advantageous when there are multiple seasonal components in the
series. This is because the prediction limits will be able to accommodate the presence of
multiple seasonal patterns through the values that corresponds to k - s, k - 2s, k - 3s etc.
This can be seen as one of the benefits which the novel prediction limits have on control
limits, in that the novel limits of the developed HPA are dynamic and capable of identifying
irregular observations in seasonal time series because the limits are also seasonal, unlike
control limits which are straight lines and often fail to take into consideration the seasonal
components of the series.
5.5 Detecting an intervention - DICTAT procedure 
Once the prediction limits have been created, it is important to determine if a certain
intervention can be concluded to be significant or not. The aim of the DICTAT procedure is
to further validate the performance of the prediction limits that have been created for
forecasts and also to support the conclusions that are made from the prediction limits.
Although the percentage of observations outside the prediction limits of a time series can be
used to identify if the series is in- or out-of statistical control, further evidence to support the
identification of a time series that is in- or out-of statistical control can be obtained by
applying the DICTAT procedure. The general aim of the DICTAT procedure is to compare
the pattern of a time series before a time period t with the pattern of the time series after t by
looking at the number of observations outside the prediction limits.
For instance, for a stable half hourly time series that is in statistical control, it is expected that
the cumulative sum of the number of observations outside the prediction limits is
approximately linear from time t = O till time t = n.
A significant change in the pattern of a time series at t = k would make the percentage of
observations outside the prediction limits for t < k to be different to the percentage of
observations outside the prediction limits for t > k. Due to this change, the cumulative sums
of the number of observations outside the prediction limits for t < k would be different to the
cumulative sums for t > k. Since the cumulative sums for these two periods are different, the
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DICTAT procedure tests how significantly different the cumulative sums are, by performing
a t-test on the cumulative sums for t < k and the cumulative sums for t > k. 
Since the time period when an intervention occurs is not known, the DICTAT procedure
performs a Hest on the regression lines that have been fitted to the cumulative sums of two
periods. The Hest of the DICTAT procedure is performed at a certain interval and the period
whereby the statistic of the t-test is greater than a critical t-value is concluded to be the period
where an intervention as occurred.
As mentioned in Section 4.3, it is sometimes important to determine if the slopes of two
different lines are significantly different or whether a single slope estimate can be used to fit
two lines.
One way of determining the significance of an intervention is to compare the cumulative sum
(CUSUM) of the number of observations outside the prediction limits before and after an
intervention. This is described as follows:
• Fit a regression line to the CUSUM of the number of observations outside the limits for
the pre-intervention dataset, and another regression line to the CUSUM of the post­
intervention dataset.
• Compare the slopes of the two regression lines using Equation (5) to determine any
significance difference in the two slopes.
• If the t - value from Equation (5) is greater than a critical t +statistic, it can be
concluded that there is sufficient evidence to suggest that the slopes of the two lines are
significantly different. If the t +value is smaller than a critical t +statistic, it can be
concluded that there is insufficient evidence to suggest that the two slopes are
significantlydifferent.
In support of this description, Figure 16 shows the steps that are required for the DICTAT
procedure. These steps will be used to detect interventioncomponents in the time series.
It is usually expected that for prediction limits which are 2(J wide, about 95% of the
observations must lie within the limits. Although the prediction limits of the developed HPA
have been constructed in a different way compared to the established way of constructing
prediction limits using Equation (40), it is still expected that about 95% of the observations
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would lie within the limits of the developed HP A when they are 20" wide apart, if no
intervention has taken place. However, when an intervention has occurred, it is expected that
less than 95% of the observations would lie within the prediction limits of the developed
HPA unlike the prediction limits of established methods where about 95% of observations are
still expected to be within the limits despite the occurrence of an intervention.
For each observation, create il! variable Od. (t) that shows if the observation re" within the prediction 
tntervals. If an observetlon is within the interval, the value of the vartahle would be 0,. otherwise, it will 
be Lt is the time index ;and .d represents the day number. 
O if LCL o/Ŷr(l) S Yr S UCL o] y~(l)
°dCt) = 1 otk6'1"'ovis,e 
Sum up the values of Od, (t) for each day from t = 1 to t = tl such that: 
rl! "Cd+ 1)., il ( ) 
Vd = L>r=d3+1 Vd "t ,
• 0disthesumofa,11 0d(t) on davd. 
• s is the numb-er of observanons recorded per day and 1:1- is the I.ast ti me index ofthe series. 
1
Calculate the cumulative SLI ms of Gdfrom d = O 
tood=:r!:-L 
s
CalCLllaie the cumuletive su ms of GdfFOm 
'tl nd = - - l + 1 to â = -"
S 3 
l ts the number of days over which a statistical 
test will he performed to check if there has 
been any significant change.
od = ~ is the last day of the ti me se ries. 
li!
Fit another regression line to the cumulatlve 
j; ",. .J rl ll' -' nsumsou vdtmm u = - -' + I tou =-. 
R ~ 
Fit a regression line to the cumulative sums 
Odtrom d = O to d = :: - L ,o
Compare the slope p,illrametersfrom the two regression lines using Equation (5), tf there isa;significant 
difference between the nlJO slopes, it can he concluded that there has beena signifiGliF'lt change in the 
pattern (If the series, 
Figure 16: General representation ofthe DICTAT procedure.
For the DICTAT procedure to function properly, it is expected that the prediction limits that
are used to identify irregular observations are very accurate. If these prediction limits are not
accurate or adequate, there will be more than enough observations falling outside the limits,
despite the fact that they are regular observations. Therefore, it is of vital importance that the
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prediction limits are statistically accurate before the results obtained from the limits can be
credible.
It is worth noting at this stage that for the prediction limits of the series to be accurate and
their results to be deemed credible, the standard deviation of the developed HP A model
residuals must be used for constructing the limits and not the standard deviation of the
stochastic component. This is because on many occasions, the stochastic components will
contain some underlying time series component that cannot be modelled successfully, and
hence using the standard deviation of the stochastic component to construct the prediction
limits will make the limits to be inaccurate and less efficient.
As mentioned in Section 4.3, a condition of the test for comparmg two slopes is that
((J~,X)l = ((J~,x)z. If this condition is violated, the DICTAT procedure might fail in assuming
that there is sufficient evidence to suggest that the slopes of two regression lines are
significantly different when in fact there is insufficient evidence to reach the same
conclusion. Therefore, extra care must be taken with the conclusions that are made when the
variance of the model residuals of the two lines are unequaL Figure 16 shows the general
steps of how the DICTAT procedure can be implemented. The steps shown in Figure 16 will
be used in Chapter 7 to support the conclusions that are made from the prediction limits of
the developed HP A, as well as the prediction limits of the time series methods used as
benchmarks.
Unlike other procedures that have been used in time series analysis for detecting outliers,
level shifts or other intervention components, a major advantage of the DICTAT procedure is
that the time period where the intervention has taken place need not to be known before
applying the procedure. The slope comparison can be performed at certain time periods and
the period where the t - value of Equation (5) is greater than a critical t-statistic is the point
where an intervention has taken place.
5.6 Summary 
In this chapter, a set of novel improvements for the HP A have been discussed. The following
improvements have been made to the standard HP A in order to arrive at the developed HP A: 
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• The function that is used in the standard HP A to model the deterministic components has
been extended to model the sizeable autocorrelation coefficients that are present in the
inspection of the stochastic components. It is expected that the extension of the
deterministic function will improve the reliability of the deterministic components,
which will in tum improve the one-step ahead forecasts that are produced for a series.
• The deterministic function of the HPA has been improved to model the presence of
heteroskedasticity in a time series through the novel ratios of variation. Because these
ratios are multiplied with the level profile w., the variance of the level profile (Wt) that
are used in computing the deterministic component will always be significantly different
depending on time t. Modelling the heteroskedastic components of a series will provide
greater understanding about the variability of the series whilst accurate forecasts are
being produced.
• A novel set of prediction limits have been constructed for the developed HPA in order to
aid in detecting irregular observations. These prediction limits were developed to include
some weighted historical stochastic components, although recent observations must be
assigned lesser weights than older observations for the limits to be very efficient in
detecting irregular observations.
• Once a set of irregular observations has been detected by the novel prediction limits, it is
vital to verify if the observations are significant or not. A procedure termed "DICTAT
procedure" was developed to verify the significance of a set of irregular observations.
This procedure will empower management organisations in the control of operations, as
it will enable them to detect interventions or irregular observations efficiently and in a
timely manner.
Upon the introduction of the improvements to the HPA model, it is expected that the
developed HPA will outperform the standard HP A and provide more detailed understanding
about the underlying dynamics of a series. The developed HP A which will now be referred to
as the generalised HPA (GHPA) from this point onwards will be applied to the time series
that are been considered in this research. The results of the GHPA and the benchmark models
including the HPA are introduced and discussed ill the following chapter.
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Chapter 6 - Results and Discussion of One-Step 
Ahead Forecasts 
6.1 Introduction 
The electricity consumption of two organisations, the U.S. monthly airline passengers and 
two simulated half hourly time series have been considered in this research as case studies. 
Although the main objective of this research is to identify a generalised method in modelling 
energy demand series, these datasets have been chosen due to the characteristics that they 
exhibit. For instance, the electricity consumption series showed a presence of multiple 
seasonal components and heteroskedastic components while the airline passenger series 
showed a presence of a level shift in its observations. The monthly airline passenger series 
was also chosen because it is one of the most famous datasets that is commonly used for 
verifying and comparing time series methods. The simulated time series were generated for 
further validation of the proposed time series method. Time series analyses were performed 
on these time series and one-step ahead forecasts were produced. This chapter introduces the 
model and the results of the one-step ahead forecasts that were produced using the double 
seasonal ARlMA, double seasonal Holt-Winters exponential smoothing, HP A, and the 
extended HPA that has been developed in this research, the generalised HPA. The aim of this 
analysis was to produce one-step ahead forecasts for the time series and also to compare the 
forecasting performance of the time series methods using the mean absolute percentage error 
(MAPE) and the root mean squared error (RMSE). These one-step ahead forecasts can be 
used by energy managers for setting targets, building pricing structures or used in such a way 
that will create a positive impact for an organisation. 
After an adequate forecasting model has been identified, the model can be employed to 
produce forecast for future time periods. Although one-step ahead forecasts have been 
investigated in this research, it is worth noting that all the time series methods that have been 
used in this research, including the generalised HP A, can be extended to deal with forecasts 
beyond one-step ahead. 
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The following section introduces the results of the time series methods that have been applied 
to each case study. It is worth noting that the ACF and PACF plots of the model residuals of 
all the time series methods are shown at the end of this chapter. 
For the remainder of this thesis, the term under-forecast will be referred to as an observation 
whereby the forecast value is smaller than the observed value (positive residual). An over- 
forecast will be referred to as an observation whereby the forecast value is larger than the 
observed valued (negative residual). 
6.2 ARIMA models 
An established modelling technique that has been successfully used in forecasting, and also 
as a benchmark is the autoregressive integrated moving average model, also known as 
ARIMA models. As introduced in Section 4.6.1, the class of ARIMA models is an important 
forecasting tool in univariate time series analysis. Although they can only be applied to 
stationary time series, in this research, a wide range of ARIMA models has been applied to 
the time series chosen for case study. 
All the ARIMA models that are presented in this research have been developed using SAS®. 
Several ARlMA models were initially applied to the series; however an adequate model for 
each series was chosen based on the following: 
• Significance of the estimated coefficients. That is, all the coefficients in the ARlMA 
models are significant at the 5% level. 
• Bayesian Information Criterion (BIC). The chosen ARIMA models are those with the 
lowest BIC where all the coefficients in the model are significant at the 5% level. 
• Stationarity of the ARIMA model. The [mal ARIMA models are those whose 
parameters lie within the unit circle and meet the stationarity and invertibility 
conditions. 
• The [mal ARIMA models were also identified through the standard error estimate, 
ACF and PACF plots of the model residuals. 
The SAS program that was written to run the ARlMA procedure is shown in Appendix A.4 
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6.2.1 Results ofthe electricity consumption in a sport centre 
Upon the inspection of the time plot of the electricity demand series shown in Figure 1, it can 
be seen that the series exhibits two seasonal components; within-day seasonality over 48 
observations and within-week seasonality over 336 observations. Using a seasonal ARIMA 
model to analyse this time series would be inadequate because it will fail to model a- second 
seasonal component. For instance, modelling the time series with a single seasonal ARIMA 
model where S the seasonal frequency is 48 will show significant autocorrelation and partial 
autocorrelation at the weekly seasonal lags since the time series has been modelled using a 
daily seasonal frequency. 
Since the aim of modelling in this research is to capture all the time series components, an 
extended version of the seasonal ARIMA model has been used in modelling a time series 
with daily and weekly seasonal components. The double seasonal ARIMA model that was 
expressed in Equation (24) was applied to this time series to capture the two seasonal 
components. Setting Si = 48 and S2 = 336, the following double seasonal ARIMA model 
(1,0,2) x (2,0,1)48 x (2,1,1)336 was produced: 
(1 - 0.893B)(1- 0.965B48 + 0.042B96)(1 - 0.094B336 - 0.082B672)(Yt - Yt-336) = 
(1 + 0.130B - 0.079B2)(1 - 0.864B48)(1 - 0.886B336)Et (42) 
Figure 17 shows the SAS output of the ARIMA model expressed in Equation (42). It can be 
seen that all the parameter estimates of the ARIMA are significant at the 5% level. 
Maximum likel ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr ) :t; lag 
MA1,1 -0.13045 0.0051595 -25.28 <.0001 1 
MA1,2 0.07958 0.0050450 15.77 <.0001 2 
MA2,1 0.86383 0.01022 84.56 <.0001 48 
MA3,1 0.88625 0.0029934 296.07 <.0001 336 
AR1,1 0.89298 0.0025168 354.81 <.0001 1 
AR2,1 0.96498 0.01124 85.83 <.0001 48 
AR2,2 -0.04182 0.0054143 -7.72 <.0001 96 
AR3,1 0.09441 0.0055129 17.13 <.0001 336 
AR3,2 0.08193 0.0052271 15.67 <.0001 672 
Variance Estimate 9.766689 
Std Error Estimate 3.12517 
Ale 260016.1 
SBe 260095.6 
Number of Residuals 50736 
Figure 17: SAS output for modelling the electricity consumption of a sport centre using the ARIMA 
procedure. 
The parameter values of the double seasonal ARIMA model in Equation (42) satisfied the 
stationarity and invertibility conditions of an ARIMA process. Therefore, the ARIMA model 
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expressed in Equation (42) is stationary and invertible, since the roots of cj>(B) = OJ <1>(B) = 
OJ Q(B) = O and also the roots of B(B) = OJ 8(B) = OJ'I'(B) = O lie outside the unit circle. 
With a RMSE of3.12 and a MAPE of7.85 for within-sample forecasts, the double seasonal 
ARlMA model shown in Equation (42) has been able to model the non-seasonal component 
of the time series successfully as well as modelling the two seasonal components. However, 
the ARlMA model shows a RMSE of 4.09 and a MAPE of 11.08 for the out-of-sample one- 
step ahead forecasts. 
As mentioned in Section 3.3, this time series exhibits heteroskedasticity. Upon the modelling 
of the series with an adequate ARlMA model, the null hypothesis of no heteroskedasticity 
was rejected in the model residuals of the series using the Breusch-Pagan test (BP) with a test 
statistic of 91.9866, one degree of freedom and a p-value < 0.001. This gives sufficient 
evidence to conclude that there was a heteroskedastic component in the residuals of the 
double seasonal ARlMA model in Equation (42) . 
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Figure 18: Observed values and the one-step ahead forecasts of the half hourly electricity consumption in 
a sport centre using the double seasonal ARIMA from 08/04/04 - 30/04/07. The inset chart shows the 
observed values and the one-step ahead forecasts from 04/07/04 -17/07/04. The ARIMA model has 
under-forecasted the series more often than necessary. 
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Figure 18 represents the observed values and the one-step ahead ARIMA forecasts of the 
series from 08/04/04 - 30/04/07. The ARIMA model has not produced any forecasts for the 
first 336 observations of this series (01104/04 - 07/04/04) due to a seasonal differencing that 
was performed on the series. It can be seen that the double seasonal ARIMA model has 
under-forecasted the time series consistently between 21:00 and 22:30 on weekdays. This 
under-forecast had a negative impact on the forecasting performance of this model. 
Figure 70 gives the ACF and P ACF of the ARIMA residuals at non-seasonal (Figure 70a), 
daily seasonal (Figure 70b) and weekly seasonal (Figure 70c) lags. The significant 
autocorrelation and partial autocorrelation at the non-seasonal lag can be ignored because 
they are non-repetitive and seemed to lack any physical meaning. For instance, the spike at 
lag 19 does not correspond to any logical calendar cycle. 
It can be seen from Figure 70b that there are significant autocorrelation and partial 
autocorrelation at lags 240, 288, 624, 720, 864 and 912 for the daily seasonal component. 
These lags do not correspond to any specific seasonal component, and it can be concluded 
that the daily seasonal component has been modelled successfully using the ARIMA model 
expressed in Equation (42). 
Figure 70c depicts that there are significant autocorrelation at lags 1008 and 1344; and 
significant partial autocorrelation at lag 1008 of the weekly seasonal component. Based on 
the spike at lag 1008 of the ACF and P ACF, it can be concluded that there might be some 
seasonal effects present in the model residuals. It is worth noting that the lower and upper 
confidence limits of the ACF and P ACF are quite narrow due to the number of observations 
in the series being very large. The spikes in the ACF and P ACF might not have been 
significant if the lower and upper confidence limits were wider due to the number of 
observations being small. 
6.2.2 Results of the electricity consumption in an industrial organisation 
Like the electricity consumption of a sport centre, the time series of electricity consumption 
in an industrial organisation also has two seasonal components. The Box and Jenkins 
methodology for model identification resulted in the following ARlMA (l,OA) x 
(1,0,2)48 X (O,l,l)336model: 
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(1 - 0.969B)(1- 0.972B48)(Yt - Yt-336) = (1 - 0.161B - 0.310B2 - 0.023B3 - 
(43) 
The SAS output of this ARlMA model is shown in Figure 19. As can be seen from Figure 19 
that the parameter estimates of Equation (43) are all significant. 
Maximum Likelihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr ) It I Lag 
MA1.l 0.16115 0.01011 15.94 <.0001 1 
MAl ;2 0.31050 0.01008 30.80 <.0001 2 
MA1,3 0.02265 0.01001 2.26 0.0237 3 
MA1,4 0.02907 0.0099530 2.92 0.0035 4 
MA2,1 0.89019 0.01227 72.56 <.0001 48 
MA2,2 0.04381 0.01013 4.33 <.0001 96 
MA3,1 0.84421 0.0070522 119.71 <.0001 336 
ARl ,1 0.96924 0.0030704 315.67 <.0001 1 
AR2,1 0.97191 0.0075872 128.10 <.0001 48 
Variance Estimate 128.6471 
Std Error Estimate 11.34227 
Ale 80549.26 
SBe 80614.52 
Number of Residuals 10416 
Figure 19: SAS output for modelling the electricity consumption in an industrial organisation using the 
ARIMA procedure. 
All the parameter values of the above equation satisfy the stationarity and invertibility 
conditions of an ARlMA model. The MAPE and RMSE of the within-sample period were 
2.58 and 11.34 respectively. While the MAPE and RMSE of the out-of-sample period from 
01/07110 - 07/08/10 were 2.99 and 10.48 respectively. It can easily be seen that the directions 
of the MAPE and RMSE for the within-sample and out-of-sample periods are not the same, 
because the MAPE of the forecasts has increased in the out-of-sample period while the 
RMSE has decreased. This is simply because the RMSE is more sensitive than other accuracy 
measures when there are occasional large errors. Although the MAPE of the out-of-sample 
period is slightly bigger than the MAPE of the within-sample period, the RMSE of the 
within-in sample period has been heavily penalised for the presence of large errors. It can 
therefore be concluded that there are more large errors than small errors in the within-sample 
period and the vice versa is true for the out-of-sample period. 
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Figure 20: Observed values and the one-step ahead forecasts of the half hourly electricity consumption of 
an industry supplier using the double seasonal ARIMA from 26/11/09 - 07/08/10. The double seasonal 
ARIMA has been successful in modelling the demand series with no lags between then observed values 
and the one-step ahead forecasts. The inset chart shows the observed values and one-step ahead forecasts 
from 06/12/09-19/12/09. 
Figure 20 represents the time plot of the observed values and the one-step ahead forecasts 
that have been produced using Equation (43). Based on the RMSE of the out-of-sample one- 
step forecasts alone, it can be concluded that the model expressed in Equation (43) has been 
successful in modelling and forecasting this time series. 
Figure 74 gives the ACF and PACF of the ARIMA residuals at the non-seasonal (Figure 74a) 
and seasonal lags (Figure 74b and Figure 74c). In practice, the values of P, d or q that are O, 1 
or 2 are usually sufficient in modelling and forecasting a stationary time series. Although, a 
polynomial of order 4 has been used to model the moving average process of Equation (43) at 
the non-seasonal component, it can be seen from Figure 74a that there are still significant 
autocorrelation and partial autocorrelation at the non-seasonal lags in the model residuals of 
Equation (43). This shows that Equation (43) has not been able to model the non-seasonal 
component of this series adequately. Even though a polynomial of order 2 is usually 
sufficient to model a series, the order of polynomial was extended for this series. However, 
the polynomial of order 4 was not sufficient enough to model the series. 
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Figure 74b also shows that there are significant autocorrelation and partial autocorrelation at 
the daily lags of the model residuals. However, these significant autocorrelations and partial 
autocorrelations do not correspond to any logical calendar cycle. Also, the significant 
auto correlations at the daily lags do not show any reasonable pattern that might suggest a 
presence of an underlying pattern in the model residual of the series. 
At the weekly seasonal lags, it can be seen from Figure 74c that there are still significant 
autocorrelations and partial autocorrelations in the model residuals of the series. 
Although the RMSE of the out-of-sample period is a lot smaller than the RMSE of the 
within-sample period, the inspection of the ACFs and PACFs at the non-seasonal and 
seasonal lags shows that there are still significant autocorrelation and partial autocorrelation 
in the model residuals of the series. 
Unlike the electricity consumption of the sport centre, it was concluded from an initial test of 
heteroskedasticity on the demand series of an industrial organisation that there is insufficient 
evidence to suggest a presence of a heteroskedastic component in the series. Therefore, the 
presence ofheteroskedasticity has not been tested for in the model residuals for the electricity 
consumption series in an industrial organisation. 
As can be seen from Equations (42) and (43) that the AR parameters of the ARlMA model 
that have been used to fit the two electricity consumption time series are sometimes close to 
1. If these AR parameters were equal to 1, these ARlMA models will not be stationary and 
hence the forecast that are created from these models might not be adequate. Sometimes, 
when these AR parameters are taken as I, the BIC might be smaller than an ARlMA model 
whose parameters satisfy the stationarity and invertibility condition. A model with the 
smallest BIC does not necessarily mean that the model is the most adequate or best model. 
The models that have been presented in this research are those with the smallest BIC and AIC 
whose parameters satisfy the necessary conditions. 
For the two electricity consumption time series, it is worth noting that simpler model, such as 
non-seasonal and single seasonal ARIMA models were initially used to fit and forecast these 
two time series. However, these simpler models were not adequate in modelling these series 
because the inspection of their model residuals showed that there are significant 
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autocorrelation and partial autocorrelation at both the non-seasonal and seasonal lags. Also, 
in terms of AlC, BIC, MAPE and RMSE, the accuracy of these simpler models were 
significantly low in comparison with the [mal models that have been presented in this 
research. 
6.2.3 Results ofthe U.S. monthly airline passenger series 
Unlike the two electricity consumption time series, this series has one seasonal component 
(s = 12), hence, a seasonal ARIMA model will be adequate for successful modelling and 
forecasting of the time series. Upon the comparison of the BIC of several ARIMA models, a 
suitable model with the lowest BIC is the following ARIMA (1,1,1) x (1,1,1)12 model: 
(1 - 0.393B)(1- 0.240B12)(Yt - Yt-1 - Yt-12 + Yt-13) 
= (1 - 0.787 B)(l - 0.920B12)Et (44) 
Maximum L ikel ihood Est imation 
Standard Approx 
Parameter Estimate Error t Value Pr ) ItI Lag 
MA1,1 0.73744 0.07706 10.22 <.0001 1 
MA2,1 0.92043 0.11134 3.27 <.0001 12 
AR1,1 0.39311 0.11343 3.46 0.0005 1 
AR2,1 0.24059 0.09369 2.57 0.0102 12 
Variance Estimate 0.000342 
Std Error Estimate 0.029013 
AIC -739.236 
SBC -776.227 
Number of Residuals 191 
Figure 21: SAS output for modelling the monthly airline passenger series using the ARIMA procedure. 
From Figure 21, it can be seen that the AR and MA coefficients of the ARIMA model for the 
airline passenger time series are significant at the 5% level. 
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Figure 22: Observed values and the one-step ahead forecasts of the AruMA model for the U.S. monthly 
airline passenger series. The AruMA model has been adequate in modelling this series with only few 
periods showing significant errors. 
For this time series, the MAPE and RMSE of the within-sample period are 0.214 and 0.029 
respectively, while the MAPE and RMSE of the out-of-sample period are 0.166 and 0.024 
respectively. Based on these values, it can be concluded that the ARlMA model expressed in 
Equation (44) has been successful in modelling the U.S. monthly airline passenger series 
because the MAPE and RMSE values of the out-of-sample period were a lot smaller than 
those of the within-sample periods. Hence, the one-step ahead forecasts that are produced 
from this model were reliable. Figure 22 depicts the time plot of the observed values with the 
one-step ahead forecasts that are produced using Equation (44). 
It can be seen from Figure 22 that the observation at September 2011 is significantly different 
to the rest of the time series. This observation can be classified as an outlier. The accuracy 
measures that have been used so far in this research are sensitive to outliers and sometimes 
make forecasts comparison not reliable. Since the forecasts that are been created in this 
research are only one-step ahead and the outlier only occurred once, it is believed that the 
accuracy measures that are been used will not be significantly affected by the presence of this 
outlier. However, when more than one-step ahead forecasts are been created or when there 
are more than one outlier, a forecaster can either exclude the outliers from the calculation of 
the accuracy measure or use other accuracy measures that are less sensitive to outliers to 
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measure forecast accuracy. Hyndman and Koehler (2006) introduced an accuracy measure, 
the mean absolute scaled error (MASE), which is less sensitive to outliers than established 
measures such as the RMSE. 
It can be seen from Figure 78a, which represents the ACF and P ACF of the one-step ahead 
residuals that there are 2 significant auto correlations and 3 significant partial auto correlations 
at the non-seasonal lag. Since the significant autocorrelations and partial autocorrelations do 
not correspond to a reasonable pattern, it can be assumed that they are random and hence can 
be disregarded. 
Although one of the spikes from the P ACF of Figure 78a corresponds to the seasonal 
component, several other ARlMA processes were applied on the series in order to make the 
model residuals appear stationary, such as ARIMA(l,l,l) x (2,0,1)12. However, the 
parameter of these other models failed to meet the invertibility and stationarity condition. 
Hence, the adequate ARlMA model for the airline passenger series was the ARIMA(l,l,l) x 
(1,1,1)12· 
It can be concluded from the ACF and P ACF of the residuals that are shown in Figure 78b 
that there was no pattern in the residuals of the series at the monthly seasonal lags. Since 
there are no significant autocorrelation or partial autocorrelation in model residuals of this 
series both at the non-seasonal and seasonal lags, it can be concluded that Equation (44) has 
been successful in identifying and capturing all the necessary components that are present in 
the time series. 
Like the electricity consumption ill an industrial organisation, the u.S. monthly airline 
passenger series also exhibit no heteroskedastic component. Therefore, there was no need to 
test for presence of heteroskedastic component in the series. However, the series exhibits an 
increase in variability around its trend which was caused by a steady rise in the number of 
airline passengers on a yearly basis, as well as the seasonal variation in the number of 
passengers during the year. In the time series literature, previous studies applied a natural log 
transformation on the airline passenger series so as to stabilize the variability in the series. In 
order to make the results and forecasts of the HP A comparable with the previous studies, all 
the time series methods in this research, including the HPA have been applied on the log- 
transformed airline passenger series. 
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6.2.4 Results of the Simulated series 
The two simulated time series were generated to include the time series components that are 
present in an electricity consumption time series such as, double seasonal components and 
heteroskedastic components. This section presents the one-step ahead ARIMA forecasts for 
the two simulated series. 
It was mentioned in Section 3.7 that when presenting the results of the simulated series, the 
observations of the post-intervention period will be excluded from the calculation of the 
accuracy measures. This will ensure that the values of the accuracy measures for the within- 
sample period and out-of-sample period are comparable. 
Simulated Series using GARCH 
Upon the application of the ARIMA process to the first simulated senes, the following 
ARIMA model (1,1,0)336 was identified as the most adequate: 
(1 + 0.50538B336)(Yt - Yt-336) = Et (45) 
The ARIMA model expressed in Equation (45) is the model with the lowest BIC value where 
all the ARIMA coefficients are significant. It is worth noting that a double seasonal ARIMA 
model was initially applied on the simulated series. However, based on the model diagnostics 
of the double seasonal ARIMA model, it was concluded that the double seasonal ARIMA 
would not be adequate in modelling the simulated series. Also, several ARlMA models were 
further applied to the series to improve the forecast accuracy of the ARIMA model, however, 
the subsequent models were not able to provide a better fit. The SAS output of the ARlMA 
model expressed in Equation (45) is shown in Figure 23. 
Maximum Li kel ihood Est imation 
Standar-d Appr-ox 
Par-ameter- Estimate Er-r-or- t Value Pr- ) It I Lag 
AR1 ,1 -0.50538 0.0066241 -76.29 <.0001 336 
Var-iance Estimate 73.76317 
Std Er-r-or- Estimate 8.588549 
Ale 122772.1 
sse 122779.9 
Number- of Residuals 17184 
Figure 23: SAS output for modelling the first simulated series using the ARIMA procedure. 
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The MAPE and RMSE of the ARIMA model during the within-sample period of the 
simulated series are 25.99 and 8.59 respectively. For the out-of-sample period, the MAPE 
and RMSE are 23.02 and 7.51 respectively. Although a seasonal ARIMA process has been 
used to model the time series, the error measures of the out-of-sample period are lower than 
those of the within-sample period, that is, the performance of the ARIMA model during the 
out-of-sample period is better than its performance during the within-sample period. Figure 
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Figure 24: Observed values and the one-step ahead forecasts of the ARIMA model for the first simulated 
series. 
From Figure 24, it can be seen that the ARIMA model under-estimated and over-estimated 
the time series in most time periods. However, from Figure 82a and Figure 82b there is no 
strong evidence of a seasonal pattern in the ACF and PACF plots of the ARIMA model 
residuals at the non-seasonal and daily seasonal lags. Although a weekly seasonal ARIMA 
model was applied to the series, there is strong evidence to suggest that there are still some 
components remaining in the model residuals especially at the weekly seasonal lags as can be 
seen from Figure 82c. Several other ARIMA models were applied to the series in order to 
remove the significant autocorrelation and partial autocorrelation that are apparent at the 
weekly lag. Upon inspecting the ACF and P ACF plots of the residuals of these ARIMA 
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models, there still remained significant autocorrelation and partial autocorrelation at the 
weekly lag. Applying the Breush-Pagan test to the model residuals, there is a strong evidence 
to conclude that heteroskedastic components exist in the ARlMA residuals. The Breusch- 
Pagan test statistic for the model residuals is 186.1579. 
Simulated Series using Ratios 
For the second simulated series, whereby a set of ratios were used to incorporate 
heteroskedastic component into the time series, the most adequate ARlMA model for this 
time series is the ARlMA(l,O,2) x (2,0,2)48 x (0,1,0)336' This model is expressed as 
follows: 
(1 - 0.958B)(1 + 0.359B48 - 0.591B96)(Yt - Yt-336) 
= (1 - 0.685B - 0.081B2)(1 + 0.411B48 - 0.557B96)Et 
The SAS output for the identified ARlMA model is shown in Figure 25. 
Maximum Li ke l ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr ) I tl Lag 
MA1,1 0.68509 0.0083491 82.06 <.0001 1 
MA1,2 0.08138 0.0080301 10.13 <.0001 2 
MA2,1 -0.41159 0.11239 -3.66 0.0003 48 
MA2,2 0.55678 0.09160 6.08 <.0001 96 
ARl ,1 0.95828 0.0032547 294.43 <.0001 1 
AR2,1 -0.35957 0.10927 -3.29 0.0010 48 
AR2,2 0.59106 0.08587 6.88 <.0001 96 
The ARIMA Procedure 
Variance Estimate 2.287187 
Std Error Estimate 1 .512345 
AIC 62992.85 
SBC 63047.11 
Number of Residuals 17184 
Figure 25: SAS output of the most adequate ARIMA model for the simulated series using Ratios. 
As can be seen from Figure 25, all the parameter estimates that were used to fit the second 
simulated time series were all significant at the 5% level. Based on the accuracy measures, 
the ARlMA model had a MAPE of 3.55 and RMSE of 1.51 for the within-sample period. 
However, during the out-of-sample period, the accuracy of the model improved with a MAPE 
of3.41 and a RMSE of 1.37. The reduction in the statistics of the accuracy measures during 
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the out-of-sample period shows that the ARlMA(1,O,2) x (2,0,2)48 x (0,1,0)336 model is 
good for fitting and forecasting this time series. Figure 26 shows the time plot of the 
simulated series with its ARlMA forecasts. 
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Figure 26: Simulated series using Ratios and its ARIMA forecasts. 
Based on a visual inspection of Figure 26 in can be concluded that the ARlMA model has 
been adequate in modelling this time series. However, the inspection of the ARlMA model 
residuals provides further evidence into the performance of the ARlMA model. Figure 86a, 
Figure 86b and Figure 86c show the ACF and PACF plots of the model residuals at the non- 
seasonal, daily and weekly seasonal lags respectively. The spikes in the ACF and P ACF plots 
of Figure 86a suggest that there might be a presence of some time series components at the 
non-seasonal lag, however, these spikes do not correspond to any reasonable pattern. There 
are no significant spikes in the ACF and P ACF plots of the ARlMA model residuals at the 
daily seasonal lag. Therefore, it can be concluded that the ARlMA process has been able to 
model the daily seasonal component of the time series reasonably well. At the weekly lag, 
there are significant spikes at higher lags, this suggest that the ARlMA process has failed to 
model some components that exist at the weekly seasonal lag. 
Since this simulated senes was generated to include a heteroskedastic component, the 
presence of heteroskedasticity was tested for in the model residuals of the ARlMA process. 
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Upon the application of the Breusch-Pagan test on the model residuals, a BP-test statistic of 
3.22 was found. The BP statistic was significant at the 5% level but not at the 10% level. This 
shows that the ARIMA process was able to model some of the heteroskedastic components 
that were present in the simulated series. 
6.3 Exponential smoothing 
A technique which has proven to be useful in many areas of forecasting is the exponential 
smoothing. This method simply assigns exponentially decreasing weights over time to older 
observations, that is, more weights are given to the most recent observations. This section 
shows the result of the time series that have been produced using the exponential smoothing 
method. All the exponential smoothing models mentioned in this section have been 
developed using the package "stats" and package "forecast" in R-project®. Package 
"forecast" contains the function required to implement Taylor's double seasonal exponential 
smoothing method, as introduced in Section 4.6.2. The stats package contains the elements 
and options required to model a time series with one seasonal cycle. The R program that has 
been used to model the time series is shown in Appendix (A.5). For time series with a single 
seasonal component, such as the airline passenger time series, the standard Holt-Winters 
Exponential Smoothing method has been used to model the series. For time series with 
multiple seasonal components such as the electricity consumption time series, Taylor's 
double seasonal exponential smoothing method was used to model such time series. The 
initialisation procedures described in Section 4.6.2 for the Standard Holt-Winters smoothing 
method and the double seasonal Holt-Winters exponential method are the procedures that 
have been used in the stats and forecast packages ofR-project® respectively. 
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6.3.1 Results ofthe electricity consumption of a sport centre 
As for the single seasonal ARIMA model, the standard Holt-Winters method is only suitable 
for modelling time series with one seasonal component. Using the standard Holt-Winters 
method to model and produce forecasts for the electricity consumption of the sport centre 
would have generated inaccurate results because only one seasonal component will be 
modelled while the second seasonal component is ignored completely during the modelling 
process. 
In Section 4.6.2, the double seasonal Holt-Winters method was introduced. The double 
seasonal Holt-Winters method was developed to accommodate two seasonal components in a 
time senes. Hence, the procedure that was originally formulated by Taylor (2003), and 
described in Section 4.6.2 will be used to model this time series. 
Table 4 shows the parameter estimates that were derived by minimising the sum of squared 
one-step ahead forecast errors for the electricity consumption in a sport centre. Unlike some 
previous studies in the time series literature where it has often been suggested that the 
smoothing parameters should be in the range of 0.05 and 0.3, in this research, the smoothing 
parameters of the Holt-Winters method have been chosen carefully by minimizing the sum of 
squared errors. 
Level Trend Daily seasonal Weekly seasonal 
parameter parameter 
Double seasonal Holt-Winters Exponential 0.8900 0.0000 0.1000 0.5000 
Smoothing 
Table 4: Parameter estimates of the double seasonal Holt-Winters for the electricity consumption in a 
sport centre. 
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Figure 27: Observed values and the one-step ahead forecasts of the half hourly electricity consumption in 
a sport centre using the double seasonal Holt-Winters from 08/04/04 - 30/04/07. The inset chart shows the 
observed values and the one-step ahead forecasts from 04/07/04 - 17/07/04. 
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Based on the visual inspection of Figure 27, which shows the one-step ahead forecasts of the 





However, there are some periods when the Holt-Winters method significantly under- 
forecasted the series such as on the 11 th day of the sub-chart of Figure 27. 
To the best of our knowledge, there are no statistical assumptions about the residuals of the 
Holt- Winters method. However, some previous studies in the time series literature have noted 
significant autocorrelation in the residuals of the Holt-Winters method, such as, Taylor 
(2003), Chatfield (1978) and Sbai and Simpson (2008). 
One of the steps that were identified by Chatfield and Yar (1988) for implementing a non- 
automatic Holt-Winters approach is to verify the adequacy of the method by inspecting the 
one-step ahead forecast errors, especially the ACFs and P ACFs. If the forecast errors are 
found to be autocorrelated, then it can be concluded that the Holt-Winters method is not 
optimal and it is advisable to use a different time series method or a variant of the Holt- 
Winters method. 
From Figure 71a, it is apparent that there are significant autocorrelation and partial 
autocorrelation at the non-seasonal component. This signifies that there is an underlying 
pattern in the model residuals of the series. Figure 71b and Figure 71c show that the ACFs 
and P ACFs remained significant at higher lags, especially at the weekly seasonal lags. The 
presence of significant auto correlations and partial auto correlations means that the double 
seasonal Holt-Winters method has not been successful in modelling the two seasonal 
components of the time series. Although the variation in the time series has dominated the 
two seasonal components, the double seasonal Holt-Winters has failed to identify these 
components correctly, hence the presence of an underlying pattern in the model residuals of 
the series. 
Chatfield (1978) and Chatfield and Yar (1988) claimed that based on their experience, the 
level and seasonal smoothing parameters will often exceed 0.3, while the value of the trend 
parameter is usually less than 0.1 and may even be O. For the electricity consumption series 
of a sport centre, the trend parameter is O, which simply means that the starting trend value is 
constant for the remainder of the series. Therefore, when there is a complicated trend shape in 
the series, the Holt-Winters method will often fail in modelling the trend adequately. 
However, the HPA is capable of dealing with complicated trends better because it models the 
components of a time series explicitly 
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Based on the ACF and PACF of the residuals shown in Figure 71a, Figure 71b and Figure 
71c, there are significant autocorrelation and partial autocorrelation in both the non-seasonal 
and seasonal lags of the model residuals. It can be concluded based on these significant 
autocorrelation and partial autocorrelation that there is still correlation in the model residuals 
of the double seasonal Holt-Winters. Therefore, to further improve the forecasts that are 
produced by the double seasonal Holt-Winters, the remaining structure in the models 
residuals must be modelled correctly. 
Measuring the accuracy of the one-step ahead forecasts for the double seasonal Holt-Winters, 
the method yielded a MAPE of9.72, and a RMSE of3.94 for the within-sample period. The 
MAPE and RMSE of the out-of-sample period are 13.30 and 6.57 respectively. The MAPE of 
the time series has increased by almost 50% in the out-of-sample period. Such a large 
increase shows that the one-step ahead forecasts that are produced with this method may not 
be reliable and further modelling should be considered before making any [mal conclusions. 
Like the double seasonal ARlMA, the null hypothesis of no heteroskedasticity was also 
rejected in the model residuals of the double seasonal Holt-Winters method, with a BP 
statistic of 185.1376, one degree of freedom and a p-value < 0.001. It can be concluded that 
a high level of heteroskedasticity still remains in the model residuals of the series. 
6.3.2 Results ofthe electricity consumption in an industrial organisation 
Upon the application of the procedure that was described in Section 4.6.2 for the double 
seasonal Holt-Winters method, the values of the smoothing parameters for the electricity 
consumption of an industrial supplier are shown in Table 5. 
Level Trend Daily seasonal Weekly seasonal 
parameter parameter 
Double seasonal Holt-Winters Exponential 0.8600 0.0000 0.2200 0.9600 
Smoothing 
Table 5: Parameter estimates of the double seasonal Holt-Winters for the electricity consumption in an 
industrial organisation. 
Figure 28 represents the observed values and the one-step ahead forecasts. It can be seen 
from the graph that the double seasonal Holt-Winters has performed well in modelling this 
time series. Although the MAPE and RMSE of the within-sample period were 2.91 and 12.99 
respectively, the MAPE of the out-of-sample period has increased by almost 20% to 3.47. 
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However, the RMSE of the out-of-sample period has reduced by just over 7% to 12.07. 
Though the RMSE has reduced in the out-of-sample period, the large percentage increase of 
the MAPE in the out-of-sample data will create some uncertainties in the reliability of the 
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Figure 28: Observed values and the one-step ahead forecasts of the half hourly electricity consumption of 
an industry supplier using the double seasonal Holt-Winters method from 26/11/09 - 07/08/10. Although 
the double seasonal Holt-Winters method has been successful in modelling the demand series, the time 
plot shows that occasionally, the method will over-fit the series. The inset chart shows the observed values 
and one-step ahead forecasts from 06/12/09-19/12/09. 
The inspection of the ACF and PACF at the non-seasonal lag shows that there are significant 
autocorrelation and partial autocorrelation in the model residuals. As shown in Figure 75a, 
the largest autocorrelation and partial autocorrelation is at lag 2. Although there is no reliable 
pattern in the autocorrelation and partial autocorrelation functions, the numbers of significant 
components at the non-seasonal lags are too many to be ignored. Hence, further modelling 
might be necessary. 
Figure 75b shows that the double seasonal Holt-Winters method has not modelled the daily 
seasonal component of the time series correctly, because there are still significant 
autocorrelation and partial autocorrelation in the daily lags of the ACF and P ACF. Therefore, 
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there will be a presence of the daily seasonal component in the model residuals of the time 
senes. 
Like the daily seasonal component, the double seasonal Holt-Winters method has also failed 
in modelling the weekly seasonal component correctly. This is apparent in Figure 75c where 
there are large autocorrelation and partial autocorrelation coefficients in the ACF and P ACF 
of the model residuals at the weekly seasonal lags. The presence of significant autocorrelation 
shows that there is an underlying relationship that still exists in the residuals of the time 
series. Failure to model the multiple seasonal components of the time series correctly has 
probably led to the increase in the MAPE during the out-of-sample period. 
6.3.3 Results ofthe U.S. monthly airline passenger series 
As introduced earlier, this time series exhibits one seasonal pattern. Unlike the time series of 
electricity consumption that were modelled with a double seasonal Holt-Winters method, this 
time series has been modelled with a simple seasonal exponential smoothing method. The 
forecast for a simple seasonal exponential smoothing method is found by using the three 
smoothing parameters (level, trend and season) and can be described as follows: 
Level L; = a(Yt - St-s) + (1 - a)Lt-i (46) 
Trend b; = f3(Lt - Lt-i) + (1 - f3)bt-i (47) 
Seasonal St = o(Yt - Lt) + (1 - o)St-s (48) 
Ŷt(k) = L; + btk + St-s+k (49) 
Where a, f3 and o are the level, trend and seasonal smoothing parameters and must lie 
between O and 1. 
Upon applying the simple seasonal exponential smoothing method to the time series, the 
estimates of a, f3 and o that minimised the sum of squared errors were 0.6948, 0.0080 and 
0.2408 respectively. For the within-sample period, the time series has a MAPE ofO.187 and a 
RMSE of 0.025. However, for the out-of-sample data, the MAPE and RMSE have both 
reduced to 0.149 and 0.018. This shows that the one-step ahead forecasts were reliable. This 
is supported with a time plot of the observed values and the one-step ahead forecasts that is 
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Figure 29: Observed values and the one-step ahead forecasts of the Holt-Winters model for the U.S. 
monthly airline passenger series. The graph shows that there are very few periods where there are 
significant differences between the observed values and the one-step ahead forecasts. 
From Figure 79a, there are only a few significant spikes in the ACF and PACF of the model 
residuals at the non-seasonal component. From the ACF and P ACF plots, it can be concluded 
that at the non-seasonal component, there is a presence of autocorrelation in the model 
residuals of exponential smoothing method. However, from Figure 79b it is apparent that no 
seasonal component exists in the model residuals of the exponential smoothing method since 
there are no spikes in the ACF and PACF plots of the model residuals at the seasonal lag. In 
order to get rid of the autocorrelation component that might be present in the model residuals, 
time series methods such as an ARIMA process can be used to model these non-seasonal 
components. 
6.3.4 Results of the Simulated series 
Since the two simulated series include a double seasonal component, the double seasonal 
Holt-Winters exponential smoothing described in Section 4.6.2 has been applied to the series. 
It is expected that this exponential smoothing method will perform better in modelling the 
series compared to standard Holt-Winters smoothing method that was developed to model 
time series with a single seasonal component. 
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Simulated Series using GARCH 
Upon the application of the double seasonal Holt-Winters smoothing method to the first 
simulated series, the estimate of the smoothing parameters are shown in Table 6. 
Level Trend Daily seasonal Weekly seasonal 
parameter parameter 
Double seasonal Holt-Winters 8.94 x 10-5 0.0404 0.00967 0.08419 
Exponential Smoothing 
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Figure 30: Observed values and the one-step ahead forecasts of the first simulated series using the double 
seasonal Holt-Winters method from 01101/10 - 30/06/11. 
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Figure 30 shows the time plot of the simulated series and the one-step ahead forecast that has 
been generated by the double seasonal Holt-Winters smoothing method. The MAPE and 
RMSE of the within-sample period are 22.46 and 7.34 respectively. However, during the out- 
of-sample of period, the MAPE decreased by approximately 13% to 19.53 while the RMSE 
in the out-of-sample period decreased by approximately 14% to 6.32. 
Date & Time 
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From Figure 83a, there are some spikes in the ACF and PACF plots of the model residuals at 
the non-seasonal component. This could mean that there is a presence of autocorrelation in 
the model residuals of the double seasonal Holt-Winters method. However, these spikes do 
not occur at any obvious seasonal pattern. Based on Figure 83b which shows the ACF and 
L 
PACF plots of the model residuals at the daily lag, it can be concluded that the Holt-Winters 
method has been successful in modelling the daily seasonal component since there are no 
significant spikes in the ACF and P ACF plots, with the exception of the spike at lag 336 
which corresponds to the weekly lag. Unlike the daily seasonal lag, the Holt-Winters method 
has not been adequate in modelling the weekly seasonal component, because the ACF and 
P ACF plots of the model residuals at the weekly lag show several significant spikes, as can 
be seen in Figure 83c. The presence of heteroskedasticity in the model residuals of the 
smoothing method was tested for using the Breusch-Pagan test. With a statistic of 119.00 and 
a p-value < 0.001, it can be concluded that there is a presence ofheteroskedastic components 
in the residuals of the model. 
Simulated Series using Ratios 
Like the simulated series using GARCH, the double seasonal Holt-Winters method was also 
applied to the simulated series under consideration. The values of the smoothing parameters 
that best fit this time series are shown in Table 7. 
Level Trend Daily seasonal Weekly seasonal 
parameter parameter 
Double seasonal Holt-Winters 0.1663 2.14 X 10-6 0.1221 0.7999 
Exponential Smoothing 
Table 7: Parameter estimates of the double seasonal Holt-Winters for the simulated series using Ratios. 
Using the values of the smoothing parameters shown in Table 7, the Holt-Winters one-step 
ahead forecast for the second simulated series were created. Figure 31 shows the time plot of 
the simulated series using ratios and the one-step ahead forecasts created by the double 
seasonal Holt-Winters method. The MAPE and RMSE during the within-sample period are 
6.03 and 1.81 respectively. Although the MAPE statistic of the Holt- 
Winters method is significantly higher compared to the MAPE statistic of the ARIMA 
process for the second simulated series, the MAPE and RMSE of the Holt-Winters method 
also reduced during the out-of-sample period. The values of the MAPE and RMSE during the 
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Figure 31: Observed values and the one-step ahead forecasts of the second simulated series using the 
double seasonal Holt-Winters method from 01101110 - 30/06/11. 
Figure 87a, Figure 87b and Figure 87c show the ACF and PACF plots of the model residuals 
for the double seasonal Holt-Winters method at the non-seasonal, daily seasonal and weekly 
seasonal lags respectively, Based on the inspection of the ACF and P ACF plots at the non- 
seasonal and seasonal lags, it can be concluded that some time series components are still 
present in the model residuals of the Holt-Winters method since there are several significant 
spikes in the ACF and P ACF plots of the model residuals, Therefore, extra care must be taken 
when using the forecasts that are produced by this method for the second simulated series 
since the Holt-Winters method has not been able to accommodate all the time series 
components that are present in the series, 
The presence of heteroskedasticity was tested for in the model residuals of the Holt- Winters 
method using the Breusch-Pagan test. Unlike the ARIMA process that was able to model 
some of the heteroskedastic component that was present in the series, the double seasonal 
Holt- Winters method was unable to capture the heteroskedastic component in the time series 
since the BP-test produced a BP-statistic of 7,97 and a p-value < 0.01. Therefore, it can be 
concluded that the model residuals of the double seasonal Holt-Winters still contain 
heteroskedastic components. 
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6.4 Hierarchical Profiling Approach 
The BPA introduced in Section 4.6.3 is useful in decomposing the variability of a time series 
into deterministic and stochastic components whilst providing insights into the dynamics of 
the time series. This section gives the results of applying the standard BPA as originally 
developed by Al-Madfai (2001) to model the time series that are considered in this research. 
While applying the BPA to the time series that are used as case studies, the steps shown in 
Figure 13 have been followed to create BP A forecasts for these time series. 
6.4.1 Results of the electricity consumption in a sport centre 
One of the features of this demand series is the intra-day pattern (see Section 3.3 for a 
detailed description). This daily pattern repeats itself every 48 half hours, as shown in the 
sub-chart of Figure 1. In the energy industry, a load profile is a graphical representation of 
half hourly consumption pattern across a day. Following the Phase I description of the 
standard BPA in Section 4.6.3, f which is the seasonal frequency in a series was identified to 
be 48 (number of half hours in a day) for this particular time series. Based on the seasonal 
patterns that were identified from an initial analysis of the series and expert input from the 
industrial partner, it was concluded that the energy demand series under consideration varies 
according to the season of the year, and were classified into four seasons: 
• Spring (February - April) 
• Summer (May - July) 
• Autumn (August - September) 
• Winter (November - January) 
When modelling the demand senes, it was identified that the consumption pattern of 
Monday, Tuesday, ... , and Friday in each week are very similar. Due to the similarity in the 
consumption patterns for Monday to Friday in each week, the half hourly consumption of 
Monday to Friday were aggregated to form a new day-type called Weekdays, with the other 
day types being Saturday and Sunday. 
As discussed in the Phase I description of the Standard BPA in Section 4.6.3, a vector Wt is 
created from the observations of Yt in order to model the seasonal component. Creating one 
vector to represent the seasonal component of the whole series assumes that the seasonal 
component across the series is similar. Since the seasonal patterns in the series under 
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discussion changes according to the season of the year and day of the week, several Wt
vectors were created in order to represent the seasonal components that are present in the 
series. For instance, a vector w, was created to model the seasonal pattern of Weekend in 
Spring (February - April) while another vector was created to model the seasonal pattern of 
Weekdays in Summer (May - July). The modelled seasonal patterns that will be used in the 
deterministic function of the HP A are referred to as "load profile" in the electricity industry. 
For each season, load profiles (wt) were developed for each day-type (Weekdays, Saturday 
and Sunday), such that there were twelve load profiles altogether. The load profiles of each 
day-type for the four seasons are shown in Figure 32a, Figure 32b and Figure 32c. These 
profiles have been modelled using local linear and nonlinear regression techniques. For 
instance, the load profile ofa Weekday in Spring was determined as follows: 
• The elements of vector w, for Weekdays in Spring were determined such that: 
o W1 is the average of the observed values at 00:00 on Monday, Tuesday, 
and Friday in February, March and April. 
... , 
o Wz is the average of the observed values at 00:30 on Monday, Tuesday, 
and Friday in February, March and April. 
... , 
o 
o W48 is the average of the observed values at 23:30 on Monday, Tuesday, ... , 
and Friday in February, March and April. 
• Model Wt for Weekdays in Spring by using regression techniques. For the purpose of 
accurate modelling, it is advisable that the set of averages be divided into different 
sections. For example, the set of averages from 00:00 - 07:00 can be modelled by a 
third order polynomial, while the set of averages from 07:30 - 23:30 can be modelled 
using a second order polynomial. Dividing the averages into different sections and 
modelling them separately will improve the accuracy of the fitted data set. Once all 
the sections have been modelled, they must be joined together to create the level 1 
profile for this time series. 
Upon the inspection of the time series and an expert input from the industrial partner, it was 
concluded that the pattern of the half hourly consumption during public holidays are disparate 
to the rest of the time series. In order to produce accurate one-step ahead forecasts, different 
128 
sets of level 1 profiles were created for bank holidays. Figure 32d shows the level 1 profiles 
that have been created for the following public holidays in the U.K.: 
• Easter represents the consumption pattern of Good Friday and Easter Monday 
• Early May represents the consumption pattern of the first Monday in May 
• Spring represents the consumption pattern of the last Monday in May 
• Summer represents the consumption pattern of the last Monday in August 
• Christmas represents the consumption pattern of Christmas Eve, Christmas Day and 
Boxing Day 
• New Year represents the consumption pattern of New Year's Eve and New Year's Day. 
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Like the presence of bank holidays in the series, there are also some special days where 
consumption pattern is very different compared to the 'norm'. For instance, when there is a 
special event in the sport centre, the half hourly consumption pattern tends to be different to 
the 'norm'. Therefore, to improve the accuracy of the fmal HP A model, separate level 1 
profiles have also been created for these special days. A description of how to construct level 
1 profiles for the half hourly electricity consumption series is shown in Phase I of Section 
4.6.3. 
Table 8 shows the models created for the load profiles in Figure 32a, Figure 32b, Figure 32c 
and Figure 32d. It is worth noting that the parameters of the polynomials shown in Table 8 
are significance at the 5% level. 
Level 1 profile 
Weekday - Spring 00:00 - 07:00 07:30 - 23:30 
13.202 - 4.633t + 2.015t2 - 0.356t3 31.282 - 0.152t + 1.191t2 - 0.208t3
+ 0.027t4 + 0.014t4 - 0.0004tS 
- O.OOO7ts + 0.0000047t6
Weekday - 00:00 - 07:00 07:30-23:30 
Summer 13.684 - 4.744t + 1.999t2 - 0.347t3 24.753 + 2.101t + 0.655t2 - 0.145t3
+ 0.026t4 + 0.011t4 - 0.0003tS 
- O.OOO7ts + 0.0000038t6
Weekday - 00:00 - 07:00 07:30 - 23:30 
Autumn 12.189 - 3.783t + 1.665t2 - 0.301t3 30.063 - 0.797t + 1.272t2 - 0.212t3
+ 0.023t4 + 0.014t4 - 0.0004tS 
- 0.0006tS + 0.0000047t6
Weekday - Winter 00:00 - 07:00 07:30 - 23:30 
12.418 - 3.465t + 1.554t2 - 0.283t3 33.443 - 1.864t + 1.537t2 - 0.235t3
+ 0.022t4 + 0.015t4 - 0.0004tS 
- 0.0006tS + 0.0000047t6
Saturday - Spring 00:00 - 07:30 08:00 - 23:30 
9.908 - 0.596t + 0.199t2 - 0.023t3 9.429 + 17.641t - 4.305t2 + 0.491t3 
+ O.00085t4 - 0.027t4 + 0.0006tS 
- 0.0000067t6
Saturday - 00:00 - 07:30 08:00 - 23:30 
Summer 
10.516 - 0.457t + 0.138t2 - 0.015t3 2.565 + 21.613t - 5.520t2 + 0.635t3
+ 0.00055t4 - 0.035t4 + 0.0009tS 
- 0.000009lt6 
Saturday - Autumn 00:00 - 07:30 08:00 - 23:30 
10.060 - 0.874t + 0.262t2 - 0.028t3 4.699 + 19.565t - 4.559t2 + 0.506t3
+ 0.00097t4 - 0.028t4 + O.OOO7ts 
- 0.0000071t6
Saturday - Winter 00:00 - 07:30 08:00 - 23:30 
10.938 - 0.962t + 0.296t2 - 0.032t3 7.947 + 18.024t - 3.66lt2 + 0.36lt3 
+ 0.001lt4 - 0.017t4 + 0.0004tS 
- 0.0000036t6
Sunday - Spring 00:00 - 07:00 07:30 - 23:30 
8.864 + 0.740t - 0.195t2 + 0.018t3 7.058 + 16.933t - 3.132t2 + 0.274t3
- 0.00044t4 - 0.012t4 + O.OOO2ts 
- 0.0000017t6
Sunday - Summer 00:00 - 07:00 07:30 - 23:30 
9.767 + 0.441t - 0.126t2 + 0.01lt3 12.784 + 11.441t - 2.446t2 + 0.244t3
- 0.00022t4 - 0.012t4 + 0.0003tS 
- 0.0000022t6
Sunday - Autumn 00:00 - 07:00 07:30 - 23:30 
9.101 + 0.180t - 0.049t2 + 0.004t3 -3.804 + 19.469t - 3.907t2 + 0.380t3
- 0.00010t4 - 0.018t4 + 0.0004tS 
- 0.0000037t6
Sunday - Winter 00:00 - 07:00 07:30 - 23:30 
9.237 + 0.448t - 0.085t2 + 0.005t3 -1.158 + 21.727t - 4.140t2 + 0.378t3
- 0.000053t4 - 0.017t4 + 0.0004tS 
- 0.0000030t6
Sunday - Winter 00:00 - 07:00 07:30 - 23:30 
9.237 + 0.448t - 0.085t2 + 0.005t3 -1.158 + 21.727t - 4.140t2 + 0.378t3
- 0.000053t4 - 0.017t4 + 0.0004tS 
- 0.0000030t6
Bank holiday - 00:00 - 07:00 07:30 - 23:30 
Easter 10.273 + 0.242t + 0.09lt2 + 0.005t3 12.803 + l1.222t - 2.236t2 + 0.235t3
- 0.012t4 + 0.0003tS 
- 0.0000028t6
Bank holiday - 00:00 - 07:00 07:30 - 23:30 
Early May 10.821 - 0.024t 26.257 - 2.975t + 1.165t2 - 0.168t3
+ 0.01lt4 - 0.0003tS 
+ 0.0000037t6
Bank holiday - 00:00 - 08:00 08:30 - 23:30 
Spring 9.828 - 0.470t + 0.143t2 - 0.015t3 9.653 + l1.628t - 2.195t2 + 0.227t3
+ 0.00047t4 - 0.013t4 + 0.0004tS 
- 0.000004lt6 
Bank holiday - 00:00 - 07:00 07:30 - 23:30 
Summer 9.971 + 0.176t - 0.052t2 + 0.006t3 17.774 + 8.796t - 1.986t2 + 0.207t3
- 0.00022t4 - 0.01lt4 + 0.0003tS 
- 0.0000024t6
Bank holiday - 00:00 - 07:00 07:30 - 23:30 
Christmas 8.314 + 0.162t - 0.032t2 + 0.002t3 16.975 + 1.60lt - 0.232t2 + 0.012t3
- 0.000047t4 - 0.00007t4 - O.OOOOlts 
+ 0.00000028t6
Bank holiday - 00:00 - 08:00 08:30 - 23:30 
New Year 7.052 + 1.297t - 0.311t2 + 0.026t3 12.076 + 6.872t - 1.707t2 + 0.184t3
- 0.00063t4 - 0.010t4 + 0.0003tS 
- 0.0000025t6
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Once the level 1 profiles have been modelled, the procedure (Phase I) that was described in 
Section 4.6.3 for modelling trend or cyclical components was used to model the level 2 
profile which represents the annual cycle. The description in Section 4.6.3 recommended that 
average monthly profile-corrected values should be used when modelling the annual cycle. 
However, due to the number of days in each month being different, the average monthly 
profile-corrected values were rescaled such that: 
m' = ifi * 30.4375 
lm 
(50) 
Equation (50) is similar to the monthly adjustment made by Bell (1984). 
Where m is the average profile-corrected value for month m, m' is a rescaled monthly 
average and lm is the number of days in month m. This adjustment transforms m so that the 
periodicity adds up to a complete annual cycle. 
Although six pairs of harmonics were initially fitted to the rescaled monthly averages of the 
level 1 profile-corrected series, some parameter estimates of some harmonics were not 
significant and were removed from the model. Equation (51) was the concluding model that 
was used to create the annual cycle. 
Y~t = -2.261 + 0.125t - 1.288 sin G~ 3t) 
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Figure 33: Observed values and the annual cycle (level2 profile) of the half hourly electricity 
consumption in a sport centre from 01104/04 - 30/04/07. 
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The deterministic component of this time senes has been modelled using the expression 
below: 
fCt) = Y~t + Wt 
Where w, is the level 1 profile that represents the half hourly consumption pattern across a 
day. 
Figure 34 shows the observed values and the deterministic component of the HP A. It can be 
seen from this time plot that the deterministic function of the HP A model has under- 
forecasted the time series on many occasions. An observation is under-forecasted when the 
deterministic component is lower than the observed value. 
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Figure 34: Observed values and the deterministic components of the half hourly electricity consumption 
in a sport centre using the HPA from 01104/04 - 30/04/07. The inset chart shows the observed values and 
the deterministic components from 04/07/04 - 17/07/04. The demand series has been under forecasted on 
many occasions, because the standard HP A was not developed to model non-constant variances. 
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After modelling the deterministic component of the demand series using Equation (35), the 
stochastic component of the series was modelled using the double seasonal ARlMA model. 
This is the Phase II of the standard HPA as described in Section 4.6.3. The double seasonal 
ARlMA model will be used to capture the weekly seasonal component that was not modelled 
in Equation (35), as well as any other remainder components of the demand series. Using the 
identification tools described in Section 6.1 to identify a tentative model, the stochastic 
component was modelled using the ARlMA (2,1,2) x (1,0,2)48 x (2,0,2)336 model. The 
SAS output of the ARlMA model that was used to fit the stochastic component is shown in 
Figure 35. 
Maximum L ikel ihood Est imat ion 
Standard Approx 
Parameter Estimate Error t Value Pr ) ItI Lag 
MA1,1 0.55100 0.02611 21.10 <.0001 1 
MA1,2 0.44326 0.02606 17.01 <.0001 2 
MA2,1 0.81907 0.0086472 94.72 <.0001 48 
MA2,2 0.04692 0.0049020 9.57 <.0001 96 
MA3,1 -0.23570 0.0096065 -24.54 <.0001 336 
MA3,2 0.74810 0.0091060 82.15 <.0001 672 
ARl ,1 0.49542 0.02739 18.09 <.0001 1 
AR1,2 0.24395 0.02347 10.39 <.0001 2 
AR2,1 0.92366 0.0073823 125.12 <.0001 48 
AR3,1 -0.06170 0.0081950 -7.53 <.0001 336 
AR3,2 0.92563 0.0081831 113.12 <.0001 672 
Variance Estimate 9.0759 
Std Error Estimate 3.012623 
Ale 265264 
SBe 265361.6 
Number of Residuals 52559 
Figure 35: SAS output for modelling the HPA stochastic component of the electricity consumption in a 
sport centre using the ARIMA procedure. 
The double seasonal ARlMA model is expressed as follows, with all the parameters meeting 
the invertibility and stationarity conditions: 
(1 - 0.495B - 0.244B2)(1 - 0.924848)(1 + 0.062B336 - 0.926B672)(Zt - Zt-l) 
= (1- 0.551B - 0.443B2)(1- 0.819B48 - 0.047B96)(1 + 0.2368336 
- 0.748B672)Et 
The MAPE of the deterministic component for the within-sample period is 20.73, with an 
RMSE of 6.53. However, the MAPE increased by over 100% to 43.00 during the out-of- 
sample forecast, with an RMSE of 10.00. 
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Measuring the accuracy of the one-step ahead forecasts for the standard HPA, during the 
within-sample period, a MAPE of 8.17 with a RMSE of 3.01 were found. During the out-of- 
sample period, the MAPE and RMSE are 11.12 and 3.94 respectively. 
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Figure 36: Observed values and the one-step ahead forecasts of the half hourly electricity consumption in 
a sport centre using the HPA from 08/04/04 - 30/04/07. The inset chart shows the observed values and the 
one-step ahead forecasts from 04/07/04 - 17/07/04. T he stochastic component of the demand series that 
was modelled using the double seasonal ARlMA has corrected for the under-forecasted data that was 
modelled as part of the deterministic component. Like the established time series approaches that have 
been used as benchmarks, the standard HP A has failed in modelling the heteroskedasticity component of 
the demand series. 
Figure 36 shows the time plot of the observed values and the one-step ahead forecasts that 
have been produced using the HP A method. The double seasonal ARIMA that was used to 
model the stochastic component was identified to correct for the errors that were created from 
under-forecasting the time series using the deterministic function. Based on Figure 36, the 
double seasonal ARIMA has not performed too well in modelling the seasonal component 
because the one-step ahead forecasts were smaller than the actual values on many occasions. 
From Figure 72a, the inspection of the ACF and PACF of the model residuals shows that the 
HP A method has been able to model the non-seasonal component of the series successfully 
because there is only one significant spike at the non-seasonal lag, and it can be assumed that 
this spike is random. However, from Figure 72b, the inspection of the ACF and PACF shows 
few significant spikes at the daily seasonal lag. Although these spikes appear to be random, 
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the spike at lag 672 of the ACF shows that an element of a seasonal component might still 
remain in the model residuals as 6n corresponds to a multiple of the weekly seasonal pattern 
which repeats itself every 336 half hours. The existence of an element of a seasonal 
component is supported in Figure nc which shows the ACF and P ACF of the model 
residuals at the weekly seasonal lag. There are significant autocorrelations at lags 672, 1008, 
1334 and 1680; and significant partial autocorrelations at lags 1344 and 1680. It can be 
concluded from Figure Tlc that the double seasonal ARIMA model has not been able to 
model the stochastic component adequately. 
Like the double seasonal ARIMA and the double seasonal Holt-Winters methods, the null 
hypothesis of no heteroskedasticity was also rejected in the model residuals of the standard 
HPA, with a BP statistic of 105.4122, one degree of freedom and a p-value of2.2e-16. It can 
be concluded that a high level ofheteroskedasticity still remains in the model residuals of the 
senes. 
6.4.2 Results of the electricity consumption in an industrial organisation 
As stated in Section 3.4, the half hourly consumption pattern of the weekday (Monday, 
Tuesday, ... , Friday) appears to be similar. However, the consumption pattern of the first few 
half hours of Monday tends to be slightly different to the rest of the weekdays. Hence, the 
following 4 day-types were created for this series: Monday, Tuesday - Friday, Saturday and 
Sunday. Figure 37 shows the level1 profiles that have been created for this series while the 
polynomial functions that have been used to model these profiles are shown in Table 9. The 
level1 profiles have been created by fitting a polynomial function to the half hourly averages 
of each day-type, Wt. These half hourly averages are shown in Figure 4. A polynomial of 
order six has been used to model each set of half hourly averages, with the combined fitted 
datasets representing the level1 profile of this series. Unlike the electricity consumption in a 
sport centre, no bank holidays or special days have been identified for this series. 
Level 1 profile 
Monday 00:00 - 23:30 
258.192 - 16.028t + 2.267t2 - 0.069t3 - O.00050lt4 
+ 0.0000463tS - 0.00000049t6 
Tuesday - Friday 00:00 - 23:30 
298.961-11.514t + 1.450t2 - 0.035t3 - O.000775t4 
+ 0.000037tS - 0.00000035t6 
Saturday 00:00 - 23:30 
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265.167 - 10.514t + 1.546t2 - 0.088t3 + 0.0023t4 
- 0.000029tS + 0.00000014t6 
Sunday 00:00 - 23:30 
235.881 - 2.224t + 0.331t2 - 0.003t3 - 0.00062t4 
+ 0.0000203tS - 0.00000018t6 
Table 9: Polynomial functions for modelling the level I profiles of electricity consumption in an industrial 
organisation. 
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Figure 37: Levell profiles of the half hourly electricity consumption in an industrial organisation for 
Monday, Tuesday-Friday (represents half hourly averages of Tuesday, Wednesday, Thursday and 
Friday), Saturday and Sunday. 
Upon modelling the levell profiles, the procedure for creating a level2 profile, as introduced 
in Section 4.6.3 was followed. Equation (52) shows the concluding model that was created to 
model the level2 profile which represents the annual cycle of the series. 
Y~t = -50.292 + 13.682t - 0.830t2 + 0.014t3 (52) 
It is worth noting that initially, a polynomial-trigonometric function was fitted to the rescaled 
monthly-averages of the level 1 profile-corrected series. However, the inspection of the 
parameter estimates of the initial trigonometric component of the function showed that the 
coefficients of all the pairs of harmonics were not significant; hence they were not included 
in Equation (52). Figure 38 shows the annual cycle that was created using Equation (52). It 
appears from Figure 38 that the annual cycle does not follow the overall movement of the 
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Figure 38: Observed values and the annual cycle (level2 profile) of the half hourly electricity 
consumption in an industrial organisation from 19/11/09 - 07/08/10. There were insufficient data to model 
correctly the annual cycle, hence the reason why the level 2 profile does not match the general cycle of the 
time series. 
Combining the level I and 2 profiles hierarchically, the deterministic component of the series 
was created. Figure 39 shows the observed values and the deterministic component of the 
time series. It is evident from this time plot that the deterministic function has so far failed to 
represent the deterministic component of the series efficiently because the time series was 
under- and over-forecasted on too many occasions. During the within-sample period, the 
MAPE and RMSE of the deterministic component of the series were 6.89 and 25.04 
respectively. However, during the out-of-sample period, these values almost doubled with a 
MAPE of 13.92 and a RMSE of 42.06. The steep increase in the values of the two accuracy 
measures occurred due to the deterministic function significantly over-forecasting the time 
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Figure 39: Observed values and the deterministic components of the half hourly electricity consumption 
of an industry supplier using the HPA from 19/11/09 - 07/08/10. The deterministic component has not 
been modelled accurately due to the series being under and over-forecasted at most periods. The inset 
chart shows the observed values and deterministic component from 06/12/09-19/12/09. 
The following ARIMA (1,0,2) x (1,0,1)48 x (0,1,1)336 model was applied to the stochastic 
component of the series after modelling the deterministic component of the series. The SAS 
output of the double seasonal ARIMA model is shown in Figure 40. 
Maximum Li kel ihood Est imat ion 
Standard Approx 
Parameter Estimate Error t Value Pr > I t I Lag 
MAl, 1 0.15629 0.01009 15.50 <.0001 1 
MA1,2 0.30948 0.0099702 31.04 <.0001 2 
MM,l 0.90427 0.01404 64.41 <.0001 48 
MA3, 1 0.84165 0.0071115 118.35 < .0001 336 
AR 1 , 1 0.95838 0.0033991 281.95 <.0001 1 
AR2, 1 0.95080 0.01096 86.79 <.0001 48 
Variance Estimate 128.7173 
Std Error Estimate 11 .34537 
Ale 80549.32 
SBe 80592.83 
Number of Residuals 10416 
Figure 40: SAS output for modelling the HP A stochastic component of the electricity consumption in an 
industrial organisation using the ARIMA procedure. 
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All the parameter estimates of the ARlMA model satisfied the invertibility and stationarity 
condition. 
(1- 0.958B)(1- 0.951B48)zt 
= (1 - 0.156B - 0.309B2)(1 - 0.904B48)(1 - 0.842B336)Et 
Using the double seasonal ARlMA process to model the stochastic component, a MAPE of 
2.54 and RMSE of 11.34 were found for the within-sample period. It can be seen from Figure 
41 that the ARlMA process has been able to model the set of errors that were created from 
the deterministic function adequately. That is, the errors that were created from the under- 
and over-forecasting of the series by the deterministic function have been corrected for with 
the ARlMA process. During the out-of-sample period, the value of the MAPE has increased 
by a small percentage to 3.08 while the value of the RMSE has decreased to 10.69. Based on 
a visual inspection of the time plot shown in Figure 41, it can be concluded that the HP A 
method has performed well in modelling this time series. 
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Figure 41: Observed values and the one-step ahead forecasts ofthe half hourly electricity consumption of 
an industry supplier using the HPA from 19/11/09 - 07/08/10. The stochastic component that was 
modelled using the double seasonal ARIMA has corrected for the under-forecasted data that was 
modelled as part of the deterministic component. The inset chart shows the observed values and one-step 
ahead forecasts from 06/12/09-19/12/09. 
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Figure 76 represents the ACF and PACF of the HPA residuals at (a) the non-seasonal, (b) the 
daily seasonal component and (c) the weekly seasonal component. From Figure 76a, it can be 
seen that there are a set of spikes outside the limits of the ACF and P ACF of the model 
residuals at the non-seasonal component. It appears that the HP A model has not been entirely 
adequate in modelling and describing the non-seasonal component of this series. From Figure 
76b, the large spike at lag 48 in the ACF and PACF at the daily seasonal lag suggests that 
significant autocorrelation still exists in the model residuals of the HP A and also that the 
model residuals of the HPA might be non-stationary. However from Figure 76c, it can be 
seen that seasonality at the weekly lags is still obvious because there are significant spikes at 
lags 336,672 and 1008 of the PACF, although the spikes are dying down with time. Based on 
the ACF and P ACF of the model residuals, the HP A method appears to have failed in 
modelling certain components of the series. 
6.4.3 Results ofthe U.S. monthly airline passenger series 
From the time plot of the airline passenger series that is shown in Figure 7, it is clear that a 
seasonal component that repeats itself every 12 months is present. For the HPA method, the 
level 1 profile has been chosen to represent this seasonal pattern. This profile has been 
developed by fmding the averages of all 12 months from the within-sample period and using 
a polynomial function to fit the set of averages. Figure 42 shows the level 1 profile that has 
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Like the time senes of the electricity consumption ill an industrial organisation, the 
coefficients of all the pair of harmonics that was initially fitted to the level 1 profile-corrected 
series were not significant; hence, no trigonometric function has been used in modelling the 
cycle of this series. Since there are no trigonometric functions, a polynomial function has 
been used to model the cycle. This cycle follows an upward linear trend as can be seen in 
Figure 43. The level 2 profile shown in Figure 43 was modelled using the following 
expression: 
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Figure 43: Observed values and trend (Ievel2 profile) of the U.S. monthly airline passenger series from 
January 1983 - December 2003. 
Combining the level 1 profile which represents the seasonal component of the series with the 
level 2 profile, the deterministic component of the series was modelled. Figure 44 shows a 
time plot of the observed values and the deterministic component of the series. The 
deterministic function of the HPA under-forecasted the series from January 1983 - April 
1985, and over-forecasted it significantly from January 1986 till late 1989. This has led to a 
MAPE of0.431 and RMSE ofO.057 for the within-sample period. However, the performance 
of the deterministic function during the out-of-sample period improved significantly because 
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Figure 44: Observed values and the deterministic components of the U.S. monthly airline passenger series 
using the HPA from January 1983 - December 2003. It can be seen that the deterministic function under- 
forecasted the series from January 1986 - mid 1990. This will in turn have a negative effect on the 
accuracy of the deterministic component. 
Unlike the other two time series where a double seasonal ARIMA process has been used to 
model the stochastic components, a single seasonal ARIMA process has been identified to 
model the stochastic component of the monthly airline passenger series. The following 
ARIMA (1,0,1) x (1,0,0)12 model was identified for the stochastic component. 
(1 - 0.900B)(1- 0.272B12)Yt = (1 - 0.302B)Et 
Figure 45 shows the SAS output for the standard seasonal ARIMA model that has been used 
to model the HPA stochastic component of the airline passenger series. 
Maximum Li kel ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr > ItI Lag 
MA1,1 0.30229 0.08226 3.67 0.0002 1 
AR1,1 0.89980 0.03734 24.10 <.0001 1 
AR2,1 0.27229 0.07060 3.86 0.0001 12 
Variance Estimate 0.00082 
Std Error Estimate 0.028631 
Ale -865.627 
sse -855.673 
Number of Residuals 204 
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Figure 45: SAS output for modelling the HPA stochastic component ofthe monthly airline passenger 
series using the ARIMA procedure. 
Once the stochastic component has been modelled, the one-step ahead forecasts of the HP A 
method were produced. Figure 46 shows the time plot of the observed values and its one-step 
ahead forecasts using the HP A. For the within-sample period, the HPA yielded a MAPE of 
0.202 and a RMSE of 0.029, with a MAPE of 0.150 and a RMSE of 0.021 for the out-of- 
sample period. As can be seen from Figure 46, the HPA method has over-forecasted the 
series from January 1983 - January 1984. This was a result of the stochastic component being 
differenced during the ARIMA modelling process because ARIMA forecasts for the 
stochastic component were only created from February 1984. The ARIMA forecasts from 
January 1983 - January 1984 have been replaced by zero. Hence, the HPA one-step ahead 
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Figure 46: Observed values and the one-step ahead forecasts of the U.S. monthly airline passenger series 
using the HPA from January 1983 - December 2003. Modelling the stochastic components with an 
ARIMA model has corrected for the errors that were created by the deterministic function between 
January 1983 and mid 1990. 
The inspection of the model residuals of the HP A method shows that no autocorrelation is 
present in the residuals of the series. This is apparent from Figure 80a and Figure 80b as there 
are no spikes in the ACF and P ACF plots of the model residuals at the non-seasonal and 
seasonal components. 
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6.4.4 Results of the Simulated series 
When generating the simulated datasets, two seasonal components at different lags were 
incorporated into the series in order to make the simulated series similar to a typical 
electricity consumption time series. The first seasonal component has a frequency of 48 and it 
represents the daily seasonal component while the second seasonal component has a 
frequency of 336 and it represents the weekly seasonal component. These two seasonal 
components, with other components that are embedded in the simulated time series have been 
modelled using the HP A and the results are presented in this section. 
Simulated Series using GARCH 
From the steps shown in Figure 13, the HP A seasonal components for the frrst simulated 
series were modelled by using different sets of polynomial equations. Upon inspecting the 
time series, it was discovered that the time series patterns of Monday - Friday in each week 
are similar, and the patterns of Saturday and Sunday are similar. These daily and weekly 
patterns are consistent throughout the year. Due to the similarity in the time series patterns 
over the year, the observations of the days with similar patterns have been aggregated 
together. Such that the observations of all Mondays - Fridays were aggregated to create a 
sub-series that shows the average of Weekdays for the time series and the observations of 
Saturday and Sunday were aggregated to create a sub-series that shows the average of 
Weekends for the time series. The sub-series that represent the average of weekdays and 
weekends were modelled using a set of polynomial equations. The polynomial equations that 
were used to model the sub-series are shown in Table 10. The fitted observations from the 
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polynomial equations are the Levell profiles (w.) for the simulated series. 
Time (half hourly) Polynomial equation 
WEEKDAY 
00:00 - 05:30 21.420 + 0.06lt - 7.15 x 10-3t2 
Where t = 1, 2, ... , 12 
06:00 - 21:00 41.755 + 0.092t - 3.07 x 10-3t2 - 1.25 x 10-4t3 
Where t = 1, 2, ... ,31 
21:30 - 23:30 21.766 - 0.123t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 18.469 + 0.142t - 0.012t2 
Where t = 1, 2, ... , 16 
08:00 -19:30 29.702 - 0.653t + 0.043t2 - 8.72 x 10-4t3 
Where t = 1, 2, ... ,24 
20:00 - 23:30 18.067 - 5.71 x 10-3t 
Where t = 1, 2, ... , 8 
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Figure 47: Weekday and Weekend HPA Levell profiles of the first simulated series using the polynomial 
equations shown in Table 10. 
The profiles that were created from the equations in Table 10 are shown in Figure 47. These 
profiles show the seasonal pattern across the day of the week for weekdays (Monday, 
Tuesday, ... , Friday) and weekends (Saturday and Sunday). Since no other level of profiles 
were identified for this simulated series, the deterministic function of the HP A for this series 
will be represented by the fitted observations generated by the polynomial equations in Table 
10, such that: 
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Figure 48: Observed values and the HPA deterministic component of the first simulated series (also the 
HP A forecast). 
Once the HP A deterministic function for the simulated series has been created, the stochastic 
component was calculated by subtracting the deterministic component from the observed 
values. Figure 48 shows the observed values and the HP A deterministic components of the 
simulated series. Upon the application of an ARlMA process to the stochastic component of 
the series, which is the remainder of the series once the deterministic component has been 
removed, no suitable ARlMA model could be identified for the stochastic series. Several 
ARlMA models were applied to the stochastic component, however, the parameter estimates 
of the fitted models were either not significant at the 5% level or they do not meet the 
invertibility and stationarity conditions of ARlMA models. Hence, the HP A deterministic 
component for this series will also be its HP A forecast. 
From the ACF and PACF of the HPA model residuals (also the stochastic component in this 
case), which are shown in Figure 84a, Figure 84b and Figure 84c, it can be seen that there are 
no significant spikes or patterns in the non-seasonal, daily seasonal and weekly seasonal lags. 
Therefore, based on the ACF and P ACF of the residuals, it can be concluded that the HP A 
has performed very well in modelling the simulated series. However, by visually inspecting 
the time plot of the observed values with the HPA forecast (Figure 48), it can be seen that the 
HPA under- and over-forecasted the simulated series nearly all the time, therefore, the HPA 
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has not performed very well in modelling the simulated series. Like the model residuals of 
the ARlMA process and the exponential smoothing, the presence of heteroskedastic 
component was also tested for in the model residuals of the HP A. The test showed that there 
is a presence ofheteroskedasticity in the residuals of the HPA, with a BP-statistic of 182.33 
and a p-value < 0.001. Looking at the accuracy measure of the HPA, the values of the 
MAPE for the within-sample period and out-of-sample period are 21.40 and 19.14 
respectively, while the values of the RMSE are 7.02 and 6.14 respectively. Based on the 
MAPE and the RMSE statistics, it can be concluded that the forecast of the HP A are much 
better in the out-of-sample period than they were during the within-sample period since the 
accuracy measures during the out-of-sample period were much lower than the accuracy 
measures during the within-sample period. 
Simulated Series using Ratios 
Like the simulated series using GARCH, the HP A seasonal components for this simulated 
series were also modelled using different sets of polynomial equations. These equations were 
created by following the steps shown in Figure 13. During the initial analysis/inspection of 
this time series, it was discovered that the daily patterns for Monday, Tuesday, ... , and Friday 
across the year were very similar. Also, the daily patterns for Saturday and Sunday were very 
similar. The similarities in the daily patterns for certain days of the week led to the 
aggregation of week days to create profiles that represent days with similar patterns, such that 
the aggregated Monday - Friday represent a Weekday sub-series, while the aggregated 
Saturday and Sunday represent a Weekend sub-series. A set of polynomial equations were 
fitted to these sub-series and these are shown in Table 11. These polynomial equations were 
developed to describe the daily patterns of the Weekday and Weekend sub-series. The 
graphical outputs of the polynomial equations shown in Table 11 are displayed in Figure 49, 
that is, Figure 49 describes the daily patterns of the Weekday and Weekend sub-series. These 
patterns will be referred to as the Levell profile (wt) of the HPAIGHPA. 
Time (half hourly) I Polynomial equation 
WEEKDAY 
00:00 - 05:30 I 10.721 + 0.086t - 9.30 x 10-3t2 
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Where t = 1, 2, ... , 12 
06:00 - 21:00 32.249 - 0.040t + 4.18 X lO-3t2 - 2.41 x 10-4t3 
Where t = 1,2, ... , 31 
21 :30 - 23:30 10.738 + 0.044t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 7.109 + 0.109t - 0.012t2 
Where t = 1, 2, ... , 16 
08:00 - 19:30 17.565 - 4.68 x lO-4t + 5.42 x 10-4t2 - 1.52 
x 10-4t3 
Where t = 1, 2, ... , 24 
20:00 - 23:30 6.125 + 0.091t 
Where t = 1, 2, ... , 8 
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Figure 49: Weekday and Weekend HPA Levell profiles of the second simulated series using the 
polynomial equations shown in Table 11. 
Like the simulated series using GAReH, no other level of profiles were identified in the 
analysis of the second simulated series. Therefore, the HP A deterministic function for the 
second simulated series can be expressed as: 
fCt) = wt 
Wt is the level 1 profile of the HP AlGHP A described by the polynomial equations shown in 
Table 11. 
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Figure 50 shows the time plot of the simulated series using ratios and its HP A deterministic 
component. Based on visual inspection of this time plot, it can be seen that the deterministic 
function of the HPA under-forecasted the time series most of the time. Upon inspecting the 
deterministic component, a MAPE of 10.25 and a RMSE of2.29 were found for the within- 
sample period while the MAPE and RMSE for the out-of-sample of sample period were 9.42 
and 2.08 respectively. The values of the accuracy measures for the HP A deterministic 
component, especially the MAPE, were very high in comparison with the values of the 
MAPE for the one-step ahead forecasts of the ARlMA process and Holt-Winters. This is 
probably due to the deterministic function under-forecasting the time series most of the time. 
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Figure 50: Observed values and the HPA deterministic component of the second simulated series. 
In order to improve the accuracy of the HP A forecast, a double seasonal ARlMA model was 
applied to the remainder of the series after removing the deterministic component, that is, the 
stochastic component. ARlMA(l,O,2) X (2,0,2)48 x (0,1,0)336 was identified as the most 
adequate model in fitting and forecasting the HP A stochastic component. This model is 
expressed as follows: 
(1 - 0.958B)(1 + 0.359B48 - 0.591B96)(Yt - Yt-336) 
= (1 - 0.685B - 0.081B2)(1 + 0.411B48 - 0.557B96)Et 
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Parameter 
Maximum Li kel ihood Estimation 
Standard Approx 
Est imate Error t Value Pr ) I tl Lag 
0.68509 0.0083491 82.06 <.0001 1 
0.08138 0.0080301 10.13 <.0001 2 
-0.41159 0.11239 -3.66 0.0003 48 
0.55678 0.09160 6.08 <.0001 96 
0.95828 0.0032547 294.43 <.0001 1 
-0.35957 0.10927 -3.29 0.0010 48 
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Figure 51: SAS output for modelling the HPA stochastic component of the second simulated series using 
the ARIMA procedure. 
Based on the ARlMA(1,0,2) x (2,0,2)48 x (0,1,0)336' a MAPE of 5.64 and a RMSE of 1.51 
were found for the within-sample period, while a MAPE of 3.53 and a RMSE of 1.37 were 
found for the out-of-sample period. Similar to the double seasonal ARlMA and the double 
seasonal Holt-Winters method, the accuracy measures during the out-of-sample period were 
much better than the within-sample period. 
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Figure 52: Observed values and the one-step ahead forecasts of the second simulated series using the 
HPA. 
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Figure 52 shows the observed values of the second simulated series with its HPA one-step 
ahead forecasts. Based on visual inspection, it can be seen that the ARlMA process which 
was used to model the stochastic component has corrected the under-forecasting problem that 
was caused by the deterministic function. However, inspection of the HPA model residuals 
shows that some time series components might still remain in the residuals, as can be seen 
from the ACF and P ACF of the model residuals. Figure 88a, Figure 88b and Figure 88c show 
the ACF and P ACF of the model residuals at the non-seasonal, daily seasonal and weekly 
seasonal lags respectively. At the non-seasonal and seasonal lags, there are several significant 
spikes shown on the ACF and P ACF plots. Based on the spikes shown on the ACF and P ACF 
plots, it can be concluded that the HP A has not been successful in modelling all the time 
series components that are present in the simulated series. 
Like the model residuals of the double seasonal ARlMA and the double seasonal Holt- 
Winters smoothing, presence of heteroskedasticity was also tested for in the model residuals 
of the HPA. With a BP statistic of 3.70, there is just enough evidence not to reject the null 
hypothesis of no heteroskedasticity in the model residuals of the HP A. However, this 
evidence is not strong enough due to the BP statistic having a p-value of 0.0544. Therefore, 
further evidence or analysis is required before making any [mal conclusions regarding the 
presence of heteroskedasticity in the model residuals of the HP A for the second simulated 
senes, 
6.5 Generalised Hierarchical Profiling Approach 
It was stated in Section 5.1 that the functions of the standard HP A are not efficient enough to 
allow for successful modelling of the time series that are considered in this research. This is 
because the standard HP A assumes that the deterministic component of a series can only be 
modelled through a hierarchical combination of the profiles, and also that the errors of a 
series are homoskedastic. This section shows how the Generalised Hierarchical Profiling 
Approach (GHPA) which was introduced in Chapter 5 has been applied to the five time series 
that were chosen as case studies, and the results of the GRP A. The functions of the GHP A 
include a hybrid deterministic function, a set of ratios of variation and an ability to serve as a 
process control application. 
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6.5.1 Results ofthe electricity consumption in a sport centre 
In Section 6.4.1, the deterministic component of this time series using the HPA was modelled 
as the annual cycle plus the load profile. Inspecting the stochastic component which is the 
observed value minus the deterministic component, a MAPE and RMSE of 20.73 and 6.53 
were found for the within-sample period. With the GHP A, a hybrid deterministic function 
described in Section 5.2 has been used to model the deterministic component of the series. 
);> Hybrid deterministic function 
Following Equation (37) in Section 5.2, the deterministic component of the series has been 
modelled using the expression below: 
fCt)' = Y~t + Wt + PZf-l + Tzf-s1 + qJZf-sz 
Where p, r, and rp were chosen to minimise the sum of squared errors of the stochastic 
components. 48 and 336 are the duration of the two seasonal components that exist in the 
time series. Since three day-types have been created for this series, the values of p, r, and rp 
for each day-type were estimated differently. These values are as follows: 
• Weekday: p = 0.3, T = 0.2, <p = 0.3 
• Saturday: p = 0.4, T = 0.2, <p = 0.4 
• Sunday: p = 0.3, T = 0.2, <p = 0.3 
The set of past stochastic components Zf-k have been introduced into the deterministic 
function to reduce any significant autocorrelations in the stochastic component of the series. 
The daily load profiles (Figure 32) that were created for this time series were designed to 
only differ according to the season of the year. Using the profiles on their own in modelling 
the deterministic component, assumes that the variation in the demand series only occur 
because of changes in the season of the year. Apart from consumption differences relating to 
the season of the year, consumption also differs according to the month of year. It is assumed 
that the daily load profiles (Figure 32) will indirectly capture any variation that may exist 
across the seasons of the year. However, the novel ratios will model variations across the 
months of the year, such that the demand consumption of two different months in a season 
will not be the same. 
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~ Ratios of variation 
A procedure for formulating the novel set of ratios for a time series Yt was introduced in 
Section 5.3. 
From this procedure, the frequency domain at which the variance of the time series varies 
was identified to be 4, therefore k = 4, that is, 4 sub-series were created. The 4 sub-series 
correspond to the 4 seasons of the year, spring, summer, autumn and winter. 
From each sub-series, a 336 x 1 vector qk was created. The element of this vector contains 
the average of all corresponding days and time-periods in that particular sub-series (where k 
corresponds to the number of the sub-series, such that k = 1 for spring, k = 2 for summer, 
k = 3 for autumn and k = 4 for winter). For example, for sub-series spring (q1), the vector 
contains the following values: 
the average of all Mondays in February, March and April at 00:00 followed by 
the average of all Mondays in February, March and April at 00:30 followed by 
the average of all Mondays in February, March and April at 01:00 followed by 
the average of all Sundays in February, March and April at 23:30. 
Since the variance of the observations in the sub-series varies according to the month of the 
year, each sub-series was split into 3 sub-groups. Therefore, 9 which is the frequency domain 
at which the variance of the sub-series varies, was chosen to be 3, that is, 9 = 3. The sub- 
groups correspond to the months in a sub-series. 
From each sub-group, a 336 x 1 vector jgqk was created. The element of this vector contains 
the average of all corresponding days and time periods in that particular sub-group (where 9 
corresponds to the number of the sub-group, such that when k = 1, that is spring, 9 = 1 
represents February, 9 = 2 represents March and 9 = 3 represents April). For example, for 
sub-group February in spring U1 q1), the vector contains the following values: 
the average of all Mondays in February at 00:00 followed by 
the average of all Mondays in February at 00:30 followed by 
the average of all Mondays in February at 01:00 followed by 
the average of all Sundays in February at 23:30. 
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Due to variation in the demand series depending on month of the year, the set of novel ratios 
that describe the variability of half hour averages for a month over the half hour averages for 
the corresponding season is created. A monthly-seasonal ratio that describes this variability is 
defmed as follows: 
(54) 
Where rtdm is the seasonal ratio of variation at time t (00:00, 00:30, ,23:30) of weekday d 
(Monday, Tuesday, ... , or Sunday) in month m (January, February, , December). 
Aside from the presence of a seasonal variation in a time series, there are often times when 
there are also monthly variations in a season. A forecasting model that fails to capture these 
monthly variations will be less reliable compared to a model that has captured the monthly 
variations. Failure to capture the monthly variations in a season might lead to the residuals of 
a forecasting model containing a significant component of the time series, which in tum will 
lead to a less reliable model. 
For the time series under consideration, the monthly-seasonal ratios have been developed to 
capture the monthly variation within a season. Although creating a set of load profiles across 
the months in a season can also be used to model the monthly variations in a season, the 
monthly-seasonal ratios have been chosen to model these variations because they are easy to 
construct and interpret. 
For this time series, the ratios of variation have been developed to describe the variability of 
average half hourly energy consumption for a day of the week (Sunday, Monday, .... , 
Saturday) in a month, in relation to the half hourly energy consumption for a day of the week 
in the season which the month corresponds to. For instance, the ratio at 12:30 for a Thursday 
in April will be the average at 12:30 for a Thursday in April, divided by the average at 12:30 
for a Thursday in spring. A ratio value of 0.88 at 10:00 on a Saturday in spring means that 
88% of the value corresponding to the daily profile of Saturday in spring at 10:00 will be 
used in the GHP A modelling. 
);> Extended deterministic function 
Based on Equation (38) which shows the extended deterministic function of the GHPA 
method, the deterministic component of the demand series was modelled using Equation (55). 
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In Section 5.3, the extended deterministic function for the GHPA was introduced in order to 
improve the accuracy of the deterministic components. Since there is a presence of 
heteroskedasticity in the electricity consumption of a sport centre, the load profiles of the 
sport centre have been multiplied by the novel ratios in Equation (55). As described in 
Section 5.3, multiplying the load profiles and novel ratios together will allow the load profiles 
to vary significantly depending on the days of the week and months of the year. For instance, 
if the load profile of a Monday in Winter is modelled using the following expression Wt = 
a + bt + ct? ... , where t = 1,2, .. 48 represents 00:00, 00:30, ... ,23:30; and the ratios of a 
Monday in January are r1dm, r2dm, ... , r48dm, then the wtrtdm component of Equation (55) 
would be w1r1dm, W2r2dm, ... , w48r48dm' 
Although several estimates were initially used for p, T and tp, the set of values that minimises 
the sum of squared errors of the stochastic component is the same as the set of values used in 
Equation (51). These are the set of parameter values that minimises the sum of squared errors 
of the stochastic components. 
It is expected that Equation (55) will be superior in fitting the deterministic component of 
demand series compared to the deterministic function of the standard HP A method because it 
takes into consideration the variation between months of each season. In addition, it helps to 
reduce sizeable autocorrelation in the stochastic components through the incorporation of 
past errors in the hybrid deterministic function. 
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Figure 53: Observed values and the deterministic components of the half hourly electricity consumption 
in a sport centre using the GHPA from 01104/04 - 30/04/07. The inset chart shows the observed values and 
the deterministic components from 04/07/04 - 17/07/04. With inclusion of the novel set of ratios and the 
novel hybrid deterministic function, the deterministic component of the GHP A is more accurate than that 
of the standard HP A where the demand series was being under-forecasted on most occasions. The 
developed HP A has been adequate in modelling the heteroskedastic component of the demand series as 
part of the deterministic component through the implementation of the novel ratios of variation. 
Figure 53 shows the deterministic component of the series using the GHPA method. It can be 
seen from the graph that few observations were under-forecasted compared to the 
deterministic function of the HPA method where most of the observations were under- 
forecasted significantly. Measuring the accuracy of the deterministic component, a MAPE of 
14.31 and a RMSE of 4.68 were found for the within-sample period, while a MAPE of27.13 
and a RMSE of 6. 73 were found for the out-of-sample period. 
The double seasonal ARlMA (1,0,3) x (1,1,2)48 x (2,0,1)336 model expressed below was 
identified to model the stochastic components of the series: 
(1 - 0.886B)(1 + 0.915B48)(1 - 0.671B336 - 0.264B672)(Z; - Z;-48) 
= (1 - 0.261B - 0.071B2 - 0.086B3)(1 - 0.125B48 - 0.8648B96)(1 
- 0.808B336)Et 
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Maximum Li ke l ihood Est imat ion 
Standard Approx 
Parameter Est imate Error t Value Pr > Iti Lag 
MA1,1 0.26147 0.0059251 44.13 <.0001 1 
MA1,2 0.07115 0.0052286 13.61 <.0001 2 
MA1,3 0.08593 0.0050848 16.90 <.0001 3 
MA2,1 0.12534 0.0096812 12.95 <.0001 48 
MA2,2 0.86401 0.0096503 89.53 <.0001 96 
MA3,1 0.80854 0.0050048 161 .55 <.0001 336 
ARl ,1 0.88602 0.0038636 229.33 <.0001 1 
AR2,1 -0.91554 0.0079522 -115.13 <.0001 48 
AR3,1 0.67113 0.0062243 107.83 <.0001 336 
AR3,2 0.26410 0.0047705 55.36 <.0001 672 
Variance Estimate 8.919275 
Std Error Estimate 2.986515 
AIC 264257.5 
SBC 264346.1 
Number of Residuals 52512 
Figure 54: SAS output for modelling the GHPA stochastic component of the electricity consumption in a 
sport centre using the ARIMA procedure. 
The SAS output of the ARlMA model that was used to model the stochastic component is 
shown in Figure 54. The one-step ahead forecasts of the GHP A were created by adding the 
deterministic component and stochastic component together. Figure 55 represents the 
observed values and the one-step ahead forecasts of the time series that has been produced 
through the GHP A method. The GHP A has proved successful in modelling the time series 
with a MAPE of 8.38 and RMSE of2.99 for the within-sample period. For the out-of-sample 
period, a MAPE and RMSE of 12.00 and 3.96 were found. Although based on visual 
inspection of Figure 55, it can be concluded that the GHPA has succeeded in modelling the 
demand series, with no lags between the one-step ahead forecasts and the actual demand 
series, however, there are some observational data that have been under-forecasted in the 
GHPA. These under-forecasted observations were mainly due to the modelling of the 
stochastic component using the double seasonal ARlMA. 
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Figure 55: Observed values and the one-step ahead forecasts of the half hourly electricity consumption in 
a sport centre using the GHP A from 08/04/04 - 30/04/07. The inset chart shows the observed values and 
the one-step ahead forecasts from 04/07/04 -17/07/04. This graph shows that periods with a different level 
of consumption, such as the Christmas period have been modelled correctly. The accuracy of the one-step 
ahead forecasts of the GHP A is comparable with the accuracy of the one-step ahead forecasts of the 
established time series models that have been used for benchmarking. 
Like the double seasonal ARIMA and the double seasonal Holt-Winters method, the presence 
of heteroskedasticity was also tested for in the residuals of the GHP A. The Breusch-Pagan 
(BP) test also rejected the null hypothesis of no heteroskedasticity in the model residuals of 
the GHPA, with a BP statistic of 53.5386 and a p-value < 0.001. However, with a smaller 
BP statistic compared to those of the two benchmark models and the standard HP A, the 
GHP A has been superior in modelling the heteroskedasticity that is present in the demand 
series using the ratios of variation that were created. 
As shown in Figure 73a, there are no significant autocorrelation and partial autocorrelations 
at the non-seasonal lag. 
The autocorrelation and partial autocorrelation functions plotted at daily seasonal lags in 
Figure 73b shows that there are significant autocorrelation and partial autocorrelation at lags 
192, 384, 480, 576 and 960. Since the significant autocorrelation and partial autocorrelation 
at these lags do not correspond to any seasonal periods, they will be ignored as it is believed 
that they may only be significant due to variation. 
159 
With only one significant spike in the ACF and two in the PACF, the behaviour of the 
autocorrelations and partial auto correlations in Figure 73c shows that the GHP A has been 
successful in modelling the weekly seasonal components of the demand series. 
6.5.2 Results ofthe electricity consumption in an industrial organisation 
It can be seen from Figure 39 which shows the deterministic component that was modelled 
using the standard HP A method that the deterministic function has not been able to model the 
deterministic component successfully. Upon the application of the deterministic function of 
the GHP A to the time series of electricity consumption of an industrial supplier with the 
following coefficients, the deterministic component of the series was created. 
• Weekday: p = 0.6, T = 0.2, cp = 0.1 
• Saturday: p = 0.6, T = 0.2, cp = 0.1 
• Sunday: p = 0.6, T = 0.3, cp = 0.2 
Equation (56) IS the deterministic function that was used to model the deterministic 
component. 
fet)' = Y~t + Wt + PZf-l + Tzf-48 + CPZf-336 (56) 
Where w, is the daily load profile or daily seasonal component (level1 profile) that is shown 
in Figure 37 and Y~tis the annual cycle (Figure 38) that was modelled using Equation (52). 
The values of p, T and cp were chosen in order to reduce any significant autocorrelation that 
might exist in the stochastic component of the series. The values of p, T and tp for Equation 
(56) are the values that minimise the sum of squared errors of the stochastic components. 
Figure 56 shows the deterministic component that was modelled based on Equation (56). The 
deterministic function of the GHP A has improved the accuracy of the deterministic 
component of the series, because Figure 56 shows that fewer observations were under- and 
over-forecasted compared to the deterministic component that was modelled using the 
standard HP A method. 
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Figure 56: Observed values and the deterministic components of the half hourly electricity consumption 
of an industry supplier using the GHPA from 19/11/09 - 07/08/10. The deterministic component has not 
been modelled accurately due to the series being under and over-forecasted at most periods. The inset 
chart shows the observed values and deterministic component from 06/12/09-19/12/09. 
Measuring the accuracy of the deterministic component from Equation (56), the values of 
MAPE and RMSE for the within-sample period were 4.65 and 17.31 respectively. However, 
during the out-of-sample period, the values of the two accuracy measures increased, which 
means that the deterministic function is performing less effectively in the out-of-sample 
period compared to the within-sample period. During the out-of-sample period, the values of 
MAPE and RMSE were 7.88 and 24.47 respectively. 
Once the deterministic components of the time series has been modelled and the accuracy 
measured, a double seasonal ARIMA process was used to model the remainder of the series 
after deducting the deterministic component from the observed values. A double seasonal 
ARIMA (2,1,1) x (1,1,2)48 x (2,0,2h36 model was used to model the stochastic component 
of the series. The SAS output for this ARIMA model is shown in Figure 57 and the model is 
expressed as follows: 
( 5 2)( 48)( 336 672)('" 1 - 0.09 B - 0.289B 1 + 0.526B 1 - 0.589B - 0.305B Zt - Zt-l - Zt-48 
+ Z~-49) 
= (1 - 0.894B)(1 - 0.585B48 - 0.382B96)(1 - 0.577 B336 
- 0.167B672)Et 
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Maximum L ikel ihood Est imat ion 
Standard Approx 
Parameter Estimate Error t Value Pr > ItI Lag 
MA1,1 0.89433 0.0068155 131 .22 <.0001 1 
MA2,1 0.58469 0.05298 11.04 <.0001 48 
MA2,2 0.38161 0.05226 7.30 <.0001 96 
MA3,1 0.57691 0.08743 6.60 <.0001 336 
MA3,2 0.16672 0.07817 2.13 0.0329 672 
ARl ,1 0.09463 0.01221 7.75 <.0001 1 
ARl ,2 0.28894 0.01152 25.08 <.0001 2 
AR2,1 -0.52629 0.04915 -10.71 <.0001 48 
AR3,1 0.58864 0.08539 6.89 <.0001 336 
AR3,2 0.30520 0.08221 3.71 0.0002 672 
Variance Estimate 137.3939 
Std Error Estimate 11.72151 
AIC 83286.4 
SBC 83359.18 
Number of Residuals 10703 
Figure 57: SAS output for modelling the GHP A stochastic component of the electricity consumption in an 
industrial organisation using the ARlMA procedure. 
The one-step ahead forecasts of the stochastic component that were obtained from the double 
seasonal ARlMA expression were added to the deterministic component that was modelled 
using Equation (56) to produce the one-step ahead forecasts of the series. Figure 58 shows the 
observed values and the one-step ahead forecasts that have been produced using the GHP A. 
This time plot shows no excess under-forecasting or over-forecasting of the series. Hence, 
upon measuring the accuracy of the one-step ahead forecasts errors, the values of MAPE and 
RMSE are 3.03 and 11.72 for the within-sample period; and 3.18 and 9.96 for the out-of- 
sample period. Although the value of MAPE increased by almost 5% during the out-of- 
sample period, the value ofRMSE decreased by approximately 15%. 
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Figure 58: Observed values and the one-step ahead forecasts of the half hourly electricity consumption of 
an industry supplier using the GHPA from 19/11/09 - 07/08/10. The stochastic component that was 
modelled using the double seasonal ARIMA has corrected for the under-forecasted data that was 
modelled as part of the deterministic component. The inset chart shows the observed values and one-step 
ahead forecasts from 06/12/09-19/12/09. 
Based on the inspection of the model residuals using the ACF and PACF, Figure 77a shows 
that there are significant spikes at lags 3, 4, 11 and 18 of the non-seasonal component. 
Although there are significant spikes presence at the non-seasonal lags, there is insufficient 
evidence to conclude that the spikes at lags 3, 4, 11 and 18 corresponds to any reasonable 
pattern in the series. 
At the daily seasonal lag, there was evidence to suggest that some elements of the daily 
seasonal component still exist in the model residuals of the series that has been modelled 
using the GHP A. Figure 77b shows the ACF and P ACF of the model residuals at the daily 
seasonal lags. There are spikes at lags 96, 144, 288, 334, 412 and 720. However, Figure 77c 
shows that the GHP A method has been adequate in modelling the weekly seasonal 
component of the series. It is apparent from Figure 77c that there are no significant 
autocorrelation in the model residuals of the series at the weekly seasonal lag. 
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6.5.3 Results ofthe U.S. monthly airline passenger series 
With the standard HP A method, the deterministic function that was used to model the 
deterministic component of the monthly airline passenger series only included the levelland 
2 profiles. However, with the GHPA, the following expression has been evaluated to model 
the deterministic component: 
f C ) " " t = Yat + Wt + PZt-l + rZt-12 (57) 
Where Y~t and w, are the same levelland 2 profiles that were employed in the modelling 
process of the standard HPA, p = 0.5 and '"C = 0.3. 12 is the duration of the seasonal 
component of this time series. 
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Figure 59: Observed values and the deterministic components of the U.S. monthly airline passenger series 
using the GHPA from January 1983 - December 2003. Like the deterministic component ofthe HPA, the 
deterministic function of the GHPA has also under-forecasted the series between January 1986 and mid 
1990. However, the deterministic function of the GHPA has modelled the deterministic component of the 
series more adequately than that of the HP A. 
The deterministic component of the series that was modelled using Equation C 57) of the 
GHPA is shown in Figure 59. The deterministic function of Equation (57) has been adequate 
in modelling the deterministic component of the series. The values of MAPE and RMSE 
during the within-sample period for the stochastic component were 0.310 and 0.042. During 
the out-of-sample period, the value of MAPE reduced by almost 40% to 0.187 whilst the 
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value ofRMSE reduced by almost 50% to 0.023. This shows that the accuracy measure of the 
deterministic component has improved significantly during the out-of-sample period. 
After modelling the deterministic component, it was deducted from the observed values to 
obtain the stochastic component. The following seasonal ARIMA (1,0,2) x (2,0,2)12 model 
was identified to model the seasonal component: 
(1 + 0.894B)(1 + 0.286B12 + 0.513B24)Yt 
= (1 - 0.677B + 0.209B2)(1 + 0.247B12 + 0.891B24)Et 
The SAS output of this seasonal ARIMA model is shown in Figure 60. 
Maximum Li kel ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr > Iti Lag 
MA1,1 0.67720 0.07665 8.83 <.0001 1 
MA1,2 -0.20871 0.07278 -2.87 0.0041 2 
MA2,1 -0.24676 0.11642 -2.12 0.0340 12 
MA2,2 -0.89075 0.21436 -4.16 <.0001 24 
ARl ,1 0.89454 0.04227 21.16 <.0001 1 
AR2,1 -0.28634 0.14680 -1.95 0.0511 12 
AR2,2 -0.51335 0.15172 -3.38 0.0007 24 
Variance Estimate 0.000796 
Std Error Estimate 0.028219 
Ale -854.021 
SBe -830.794 
Number of Residuals 204 
Figure 60: SAS output for modelling the CHP A stochastic component of the U.S. monthly airline 
passenger series using the ARIMA procedure. 
Adding the deterministic component to the one-step ahead forecasts of the stochastic 
component, the one-step ahead forecasts of the GHP A were produced. Figure 61 shows a 
time plot of the observed values with the GHP A one-step ahead forecasts. The ARIMA 
model that was used to model the stochastic component has corrected for most of the errors 
that were created from modelling the deterministic component. Upon inspecting the accuracy 
of the one-step ahead forecasts, a MAPE of 0.211 and RMSE of 0.028 were found for the 
within-sample period, whilst the values of MAPE and RMSE for the out-of-sample forecasts 
were 0.098 and 0.015 respectively. The values of the MAPE and the RMSE both reduced 
significantly by 53% and 46% respectively during the out-of-sample period. This shows that 
the deterministic function and the ARIMA model that was identified to model the stochastic 
component performed adequately in modelling and producing one-step ahead forecasts for 
this time series. 
165 
11.20 


















ro m "I' U'> IQ ID .... co Ol O'I Q ,... '" N M "" V> V> IQ ..... co co Ol o .... H N '" oo ~ op op oo op op op op op 'll 'll ll 'll 'll 'll 'll 'll 'll 'll 'll 'll 'll Cf Cf Cf Cf Cf S:: u ~ o. S:: ti ~ o. t: ti ~ o. t: ti ~ a t: tl ~ o. e ti ~ o. e ti ~ o. ~ O « ~ O « ~ O « ~ O « ~ O « ~ O « ~ O « 
Time 
-Observed values -one-step ahead forecasts 
Figure 61: Observed values and the one-step ahead forecasts of the U.S. monthly airline passenger series 
using the GHPA from January 1983 - December 2003. It can be seen from the time plot that with the 
exception of the year 1983, the GHP A has been very efficient in modelling the series. 
From the ACF and PACF of the model residuals shown in Figures (Figure 8la and b), it can 
be concluded that there were no significant autocorrelation or partial autocorrelation in the 
model residuals of the GHP A both at the non-seasonal and seasonal component. 
6.5.4 Results of the Simulated series 
Once the presence of heteroskedastic component has been tested for in the simulated series, 
ratios of variations were created for each of the simulated series in order to model the 
heteroskedastic components that are present in the series. These ratios were developed by 
following the steps described in Section 5.3. For the simulated series, one sub-series and 12 
groups were identified. That is, the variance of the simulated series was assumed to vary by 
year, and the variance of the observations in each year varies by month. Once the ratios were 
created, they were incorporated into the deterministic function by multiplying them with the 
HP A Levell profiles at the corresponding time periods. 
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Simulated Series using GARCH 
Apart from incorporating the ratios into the deterministic function, previous differences 
between the observed values and the deterministic component were also included in the 
deterministic function. The [mal deterministic function for the first simulated series is 
expressed as follows: 
fet)' = wtrtdm + PZ~-l + TZ~-48 + qJZ~-336 (58) 
Equation (58) is similar to Equation (55) with the exception of the annual cycle. Figure 62 
shows the observed values of the first simulated series with its GRP A deterministic 
components. 
rtdm is the ratio corresponding to a particular time period in a particular group of a sub-series. 
The ratios in Equation (58) have been constructed in a similar way as the ratios for the 
electricity consumption in a sport centre as described in Section 6.5.1. The values of p J T and 
qJ were found through grid search and are as follows: 
• Weekday: p = 0.05, T = 0.02, qJ = 0.015 
• Saturday: p = 0.05, T = 0.02, qJ = 0.1 
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Figure 62: Observed values and the GHPA deterministic components ofthe first simulated series. 
After modelling the deterministic component of the simulated series, the stochastic 
component was created as the remainder of the series once the deterministic component has 
been removed from the observed series. ARlMA identification tools were applied to the 
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stochastic component and the most adequate model with the lowest AIC and BIC is the 
ARlMA (0,0,1) x (1,0,2)336' This model is expressed as follows: 
(1- 0.2506B336)Z~ = (1 - 0.0592B)(1 - 0.6432B336 - 0.0869B672)Et 
The SAS output of the best adequate model for this time series is shown in Figure 63. 
Maximum Li ke I ihood Est imat ion 
Standard Approx 
Parameter Est imate Error t Value Pr ) ItI Lag 
MA1,1 0.05922 0.0075157 7.88 <.0001 1 
MA2,1 0.64323 0.03432 18.74 <.0001 336 
MA2,2 0.08694 0.01977 4.40 <.0001 672 
AR1 ,1 0.25060 0.03403 7.36 <.0001 336 
Variance Estimate 33.61802 
Std Error Estimate 5.798105 
Ale 111442.3 
SBe 111473.4 
Number of Residuals 17520 
Figure 63: SAS output for modelling the GHPA stochastic component of the first simulated series using 
the ARIMA procedure. 
The forecasts that are produced for the GHP A stochastic components using the ARlMA 
(0,0,1) x (1,0,2)336 model are added to the deterministic component of Equation (58) to 
create the one-step ahead forecast of the simulated series. The plot of the observed values and 


















izcs 07110 01/11 05/11 10110 04/10 
Date & Time 
Figure 64: Observed values of the first simulated series and its GHPA one-step ahead forecasts. 
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When the presence of heteroskedastic component was tested for in the residuals of the 
GHP A, there is evidence to conclude that there are still heteroskedastic components in the 
model residuals. However, the heteroskedastic component in the model residuals of the 
GHP A are not as significant as the heteroskedastic component in the residuals of other time 
series methods since the BP statistic and p-value of the GHP A residuals is better than those of 
other methods. 
Further inspection of the residuals shows that the ACF and P ACF of the GHP A model 
residuals does not contain any significant time series component as there are no patterns in 
the ACF and P ACF plots of the residuals at the non-seasonal, daily seasonal and weekly 
seasonal components. The ACF and P ACF plots are shown in Figure 85a, Figure 85b and 
Figure 85c. 
The accuracy performance of the GHP A was checked by using the MAPE and RMSE as an 
accuracy measure. For the within-sample period and the out-of-sample period, the MAPE of 
the GHPA were 17.62 and 15.75 respectively. The RMSE were 5.80 and 5.12 for the within- 
sample and out-of-sample periods respectively. Like the other time series methods, the 
performance of the GHP A during the out-of-sample period is better than its performance 
during the within-sample period. Also, the MAPE of the GHPA is smaller in comparison with 
the MAPE statistic of other methods. This shows that for the simulated series, the GHP A is 
able to produce better forecasts than the established methods. 
Simulated Series using Ratios 
Figure 50 shows that the deterministic function of the HPA under-forecasted this simulated 
series on most occasions. In order to improve the accuracy of the deterministic component 
that will be used to create GHP A forecasts, a set of ratios of variations and historical 
stochastic components were introduced into the deterministic function. By following the steps 
described in Section 5.3, ratios of variations were created to model the heteroskedastic 
component that is present in the second simulated series. These ratios, with the Level 1 
profiles that were created for the second simulated series, as shown in Figure 49 are used in 
Equation 58 to create the GHP A deterministic component. The values of p, rand <p that were 
used to model the GHP A deterministic component for the second simulated series are exactly 
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the same as those used to model the GHP A deterministic component for the first simulated 
senes. 
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Figure 65: Observed values and the GHP A deterministic components of the second simulated series. 
Based on the visual inspection of Figure 65, it can be concluded that the deterministic 
function of the GHP A supersedes that of the HP A since there are only few occurrences where 
the deterministic function has under- or over-forecasted the time series. The few occurrences 
of the under- or over-forecasting of the time series led to the lower MAPE and RMSE values 
in comparison with the MAPE and RMSE of the HP A deterministic component. During the 
within-sample period, the MAPE and RMSE of the deterministic component were 0.16 and 
0.03 respectively. Unlike the HPA whereby the MAPE and RMSE of the deterministic 
component during the out-of-sample period were much lower than the values of the within- 
sample period, the MAPE and RMSE of the GHP A deterministic component stayed the same 
during the out-of-sample period. 
Once the deterministic component has been modelled, the remainder of the senes after 
subtracting the deterministic component was modelled using the double seasonal ARIMA 
process. The most adequate ARIMA model for the stochastic component of the second 
simulated series is the ARIMA(1,0,2) x (0,0,1)48 x (0,1,1)336. This model can be expressed 
as follows: 
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(1 - 0.8789B)z; = (1- 0.9168B + 0.0862B2)(1 - 0.0414B48)(1 - 0.0927B336)Et 
Figure 66 shows the SAS output of the ARIMA(l,O,2) x (0,0,1)48 x (0,1,1)336 for the 
second simulated time series. 
Maximum Li ke I ihood Estimation 
Standar-d Appr-ox 
Par-ameter- Estimate Er-r-or- t Value Pr- > It: Lag 
MA1,1 0.91680 0.01948 47.06 (.0001 1 
MA1,2 -0.08621 0.0079690 -10.82 (.0001 2 
MA2,1 0.04142 0.0076484 5.42 (.0001 48 
MA3,1 0.09275 0.0076026 12.20 (.0001 336 
ARl ,1 0.87878 0.01825 48.15 (.0001 1 
Var-iance Estimate 0.000011 
Std Er-r-or- Estimate 0.003357 
AIC -147012 
SSC -146973 
Number- of Residuals 17184 
Figure 66: SAS output for modelling the GHP A stochastic component of the second simulated series using 
the ARIMA procedure. 
Once the forecasts of the stochastic components were created using the ARIMA(l,O,2) x 
(0,0,1)48 x (0,1,1)336' these forecasts were added to the GHPA deterministic component to 
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Figure 67: Observed values of the second simulated series and its GHPA one-step ahead forecasts. 
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Figure 67 shows the time plot of the second simulated series with its GHP A one-step ahead 
forecasts. From this time plot, it can be seen that the GHPA has been very accurate in 
modelling the second simulated series since there are only few occasions where the GHPA 
has not been able to fit or forecast the time series. In terms of accuracy measures, the MAPE 
and RMSE of the GHPA forecasts during the within-sample period were 0.01 and 0.00 
respectively. Like the GHP A deterministic component, the values of the MAPE and RMSE 
stayed the same during the out-of-sample period. 
Inspecting the model residuals of the GHP A shows that the GHPA has been successful in 
modelling the second simulated series at the non-seasonal and daily seasonal lag. This is 
because there are no obvious patterns in the spikes of the ACF and P ACF plots at the non- 
seasonal and daily seasonal lags, as shown in Figure 89a and Figure 89b respectively. 
However, from Figure 89c which shows the ACF and PACF of the GHPA model residuals at 
the weekly seasonal lag, there is evidence to suggest that some time series component might 
still be present in the residuals of the GHP A since there are significant spikes in the ACF and 
P ACF at the weekly seasonal lags. 
When the presence ofheteroskedasticity was tested for in the model residuals of the GHPA, a 
test statistic of 0.42 with a p-value of 0.5176 was found. Based on the result of the Breusch- 
Pagan test, it can be concluded that there is sufficient evidence not to reject the null 
hypothesis of no heteroskedasticity in the model residuals of the GHP A for this simulated 
series. The result of the BP test has provided further evidence to support the ability of the 
ratios of variations in modelling some or all of the heteroskedastic components that might be 
present in a time series. 
>- Discussion of the Simulated Series 
When generating the two simulated series, double seasonal components were created through 
a set of polynomial equations shown in Table 2 of Section 3.7. The double seasonal 
components in the simulated series are similar to the seasonal components in the electricity 
consumption series that are used as case studies in this research. 
Upon the application of the HP A and the GHP A to the simulated series, a set of profiles Wt 
were created to describe the seasonal components that exist in the series. One of the ways of 
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obtaining further evidence regarding the performance of GHP A in modelling the two 
simulated series is by comparing the structure of the intra-day and intra-week patterns that 
were used to generate the seasonal component in the simulated series with the levels of 
profiles (wt) that have been created by the GHPA to model the deterministic components that 
are present in the simulated series. In Section 3.7, two points were highlighted for comparing 
the structure of these components: the polynomial order and the signs of the parameters in the 
polynomial equation. 
Table 2 shows the polynomial equations that were used to generate the intra-day and intra- 
week patterns of the two simulated series, while Table 10 and Table 11 show the polynomial 
functions that have been used by the GHP A to model the seasonal components for the first 
and second simulated series respectively. 
It can be seen that the orders of polynomial that have been used by the GHP A to model the 
level 1 profiles for each of the simulated series are exactly the same as the orders of 
polynomial that were used to generate the intra-day and intra-week patterns for the simulated 
series. Although the orders of the polynomial equations under consideration are the same, not 
all the signs of the parameters are the same. For the first simulated series, apart from the signs 
of the parameters that were used to model the Weekday (00:00 - 05:30) and Weekend (00:00 
- 07:30) profile, most of the signs of the parameters for the other polynomial equations are 
different. However, for the second simulated series, the signs of the parameters for the 
polynomial equations were the same, with the exception of the signs of the parameters that 
were used to model the Weekday (06:00 - 21:00) and Weekend (08:00 - 19:30) profiles. 
Although some of the signs of the parameters in the polynomial equations that were used to 
generate the intra-day and intra-week patterns of the simulated series are not the same as the 
signs of the parameters used by GHP A to model the level 1 profile, it is worth noting that the 
signs of the dominant term in the polynomial equations have been the same, with the 
exception of the dominant term in the polynomial function used to model the Weekday 
(06:00 - 21:00) and Weekend (08:00 - 19:30) profiles in the first simulated series. The 
dominant term of a polynomial of order n is xn. It is worth noting that higher orders of 
polynomials were initially fitted to create the level 1 profiles of the HP NGHP A, however, 
the parameter estimates of these higher polynomial orders were not significant at the 5% 
level. The polynomial equations that have been used to create the HP NGHP A level 1 
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profiles of the simulated series are those whose parameter estimates were significant at the 
5% level. 
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Figure 68: Seasonal components used for constructing the first simulated series and the level 1 profiles 
developed by the HP AfGHP A for describing the weekday and weekend pattern. 
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Figure 69: Seasonal components used for constructing the second simulated series and the level 1 profiles 
developed by the HP AfGHP A for describing the weekday and weekend pattern. 
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senes. 
Figure 68 and Figure 69 compare the weekday and weekend patterns that were used in the 
construction of the first and second simulated series respectively, with the HP AlGHPA 
weekday and weekend patterns that were modelled as level 1 profiles for each of the 
simulated series. The values used for plotting Figure 68 are the remainders of the weekday 
and weekly patterns after subtracting the mean from each corresponding pattern. Since the 
profiles created by the HP AJGHP A are similar to the seasonal patterns that were used to 
construct the series, Figure 68 and Figure 69 can be used as further validation to demonstrate 
that the profiles created by the GHP A are suffIcient to describe the behaviours of a time 
In Section 3.7, it was mentioned that a statistical test will be used to compare the distribution 
of the random errors that were used in generating the simulated series and the model residuals 
of each time series method. Table 12 shows the test statistic of the two way Kolmogorov- 
Smirnov test for comparing the distributions. 
Simulated series using GAReH Simulated series using Ratios 
Test statistics p-value Test p-value 
statistics 
Double seasonal 35.787 <0.001 4.963 <0.001 
ARIMA 
Double seasonal 34.900 <0.001 13.387 <0.001 
Holt-Winters 
HPA 34.836 <0.001 5.871 <0.001 
GHPA 32.181 <0.001 2.196 <0.001 
Table 12: Test statistics of the 2-way Kolmogorov-Smirnov test. This table shows the result of the 
comparison between the distribution of the irregular component used to generate the simulated time 
series and the distribution of the model residuals of different methods. 
Based on the values shown in Table 12, there is suffIcient evidence to conclude that the 
distribution of the residuals for each time series method is significantly different to the 
distribution of the random errors that were used to generate the simulated series. This shows 
that none of the time series methods have been successful in capturing the distribution of the 
random errors that were included in the simulated series. When comparing the performance 
of the time series methods in capturing the distribution of the random errors in the simulated 
series, the GHP A method was the most accurate method since it had the lowest statistic 
value. The GHP A method outperformed established time series methods in modelling the 
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distribution of the irregular components because it was adequate in the explicit 
decomposition and modelling of the other time series components that are present in the time 
senes. 
Although it can be concluded from Table 12 that the distribution of the random errors in the 
simulated series is different to the distribution of the model residuals of the time series 
methods, it is worth noting that the Kolmogorov-Srnirnov test assumes samples of 
independent observations. That is, the test was applied on datasets where the assumption of 
independency is usually violated. Therefore, the values shown in Table 12 might be sub- 
optimal and hence should be treated with caution since there are elements of dependency in 
the observations of most time series. 
In terms of heteroskedastic components, the BP test statistic of the first simulated series was 
186.88 with a p-value < 0.001, while the BP statistic of the second simulated series was 
12.36 with a p-value < 0.001. After the GHPA was applied to the first simulated series, the 
BP test statistic of the model residuals was 99.65 with a p-value < 0.001. As can be seen 
from Table 15, the GHPA has the lowest BP test statistic in comparison with other time series 
methods, this shows that the ratios of variations in the GHP A has been able to model some of 
the heteroskedastic components in the first simulated series. Table 15 shows that the ARlMA 
model and the HP A were not adequate in modelling the heteroskedastic components of the 
first simulated series since the BP statistic of their model residuals was not significantly 
different from the BP statistic of the original series. 
The intensity of the heteroskedastic component in the second simulated series was not as high 
as that of the first simulated series. This is because the BP statistic of the second simulated 
series was much lower than the statistic of the first simulated series. Although the double 
seasonal Holt- Winters method was the second best method in modelling the 
heteroskedasticity of the first simulated series, the exponential smoothing method is the least 
accurate method in modelling the heteroskedastic component of the second simulated series, 
due to the fact that it had the largest BP statistic and also based on its p-value there is 
suffIcient evidence to reject the null hypothesis of no heteroskedasticity in the model 
residuals. The double seasonal ARlMA and the HP A were both comparable in terms of 
heteroskedasticity for the second simulated series since they both have similar BP statistics. 
176 
However, at the 10% level of significance there is insufficient evidence not to reject the null 
hypothesis of no heteroskedasticity in the model residuals of the double seasonal ARlMA and 
HP A. Similar to the result of the frrst simulated series, the GHP A outperform the other time 
series methods in terms heteroskedasticity. Based on the values shown in Table 15, the 
GHP A had the lowest BP statistic for the second simulated series and also, based on the its p- 
value there is enough evidence to conclude that the GHP A has been successful in modelling 
the heteroskedastic component of the second simulated series. The ratios of variations that 
were created to model the heteroskedasticity in the second simulated series led to the 
conclusion not to reject the null hypothesis of heteroskedasticity in the residuals of the 
GHP A. The ability of the GHP A to model the heteroskedastic component through the ratios 
of variations and the hybrid deterministic function contributed to the superiority of the GHP A 
over its benchmark in modelling the simulated series. 
Table 13 shows the values of MAPE and RMSE during the out-of-sample period for the 
deterministic components of the HPA and GHPA, while Table 14 shows the values ofMAPE 
and RMSE during the out-of-sample period for the one-step ahead forecasts errors of the 
ARlMA, exponential smoothing, HP A and GHP A. 
Within-sample period Out-of-sample period 
MAPE RMSE MAPE RMSE 
Electricity consumption in a sport centre 
HPA 20.73 6.53 43.00 10.00 
GHPA 14.31 4.68 27.13 6.73 
Electricity consumption in an industrial organisation 
HPA 6.89 25.04 13.92 42.06 
GHPA 4.65 17.31 7.88 24.47 
Airline passenger series 
HPA 0.43 0.06 0.23 0.03 
GHPA 0.31 0.04 0.19 0.02 
Simulated series using GAReR 
HPA 2l.40 7.02 19.14 6.14 
GHPA 19.35 6.35 17.03 5.54 
Simulated series using Ratios 
HPA 10.25 2.29 9.42 2.08 
GHPA 0.16 0.03 0.16 0.03 
Table 13: MAPE and RMSE of the HP A and the GHP A deterministic components. The values of MAPE 
and RMSE of the GHP A are smaller than those of the HP A. 
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Within-sample period Out-of-sample period 
MAPE RMSE MAPE RMSE 
Electricity consumption in a sport centre 
ARIMA 7.85 3.12 11.08 4.09 
Exponential Smoothing 9.72 3.94 13.30 6.57 
HPA 8.17 3.01 11.12 3.94 
GHPA 8.38 2.99 12.00 3.96 
Electricity consumption in an industrial organisation 
ARIMA 2.58 11.34 2.99 10.48 
Exponential Smoothing 2.91 12.99 3.47 12.07 
HPA 2.54 11.34 3.08 10.69 
GHPA 3.03 11.72 3.18 9.96 
Airline passenger series 
ARIMA 0.21 0.03 0.17 0.02 
Exponential Smoothing 0.19 0.03 0.15 0.02 
HPA 0.20 0.03 0.15 0.02 
GHPA 0.21 0.03 0.10 0.02 
Simulated series using GARCH 
ARIMA 25.99 8.59 23.02 7.51 
Exponential Smoothing 22.46 7.34 19.53 6.32 
HPA 21.40 7.02 19.14 6.14 
GHPA 17.62 5.80 15.75 5.12 
Simulated series using Ratios 
ARIMA 3.55 1.51 3.41 1.37 
Exponential Smoothing 6.03 1.81 5.70 1.59 
HPA 5.64 1.51 3.53 1.37 
GHPA 0.01 0.00 0.01 0.00 
Table 14: MAPE and RMSE of one-step ahead forecasts. The ARIMA is more efficient in producing 
forecasts for the electricity consumption time series. While the GRP A is more efficient for the U.S. 
monthly airline passenger series and the simulated series. 
BP statistic p-value BP statistic p-value BP statistic of p-value 
of Simulated of Simulated electricity 
series using senes usmg consumption in a 
GAReR Ratios sport centre 
Observed 186.88 <0.001 12.36 <0.001 941.93 <0.001 
values 
ARlMA 186.16 <0.001 3.22 0.0726 91.99 <0.001 
residuals 
Exponential 119.00 <0.001 7.97 0.005 185.14 <0.001 
Smoothing 
residuals 
HPA 182.33 <0.001 3.70 0.0544 105.41 <0.001 
residuals 
GHPA 99.65 <0.001 0.42 0.5176 53.54 <0.001 
residuals 
Table 15: Testing for the presence of heteroskedasticity in the model residuals of three time series. 
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6.6 Conclusion 
Although the HPA has been applied successfully to several time senes ill the past for 
modelling and forecasting, it has never been applied to a time series that is measured on a 
half hourly resolution. Hence, the two electricity consumption time series that have been 
chosen for case studies in this research were required to be measured on a half hourly basis. 
The requirement for half hourly datasets was necessary because half hourly data is a form of 
interval energy data that is very common throughout the world, and also it is mandatory for 
electricity consumers in the U'.K. whose average power demand over an half hour period 
exceeds 100 kW. Half hourly datasets provide more information than other datasets that are 
measured in higher resolution such as hourly, daily or weekly. However, there now seems to 
be an increase in the number of organisations that are measuring energy data on lower 
resolutions, such as on a I5-minute basis. 
The half hourly electricity consumption of a sport centre was chosen because of its various 
characteristics, such as the double seasonal component, changes in half hourly consumption 
patterns across different months and changes in the variation of the series depending on the 
time of the year, that is, presence ofheteroskedastic component. 
The half hourly electricity consumption of an industrial organisation was chosen mainly 
because of its double seasonal components, although there were not enough observations in 
order to build an adequate model for the annual cycle. 
Unlike the two other time series which were electricity consumption series and were also 
measured on a half hourly basis, the U.S. airline passenger series was chosen in order to 
identify the potential of the GHP A when applied to a dataset that is not energy related, and 
also not measured on a half hourly resolution. The airline passenger series was an ideal 
choice for identifying the potential of the GHPA because it is a famous dataset in the time 
series and forecasting literature where newly developed time series methods can be applied to 
and make necessary comparison between new methods and established ones. Unlike the half 
hourly consumption series, the airline passenger series was measured on a monthly basis and 
only has a single seasonal component with an upward general trend. 
The remainder of this section presents the conclusion and summary of the results that have 
been obtained from modelling several time series using different methods. 
179 
Using the Mean Absolute Percentage Error (MAPE) as an accuracy measure, the double 
seasonal ARlMA was superior to the double seasonal Holt-Winters smoothing, the standard 
HP A and the generalised HP A in modelling and forecasting the two electricity consumption 
time series during the within-sample and out-of-sample periods. However, the GHP A was 
superior to the other three approaches in modelling and forecasting the U.S. airline passenger 
series and the simulated series during the within-sample period and the out-of-sample period. 
For the two electricity consumption time series, the double seasonal ARlMA process has the 
lowest MAPE during the out-of-sample period. The models of the double seasonal ARlMA 
process were the most accurate in producing one-step ahead forecasts for these two time 
series. However, the ACF and P ACF of the model residuals of the two electricity 
consumption series show that there are significant spikes in some of the daily and weekly 
seasonal lags. Although the MAPE of the ARlMA process was not the largest in modelling 
the airline passenger series, during the within-sample and out-of-sample periods, the 
inspection of the model residuals shows that the seasonal ARlMA process was efficient in 
modelling the non-seasonal and seasonal component of the series. For the first simulated 
series, the performance of the double seasonal ARlMA was not as good as its performance on 
the other series because the ARlMA model was the least accurate method, in terms ofMAPE 
and RMSE, in fitting and forecasting the first simulated series. However, the MAPE and 
RMSE statistics both decreased during the out-of-sample period. 
For the second simulated series, the double seasonal ARlMA model was the second best time 
series method in fitting and forecasting the time series, as well as modelling the 
heteroskedasticity in the time series. 
Of the many combinations of p, d and q tested for the ARIMA(p, d, q)(P, D, Q)Sl (P, D, Q)sz' 
the final ARlMA process that has been used to model the time series in this research are the 
ones with the lowest BIC, whose parameter estimates meet the stationarity and invertibility 
condition, and are also significantly different from zero. However, it can be concluded that 
the ARlMA models have not been very adequate in modelling the half hourly electricity 
consumption series because there are still some significant autocorrelation in the model 
residuals despite the fact that high polynomial orders have been used to model the series. 
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The model residuals obtained from applying the double seasonal Holt-Winters to the two 
electricity consumption series were non-stationary because the ACF and P ACF of the 
residuals remained significant at longer seasonal lags. The simple seasonal exponential 
smoothing method that was applied to the airline passenger series performed best during the 
within-sample period as it had the lowest MAPE. This method was also able to model the 
seasonal component of the airline passenger series successfully because there was no 
evidence of a seasonal pattern in the ACF and P ACF of its model residuals at the seasonal 
lag. However, the spikes at the first few non-seasonal lags of the ACF (Figure 75a) shows 
that some elements of a time series component still exist in the model residuals of the 
exponential smoothing method. 
In terms of MAPE and RMSE, the double seasonal Holt-Winters method performed better 
than the ARIMA method when applied to the first simulated series. Unlike the ARIMA 
model residuals which had no reasonable pattern in the significant spikes of its ACF and 
PACF, the inspection of the ACF and PACF of the double seasonal Holt-Winters method 
show that some time series component might still exist in the model residuals of the Holt- 
Winters method, therefore the Holt-Winters forecasts for the first simulated series should be 
treated with care. 
For the second simulated series, the double-seasonal Holt-Winters method was the least 
accurate time series method in terms ofMAPE and RMSE during the within-sample period as 
well as during the out-of-sample period. This conclusion is further supported by the ACF and 
P ACF of the Holt-Winters model residuals, whereby there are several significant spikes at 
both the non-seasonal and seasonal lags. 
One of the limitations of using ARIMA to model the time series that were considered in this 
research was the significant amount of time spent in transforming the time series into 
stationarity. Also, the model identification process of an appropriate ARIMA model has been 
time consuming due to the presence of multiple seasonal components in the two electricity 
consumption time series. Although there are guidelines for identifying a tentative ARIMA 
model using the ACF and PACF, these guidelines are not always efficient; the concluding 
ARIMA model that was used to model these series was chosen heuristically. Therefore, the 
identification process of an ARIMA model can be time consuming when modelling a 
complex time series with multiple seasonal components. 
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Upon investigation of the two electricity consumption series, a weekly seasonal cycle was 
identified. However, the standard HP A was not able to model the weekly cycle as a 
deterministic component, because of the inconsistent number of weeks in a year. Using a time 
series technique to model the stochastic component of the two demand series, the double 
seasonal ARIMA model was not successful in modelling the weekly seasonality as a 
stochastic component, as it is shown in Figure 72c and Figure 76c that there are significant 
partial auto correlations at most of the weekly seasonal lags of the HPA errors. For the airline 
passenger series, the accuracy of the one-step ahead forecasts that were produced using the 
HP A was better than those of the ARIMA and exponential smoothing because the MAPE of 
the HPA was smaller than the MAPE of the two established approaches. For the simulated 
series, the HP A had the second lowest MAPE during the within-sample period and the out- 
of-sample periods. Despite the fact that there was no suitable ARIMA process to model the 
stochastic component of the HP A, the HP A was still the second best method for fitting and 
forecasting the simulated time series. Through a visual inspection of the ACF and P ACF of 
the HP A model residuals for the simulated series, it can be seen that the HP A was adequate in 
modelling the components of the series because no evidence of a significant pattern is visible 
from the ACF and PACF of the residuals as shown in Figure 84a, Figure 84b and Figure 84c. 
However, in understanding the underlying structure of the demand series, the standard HP A 
performed well compared to the ARIMA process and Holt-Winters method, because the 
levels of profile that were modelled provided information that can be useful in analysing a 
time series. For instance, any change in the half hourly consumption pattern of a certain 
process can be easily detected by comparing the half hourly consumption ofa day to the load 
profiles that have been modelled as the level 1 profile. This sort of comparison could help in 
detecting changes in the pattern of a time series after creating a profile for the standard 
pattern. 
A similar adjustment for error autocorrelation in the Holt-Winters methods which was 
described by Taylor (2003) was used in this research. However, the novel error adjustment 
that was used in modelling the deterministic component of the GHP A was constructed to 
accommodate a seasonal factor. The deterministic function of the GHP A included past errors 
of the previous observations and those of the previous seasonal period. This novel error 
adjustment can be applied on a wider range of time series compared to the error 
autocorrelation adjustment described by Taylor (2003), because the novel adjustment for the 
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developed HPA is more general due to the fact that it is able to accommodate non-seasonal 
and seasonal components. 
Most established time series methods assume that the error term has a constant variance. This 
assumption is not always true, such as when there is a presence ofheteroskedastic component 
in a series. Although applying time series methods that assume constant variance on 
heteroskedastic time series will not cause the parameter estimates of a model to be biased, it 
can however lead to the variance of the parameters being biased. Existing methods such as 
the ARlMA, Holt-Winters smoothing and HP A all assume that the error term has a constant 
variance. Therefore, applying these methods on the half hourly consumption of a sport centre 
and the simulated series will lead to bias in the variance of the parameters that are used in the 
final model of each time series method, and hence, the confidence limits of these parameters 
cannot be relied on. 
Novel ratios of variation were developed in this research in order to describe the variability of 
the observations in a sub-group in relation to the observations of a sub-series which the sub- 
group corresponds to. The ratios have been modelled as part of the deterministic component 
of the GHPA by multiplying them with the levell profiles in order to describe the variability 
that exist in the series. For the electricity consumption of a sport centre and the simulated 
series, half hourly ratios across a week (336 ratios) were created for each of the 12 months in 
the year. Creating different ratios for each month would allow the forecasts of the series to be 
heteroskedastic, and the errors homoskedastic when the level 1 profiles for each month are 
multiplied with the ratios. 
For the electricity consumption in a sport centre, the null hypothesis of no heteroskedasticity 
was rejected in the residuals of the double seasonal ARIMA, the double seasonal Holt- 
Winters exponential smoothing and the standard HP A. Although the p-values of the three 
models are the same under the test for heteroskedasticity, the BP statistics of the double 
seasonal Holt-Winters and the standard HPA are highly significant for a chi-squared variable 
with one degree of freedom, compared to the BP statistic of the double seasonal ARIMA. 
Since the BP statistics of the double seasonal Holt-Winters method and the standard HPA are 
greater than that of the double seasonal ARIMA, it is believed that there is a higher level of 
heteroskedasticity in the residuals of the double seasonal Holt-Winters and the standard HPA 
than in the model residuals of the double seasonal ARlMA. With a smaller BP statistic 
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compared to those of the two benchmark models and the standard HP A, the GHP A has 
proved superior in modelling the heteroskedasticity that is present in the demand series using 
the ratios of variation that were created. 
Applying the Breusch-Pagan test to the model residuals of the time senes methods, the 
presence ofheteroskedastic components still exist in the model residuals of all the time series 
methods including the GHP A, with the exception of the second simulated series. Although 
the BP statistics of the four time series methods are comparable, the GHP A has been able to 
model some of the heteroskedastic component that is present in the first simulated series 
because it had the lowest BP statistic when compared to the established methods as shown in 
Table 15. The GHPA has also been successful in modelling the heteroskedasticity in the 
second simulated series by using the ratios of variation. 
From Table 13, it can be seen that the deterministic components that were created using the 
novel error adjustment and the novel sets of ratios were more accurate than the deterministic 
components that were created using the deterministic function of the standard HP A method 
for both the within-sample and out-of-sample periods. It can be concluded that the 
deterministic function of the GHP A is far superior than the deterministic function of the 
HPA. 
The results in Table 14 generally show that the GHPA model is satisfactory and comparable 
with established time series methods that have been used as benchmark models in this 
research. However, it is expected that the MAPE of the GHPA will reduce if another level of 
profile can be created to model the weekly seasonal component of the two electricity 
consumption series and the simulated series. 
Unlike existing energy management techniques, the GHP A has been used to model variances 
that change with time by incorporating the novel ratios of variation into the GHP A model. 
Therefore, this makes it a powerful tool that empowers energy management processes in 
controlling operations at temporal profile level. These ratios of variation have been adequate 
in modelling heteroskedasticity, but only to a certain extent because there was sufficient 
evidence to reject the null hypothesis of no heteroskedasticity in the model residuals of the 
electricity consumption of a sport centre and the simulated series using the Breusch-Pagan 
test. 
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The novel half hourly ratios of variation that were created for the seven days of the week for 
all twelve months were able to describe the monthly-seasonal variation. These ratios can be 
adjusted in advance based upon past information for days of the week when there is a special 
event or a bank holiday so that accurate forecasts can be produced for days with similar 
consumption pattern but disparate consumption levels. 
Although the MAPE of the GHP A is comparable with those of the double seasonal ARIMA 
and double seasonal Holt-Winter's smoothing, in this research, the two established time 
series methods are seen to be more parsimonious compared with the GHP A in terms of the 
number of parameters that were used to model the time series. This can be seen as a 
limitation of the GHP A, however, this limitation does not outweigh the benefits of GHP A 
such as gaining further understanding into the underlying dynamics of a time series. 
Despite the fact that the results of the GHP A have been comparable with other established 
methods, this is not proof that the GHP A is better than other methods or that anyone 
particular method is better. Therefore, it is advisable that based on the objective of any time 
series analysis, different time series methods should be applied on the time series and the 
method whose results meet the objective of the analysis should be chosen as the ultimate 
method. 
In this research, we have investigated the application of HP A in the field of energy 
management. The HP A was developed as a forecasting approach, and has never been used as 
a process control application. The next chapter further develops the GHP A as a control 
application for detecting irregular observations such as intervention events in a series, and 
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Chapter 7 - Control 
7.1 Introduction 
In Chapter 6, the one-step ahead forecasts of four time series were produced using ARIMA, 
exponential smoothing, HP A and the novel GHP A. Although forecasting future values is an 
important aspect of time series analysis, it is equally important to detect any unusual 
intervention events that could affect the behaviour of a time series. Hence, this chapter 
presents and discusses the results of detecting irregular observations through the prediction 
intervals of established time series methods and the novel prediction intervals that have been 
developed for the GHP A. 
7.2 Intervention events 
One of the aims of this research is to develop a set of prediction intervals that can be utilised 
to detect irregular observations in a time series. Even though there are some irregular 
observations in the half hourly electricity consumption time series that have been analysed in 
this research, these series do not have any significant intervention components. Hence, 
irregular observations for the electricity consumption time series were simulated through a set 
of mathematical functions. Table 3 shows the common types of intervention components that 
have been considered in time series analysis. Simulation was used to replicate the effect of 
the intervention types 2, 4 and 5 in Table 3 to represent temporary and permanent shifts in the 
two half hourly electricity consumption time series that are been considered in this research. 
These intervention types were chosen based upon expert inputs from the industrial partner. 
For instance, in the case of the electricity consumption in a sport centre, an intervention type 
2 will occur if a major televised event is being organised at the sport centre. There will be a 
temporal increase in the electricity usage during the televised event and the electricity usage 
will revert to its original level after the event. 
An intervention type 4 will usually occur when a high energy efficient appliance is installed 
at the sport centre. Installing such appliances would reduce the electricity consumption of the 
sport centre abruptly and permanently. 
Intervention type 5 will occur when a new energy management system is been carried out at 
the sport centre. The effect of the instalment of a new system on the consumption series 
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would be gradual and permanent because the sport centre would have to go through a 
transformation stage from using an old energy management system to a new one. This 
transformation stage might include training staff about the new system which in turn will lead 
to a gradual change in the way energy is consumed at the centre. 
As introduced in Section 4.8, P, and St are the two dummy variables that denote the 
occurrence of intervention events. P; represents the effect of an intervention that is temporary 
and will die out after time to. That is, the elements of an intervention that is simulated using 
P; will disappear after to. Meanwhile, St represents the effect of an intervention that is 
permanent after time to. The elements of an intervention that is simulated using St can either 
be abrupt or gradual, depending on which mathematical function is applied. These dummy 
variables were utilised in this research to simulate upward and downward, step and pulse 
shifts for the half hourly electricity consumption series. 
Since the electricity consumption time serws is made up of different components, the 
simulated series must also possess the components of the half hourly series. Therefore, the 
seasonal and irregular components of the simulated series were generated as follows: 
• Seasonal components St - Set of half hourly averages of each day of the week for every 
month. For instance, the seasonal component for the simulated dataset in April is the set 
of half hourly averages from the historical observations of the sport centre's series for 
each day of the week in April. 
• Random errors et - Set of random standard normally distributed dataset. That is, 
E(et) = O and V(et) = 1. Random errors have been used for generating the simulated 
series because it was assumed that the errors of the historical observations for the half 
hourly electricity consumption series were normally distributed. Using a set of errors that 
are not normally distributed might affect the structure and features of the simulated 
senes. 
For a time series Yt the intervention models considered in this research are: 
Step level shift: It = coSt. For example, the abolishment of tuition fees will make the number 




Delayed level shift: It = _(O_ St. For example, the introduction of a new regulation requiring 
i -es 
organisations to start producing their energy reports publicly, and making the regulation to be 
compulsory after a certain date. 
Decayed level shift: It = ~ Pt. For example, an international sport event being held by a 
i-oB 
country would make tourism to increase for the period that the event is being held, and will 
reverts back to its previous level after the event. 
The values of o and CD determine the rate at which the level shift occurs. 
Overall, the simulated post-intervention series for each type of level shift is calculated as 
follows: 
Y t = r t + St + et + It 
Where r, is the trend component. Each of the post-intervention series that were simulated 
includes one of the three level shifts that have been described. 
For the monthly airline passenger series, an intervention event is already present in the series; 
therefore, no intervention event has been simulated for the passenger series. As mentioned in 
Section 3.6, the intervention event which occurred in September 2001 was probably caused 
by the terrorist attack in New York City. Not having to simulate an event for the airline 
passenger series is beneficial for this research because it creates a situation whereby the 
potential of the GHPA can be assessed when applied to a real-life intervention event. 
The two simulated series described in Section 3.7 consist of a permanent step level shift. The 
sizes of the level shifts are two and one standard deviation of the observations of the pre-level 
shift for the first and second simulated series respectively. Prediction intervals of the 
established methods and the GHPA will be applied to the simulated series in order to detect 
these step level shifts. 
Once the intervention events were simulated, the prediction limits that are produced by the 
time series methods were utilised to detect the intervention events. Section 7.3 introduces the 
results of the prediction limits and their ability to detect these intervention events. 
7.3 Detecting intervention events through the prediction limits of established methods 
Once the prediction limits for the time series methods have been created, the procedure 
described in Section 5.5 and Figure 16 will be applied to the time series in order to detect an 
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intervention event. For the two half hourly electricity consumption time senes and the 
simulated series, this procedure is described as follows: 
• For each observation in a time series, a variable Odet) was created to determine if an 
observation is within the prediction limits or not. 
• Aggregate the value of Odet) over 24 hours (i.e. 48 half hour observations) such that 01 
is the sum of all Od (t) on day one. 
• Calculate the cumulative sums of Oo to O !!_-l whereby :8 is the last day in the time 
48 
series, i which is the number of days over which we will be testing to check if there has 
been any significant change has been chosen as 7, and O!!__l is the sum of all Odet) on 
48 
day .E_ - l, Since L = 7, the DICTAT procedure will be comparing the number of 
48 
observations outside the prediction limits over the past 7 days with the number of 
observations outside the prediction limits from day 1 till a week ago. 
• Fit a regression line to the cumulative sums of, Oo till 0!!__7. 
48 
• Calculate the cumulative sums of 0!!_-1+1 to O!!_. 0!!_-1+1 is the sum of all Odet) on day 
48 48 48 
.E_ +L + 1 and O!!_ is the sum of all Odet) on the last day of the series. 
48 48 
• Fit another regression line to the cumulative sums of day.E_ - i + 1 until the most recent 
48 
observation of the series day.E_. 
48 
• Once the two lines have been fitted, perform a test to compare the slopes of the 
regression lines to determine if there is any significance difference between the slope of 
the regression line from day one to day .E_ - 7 and the slope of the regression line from 
48 
II II day - - l. + 1 to day -. 
48 48 
It is worth noting that when the slopes are being compared, the first set oft-statistics obtained 
after day one will be significant. This is because at the early stage of performing this 
procedure, there will only be few observations that are available. Therefore, the t-statistic 
from the slope comparison of the regression lines will be larger than the critical t-value. 
From Equation (5) of Section 4.3 which shows the student t-test for comparing two slopes, 
when the standard error of the difference between two slopes is small, the t-statistic will be 
large because the standard error of the difference between two slopes is indirectly linked to 
the number of observations through the pooled sum of squared errors. Also when the 
numbers of observations that are used to fit the regression lines are small, the sum of squared 
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errors from each regression line will be small compared to when there are large number of 
observations. Thus, when the sum of squared errors from each regression line are small, the 
pooled sum of squared errors will also be small and therefore, makes the standard error of the 
difference between two slopes to be small. 
For the electricity consumption in a sport centre, the observations of Figure 90 includes the 
simulated downward step level shift (a), upward step level shift (b), downward delayed level 
shift (c) and upward delayed level shift (d). The simulated downward and upward step level 
shift have been generated by using intervention type 4 of Table 3, while the downward and 
upward delayed level shift have been generated by using intervention type 5. 
Figure 91 includes the simulated downward decayed level shift with the shift reverting to its 
pre-intervention level (a), upward decayed level shift with the shift reverting to its pre- 
intervention level (b), downward decayed level shift with the shift reverting to a different 
level instead of its pre-intervention level (c), and an upward decayed level shift with the 
shifting reverting to a different level instead of its pre-intervention level (d). The simulated 
observations of all the decayed level shifts have been generated by using intervention type 2. 
These simulated step, delayed and decayed level shifts have been used to evaluate the 
prediction limits of the ARlMA process, the Holt-Winters exponential smoothing method, the 
HP A and the GHP A for the two electricity consumption time series. The results are discussed 
as follows. 
7.4 Prediction Limits for the electricity consumption in a sport centre 
It was stated in Section 3.3 that when simulating a downward intervention component for the 
half hourly consumption time series ofa sport centre, most of the simulated observations will 
be negative. For the purpose of evaluating prediction limits, a constant of 50kWh has been 
added to all the observations of the electricity consumption time series in a sport centre. This 
constant has been added to this time series in order to shift the observation values upward so 
that when a downward intervention component is simulated, none of the simulated 
observations will be negative. It is worth noting that adding a constant to all the observations 
of this series does not affect the analysis of the series or the quality of the results and 
conclusions made. 
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In terms of MAPE, the double seasonal ARIMA process outperformed the other time series 
methods that have been utilised in modelling the electricity consumption of a sport centre. 
This is shown in Table 14. Once a forecast value has been produced using ARIMA, the 
prediction limits of this value were obtained through the forecast value. Since ARIMA 
produces its forecasts based on previous observations, any recent variability in the latest 
observation will be incorporated into the next forecast that is produced and in tum, the 
prediction limits. Using these prediction limits as a tool for a process control application will 
not be appropriate because the variability that are incorporated into the prediction limits will 
allow the subsequent observations to fall within the limits, hence making these subsequent 
observations to appear normal or regular when in fact they are actually irregular. A 
consequence of using these prediction limits is that they will fail to detect irregular 
observations on many occasions and therefore, will fail to meet the objectives of a control 
analysis. 
Table 16 shows that before the intervention event, 5.38% of the observations were within the 
ARIMA prediction limits. This was expected since the prediction limits were at the 95% 
level. However, after the three simulated intervention events (downward step, downward 
decayed and downward delayed level shifts), 0.00% of the observations were within the 
prediction limits. Based on the result of the ARIMA prediction limits, it can be concluded 
that no intervention event has taken place since less than 5% of the observations in the post- 
intervention period are within the 95% prediction limits. 
Post-level shifts 
Pre-level shift Step downward Delayed downward Decayed downward 
ARIMA 5.38% 0.00% 0.00% 0.00% 
Holt-Winters 5.57% 1.12% 1.23% 2.12% 
HPA 5.45% 3.46% 3.78% 4.02% 
GHPA 5.75% 14.1% 17.52% 13.49% 
Table 16: Accuracy measures of prediction intervals for time series methods applied oil the electricity 
consumption in a sport centre. Percentage of observations outside prediction limits. 
Figure 92a includes the observations of the simulated downward step level shift and its 
ARIMA prediction limits. It can be seen that after the intervention, most of the observations 
were within the prediction limits. When observations are within the prediction limits, it can 
be concluded that the process is in statistical control and there has been no change in the 
pattern of the process. Although the simulated downward level shift is significant, the 
prediction interval derived for the ARlMA model here failed to detect this level shift. 
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Applying the procedure of detecting an intervention through a comparison of two slopes, 
Figure 93 shows the t-statistic value of the slope comparison procedure and the 5% level of 
significance critical t-statistic. If the t-value from the slope comparison is lower than the t- 
statistic at the 5% level of significance, it can be concluded that there is insufficient evidence 
to suggest that there has been an intervention event during the past 7 days. However, if the 
contrary is true, it can be concluded that there is sufficient evidence to suggest that an 
intervention event has taken place during the past 7 days. It can be seen from Figure 93 that 
the t-statistics of the slope comparison after the intervention event are all lower than the t- 
statistic of the 5% level of significance. Therefore, using the set of prediction limits that were 
produced by ARIMA has failed to detect the intervention event. 
A downward decayed level shift and a downward delayed shift were also investigated. Figure 
92b and Figure nc show the intervention components and their prediction limits. The results 
and conclusion of these two intervention components are also similar to the result of the 
downward step level shift. The prediction limits of the ARIMA process has failed to detect 
any of these intervention components. 
Like the ARIMA process, the Holt-Winters exponential smoothing method also incorporates 
any recent changes into the next forecast that is produced, therefore, the pattern of the latest 
changes in a time series are included in the prediction limits of the forecasts that are produced 
immediately after the change. Figure 94a, Figure 94b and Figure 94c show the intervention 
components (downward step level shift, downward delayed level shift and the downward 
decayed level shift respectively) and their prediction limits. These three figures show that 
after the intervention event, most of the observations were within the prediction limits. It can 
be concluded that the prediction limits of the Holt-Winters method have failed to detect any 
of the three intervention components. This conclusion is supported by Figure 95 which 
represents the t-statistics of the slope comparison that was made every 7 days. It can be seen 
that after the intervention, none of the t-statistics were greater than the critical statistic at the 
5% level of significance. Hence, based on the slope comparison it can be misleadingly 
concluded that there is insufficient evidence to suggest that an intervention event has taken 
place. 
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From Table 16, it is shown that 5.57% of the observations before the intervention event were 
within the 95% prediction limits. However, less than 5% of the observations of each of the 
simulated intervention series were within the prediction limits. Therefore, it can be concluded 
that the prediction limits of the Holt-Winters method have not detected any significant 
change in the pattern of the series even though a significant level shift has occurred. 
Although the result of the HP A one-step ahead forecasts is comparable to those of established 
methods such as the ARlMA and Holt-Winters methods, its ability to detect intervention 
events is somehow limited. Since ARlMA has been used to model the stochastic component 
in this research, the prediction limits of the one-step ahead forecasts that are produced by the 
HP A will include any latest changes as they occur in time. Figure 96a, Figure 96b and Figure 
96c show the three intervention components and their prediction limits. Like the ARlMA and 
Holt- Winters models, most of the observations of the intervention components are also within 
the prediction limits that were produced using the HP A. 
Comparing the slopes of the cumulative sums to detect if an intervention has occurred during 
the past 7 days, again it can be misleadingly concluded that there is insufficient evidence to 
suggest that there has been an intervention in the time series. This is evident in Figure 97 
where the t-statistics of the slope comparison are lower than the critical value at the 5% level 
of significance. This conclusion can also be supported by the set of statistics shown in Table 
16. It can be seen that before the intervention event, 5.45% of the observations of the time 
series were with the prediction limits of the HP A. After the intervention events, the prediction 
limits of the HP A failed to detect any significant change in the time series since less than 5% 
of the observations of the series were within the 95% prediction intervals. 
As stated in Section 5.4 a novel set of prediction limits have been developed for the GHPA. 
For the half hourly electricity consumption time series of a sport centre, the prediction limits 
of the GHPA forecasts were calculated using the following expression: 
PL of ŶtCk) = fCt + k)' + O.13zfCk) + O.36zfCk - 336) + O.51ZfCk - 672) ± (z x (J£) (59) 
Equation (59) is an example of the general prediction limits of the GHPA expressed in 
Equation (41). 
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Unlike the prediction limits of established time series methods, the prediction limits of the 
GHP A forecasts have been calculated to incorporate only a small element of any recent 
changes by giving less weight to the recent one-step ahead forecast of the stochastic 
component and more weights to previous one-step ahead forecast of the stochastic 
component. In order for the prediction limits of the GHP A to be very effective, it was 
assumed that any recent variability in the latest observation would have been modelled as part 
of the stochastic component. Therefore, rather than using only the stochastic component of 
the current observation to calculate the prediction interval of its forecast, previous stochastic 
components were introduced into the prediction interval. However, the weights given to these 
stochastic components increases as they become older. 
Upon simulating a downward step level shift, Figure 98a shows the observations of the 
intervention component and its GHP A prediction limits. It can be seen from the sub-chart that 
for the first seven days after the intervention, most of the observations were outside the 
prediction limits. This is because the prediction limits have been created to include less of the 
recent time series pattern and more of the historical time series pattern. As time goes on, the 
intervention begins to have a bigger impact on the prediction limits and some of the 
observations revert to appearing within the limits. After a while the prediction limits were 
fully adjusted to the intervention and most of the observations were within the limits. Since 
k - 672 is the oldest observation used in constructing the prediction limits, this means that 
the stochastic component of the observation at k - 672 will always have the largest effect on 
the prediction limits of the current observation, due to the fact that the oldest observation is 
given more weight. Therefore, for an intervention event that first commenced at time to, it is 
expected that the observations will revert to appearing within the prediction limits after 
to + 672. That is, after 672 half hour observations, the prediction limits would have adjusted 
to the change that occurred at to - 672. However, for the downward step level shift, 
observations were reverting to appearing within the prediction limits after to + 336. 
From Figure 100 which shows the t-statistic of the slope comparison and the t-statistic of the 
5% level of significance, it can be seen that immediately after the intervention, the t-statistic 
of the slope comparison was greater than that of the 5% level of significance, The days where 
the t-statistic of the slope comparison was greater than that of the 5% level of significance are 
the days where the intervention component has not yet had a big impact on the prediction 
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limits. Few days after the intervention first occurred, the prediction limits would have been 
fully adjusted to the intervention and hence, the t-statistic of the slope comparison will revert 
back to its previous condition of being lower than the t-statistic at the 5% level of 
significance. Seven days after the intervention, the t-statistics of the slope comparisons were 
all lower than that of the 5% level of significance. The first time point where the t-statistic of 
the slope comparison is greater than the t-statistic of the 5% level of significance is the point 
where the intervention component is introduced. Therefore, based only on the slopes 
comparison procedure, it can be rightly concluded here that there was sufficient evidence to 
suggest that an intervention has taken place. 
As for the downward step level shift, an upward level shift was also simulated. Figure 98b 
shows the observations of the intervention component and its prediction limits. It is evident 
from the sub-chart that most of the observations after the intervention event were outside the 
prediction limits. This is supported by Figure 100 which shows the t-statistic of the slope 
comparisons. Immediately after the intervention, the t-statistic of the slope comparisons was 
higher than the t-statistic of the 5% level of significance. The t-statistic of the slope 
comparisons maintained being higher than the t-statistic of the 5% level of significance for 
the next six days before the prediction limits were fully adjusted to the intervention 
component, after which the t-statistic of the slope comparisons were lower. 
The observations and prediction limits of a downward delayed level shift are shown in Figure 
98c. Since the intervention component occurs gradually, some of the observations 
immediately after the intervention event will fall within the prediction limits. As the 
intervention component begins to level out and become more permanent, most of the 
observations started appearing outside the prediction limits. Due to the intervention occurring 
gradually before becoming permanent, the slope comparisons will not detect an intervention 
immediately after it has occurred. From Figure 101 which shows the t-statistics of the slope 
comparisons, it can be seen that three days after the intervention commenced, the t-statistics 
of the slope comparisons were still lower than the t-statistic of the 5% level of significance. 
However, from the fourth day after the intervention occurred till the ninth day, the t-statistics 
of the slope comparisons were higher than the t-statistic of the 5% level of significance. 
Therefore, it can be concluded that an intervention has occurred. 
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As for the downward delayed level shift, the observations of the upward delayed shift were 
also outside the prediction limits for few days after the intervention component first occurred. 
This can be seen from Figure 98d. Few days after the intervention frrst occurred and the level 
shift has become permanent, most of the observations were outside the prediction limits. 
After the prediction limits have been adjusted for the presence of the intervention component, 
some of the observations of the intervention component began to appear within the prediction 
limits until most of the observations were within the limits. It can be seen clearly from Figure 
101 that the intervention component was detected on the second day after the intervention 
frrst occurred. That is, the t-statistic of the slope comparisons was higher than the t-statistic of 
the 5% level of significance the second day after the intervention first occurred. The t-statistic 
of the slope comparisons was higher till the seventh day after the intervention before going 
back to being lower than the t-statistic of the 5% level of significance. 
Figure 99a shows the observations of a downward decayed level shift and its prediction 
limits. Since this intervention component is only temporary, it can be seen from Figure 99a 
that most of the observations immediately after the intervention were outside the prediction 
limits. However, the number of observations outside the prediction limits reduces as time 
goes on because the element of the intervention component dies out with time until it 
vanishes completely. Since this intervention component is temporary, the slope comparisons 
will only be able to detect an intervention before the element of the intervention dies out. 
From Figure 102 which shows the t-statistic of the slope comparison, it is evident that the 
intervention was detected a day after it frrst occurred. The frrst day after the intervention 
occurred is the only time point where the t-statistic of the slope comparisons is greater than 
the t-statistic of the 5% level of significance. 
A similar result was also obtained for the intervention component of an upward decayed level 
shift which is shown in Figure 99b with its prediction limits. It can be seen from Figure 102 
that the upward decayed level shift was detected a day after it frrst occurred. 
The levels of the decayed level shifts that have been considered so far always revert to the 
level of the pre-intervention series. Figure 99c shows the prediction limits and the 
observations of a downward decayed level shift where the level of the shift reverts to a 
different level. It can be seen from Figure 99c that most of the observations during the frrst 
seven days after the intervention were outside the prediction limits. The conclusion made 
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from Figure 99c has been supported by the t-statistics of the slope comparisons that are 
shown in Figure 103. Immediately after the intervention, the slope comparisons showed 
higher t-statistic values than the t-statistics of the 5% level of significance for the first five 
days. However, from the sixth day, the t-statistics of the slope comparisons were lower than 
those of the 5% level of significance. 
Simulating an upward decayed level shift that does not revert back to the level of the pre- 
intervention series, Figure 99d shows the observations of this intervention component and its 
prediction limits. Like the downward decayed level shift, most of the observations of this 
component were outside the prediction limits for the first few days. However, Figure 103 
shows that the t-statistics of the slope comparisons were only significant for the first three 
days. 
From Table 16, it can be seen that 5.75% of the observations of the time series were within 
the 95% prediction limits before an intervention event occurred. However, for each of the 
intervention component, the prediction limits of the GHPA identified that there has been a 
change in the time series pattern since more than 5% of the observations of the time series 
were outside the 95% prediction limits after an intervention event occurred. Based on this 
result, it can be concluded that the prediction limits of the GHP A have been successful in 
detecting an irregular pattern. 
It can be concluded based on the results that have been produced in this section that the 
prediction limits of the GHPA have outperformed the prediction limits of the established time 
series methods that are considered in this research. The next section shows the evaluation of 
the prediction limits for the electricity consumption time series of an industrial supplier. 
7.5 Prediction Limits for the electricity consumption of an industrial supplier 
For the electricity consumption time series of the industrial supplier, the double seasonal 
ARlMA produced the most accurate set of one-step ahead forecasts for the out-of-sample 
period compared to the exponential smoothing method, the HP A and the GHP A. This section 
presents the evaluation of the prediction limits of time series methods on different types of 
intervention components. Like the electricity consumption time series of a sport centre, the 
prediction limits of the ARlMA, Halt-Winters smoothing method and the HP A were 
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evaluated on a downward step level shift, downward delayed level shift and a downward 
decayed level shift. The observations of all the intervention components that have been 
simulated for this time series are shown in Figure 104a-d and Figure 105a-d. 
Figure 106a shows the observations of a simulated downward step level shift and the 
prediction limits that were produced by ARlMA for its one-step ahead forecasts. It can be 
seen from Figure 106a that most observations of the intervention component were within the 
ARlMA prediction limits. Based on its prediction limits, ARlMA assumes that the pattern of 
the time series before and after the intervention occurred is still the same. However, this is 
not true, because there has been a significant change in the level of the series but ARlMA has 
failed to detect it. The assumption of no significant change in the pattern of the series can be 
supported with the t-statistic of the slope comparisons which is shown in Figure 107. It can 
be seen that the t-statistics of the slope comparisons after the intervention first occurred were 
all less than the t-statistic of the 5% level of significance. Therefore, it can be concluded that 
there is insufficient evidence to suggest that no significant change has occurred in this time 
senes. 
The prediction limits of ARlMA were also evaluated on a downward delayed level shift and a 
downward decayed level shift. Figure I06b and Figure I06c represent the prediction limits 
and observations of the downward delayed level shift and decayed level shift. The same 
conclusions were made to those of the downward step level shift. 
From Table 17, it can be seen that the percentage of observations outside the ARlMA 
prediction limits are less than 5% before and after an intervention occurred. These results 
further suggest that the prediction limits of the ARlMA process have not been adequate in 
identifying a change in the pattern of the series under consideration. 
Post-level shifts 
Pre-level shift Delayed downward Decayed downward Step downward 
AruMA r-- 0.40% 0.20% 0.30% 4.90% 
Holt-Winters 4.96% 0.20% 0.20% 0.90% r-- 
,_HPA 5.06% 0.00% 0.00% 0.30% 
_GHPA 4.43% 28.57% 26.59% 22.72% 
Table 17: Accuracy measures of prediction intervals for time series methods applied on the electricity 
consumption in an industrial organisation. Percentage of observations outside prediction limits. 
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It can be seen from Table 14 that the Holt-Winters exponential smoothing method was the 
least accurate time series method in producing one-step ahead forecasts for the electricity 
consumption time series in an industrial organisation during the out-of-sample period. The 
prediction limits of the Holt-Winters method and the observations of a downward delayed 
level shift are shown in Figure 108b. Although the intervention component occurs gradually, 
most observations of the intervention component were still within the prediction limits after 
the delayed level shift became permanent. Since most observations were within the limits, the 
t-statistics of the slope comparisons for the post-intervention series were all less than the t- 
statistic at the 5% significance level. Based on the t-statistics result shown in Figure 109, it 
can be concluded that the prediction limits of the Holt-Winters exponential smoothing 
method have failed to detect the simulated intervention component of a downward delayed 
level shift. The same conclusions were also made for the evaluation of the prediction limits 
on a downward step level shift and a downward decayed level shift. Figure 108a and Figure 
108c represent the observations and prediction limits of the downward step level shift and 
downward decayed level shift. 
As can be seen from Table 17, before the intervention event, 4.96% of the observations were 
within the prediction intervals of the Holt-Winters method. However, for each simulated 
intervention event, less than 1% of the observations were outside the prediction intervals. 
This means that even though there has been a significant change in the pattern of the series, 
the prediction intervals of the Holt-Winters method do not recognise the change in pattern as 
irregular. 
Like the ARlMA and the Holt-Winters method, the prediction limits of the HP A were also 
evaluated on different simulated intervention components. Figure llOc shows the 
observations of a simulated downward decayed level shift and the prediction limits that were 
produced for the one-step ahead forecasts using the HP A method. Although the intervention 
component is only temporary, most observations of the post-intervention series were within 
the prediction limits, that is, the prediction limits of the HP A method do not recognise the 
intervention component to be significant. The plot of the t-statistics in Figure 111 suggests 
that there is insufficient evidence to conclude that there is a presence of an intervention 
component in the series because the t-statistic of the slope comparisons for the pre- 
intervention series were all less than the t-statistic of the 5% level of significance. The same 
set of results and conclusions were obtained for the evaluation of the HPA prediction limits 
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on the observations of a downward step level shift and a downward delayed level shift. 
Figure 110a and Figure 110b represent the prediction limits and observations ofa downward 
step level shift and delayed level shift. Same as the prediction intervals of the ARIMA and 
the Holt-Winters smoothing method, less than 5% of the observations were outside the 
prediction intervals of the HP A after an intervention event occurred. This is shown in Table 
17. 
Upon the simulation of a downward level shift, one-step ahead forecasts were produced for 
the observations of the intervention component using the GHP A. The prediction limits of the 
one-step ahead forecasts have been produced using Equation (59). Equation (59) gives lower 
weights to the recent one-step ahead forecasts of the stochastic component and more weights 
to older observations. 
Figure 112a shows the observations of the downward step level shift and the prediction limits 
that were produced using the GHP A. It can be seen that the first few days after the 
intervention occurred, most observations were outside the prediction limits. This suggests 
that there has been a change in the pattern of the series. Upon investigating the slope 
comparisons of the cumulative sum of the number of observations outside the prediction 
limits, it was found out that the t-statistic of the slope comparison between the CUSUM of 
the post-intervention series and the CUSUM of the first seven days of the post-intervention 
series was 3.71. It can be seen from Figure 114 which shows the t-statistic of the slope 
comparisons that the t-statistic value of3.71 is significant at the 5% level of significance. The 
t-statistic values of the slope comparison were higher than the t-statistic of the 5% level of 
significance till the ninth day after the intervention first occurred. After the ninth day, the 
prediction limits were automatically adjusted to the presence of the intervention component 
and the t-statistic values were lower than that of the 5% level of significance. 
Similar results were obtained for the evaluation of the GHPA prediction limits on an upward 
step level shift. However, the t-statistic value of the slope comparisons was only significant 
for the frrst two days after the intervention. Therefore, after the frrst two days of the 
intervention, it can be concluded that based on the 5% level of significance there is sufficient 
evidence to suggest that an intervention has occurred in the time series. 
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From Figure 1I2c which shows the observations of a downward delayed level shift and its 
GHPA prediction limits, it can be seen that most observations after the intervention first 
occurred were outside the prediction limits. However, based on the slope comparison, the 
first significant t-statistic value was only obtained four days after the intervention frrst 
occurred because the delayed level shift started out gradually and became permanent after a 
while. From Figure 115, the t-statistic values of the slope comparison are shown. It can be 
seen that on the fourth day of the post-intervention series, the t-statistic of the slope 
comparison was 3.89, which is greater than the critical t-statistic value of the 5% level of 
significance. Hence, it can be concluded that an intervention has occurred in the series. 
Unlike the downward delayed level shift, the t-statistics of the slope comparison for the 
upward delayed shift were significant since the frrst day of the post-intervention series. This 
can be seen in Figure 115 where the t-statistics of the slope comparison are shown. The t- 
statistic remained significant for the frrst eight days of the post-intervention series. It can also 
be concluded that that there is sufficient evidence to conclude that an intervention has 
occurred in this time series. The observations and the GHP A prediction limits of the upward 
delayed level shift are shown in Figure 1I2d. 
Looking at Figure 113a, it can be seen that most observations of the downward decayed level 
shift during the frrst few days after the intervention were outside the prediction limits, while 
most observations of the post-intervention series after the frrst few days were outside the 
limits. This result can be confrrmed by Figure 116 where the t-statistic values of the slope 
comparison were only significant for the frrst four days of the post-intervention series. 
However, for the upward decayed level shift shown in Figure 113b with its prediction limit, 
the t-statistic of the slope comparison was only greater than the t-statistic of the 5% level of 
significance for the frrst day of the post-intervention intervention series. It can be assumed 
that the t-statistic of the slope comparison was only significant for a day because the 
intervention component was temporary before shifting back to the pattern of the pre- 
intervention series. 
As shown in Table 17, the percentages of observations outside the GHP A prediction limits 
after each of the simulated intervention events are greater than 5%. This shows that the 
IL 
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prediction limits of the GHP A have been adequate in detecting the change in pattern of the 
senes. 
Similar to the electricity consumption time series ofa sport centre, the prediction limits of the 
GHP A have also outperformed the prediction limits of the other time series methods that are 
considered in this research. The following section presents the results of the evaluation of the 
prediction limits on a temporary level shift of the U.S. monthly airline passenger series. 
7.6 Prediction Limits for the U.S. monthly airline passenger series 
Unlike the two electricity consumption time series where ARlMA was the most accurate 
forecasting method, the GHP A method has been the most accurate method for producing one- 
step ahead forecasts for the airline passenger series, especially during the out-of-sample 
period. For the airline passenger series, an intervention component has not been simulated 
because, a real intervention occurred in the series as stated in Section 3.6. The prediction 
limits of the time series methods will be evaluated on this intervention. However, due to the 
fact that the observations of this series have been recorded on a monthly basis, the procedure 
for detecting an intervention using the slope comparison methods has been slightly changed 
for this series. For the half hourly electricity consumption time series, it was assumed that the 
time period when an intervention first occurred was not known, and hence the slope 
comparison procedure was performed every 48 half hourly observations (which corresponds 
to 1 day) since the beginning of the series in order to detect the time when the intervention 
occurred. However, for the airline passenger series whereby the observations were recorded 
on a monthly basis, performing the slope comparison procedure after certain amount of 
observations will not be reasonable. For instance, if the procedure was to be performed after 
every 2 observations, it means an intervention will only be detected two months after it first 
occurred. Therefore, for the result of the slope comparison to be reliable for the airline 
passenger series, the slope comparison procedure will be performed once and the significance 
of the t-statistic will determine if the prediction limits have been able to detect an 
intervention. 
Figure 118 shows the observations of the airline passenger series and its ARlMA prediction 
limits. It can be seen that the observation on September 2001, which is the day the 
intervention first occurred was outside the prediction limits. However, after September 2001 
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most observations of the post-intervention series were within the limits. Comparing the slope 
of the CUSUM of the number of observations outside prediction limits for the pre- 
intervention series with those of the post-intervention series, a t-statistic value of 0.254 was 
found. This value is not significant compared to the critical value of 1.96 for the 5% level of 
significance. Therefore, it can be concluded from the result of the slope comparison that 
based on the prediction limits of the ARIMA process, there is no intervention in the airline 
passenger series in September 2001. However, from Table 18 which shows the percentage of 
observation outside the prediction limits before and after an intervention, it can be seen that 
10.71 % of the observations were outside the prediction limits after the intervention occurred. 
Since the percentage of the observations outside the prediction limits is greater than the 
critical value of 5%, it can be concluded that the prediction limits of the ARIMA process has 
identified the intervention event. This conclusion is contradictory from the conclusion that 
was made using the slope comparison method. Therefore, care must be taken when 
interpreting this result. 
Pre-level shift Post-level shift 
ARIMA 5.69% 10.71% 
Holt-Winters 4.91% 7.41% 
HPA 4.91% 96.43% 
GHPA 4.91% 64.38% 
Table 18: Accuracy measures of prediction intervals for time series methods applied on the U.S. monthly 
airline passenger series. Percentage of observations outside prediction limits. 
As shown in Figure 119, the observation on September 2001 was outside the Holt-Winters 
prediction limits, while most observations of the post-intervention series including October 
2001 were within the prediction limits. This shows that immediately after the intervention 
first occurred, the prediction limits adjusted to the presence of the intervention. While 
comparing the slopes of the CUSUM of the number of observations outside the limits 
between the pre- and post-intervention series, a t-statistic value of 1.522 was found. From the 
slope comparison procedure, since the t-statistic value is lower than the critical value of 1.97 
at the 5% level of significance, it can be concluded that no intervention exists in the series. 
However, from Table 18, 7.41 % of the observations were outside the prediction limits of the 
Holt- Winters method after the intervention occurred. Based on this result, there is evidence to 
suggest that an intervention exists in the series under consideration. Like the ARIMA 
process, the results from the slope comparison procedure and the percentage of observations 
outside the prediction limits contradict each other. 
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The prediction limits of the HPA reveal a better set of results for detecting an intervention 
than the prediction limits of ARlMA and Holt-Winters methods. From Figure 120, it can be 
seen that the prediction limits of the HPA have performed well in identifying an intervention. 
It is evident from Figure 120 that nearly all the observations of the post-intervention series 
were outside the prediction limits with the exception of September 2002. Comparing the 
number of observations outside the limits for the pre- and post-intervention series, at-statistic 
value of 6.99 was found for the slope comparison procedure. It can be concluded that the 
prediction limits of the HPA have successfully detected an intervention that first occurred in 
September 2001. This conclusion can be supported by the results shown in Table 18. As 
shown in Table 18, 96.43% of the observations were outside the prediction limits post- 
intervention. Therefore, since most of the observations appeared to be outside the limits, it 
can be concluded that the prediction limits of the HPA have been successful in identifying the 
intervention. 
Unlike the ARIMA and the Holt-Winters methods, the conclusions made from the slope 
comparison procedure and the percentage of observations outside the HPA prediction limits 
are similar. For the ARIMA and the Holt-Winters method, the cumulative sums of the post- 
intervention series are not significantly different from the cumulative sums of the pre- 
intervention series. Hence, the t-statistic values of the slope comparison procedure for the 
ARIMA and the Holt-Winters methods are not significantly different from the critical value. 
Like the HP A, the prediction limits of the GHP A also revealed a better set of results than the 
other time series methods. The prediction limits of the GHP A were calculated using the 
following equation: 
PL of Ŷt(k) = fet + k)' + 0.5if(k) + 0.5if(k - 12) ± (z x (JE) (60)
Equation (60) is an example of the general prediction limits of the GHPA expressed in 
Equation (41). 
Figure 121 shows the observations of the airline passenger series and the GHPA prediction 
limits that have been calculated using Equation (60). It can be seen that the observation in 
September 2001 was outside the limits and most observations of the post-intervention series 
were also outside the limit. However, it is evident that the prediction limits of the GHPA 
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were not adjusted for the presence of the intervention until September 2002, because based 
on Equation (60) same weights were given to the one-step ahead forecast of the stochastic 
component at time t + k and t + k - 12. Therefore, whenever there is an intervention in this 
series, the prediction limits of the GHPA will be fully adjusted 12 months after the 
intervention first occurred. Upon the comparison of the slope, a t-statistic value of 7.86 was 
found. Hence, it can be concluded that there is sufficient evidence to suggest that an 
intervention occurred on September 2001. This conclusion is further supported by the result 
shown in Table 18, whereby the percentage of observations post-September 2001 was 
64.38%. 
7.7 Prediction Limits for the Simulated Series 
Using the MAPE as an accuracy measure, the GHPA is the most accurate method in 
forecasting the two simulated time series. This section introduces the results of the prediction 
limits of the time series methods that have been applied to the simulated series. The 
prediction limits of these time series will be evaluated by how efficient they are at detecting 
the upward level shifts in the simulated series. 
Simulated Series using GARCH 
When generating the simulated series using GARCH, a permanent upward level shift was 
included towards the end of the time series. The size of this level shift is twice the standard 
deviation of the observed values between January 1, 2010 and April30, 2011. Figure l22a 
shows the observed values of the simulated series and its ARlMA prediction limits from I 
January, 2011 to 30 June 2011. Figure I22a shows that most of the observed values during 
the pre-intervention period were within the prediction limits while some of the observations 
during the post-intervention period were outside the limit. Thus, there were only 4.69% 
observations outside the 95% prediction limits before the level shift. However, after the level 
shift, the percentage of" observations outside the ARlMA prediction limits went up by 
approximately 85% to 8.67%. Since the percentage of observations outside the ARlMA limits 
is greater than 5%, it can be concluded that a change has occurred in the first simulated 
series. This conclusion can be further supported by the result of the DICTAI procedure. 
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From Figure l23a, it can be seen that there was a significant change in the cumulative sums 
of observations outside the prediction limits. This is because from May 1,2011, the t-statistic 
from the slope comparison procedure was much greater than the critical t-value. That is, there 
is evidence to suggest that the slope of the cumulative sums for observations between January 
1, 2010 and April30, 2011 is significantly different to the slope of the cumulative sums from 
May 1, 2011. 
Between January 1, 2010 and April30, 2011, there were some occasions whereby misleading 
conclusions could have been made due to the fact that the t-statistic from the slope 
comparison procedure was much greater than the critical value, that is, there were statistical 
evidence to suggest an intervention has taken place when in fact no intervention has occurred. 
Therefore, extra care must be taken when using the ARIMA prediction limits for outliers 
detection. 
The prediction limits of the Double Seasonal Holt-Winters performed in a similar way to 
those of the ARlMA prediction limits, in such a way that most of the observations between 
January 1, 2010 and April 30, 2011 were within the limits, as can be seen in Figure l22b. 
Like the ARlMA prediction limits, less than 5% of the observations between January 1,2010 
and April 30, 2011 were outside the Holt-Winters prediction limits, that is, more than 95% of 
the observations within this period fell inside the prediction limits. However, from May 1, 
2011, 16.46% of the observations were outside the limits. Based on these percentages, it can 
be concluded that the Holt-Winters prediction limits have detected the upward level shift in 
the time series. The DICTAT procedure was also applied to the cumulative sums of the 
observations outside the Holt-Winters prediction limits. The procedure produced further set 
of results to support the conclusion that an intervention has occurred in the time series. From 
May 1, 2011, the t-statistic from the slope comparison procedure appeared to be greater than 
the critical value, that is, there is sufficient evidence to conclude that an intervention has 
taken place. Similar to the ARlMA prediction limits, there were several occasions between 
January 1, 2010 and April 30, 2011 whereby false signals were raised about an intervention 
taking place when in fact no intervention has taken place. Therefore, when interpreting the 
results of the Holt-Winters prediction limit, caution must be taken so that misleading 
conclusions are not made due to outliers misspecification. 
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Like the prediction limits of the ARlMA and the Holt-Winters smoothing method, the 
prediction limits of the HP A behaved in a similar way when there was a step change in the 
first simulated series. Figure 122c shows the observed values of the first simulated series and 
its HPA prediction limits. Between January 1, 2010 and April 30, 2011, 4.66% of the 
observed values were outside the HPA prediction limits, that is, the process being monitored 
is in statistical control. However, from May 1, 2011, 34.02% of the observed values were 
outside the HP A limits, that is, the process being monitored is out of statistical control. 
The DICTAT's slope comparison procedure supports the conclusion that the process being 
monitored is out of statistical control. This is because, there is statistical evidence to suggest 
that the slope of the cumulative sum for the observations outside the prediction limits during 
the past 7 days is significantly different to the slope of the cumulative sums from inception of 
the time series (January 1, 2010) till April 30, 2011. Similar to the prediction limits of the 
ARlMA and Holt-Winters smoothing method, there were several occasions during the pre- 
intervention period whereby the slope comparison procedure for the HPA prediction limits 
would have concluded that an intervention has occurred even though no intervention has 
actually occurred. This means that the prediction limits of the HP A is also capable of 
misidentifying irregular observations when in fact the observations are regular. 
The prediction limits of the ARlMA, Holt-Winters smoothing and the HP A have been 
calculated using the current point forecast. However, the GHPA introduces historical 
information into its way of calculating prediction limits. These prediction limits were 
developed by using Equation (59). Figure l22d shows the prediction limits of the GHPA for 
the first simulated series. Based on the prediction limits of the GHPA, 5.0% of the observed 
values were outside the prediction limits of the GHPA during the pre-intervention series, that 
is, between January 1, 2010 and April 30, 2011. After the intervention event, an upward 
permanent step change on May 1, 2011, 62.5% of the observed values were outside the 
prediction limits of the GHP A Therefore, based on the number of observations outside the 
prediction limits of the GHP A, it can be concluded that the time series being monitored is not 
in statistical control. 
Upon applying the DICT AT procedure on the number of observations outside the prediction 
limits of the GHP A, there is sufficient evidence to suggest that the pattern of the time series 
between January 1, 2010 and April 30, 2011 is significantly different to the pattern of the 
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simulated series from May 1, 2011 till the end of the series. This is because from May 1, 
2011, the t-statistic of the slope comparison procedure began to be greater than the critical t- 
value. Unlike the results of the slope comparison procedure for the prediction limits of 
ARIMA, Holt-Winters smoothing method and the HPA, as shown in Figure 123a, band e 
respectively, Figure 123d shows that there were only four occasions during the pre- 
intervention period whereby a misleading conclusion would have been made when in fact no 
intervention has occurred. 
From Table 19, it can be seen that all the time series methods have been able to detect the 
upward level shift in the first simulated series. However, based on the results of the DICTAT 
procedure, the prediction limits of the GHPA was the most efficient during the pre- 
intervention period because there were less occurrences of misidentification compared to the 
prediction limits of other time series methods. 
Pre-level shift Post-level shift 
ARIMA 4.7% 8.7% 
Holt-Winters 4.6% 16.5% 
HPA 4.7% 34.0% 
GHPA 5.0% 62.5% 
Table 19: Accuracy measures of prediction intervals for time series methods applied on the first 
simulated series. Percentage of observations outside prediction limits. 
Simulated Series using Ratios 
Similar to the first simulated series, simulated series using GARCH, a permanent upward 
level shift was also included in this simulated time series. The level shift was introduced on 
May 1, 2011, that is, the pre-intervention period is January 1, 2010 till April 30, 2011. The 
section presents how efficient the prediction limits of the time series methods are in detecting 
the level shift that is present in the second simulated time series. Also, the level shift was 
included in the time series for further validation of the DICTAT procedure. 
The double seasonal ARIMA process was the second best time series method for fitting and 
forecasting the second simulated time series, in terms of MAPE. Figure 124a shows the 
observed values of the second simulated series with its ARIMA prediction limits from 
January 1, 2011 till June 30 2011. During the pre-intervention period, 6.64% of the observed 
values were outside the 95% ARIMA prediction limits. Based on the percentage of the 
observed values outside the prediction limits, it can be misleadingly concluded that the time 
228 
series is out-of-statistical control when in fact the time series is in control. However, after the 
intervention, the percentage of observed values outside the prediction limits increased to 
9.15%. This shows that the ARlMA prediction limits have successfully indentified the level 
shift. 
When applied to the cumulative sums of the number of observations outside the ARIMA 
prediction limits, the DICTAT procedure shows that there is insufficient evidence to suggest 
that an intervention has occurred in the series. From Figure l25a, it can be seen that the t- 
statistics from the DICTAT procedure is always lower than the critical value, that is, there is 
no sufficient evidence to conclude that the pattern of the second simulated series pre- and 
post-intervention are different. The results from the percentage of observations outside the 
prediction limits and the DICTAT procedure are contradictory; therefore the conclusions that 
are made from the ARlMA prediction limits should be interpreted carefully in order to avoid 
erroneous conclusions. 
Figure l24b shows the observed values of the second simulated series with its Holt-Winters 
prediction limits. The performance of the Holt-Winters prediction limits for the second 
simulated series was similar to the performance of the ARlMA prediction limits, in such a 
way that there was no sufficient evidence, using the DICTAT procedure, to suggest that there 
was an intervention in the series after May 1, 2011. That is, there was no occasion when the t- 
statistic of the slope comparison procedure was greater than the critical t-value after May 1, 
2011, as can be seen from Figure l25b. However, before May 1, 2011, there were few 
occurrences when the t-statistic of the slope comparison procedure was greater than the 
critical t-value. This means that there were some time periods before May 1, 2011 whereby 
the slope comparison procedure would have concluded that an intervention is present in the 
time series even though there were no interventions at that particular period. 
Contrary to the result of the DICTAT procedure, the number of observations outside the 
prediction limits of the Holt-Winters method suggests that there could have been a change in 
the pattern of the series under consideration post-May 1, 2011. This is because, the 
percentage of observations outside the prediction limits during the post-intervention period 
was 13.22% while the percentage of observations outside the prediction limits during the pre- 
intervention period was 5.68%. 
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The prediction limits of the HP A, with the observed values of the second simulated series are 
shown in Figure 124c. Based on the prediction limits of the HPA, 4.81% of the observations 
were outside the limits before the upward level shit was introduced. After the introduction of 
the level shift, the percentage of observations outside the prediction limits rose up to 6.76%. 
Since the percentage of observations outside the prediction limits during the post-intervention 
period is greater than 5%, it can be concluded that the pattern of the series during the post- 
intervention period is different to the pattern of the series during the pre-intervention period. 
Figure 125c shows the results of the DICTAT procedure on the prediction limits of the HPA. 
Upon applying the DICTAT procedure to the cumulative sums of observations outside the 
prediction limits of the HPA, there is no evidence of an intervention at or beyond May 1, 
2011. However, there were false evidences suggesting the presence of an intervention before 
May 1, 2011. In comparison with the prediction limits of the ARlMA and the Holt-Winters 
method, the prediction limits of the HP A produced more misleading results than the other 
time series methods during the pre-intervention period. This is due to the fact that during the 
pre-intervention period, the HPA had the largest number of times whereby the t-statistic of 
the DICTAT procedure was greater than the critical t-value. 
The GHP A was the most accurate time series approach for fitting and forecasting the second 
simulated series as it had the lowest MAPE and RMSE in comparison with the other time 
series that have been considered in this research. Once the GHP A forecasts were produced 
for the simulated series, a set of prediction limits were also created alongside these forecasts. 
Figure 124d shows the prediction limits of the GHPA with the observed values of the second 
simulated series. Between January 1, 2010 and April 30, 2011, which was the time period 
with no interventions, 2.41% of the observations were outside the GHPA prediction limits. 
However, between May 1, 2011 and June 30, 2011, which is the time period with a level 
shift, 83.61 % of the observations were outside the GRP A prediction limits. Based on the 
percentages of observations outside the prediction limits, it can be concluded that the 
prediction limits of the GHP A performed adequately in detecting an intervention in the 
simulated series. During the time period where there was no intervention, most of the 
observed values were within the GHP A prediction limits. However, during the time period 
with an intervention, a large percentage of the observations were outside the prediction limits, 
meaning that the characteristics of the time series before and after the intervention are 
different. 
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The result of the DICTAT procedure for the GHPA prediction limits is shown in Figure 125d. 
Unlike the results of the DICTAT procedure for the other time series methods, there were 
only few occurrences during the pre-intervention period where the t-statistic of the DICTAT 
procedure was greater than the critical value. That is, there were fewer occurrences of the 
GHP A falsely identifying an intervention, in comparison with the other time series methods. 
Also, unlike the other time series methods, the GHPA was able to identify, using the 
DICTAT procedure, the level shift that was introduced on May 1, 2011. This is because from 
May 1, 2011, there was evidence to suggest that the slope of the cumulative sums over the 
past seven days is significantly different to the slope of the cumulative sums from January 1, 
2010 till April 30, 2011. The GHPA was the only approach that was able to detect the level 
shift in the second simulated series using the DICTAT procedure. 
For the simulated series, the DI CT A T procedure has been used as a further validation to show 
that the prediction limits that are created using the GHP A are efficient in detecting irregular 
observations compared with the prediction limits that are created using established time series 
methods. Also, the GHP A prediction limits perform well when the time series or process is in 
a stable or statistical control. 
Pre-level shift Post-level shift 
ARIMA 6.64% 9.15% 
Holt-Winters 5.68% 13.22% 
HPA 4.81% 6.76% 
GHPA 2.41% 83.61% 
Table 20: Accuracy measures of prediction intervals for time series methods applied on the second 
simulated series. Percentage of observations outside prediction limits. 
Table 20 shows the percentage of observations outside the prediction limits that are created 
using several time series methods. 
7.8 Conclusion 
In this chapter, the results of the evaluation of the prediction limits of the time series methods 
have been presented. The prediction limits of the ARIMA, Holt-Winters exponential 
smoothing method, HP A method and GHP A method were evaluated on different types of 
intervention component. In particular, intervention components of different types of level 
shift have been considered for the five time series that are analysed in this research. 
231 
For the half hourly electricity consumption time series, a slope comparison of the CUSUM of 
the number of observations outside the prediction limit was made every day between the 
observations from the beginning of the time series till seven days ago and the observations of 
the past seven days. Whenever the t-statistic of the slope comparison is greater than the 
critical t-statistic value of the 5% level of significance, it was concluded that an intervention 
had occurred. For the two electricity consumption series, the t-statistic of the slope 
comparison procedure for ARIMA, Holt-Winters and HPA were all lower than the critical 
value at 5% level of significance. The prediction limits of these time series methods failed to 
detect any of the intervention components. However, the GHP A successfully detected all the 
intervention components that were simulated for the electricity consumption time series. 
The failure of the prediction limits to detect the intervention components was not attributed to 
the size of the intervention components used, but it was a result of the recent variability in an 
observation been incorporated immediately into the subsequent prediction limits. 
For the airline passenger series, the prediction limits of the HP A and GHPA both detected the 
intervention in September 2001 because the t-statistics of the slope comparison method for 
both the HP A and GP A were significant at the 5% level. 
Following the DICTAT procedure outlined in Section 5.5, the t-test procedure was applied on 
the prediction limits of each time series methods to see if there are any significant differences 
between the slopes of the CUSUM line before and after the level change. Figure 123 and 
Figure 125 show the outcome of the slope comparison for the first and second simulated 
series respectively. The vertical line on the charts shows the point at which the intervention 
started. The horizontal red line is the critical t-value that the t-statistics (blue diamonds) will 
be compared to. A time point that has a value above the red line means that the slope 
parameter of the CUSUM observations for the past 7 days is significantly different to the 
slope parameter of the CUSUM observations from day 1 till day n - 7. 
The first simulated series consisted of a level shift that was twice the standard deviation of 
the observations in the pre-intervention period. Based on the DICTAT procedure, the 
performance of the prediction limits for the three benchmark time series methods during the 
pre-intervention period was inadequate compared to the prediction limits of the GHP A. This 
is because, the prediction limits of the ARIMA, Holt-Winters and the HPA suggested that an 
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intervention occurred, more times than the GHP A, when in fact there was no intervention. 
However, during the post-intervention period, all the time series methods were able to 
identify the level shift that occurred on May 1, 2011, as can be seen from Figure 123. Based 
on the percentage of observations outside the prediction limits, Table 19 shows that all the 
time series methods were able to detect the change in level shift of the first simulated series, 
since < 95% of the observations in the post-intervention series were within the prediction 
limits of all the time series methods. 
In the second simulated series, a level shift with a size that was one standard deviation of the 
observations in the pre-intervention period was included in the series. Based on the prediction 
limits of the ARlMA process and the Holt-Winters smoothing method, it can be concluded 
that the second simulated series was not stable during the pre-intervention period, since more 
than 5% of the observations during this period were outside the prediction limits. The 
conclusion from the prediction limits of the ARlMA and the Holt-Winters is misleading since 
there were no interventions during the pre-intervention period. Unlike the ARlMA and the 
Holt- Winters method, the percentage of observations outside the prediction limits of the HPA 
and GHP A shows that the pattern of the second simulated series during the pre-intervention 
period is stable, since less than 5% of the observations during this period were outside the 
prediction limits. 
During the post-intervention period, more than 5% of the observations were outside the 
prediction limits of the four time series methods under consideration, that is, based on the 
percentage of observations outside the prediction limits of each time series method, it can be 
concluded that the pattern of the time series during the post-intervention period is not stable. 
The application of the DICTAT procedure on the second simulated series showed that the 
GHP A is the most accurate time series method in detecting the level shift that was included in 
the second simulated time series. During the pre-intervention period, the GHPA was the time 
series method with the least number of false detection and during the post-intervention 
period, the GHP A was the only time series that was able to identify the level shift. That is, 
out of the four time series methods, the GHPA was the only method that had the t-statistic of 
the slope comparison procedure greater than the critical t-value during the post-intervention 
period. 
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The 5% level of significance has been chosen in this research because it is the conventional 
level of significance that has been used in most statistical analysis. Thus, the t-statistic values 
of the slope comparison procedure have been compared to the t-statistic of the 5% level of 
significance. 
Upon simulating different intervention components for the two electricity consumption time 
series and the simulated series, it was concluded that the novel prediction limits of the GHPA 
are superior to the prediction limits of the other time series methods in detecting an 
intervention. Hence, the prediction limits of the GHPA can be used as a process control 
application in detecting changes in the pattern of a series. in particular, the GHPA will 
empower energy management process in the control of operations because the GHP A allows 
for faster detection of irregular consumption that might occur in a series, and early solution 
can be made to make sure that the process return to its normal operation as soon as possible. 
It is worth noting at this stage that although the GHP A has been successful in detecting all the 
simulated intervention components in this research, the detection of an intervention depends 
entirely on the significance of the intervention component in regards to the time series. For 
instance, a level shift of 5kWh in an electricity consumption time series that ranges from 
200kWh to IOOOkWh would be difficult or even impossible to detect compared to a level 
shift of IOkWh in a time series that ranges from 5kWh to 25kWh. 
The sizes of the level shifts that have been generated in this research were chosen from 
several other sizes of level shift that were simulated. The size of the level shifts for the 
electricity consumption series is the smallest size of level shift that is required before the 
prediction limits and the slope comparison can be very effective. That is, any size of level 
shifts smaller than the ones that have been chosen in this research will not be significant 
enough for the level shift to be identified as irregular. 
In this chapter, prediction limits of four time series methods have been considered on three 
actual and two simulated time series with several interventions. Based on the set of analysis 
that has been carried out in this research, the GHP A has been the most efficient and adequate 
time series method for control application when an intervention is present in a time series, as 
well as when there are no interventions. In terms of the percentage of observations outside the 
prediction limits and detecting a change in the pattern of observations outside the prediction 
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limits, the results of the GHP A has been the most consistent and accurate compared to other 
time series methods that have been considered in this research. The following chapter 
discusses the research findings and the limitations of the GHP A which has proved to be 
comparable in producing one-step ahead forecasts and far superior in detecting intervention 
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Chapter 8 Simulation 
8.1 Introduction 
The analyses and results presented in Chapters 6 and 7 showed that the novel GHP A, IS 
comparable with other time series methods in terms of forecast accuracy and superior in 
terms of detecting irregular observations. Further validation is required to corroborate the 
results shown in the previous chapters, especially in the area of heteroskedastic components. 
Further validation of the GHPA is needed because, the GHPA has only been applied on three 
real-life time series and two simulated time series. Making a [mal conclusion on the GHPA 
based on the results of five time series can be limiting, therefore, further validation will be 
carried out in this chapter in order to justify the capability of the GHP A especially when 
applied on time series with complex patterns, such as heteroskedasticity and multiple 
seasonal components. 
In order to further validate the GHP A, several simulated time series have been created in 
order to further analyse the performance of the GHPA in comparison with other time series 
methods. These simulated series have been created to incorporate elements ofheteroskedastic 
components as well as other components of a time series such as multiple seasonal 
components and an annual cycle. These elements were chosen to replicate, as closely as 
possible, real-life energy consumption. These time series are usually measured half hourly 
and hence, all the simulated time series that are analysed in this chapter have been created to 
have a periodicity of 48, since there are 48 half hours in a day. 
The success of this validation step will be based on the GHP A being able to identify and 
model correctly all the time series components that have been incorporated into the simulated 
series. Therefore, validation of the GHP A will be performed by comparing the modelling 
structure that has been used to generate these time series with the modelling structure that are 
used to create the GHP A forecasts. 
In order to eliminate bias in the validation step, hundreds of time series were generated and 
anonymised. The anonymity is to make sure that no information used in creating the dataset 
is made known during the modelling process. From the set of anonymised time series, some 
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time senes were chosen randomly. The randomly chosen time senes will be used in 
validating the GHP A. It is worth noting that the GRP A, as well as the HP A will be used to 
analyse these time series and their results will be presented later in this chapter. 
8.2 Features of Simulated Time Series 
This section describes the features of the simulated time series that will be used to further 
validate the GHP A. 
The features are as follows: 
Number of observations: each of the simulated datasets have been created to be half hourly 
time series that span over a year and half, that is, each of the time series consist of 26, 208 
half hourly observations. The number of observations has been chosen in order to incorporate 
a complete annual cycle in all the time series. This is because typical real-life energy 
consumption usually contains a cycle that repeats itself annually. 
Heteroskedastic component: an aspect of time series analysis that this research has focused 
on is the presence ofheteroskedastic components in time series. Chapter 5 introduced a novel 
set of ratios of variation that can be used to model heteroskedastic components in time series. 
In order to further validate the GHP A, which incorporates the novel set of ratios introduced in 
Chapter 5, all the time series to be used for further validating the GRP A have been generated 
to include a heteroskedastic component. 
As introduced in Section 3.7.1, GARCH models can be used for simulating and modelling 
heteroskedastic components. Several GARCH models have been simulated and utilised in 
creating the heteroskedastic components of the time series that are to be used for further 
validating the GHP A. Different levels of GARCH models are considered because this will 
affect the abilities of various time series techniques to capture components and produce 
forecasts. 
A set of random errors (innovations) with several variances were used in generating the 
heteroskedastic components. These innovations alongside the parameters of the 
ARMA(p, q) - GARCH(r, s) models were used in obtaining the observational values of the 
heteroskedastic components which are described as follows: 
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Heteroskedastic component A - values of the parameters that were used to generate this 
component are ¢l = 0.3, el = -0.4. The variance of the innovations used in generating this 
component was 5.74. 
Heteroskedastic component B - values of the parameters that were used for generating this 
component are ¢l = 0.3, el = -0.4, f3l = 0.829. The variance of the innovations used in 
generating this component was 23.29. 
Heteroskedastic component e - values of the parameters that were used for generating this 
component are ¢l = 0.3, el = -0.4, al = 0.135. The variance of the innovations used in 
generating this component was 26.86. 
Heteroskedastic component D - values of the parameters that were used for generating this 
component are ¢l = 0.3, el = -0.4, f3l = 0.829, al = 0.135. The vanance of the 
innovations used in generating this component was 36.94. 
It is worth noting that 100 replications were made for each heteroskedastic component. 
Although more replications could have been made, it is expected that the amount of 
replications that were made is sufficient for the aim of this analysis. After replicating and 
simulating four heteroskedastic components, a series will be selected at random from each of 
these four heteroskedastic components. Each of these selected series will be used to 
incorporate heteroskedasticity into the observations of the fmal simulated half hourly series 
which will be used to further validate the GHP A. 
The order of the ARMA element of the heteroskedastic component has been chosen to 
replicate a simulated series analysed by Brockwell and Davis (2009), while the modelling 
structure of the GARCH element has been chosen to replicate the time series analysed by 
Bollerslev (1986). The modelling structure of the heteroskedastic component has been chosen 
in order to replicate time series that have been analysed in the time series literature. 
The variance of the innovations used in generating the heteroskedastic components were 
chosen to replicate the variation in a typical energy management series, whereby it is 
expected that larger variance would lead to higher variation in a time series. 
Seasonal components: like the half hourly electricity consumption time series encountered in 
this research, the simulated datasets have been created to include multiple seasonal 
components. These seasonal components have a periodicity of 48 and 336. That is, they occur 
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at the daily lag (48 half hourly observations) as well as the weekly lag (336 half hourly 
observations). A double seasonal component has been included in the simulated datasets in 
order to minimise the complexity of the simulated series. However, it is worth noting that if 
applied correctly, the GHP A can also be used to model more complex time series without 
losing any forecast accuracy. 
In order to create these double seasonal components, several straight line equations and 
parabolas have been developed to generate a pattern that is similar to a seasonal component 
in a typical real-life half hourly time series. Table 21 shows the mathematical functions and 
the parameter values that have been used to create the seasonal components included in the 
simulated series. It is worth noting that the parameter values of the functions shown in Table 
21 have been chosen such that the typical seasonal pattern seen in existing real-life half 
hourly electricity consumption time series is reproduced. 
Time (half hourly) Polynomial Equation 
WEEKDAY 
00:00 - 05:30 20.7143 + 0.08756t 
Wheret = 1,2, ... ,12 
06:00 - 21 :00 62.1429 - 0.07086t - 0.00398t2 
Where t = 1, 2, ... , 31 
21:30 - 23:30 20.7143 + 0.04756t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 17.1429 + 0.08756t 
Where t = 1, 2, ... , 16 
08:00 - 19:30 47.8571 + 0.17458t - 0.00135t2 
Where t = 1, 2, ... r 24 
20:00 - 23:30 16.4286 + 0.04756t 
Where t = 1, 2, ... , 8 
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Figure 126: Weekday and weekend half hourly pattern (seasonal components) for aU the simulated series. 
The seasonal components have been created by straight line and quadratic equations. 
Figure 126 shows the seasonal components for weekdays (Monday, Tuesday, ... , Friday) and 
weekend (Saturday and Sunday) functions in Table 21. These seasonal components will be 
added to other time series components in order to generate the observations of the simulated 
senes. 
Annual cycle: In order to further validate the performance of the GRP A when applied to a 
complex time series, an annual cyclical component has been included in the simulated series 
that have been generated. This component has been included in order to make the simulated 
series similar to a real-life time series. 
The annual cycle that has been included ID the simulated senes under consideration lS 
expressed as follows: 
At = 
. (21ft) ( Zttt: ) . (41ft) 100 + 0.42 Sin -- - 0.34 Cos -- + 0.65 Sin. -- - 
17520 17520 17520 
0.89COS(~) 
17520 
where t = 1, 2, ... ,26208 (61) 
The cycle expressed in Equation (61) has been created to have a period of 17,520 half hourly 
observations, that is, one calendar year. The parameters used to create this pattern were 
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selected to replicate a typical cycle in a real-life time series. The annual cycle included in all 
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Figure 127 shows the annual cycle that has been included in generating the observations of 
all the simulated series. 
Date & Time 
Figure 127: Annual cycle for the simulated series. 
Upon generating different components of a time senes, the seasonal components, annual 
cycle and the heteroskedastic components were mathematically added together to form an 
additive heteroskedastic time series with multiple seasonal components. From the 100 
replications that were made for each heteroskedastic component A, B, e and D, one series 
from each of the four heteroskedastic components were selected randomly and added to the 
other time series components that have been discussed in this section. Series 32, 17, 75 and 
43 were selected from heteroskedastic components A, B, e and D respectively. 
Figure 128 - Figure 131 show the time plot of the observed values of the times series that 
















121D9 05/11 04/10 07/10 10/10 01/11 
Date & Time 
Figure 128: Time plot of simulated series A32. Time plot shows that the series has multiple seasonal 
components and variation in the time series looks stable over time. 
12109 07110 10/10 05/11 01111 04/10 
Date& Time 
Figure 129: Time plot of simulated series B17. Plot shows a time series with multiple seasonal 
components. Variation in the time series is different over time. 
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12/09 04/10 07110 lO/lO Ol/ll 05/11 
Date& Time 
Figure 130: Time plot of simulated series C75. Plot shows that there is a presence of multiple seasonal 












12/09 Ol/ll 04110 07/10 lO/lO 05111 
Date& Time 
Figure 131: Time plot of simulated series D43. This series has multiple seasonal components, however, the 
variation of the series is non-constant over time. 
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The time plots of these simulated time series (Figure 128 - Figure 131) have been created to 
provide the reader with a visualisation of the simulated series. It is worth noting that these 
simulated series have been generated to be as close as possible to real-life time series. 
After creating the time series that will be used for further validating the GHP A, the Breusch- 
Pagan test was performed on the four simulated series (Figure 128 - Figure 131) in order to 
provide the reader with evidence that these series are in fact heteroskedastic. Table 22 shows 
the test statistic of the Breusch- Pagan test for the four series. 
Time series Breusch-Pagan Test Statistic P-value 
Simulated series A32 0.6524 0.4193 
Simulated series Bl7 203.15 <0.001 
Simulated series C75 217.36 <0.001 
Simulated series D43 195.02 <0.001 
Table 22: Testing for the presence of heteroskedastic component in the four simulated time series. 
Results of the Breusch-Pagan test show that three out of four of these series have elements of 
heteroskedastic components. This was expected since one of the simulated heteroskedastic 
components was an ARMA(l,l) - GARCH(O,O) model. 
Although Table 22 shows the BP test statistics of the [mal simulated series, application of the 
BP test on the corresponding heteroskedastic components of these time series presented 
similar statistics and conclusions as those shown in Table 22. 
It is worth noting that hundreds of time series were initially generated using different groups 
of parameter values. These time series were labelled and four series were chosen randomly. 
The set of parameter values that were used to generate the chosen series were not made 
known until the HP A and GHP A have been applied on these series. 
After testing and visualising these simulated time series, it can be concluded that these time 
series is representative of a typical half hourly energy management time series. This is 
because the simulated time series contain characteristics that are observable in typical real- 
life energy management series, such as, presence of multiple seasonal components and 
heteroskedastic component. The HP A and the GHP A will be applied on these time series in 
order to further analyse how these two time series approaches have performed in capturing 
and modelling the components that are present in these time series. When using the HP A and 
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the GHP A to model these series, none of the information or statistics that have been used in 
generating these time series were used, known or made available during the modelling 
process. That is, the HP A and the GHP A were applied on these series with the assumption 
that these series have never been seen before and no information is known about the data 
generating process. 
In summary, this section has introduced the model structure that has been used to generate the 
simulated series. This model structure is based on using mathematical expressions such as 
straight line functions and parabolas to create multiple seasonal components, a polynomial- 
trigonometric function to create an annual cycle and several ARMA(p, q) - GARCH(r, s) 
models to generate the heteroskedastic components. All the components and patterns that 
have been created were added together to form the observations of the simulated series. 
These time series have been simulated to replicate a real-life electricity consumption time 
series, which will be used to further validate the GHP A in identifying and modelling different 
components of the time series, in particularly, the heteroskedastic component. 
In order to validate the results of the GHP A, the modelling structure that has been used in 
generating these time series will be compared with the modelling structure of the GHP A. The 
fo llowing section shows the analysis and results of the HP A and GHP A on the simulated time 
senes. 
8.3 Modelling Analysis and Results 
Section 8.2 described the features of the simulated several time series. The aim of simulating 
these time series and further validating of the GHPA is to see how well the GHPA can model 
the key components that have been included in these time series and also, to see how accurate 
the performance of the GHP A is in comparison with an established time series method. This 
section introduces the modelling process and the results of applying the HP A and the GHP A 
to model the four simulated time series. It is worth noting that when using the HP A and the 
GHP A to model these time series, the modelling structure is assumed to be unknown. 
For the purpose of modelling, the simulated time series were split into two parts, the within- 
sample period and the out-of-sample period. The observations in the within-sample period 
will be used for parameter estimations and creating models while the observations in the out- 
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of-sample period will be used for validating the models that have been created. All the time 
series have been chosen to have a start period of January 1, 2010, such that the within-sample 
period ranges between January 1, 2010 and December 31, 2010, while the out-of-sample 
period ranges between January 1,2011 and June 30, 2011. There are 17, 520 and 8, 688 half 
hourly observations in the within-sample and out-of-sample periods respectively. 
8.3.1 Simulated time series A32 
~ HPA 
An inspection of the time plot for this time series shows that the time series is seasonal. 
Further inspection of this time series also showed that the half hourly pattern of the time 
series for Monday - Friday is significantly different from the half hourly pattern of the time 
series on Saturday and Sunday. Once the time series has been identified to contain a seasonal 
component, the first step that was taken in applying the HP A was to develop a profile that 
models the seasonal components that are present in the time series. 
In order to model the seasonal component of this time series, the description shown in Phase I 
of Section 4.6.3 were followed. The seasonal frequency f for this time series has been set as 
48 since there are 48 half hourly observations in one day. Instead of creating one vector Wt to 
model the seasonal component of the series, two vectors have been created for this series. 
Two vectors for Wt have been created since the half hourly pattern for weekdays is different 
to the half hourly pattern for weekend. One of these vectors was created based on the 
observations of the weekdays (Monday - Friday), while the other vector was created based on 
the observations of the weekend (Saturday and Sunday). It is expected that this would 
improve the accuracy of the HP A and GHP A forecasts as it will model the weekday and 
weekend seasonal components more accurately. A set of models, shown in Table 23, were 
applied to different segments of these two vectors. 
Time (half hourly) Models 
WEEKDAY 
00:00 - 05:30 120.713 + 0.087t 
Where t = 1, 2, ... , 12 
06:00 - 21 :00 162.140 - O.071t - 3.98 x 10-3t2 
Where t = 1, 2, ... ,31 
21:30 - 23:30 120.713 + 0.047t 
Where t = 1, 2, ... , 5 
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WEEKEND 
00:00 - 07:30 117.145 + 0.088t 
Where t = 1,2, ... ,16 
08:00 -19:30 147.860 + 0.175t -1.34 x 10-3t2 
Where t = 1, 2, ... , 24 
20:00 - 23:30 116.433 + 0.047t 
Where t = 1, 2, ... , 8 
Table 23: Polynomial functions used for modelling the level 1 profile of simulated series A32. 
It is worth noting that higher polynomial orders were initially fitted to the vectors 
representing weekdays and weekend. However, the less significant parameters of the 
regression models have been taken out and the final polynomial functions with significant 














Figure 132: Weekday and Weekend Levell HPAIGHPA profiles for simulated series A32. Although the 
weekday and weekend profiles follow the same pattern, the sum and average of the observations during 
weekend is much lower than those during the weekday. 
Figure 132 shows the predicted values of the polynomial functions for weekdays and 
weekend (Table 23). These values constitute the Level 1 profile of the HP A and GHP A for 
simulated series A32. 
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After modelling the level 1 profile of this simulated series, a level 1 profile-corrected series 
Y~ was created in order to identify if any other components remain in the series once the level 
1 profile has been removed. A visual inspection of the profile-corrected series showed a 
cyclical pattern that may be modelled adequately using a polynomial-trigonometric 
regression model. A polynomial-trigonometric regression model was applied on daily 
averages of the profile-corrected series and re-sampled back into a half hourly domain. The 
expression that has been used to model the level 1 profile-corrected series is shown as 
follows: 
, (2Tft) (2Tft) (4Tft) (4nt) 
Yat = -0.040 + 0.41 Sin 365 - 0.37 Cos 365 + 0.60 Sin 365 - 0.86 Cos 365 
Figure 133 shows a cyclical pattern that has been identified to be within the first simulated 









Figure 133: Simulated series A32 and its HPAIGHPA level2 profile. By re-sampling/stretching the 
observations of Y~t from daily to half-hourly domain, it can be seen that the level2 profile (cyclical 
pattern) follows the same pattern as the observed values of the simulated series. 
12/09 05111 
Upon modelling the levelland 2 profiles, these two sets of profiles were mathematically 
added together to form the deterministic component of the HP A. That is, the deterministic 
component of the HPA has been developed using the following expression: 
fCt) = Y~t + Wt 
1Q110 01/11 04110 07110 
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Figure 134 shows the deterministic component that has been created using the levelland 2 
profiles. 
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Figure 134: Simulated series A32 and its HPA deterministic component. Although the HPA has captured 
the double seasonal component that is present in the time series, the deterministic function has under- 
and over-fitted the time series. Note that the overall range of the HP A deterministic component is 
narrower. This is because the HPA assumes that there is a constant variation in a time series. 
Looking at the differences between the observed values of the time series and the component 
that has been created using the deterministic function [Ct), a MAPE of 1.884 and RMSE of 
3.387 were obtained for the within-sample period while a MAPE of 1.869 and RMSE of 
3.332 were obtained for the out-of-sample period. Based on the values of these accuracy 
measures, it can be concluded that the HP A function [Ct) that has been used to model the 
deterministic component of simulated series A32 has been adequate since the MAPE and 
RMSE of the deterministic component during the within-sample period are similar to the two 
accuracy measures during the out-of-sample period. 
After creating the deterministic component of this simulated time series, this component was 
decomposed from the observed values of the simulated series in order to obtain the stochastic 
component. The stochastic component is simply the remainder of the time series after 
subtracting the deterministic component. As mentioned in the Phase II description of Section 
4.6.3, if a suitable model can be found for the stochastic component, then the overall model 
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should produce good results. It is expected that creating an adequate model for the seasonal 
component of a time series would improve the results and forecasts of a time series model. A 
non-seasonal ARMA (3,1) model was applied to the HPA stochastic component of simulated 
series A32 using the following expression: 
(1- 0.629B + 0.205B2 - 0.055B3)Zt - Zt-l = (1 + 0.648B)Et 
The SAS output of this ARMA model is shown in Figure 135. 
Maximum li ke l ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr ) It: Lag 
MA1,1 -0.64786 0.01205 -53.77 <.0001 1 
ARl ,1 0.62939 0.01395 45.11 <.0001 1 
ARl ,2 -0.20466 0.01652 -12.39 <.0001 2 
AR1,3 0.05459 0.01092 5.00 <.0001 3 
Variance Estimate 3.794811 
Std Error Estimate 1.948028 
Ale 73090.65 
SBe 73121.73 
Number of Residuals 17520 
Figure 135: SAS output for modelling the HPA stochastic component of simulated series A32. 
Once an adequate ARMA model has been found to model the stochastic component of this 
time series, the fitted values and one-step ahead forecasts of the stochastic component were 
mathematically added to the deterministic component f (r) in order to create the HP A fitted 
values and one-step ahead forecasts. Figure 136 shows the observed values of the simulated 
series with its HP A forecasts. In terms of accuracy measure, the HP A had a within-sample 
MAPE and RMSE of 1.101 and 1.948 respectively. During the out-of-sample period, the 
accuracy of the HP A forecasts was slightly better than its within-sample forecasts. The 
MAPE and RMSE of the HPA during the out-of-sample period are 1.068 and 1.888 
respectively. 
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Figure 136: Observed values and HP A one-step ahead forecasts for simulated time series A32. In 
comparison with the HP A deterministic component, there are fewer observations that have been 
significantly under- and over-fitted and forecasted. 
It can be seen from Figure 136 and its sub-chart that the BPA forecasts follow the same 
pattern and direction as the observed values, and also, the gap between the observed values of 
the simulated series and the BP A forecasts is small. This is another evidence to show how 
accurate the BPA forecasts are, since bigger gaps between observed values and forecasts 
shows that the observed values are either being significantly over- or under-forecasted. 
Inspection of the BP A model residuals shows that there are no autocorrelations or partial 
auto correlations in the residuals of the BPA forecasts. Figure 167a, Figure 167b and Figure 
167c show the ACF and PACF of the BPA model residuals at the non-seasonal lag, daily and 
weekly seasonal lags respectively. Also, further inspection showed that there is no presence 
ofheteroskedasticity in the model residuals of the BPA. Applying the Breusch-Pagan test on 
the model residuals of the BP A showed that there is insufficient evidence to reject the null 
hypothesis of no heteroskedasticity in the model residuals of the BP A since there is a BP 
statistic of0.4280 and a p-value ofO.3234. 
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~ GHPA 
The GHP A, a novel extension of the standard HP A, was introduced in Chapter 5 to be a time 
series modelling technique that can be used to model the heteroskedastic component that 
exists in a time series. As part of an initial analysis of a time series, it is best to test the time 
series for presence of heteroskedasticity, such that if a heteroskedastic component exists in a 
time series, an appropriate time series method can be used to model and analyse the time 
series. If there is a presence of heteroskedastic component in a time series, the ratios of 
variations for the GHP A must be created in order to model the heteroskedastic component of 
the time series. 
For simulated series A32, a Breusch-Pagan test was applied on the series in order to test for 
the presence ofheteroskedastic component. Based on the statistics (BP test statistic = 0.6524 
and p-value = 0.4193), it can be concluded that there is no presence of heteroskedastic 
component in the series since there is sufficient evidence not to reject the null hypothesis of 
no heteroskedastic component in the time series under consideration. Since the Breusch- 
Pagan test statistics showed that there is no presence of heteroskedastic component, no ratios 
of variations have been created for the series. 
Another element of the GHPA that was introduced in Section 5.2 is the hybrid deterministic 
component. In order to improve the deterministic function f(t) that was created by the HPA, 
the GHP A simply creates its deterministic component by using the function f (r) of the HP A 
and also, includes the previous differences between the observed values and the deterministic 
component. The deterministic function, f(t)', that has been used to model the GHPA 
deterministic component is expressed as follows: 
fet)' = Y~t + Wt + PZ~-l + TZ~-48 + CPZ~-336 
The values of y ~t and W t that are used in constructing the deterministic function of the HP A 
are exactly the same as the values of y ~t and Wt that are used to construct the deterministic 
function of the GHPA. The values of p, rand cp that have been used for this time series are as 
follows: 
• Weekday: p = 0.59, T = O cp = O 
Saturday: p = 0.61, T = 0.1, cp = O 




These values are the set of values that minimise the sum of squared error of the deterministic 
component. Figure 137 shows the time plot of the observed values of the time series 














12109 04/10 07/10 10110 01/11 05/11 
Date & Time 
Figure 137: Simulated series A32 and its GHPA deterministic component. Visually, the GHPA 
deterministic component is more superior to the HPA deterministic component since the number of 
observations that have been under- and over-forecasted by the GHP A function is much lower than those 
of the HPA. 
Similar to the HP A, once the deterministic component of the series has been modelled by the 
GHPA, a non-seasonal ARMA model was applied to model the stochastic component of the 
series in order to further improve the results and accuracy of the GHPA's forecasts. An 
ARMA (1,1) model was used to model the remainder of the series once the deterministic 
component has been removed. The following expression shows the ARMA process that has 
been used to model the stochastic component of the series. 
(1 - O.283B)z~ - Z~-l = (1 + O.409B)Et 
The SAS output for this model is shown in Figure 138. 
.. - 
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Maximum Li kel ihood Est imat ion 
Standar-d Appr-ox 
Par-ameter- Estimate Er-r-or- t Value Pr- ) It: Lag 
MA1,1 -0.40958 0.01113 -36.81 <.0001 
ARl ,1 0.28282 0.01169 24.19 <.0001 
Var-iance Estimate 3.778241 
Std Er-r-or- Estimate 1 .94377 
AIC 73010.7 
SBC 73026.24 
Number- of Residuals 17520 
Figure 138: SAS output for modelling the GHP A stochastic component of the first simulated series. 
The sets of forecasts that are produced for the stochastic component are added to the 
deterministic component fet)' in order to obtain the GHPA forecasts. Figure 139 shows the 
observed values of the simulated series and its GHPA forecasts. 
o ro 
Figure 139: Observed values and GHP A one-step ahead forecasts for simulated series A32. With the 
exception of few time periods where the GHP A has under- or over-forecasted, it can be seen that the 
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For the within-sample period, the MAPE and RMSE of the GHPA forecasts are 1.099 and 
1.944 respectively while the MAPE and RMSE for the out-of-sample period were 1.067 and 
1.887. The performance of the GHPA during the within-sample period is very similar to the 
performance of the GHP A during the out-of-sample period. This shows that the GHP A has 
Date &Time 
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performed adequately in modelling this time series both during the within-sample period, as 
well as during the out-of-sample period. 
In terms of correlation in the model residuals of the GHP A, an inspection of the ACF and 
P ACF shows that there is no auto-correlation and no obvious pattern left in the model 
residuals of the GHP A. This simply means that the GHP A has successfully captured all the 
time series components that are present in the series. Figure l68a, Figure 168b and Figure 
168c show the ACF and P ACF for the GHP A model residuals. 
Although an initial inspection of the simulated series under consideration showed that it does 
not posses any heteroskedastic component, the BP test on the model residuals of the GHP A 
also showed that there is no presence of heteroskedasticity in the model residuals of the 
GHP A. The test statistic for the BP test was 0.1889 with a p-value of0.4934. 
8.3.2 Simulated time series Bl7 
~ HPA 
Similar to simulated series A32, an inspection of simulated series B 17 showed that there is a 
presence of seasonal components in this time series. That is, the time series was identified to 
be a multiple seasonal time series, therefore appropriate time series techniques that can 
handle the presence of multiple seasonal components in a time series must be used in order to 
model this time series adequately. Also, the inspection of this time series showed that the 
daily pattern of Monday, Tuesday, ... , Friday are very similar but different to the daily 
pattern of Saturday and Sunday which are also similar. Due to the similarities in the patterns 
of certain days, the half hourly observations of Monday, Tuesday, ... , Friday were aggregated 
to create a weekday half hourly sub-series while the half hourly observations of Saturday and 
Sunday were aggregated to create a weekend half hourly sub-series. The two half hourly sub- 
series that have been created can be recognised as the seasonal components of the time series. 
In order to model the daily patterns that exist in this time series, the steps shown in Phase I of 
Section 4.6.3 were followed. Different sets of regression functions were fitted to the two half 
hourly sub-series (weekdays and weekend) and these are shown in Table 24. It can be seen 
from Table 24 that different regression models have been fitted to different segments of each 
sub-series. This is because some segments of the sub-series are best fitted using a different 




















me (half hourly) Models 
EEKDAY 
00- 05:30 
120.858 - 0.044t 
Where t = 1. 2, ... , 5 
120.487 + 0.107t 
Where t = 1, 2, ... , 12 
OO - 21:00 162.357 - 0.116t - 2.82 x 10-3t2 
Where t = 1. 2, ... , 31 
30 - 23:30 
EEKEND 
OO - 07:30 
117.142 - 0.058t 
Where t = 1, 2, ... , 8 
117.633 + 0.032t 
Where t = 1. 2, ... ,16 
OO -19:30 148.137 + 0.104t + 9.85 x 10-4t2 
Where t = 1. 2, ... , 24 
OO - 23:30 
Table 24: Polynomial functions for modelling the HPAIGHPA level I profile of simulated series B17. 
e predicted values of the models shown in Table 24 can be referred to as the Level 1 
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gure 140: Weekday and Weekend Levell HPAIGHPA profiles for simulated series B17. These are the 
seasonal patterns that have been identified to exist in each day of the week for this time series. 
nee the level 1 profile has been created, this profile was decomposed from the observed 
lues of the time series in order to identify any other components that remain in the series. A 
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time plot of the level I profile-corrected series, the remainder of the series after removing the 
level I profile, showed that there is another component in the time series once the level 1 
profiles have been removed. The pattern of this component is sinusoidal and hence, a 
polynomial-trigonometric regression model was fitted to the level I profile-corrected series. 
The following expression shows the function that has been fitted to the daily averages of the 
level I profile-corrected series: 
, (21rt) (21rt) (41rt) (4rrt) Yat-0.005+0.60Sin 365 -0.27Cos 365 +0.73Sin 365 -0.74Cos 365 
The component of the time series that was identified after removing the level I profile can be 
referred to as the level 2 profile. Figure 141 displays the predicted value of the level 2 profile 
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Figure 141: Simulated time series B17 and its HPAJGHPA level2 profile. After re-sampling the function 
Y~t from daily to half hourly domain, it can be seen that the level 2 profile follows the general pattern of 
the time series. 
Once the levels 1 and 2 profiles have been created and no other obvious components 
remained in the time series after removing the levels 1 and 2 profiles, these two levels of 
profiles were combined together to form the deterministic component of the time series. The 
HPA's deterministic function fCt) for simulated series BI7 is expressed as follows: 
fCt) = Y~t + Wt 
Where Wt is the level I profile and Y~t is the level2 profile. 
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Figure 142: Simulated series B17 and its HPA deterministic component. This time plot shows that the 
HP A has not been successful in using its deterministic function to capture the components that exist in the 
time series. 
It can be seen from Figure 142 that the deterministic function fCt) under- and over-fitted the 
time series on most occasions, that is, on most occasions, the values of the deterministic 
components are either too large or too small compared to the observed values of the time 
series. However, in terms of accuracy measures, the deterministic component had a MAPE 
and RMSE of 3.811 and 6.804 respectively during the within-sample period. The 
performance of the deterministic component deteriorated slightly during the out-of-sample 
forecast because the values of the accuracy measures increased during this period. The 
MAPE and RMSE of the deterministic component during the out-of-sample period are 4.154 
and 7.468 respectively. 
Based on the description of the HPA in Section 4.6.3 and the graphical representation of 
Figure 13, once the deterministic component has been model, the next step is to model the 
stochastic component Zt of the series, which is the remainder of the series once the 
detenninistic component has been removed. For the HP A, the stochastic component of this 
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simulated series has been modelled using the non-seasonal ARMA(3,1) model. This model is 
expressed as follows: 
(1 - 0.638B + 0.209B2 - 0.049B3)zt = (1 + O.633B)Et 
Figure 143 shows the SAS output of the ARMA process that has been used to model the HPA 
stochastic component of simulated series B17. 
Maximum Li kel ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr > l t l Lag 
MA1,1 -0.63324 0.01275 -49.68 <.0001 1 
ARl ,1 0.63822 0.01457 43.81 <.0001 1 
AR1,2 -0.20888 0.01722 -12.13 <.0001 2 
AR1,3 0.04874 0.01120 4.35 <.0001 3 
Variance Estimate 15.38605 
Std Error Estimate 3.922506 
Ale 97615.58 
SBe 97646.67 
Number of Residuals 17520 
Figure 143: SAS output for modelling the HPA stochastic component of simulated series B17. 
Once an adequate ARMA model has been found for the stochastic component, the predicted 
values and one-step ahead forecasts of the stochastic components were added to the 
deterministic components in order to obtain the HPA's one-step ahead forecasts for simulated 
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Figure 144: Observed values and HPA one-step ahead forecasts for simulated series B17. This plot shows 
that the HP A has not been able to capture successfully observations with extreme high or low values. 
In comparison with Figure 142, it is apparent from Figure 144 that modelling the stochastic 
component with an adequate ARMA process has corrected for majority of the under- and 
over-fitting that was caused by the deterministic function. Measuring the accuracy of the 
HP A one-step ahead forecasts, during the within-sample period, the MAPE and RMSE were 
2.219 and 3.922 respectively while during the out-of-sample period, the MAPE and RMSE 
are 2.399 and 4.284 respectively. That is, the accuracy of the HPA forecasts during the 
within-sample period was slightly better than the accuracy of the forecasts during the out-of- 
sample period. 
Inspecting the model residuals of the HP A shows that there is no presence of autocorrelation 
in the residuals of the HPA. This is because there are no spikes in the ACF and PACF of the 
residuals as can be seen from Figure 169a, Figure 169b and Figure l69c. 
Breusch-Pagan test was applied on the residuals of the HPA in order to examme its 
performance. Testing for the presence of heteroskedastic component in the model residuals 
shows that there is sufficient evidence to reject the null hypothesis of no heteroskedasticity in 




When analysing a time series, it is beneficial to perform some statistical tests in order to 
identify the components or characteristics that are embedded in a time series. Once these tests 
have been performed, the appropriate time series method can be selected for modelling and 
forecasting. One of these statistical tests is the Breusch-Pagan (BP) test. As introduced in 
Section 4.4.1, the Breusch- Pagan test is a statistical test that can be used to identify ifthere is 
a presence ofheteroskedastic component in a time series. 
Since the GHP A has the capability of modelling time series with heteroskedastic components 
through the ratios of variations, the Breusch-Pagan test was performed on simulated series 
B 17 in order to determine if the ratios of variations would be needed for modelling this time 
series. Upon performing the BP test on the time series under consideration, it was concluded 
that the ratios of variations are required in order to model this time series. This is because the 
simulated series had a BP test statistic of 203.15 and a p- value <O. OO l. Based on the test 
statistic and its p-value, it can be concluded that the time series is heteroskedastic component. 
Section 5.3 introduced the ratios of variation as an element of the GHP A. The description 
given in Section 5.3 was followed in order to develop the ratios of variation that are required 
for modelling simulated series B17. It is assumed that variation in this time series varies by 
year (therefore, according to Section 5.3, k = 1). Upon testing for equality of variances in the 
monthly time series, the time series was divided into 12 sub-groups since the variation 
between months were significantly different (that is, according to Section 5.3, 9 = 12). After 
determining the manner by which variation in this time series varies, the ratios of variation 
Ttdm were created. These ratios were incorporated into the deterministic function by 
multiplying them with the level I profile. 
The deterministic function f(t)' that has been used to model the GHPA deterministic 
component of simulated series B 17 is expressed as: 
f(t)' = Y~t + WtTtdm + PZ~-l + TZ~-48 + <PZ~-336 
Where Wt and Y~t are the HPAIGHPA levels 1 and 2 profiles respectively. 
Ttdm is the ratio of variation that corresponds to a particular half hour in a group 9 and a sub- 
series k. 
297 
Z~-l' Z~-48 and Z~-336 are the GHPA stochastic components at t - 1, t - 48 and t - 336 
respectively. 
The values of p, T and <p that minimises the sum of squared error of the stochastic component 
are: 
• Weekday: p = 0.6, T = O, <p = O 
• Saturday: p = 0.57, T = O, <p = O 
• Sunday: p = 0.5, T = O, <p = 0.05 
Figure 145 shows the GHPA deterministic component and the observed values of simulated 
series B17. 
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Figure 145: Second simulated series and its GRPA deterministic component. The deterministic function 
of the GRP A has been able to capture the components of the time series, including the variation that 
exists in the series. 
In comparison with the HP A deterministic component of simulated series B 17 (Figure 142), 
it can be seen that the GHP A deterministic component of this series is superior. This is 
because the GHP A deterministic function has captured majority of the variation in the time 
series unlike the HPA whereby its deterministic function over- and under-fitted the time 
series majority of the time. 
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In terms of accuracy measures, the GRP A deterministic component has a MAPE and RMSE 
of2.490 and 4.421 respectively during the within-sample period. Like the HPA, the values of 
the accuracy measures also increased for the GHP A during the out-of-sample period. The 
MAPE and RMSE for the GHPA during the out-of-sample period are 3.210 and 5.691 
respectively. Although the MAPE and RMSE of the GHPA's deterministic component during 
the out-of-sample period were higher than those during the within-sample period, the GHP A 
is still superior than the HP A. 
After modelling the deterministic component of the time senes usmg the GHPA's 
deterministic function, a non-seasonal ARMA model was applied to the stochastic component 
of the time series under consideration. The most adequate ARMA model for the GHP A 
stochastic component is the ARMA(l,l). This ARMA model is expressed as follows: 
(1 - 0.307B)z~ = (1 + 0.381B)Et 
The SAS output for the ARMA(l,l) model is shown in Figure 146. 
Maximum Li kel ihood Estimation 
Standard Approx 
Parameter Est imate Error t Value Pr ) ItI Lag 
MA1,1 -0.33033 0.01135 -33.54 <.0001 
ARl ,1 0.30755 0.01163 26.33 <.0001 
Variance Estimate 12.33372 
Std Error Estimate 3.532413 
AIC 94434.45 
SSC 94450 
Number of Residuals 17520 
Figure 146: SAS output for modelling the GHPA stochastic component of the simulated series B17. 
After identifying an adequate model for the stochastic component, the fitted values and one- 
step ahead forecasts of the stochastic component were added to the GHP A deterministic 
component in order to create the GHPA one-step ahead forecasts. Figure 147 shows a time 
plot of simulated series B 17 and its GHP A forecasts. 
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Figure 147: Observed values and GHPA one-step ahead forecasts for the second simulated time series. 
Unlike the HP A, the GHPA has captured some of the observations at time periods with extreme values. 
It can be seen from Figure 147 that the GHPA has under- and over-forecasted some 
observations in the time series during the within-sample period, as well as during the out-of- 
sample period. However, in comparison with the HPA forecasts (Figure 144), the proportion 
of observations under- and over- forecasted by the GHPA is much lower than that of the HP A. 
In terms of accuracy measure, the values of the MAPE and RMSE during the within-sample 
period were 2.022 and 3.582 respectively. However, during the out-of-sample period, the 
values of the MAPE and RMSE increased to 2.617 and 4.647 respectively. In comparison 
with the HP A one-step ahead forecasts, the GHP A was superior during the within-sample 
period while the HPA was superior during the out-of-sample in terms ofMAPE and RMSE. 
Figure 170a, Figure 170b and Figure 170c show the ACF and PACF of the GHPA's model 
residuals for simulated series B 17 at the non-seasonal, daily seasonal and weekly seasonal 
lags respectively. It can be seen that there are no obvious pattern in the ACF and P ACF of the 
GHP A model residuals at the non-seasonal and seasonal lags. That is, it can be concluded 
that is no presence of autocorrelation in the GHPA's residuals of simulated series B17. 
The BP test was performed on the GHPA's model residuals of the time series in order to 
identify if the GHP A has been successful in modelling the heteroskedastic component that 
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was identified at the beginning of this section. Based on the BP test, a BP test statistic of 
165.54 with a p-value <0.001 were found. This shows that there is sufficient evidence to 
reject the null hypothesis ofno heteroskedastic in the GHPA's model residuals. Although the 
null hypothesis of no heteroskedastic component has been rejected, the test statistic of the 
GHPA's residual is lower than that of the HPA's residuals. Therefore, it can be concluded 
that the GHP A has captured some but not the entire heteroskedastic component in this time 
senes. 
8.3.3 Simulated time series C75 
» HPA 
Similar to the modelling analysis of the simulated time series presented in the previous 
sections, the inspection of simulated series C75 showed a presence of double seasonal 
components. The half hourly observations for different days of the week were grouped into 
two (weekdays and weekend). This is because there is a strong similarity in the half hourly 
pattern for Monday, Tuesday, ... , Friday and also, there is a similarity in the half hourly 
pattern for Saturday and Sunday. These two half hourly patterns were modelled using the 
regression models shown in Table 25. 
Time (half hourly) Models 
WEEKDAY 
00:00 - 05:30 119.733 + 0.237t 
Where t = 1, 2, ... , 12 
06:00 - 21:00 162.236 - 0.104t - 3.02 X 1O-3t2 
Where t = 1, 2, ... ,31 
21:30 - 23:30 119.947 + 0.277t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 116.906 + 0.109t 
Where t = 1, 2, ... , 16 
08:00 -19:30 148.896 - 0.040t + 6.02 X 10-3t2 
Where t = 1, 2, ... , 24 
20:00 - 23:30 116.851 + 0.032t 
Where t = 1, 2, ... , 8 
Table 25: Polynomial functions used for modelling the level 1 profile of simulated series C75. 
















Figure 148: Weekday and Weekend Levell HPAfGHPA profiles for simulated series C75. Although the 
general pattern of weekday and weekend look similar, the observations of the weekday and weekends are 
significantly different. 
Figure 148 represents the HPAIGHPA level 1 profile CWt) for simulated series C75. Figure 
148 shows the half hourly patterns across a typical weekday and weekend for the simulated 
series under consideration. 
After modelling the level 1 profile, as shown in Figure 148, the inspection of the level 1 
profile-corrected series of the third simulated series showed a cyclical pattern. This cyclical 
pattern was modelled using the following polynomial-trigonometric expression: 
, (2Trt) (2Trt) (4Trt) (4nt) 
Yat = 0.011 + 0.57 Sin 365 - 0.075 Cos 365 + 0.99 Sin 365 - 0.38 Cos 365 
Initially, higher polynomial orders and more trigonometric functions were fitted to the 
profile-corrected series. However, none of the parameter estimates for the higher polynomial 
orders and trigonometric functions were significant. The [mal model whose parameter 
estimates were statistically significant is expressed above. 
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It is worth noting that the function y ~t was applied on the daily averages of the profile- 
corrected series in order to obtain the parameter estimates. However, the function was re- 
sampled to half-hourly domain so that it can be used in generating the deterministic 
component of the series. 



















04l1{) 01/11 05111 07110 10!10 
Dale& lime 
Figure 149: Simulated series C75 and its HPAIGHPA level2 profile. Although there is variation in the 
time series, a close visualisation of this chart shows that the level 2 profile follows the general pattern of 
the series. 
After modelling the levelland 2 profiles, these profiles were removed from the observed 
values of simulated series C75 in order to identify if any other components remained in the 
time series. Upon inspection of the levels 1 and 2 profiled-corrected series, it was concluded 
that the level I and 2 profiles would make up the HP A deterministic function of simulated 
series C75. The following expression has been used to model the BPA deterministic 
component, fCt), of the simulated series under consideration: 
fCt) = Y~t + Wt 
Where Wt and Y~t are the BPAlGBPA level I and 2 profiles respectively. 
Figure 150 shows the HPA deterministic component and the observed values of simulated 
series C75. 
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Figure 150: Simulated series C7S and the HP A deterministic component. The chart shows that the 
deterministic function of the HP A fails to take into consideration any variation that exists in the time 
series. 
It can be seen from Figure 150 that the deterministic function has significantly under- and 
over-fitted the observed values of this time series. That is, on most occasions, the 
deterministic component is significantly above or below the observed values. In terms of 
accuracy, the deterministic component had a MAPE and RMSE of 4.030 and 7.370 
respectively during the within-sample period. For the out-of-sample period, the MAPE and 
RMSE were 4.358 and 7.752 respectively. 
The next step in modelling the time series under consideration was to identify an adequate 
ARMA model that can be used to model the remainder of the series once the deterministic 
component has been removed (stochastic component). 
After applying several seasonal and non-seasonal ARMA models to the HP A stochastic 
component of the series, the ARMA(3,1) model was found. This model is expressed as 
follows: 
(1 - 0.632B + 0.193B2 - 0.040B3)zt = (1 + 0.664B)Et 
The SAS output of the ARMA(3,1) model is shown in Figure 151. 
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Maximum Li ke l ihood Estimation 
Standard Approx 
Parameter Est imate Error t Value Pr ) It I Lag 
MA1,1 -0.66359 0.01165 -56.97 (.0001 1 
ARl ,1 0.63170 0.01369 46.14 <.0001 1 
ARl ,2 -0.19281 0.01640 -11 .76 <.0001 2 
ARl ,3 0.04012 0.01088 3.69 0.0002 3 
Variance Estimate 17 .49371 
Std Error Estimate 4.182549 
Ale 99864.88 
SBe 99895.97 
Number of Residuals 17520 
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Figure 151; SAS output for modelling the HPA stochastic component of simulated series C7S. 
Upon fmding an adequate ARMA model for the HP A stochastic component, the forecasts of 
the stochastic component were added to the HP A deterministic component in order to create 
the HPA one-step ahead forecasts. Figure 152 shows the HPA one-step ahead forecasts and 
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Figure 152: Observed values and HPA one-step ahead forecasts of simulated series C7S. Unlike its 
deterministic function, the HP A stochastic function has been able to consider the variation that exists in 
the time series. 
In comparison with Figure 150, a visual inspection of Figure 152 shows that adding the 
stochastic component to the deterministic component has reduced the under- and over-fitting 
that was caused by the HP A's deterministic function. 
During the within-sample period, the MAPE and RMSE of the HPA's one-step ahead 
forecasts were 2.347 and 4.182 respectively. However, during the out-of-sample period, the 
MAPE and RMSE were 2.503 and 4.447 respectively. That is, the performance of the HPA 
was much better during the within-sample period. 
Inspection of the model residuals showed that no obvious pattern or component remain in the 
series after using the HPA to model the time series. Figure 171a, Figure 171b and Figure 
171 e show the ACF and P ACF of the model residuals at the non-seasonal, daily seasonal and 
weekly seasonal lags. It can be seen that there are no significant spikes or patterns in the ACF 
and P ACF of the residuals. Therefore, it can be concluded that the HP A has been adequate in 
modelling this time series. On the other hand, testing for the presence ofheteroskedasticity in 
the model residuals showed that there is an element of heteroskedasticity in the remainder of 
the series. This is because, a BP-statistic of210.00 with a p-value < 0.001 were calculated for 
the model residuals. That is, there is sufficient evidence to reject the null hypothesis of no 
heteroskedasticity in the HP A model residuals. 
~ GHPA 
Similar to simulated series B17, a statistical test was performed on simulated series C75 in 
order to determine if there is a presence of heteroskedastic component in the series under 
consideration. Based on the Breusch-Pagan test, it can be concluded that there is a presence 
ofheteroskedastic component in this series since there is a BP test statistic of217.36 with a 
p-value < 0.001. Therefore, while using the GHPA to model this time series, the presence of 
heteroskedastic in the time series will be considered and catered for through the ratios of 
variation. The ratios of variation (rtdm) for simulated series C75 have been created in a 
similar way to simulated series B17 (Section 8.3.2). 
Upon creating the ratios of variation for this time senes, the GHPA's deterministic 
component was created using the following expression: 
fet)' = Y~t + Wtrtdm + P Z~-l + TZ~-48 + qJZ~-336 
Where wt and Y~t are the HPAJGHPA levels 1 and 2 profiles as shown in Figure 148 and 




Zt-336 are the stochastic components at t - 1, t - 48 and t - 336 
respectively. 
The values of p, T and qJ that minimises the sum of squared error of the stochastic component 
are: 
• Weekday: p = 0.6, T = 0, qJ = ° 
• Saturday: p = 0.6, T = 0, qJ = ° 
• Sunday: p = 0.6, r = 0, <p = 0.05 
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Figure 153: Simulated series C75 and its GHPA deterministic component. Although the deterministic 
function of the GHP A has not captured all the variation in the series, the function has captured more 
variation than the HP A deterministic function. 
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For the within-sample period, the GHP A deterministic component had a MAPE and RMSE 
of2.645 and 4.748 respectively. During the out-of-sample period, the MAPE and RMSE are 
3.349 and 5.889 respectively. In comparison with the HPA deterministic function shown in 
Figure 150, the GHPA deterministic function has been superior in modelling the 
deterministic component of this time series. This is because the values of the accuracy 
Date & Time 
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measures for the GHP A deterministic component are lower than those of the HP A 
deterministic component. 
After modelling the deterministic component using the GHP A deterministic function, this 
component was removed from the series in order to obtain the GHP A stochastic component. 
The stochastic component was modelled using the ARMA (1,1) x (1,1)336 process. This 
ARMA model is expressed as follows: 
(1 - 0.330B)(1 - 0.410B336)z; = (1 + 0.392B)(1 - 0.731B336)Et 
Maximum Likelihood Est imat ion 
Standard Approx 
Pa ..... ameter Estimate Error t Value Pr ) :t: Lag 
MA1,1 -0.39197 0.01087 -36.05 <.0001 1 
MA2,1 0.73122 0.01186 61.66 <.0001 336 
ARl ,1 0 .. 32974 0.01116 29.55 <.0001 1 
AR2,1 0.41045 0.01554 26.42 <.0001 336 
Variance Estimate 12.86797 
Std Error Estimate 3.587195 
Ale 94562.42 
SBe 94593.5 
Number of Residuals 17520 
Figure 154: SAS output for modelling the GHP A stochastic component of simulated series C75. 
Figure 154 shows the SAS output of the ARMA (1,1) x (1,1)336 process. 
The forecasts of the stochastic component were added to the GHP A deterministic component 
in order to obtain the GHP A one-step ahead forecasts for the series under consideration. 
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Figure 155: Observed values and GHP A one-step ahead forecasts of simulated series C75. The chart 
shows that the GHP A has captured majority of the variation in the time series with the exception of few 
time periods where the observations have been under- and over-forecasted. 
During the within-sample period the MAPE and RMSE of the GHPA forecast were 2.033 and 
3.591 respectively. However, the performance of the GHPA during the out-of-sample period 
was less accurate since the MAPE and RMSE during this period were 3.258 and 5.693 
respectively. Although the performance of the GHPA during the within-sample period was 
much better than its performance during the out-of-sample period, an inspection of the 
residuals shows that no other components were left in the residuals of the GHP A. Figure 
172a, Figure 172b and Figure 172c show the ACF and PACF of the GHPA's model residuals 
at the non-seasonal, daily seasonal and weekly seasonal lags. It can be concluded from the 
ACF and P ACF that no autocorrelation exists in the model residuals. 
Since it was identified that this simulated series had a presence ofheteroskedastic component, 
the residuals of the GHP A were further inspected by testing for the presence of 
heteroskedastic component. This test was performed in order to validate if the GHP A has 
been successful in capturing the heteroskedastic component in this series. The Breusch- Pagan 
test showed a statistic of 189.67 with a p-value <0.001. Although it can be concluded from 
the results of the Breusch-Pagan test that some heteroskedastic components still exist in the 
residuals, the significance of the heteroskedastic component in the GHP A model residuals is 
not as high as the significance of the component in the original series and the residuals of the 
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HP A. In comparison with the HP A, it can be concluded that the GHPA has b .' een supenor ill 
modelling the presence ofheteroskedastic component in simulated series C75. 
8.3.4 Simulated time series D43 
~ HPA 
This section presents the HPA analysis and results of simulated series D43. Similar to the 
other simulated time series that have been modelled and analysed in this chapter, simulated 
series D43 was also examined to identify the characteristics and components that are 
embedded in the time series. After visualising and performing some statistical tests on the 
time series, it was concluded that this simulated series is a heteroskedastic component with 
multiple seasonal components. That is, it contains similar characteristics to the simulated 
series BI7 and C75. Therefore, similar modelling approach has been followed in analysing 
and modelling simulated series D43. 
The HP AlGHP A level 1 profiles for this simulated series were created using the sets of 
models shown in Table 26. 
Time (half hourly) Models 
WEEKDAY 
00:00 - 05:30 120.869 + 0.067t 
Where t = 1, 2, ... ,12 
06:00 - 21 :00 162.155 - 0.084t - 3.50 x 1O-3t2 
Where t = 1,2, ... , 31 
21:30 - 23:30 121.197 + 0.045t 
Where t = 1, 2, ... , 5 
WEEKEND 
00:00 - 07:30 117.613 + 0.062t 
Wheret = 1,2, ... ,16 
08:00 - 19:30 148.205 + 0.130t - 7.07 x 10-4t2 
Where t = 1, 2, ... , 24 
20:00 - 23:30 115.535 + 0.187t 
Where t = 1,2, ... , 8 
Table 26: Polynomial functions used for modelling the level 1 profile of simulated series D43. 
It is worth noting that the half-hourly patterns for weekdays and weekend have been created 
separately due to the pattern of the weekdays being significantly different to the pattern of the 
weekend. Figure 156 shows the weekdays and weekend patterns that have been modelled 
















Figure 156: Weekday and Weekend Levell HPAJGHPA profiles for simulated series D43. 
The patterns depicted in the Figure 156 will represent the HPAJGHPA level I profile (wt) for 
simulated series D43. 
Upon creating the level 1 profile and exammmg the level 1 profile-corrected senes 
(remainder of the series after removing the level 1 profile), a polynomial-trigonometric 
function was used to model the component that remained in the level 1 profile-corrected 
series. This function is expressed as follows. 
( 2Trt) (2Trt) (4Trt) (4Trt) Y~t = 0.005 - 0.186 cos 365 + 0.583 sin 365 - 0.445 cos 365 + 0.930 sin 365 
The graphical output of this polynomial-trigonometric function is shown in Figure 157. The 
component shown in Figure 157 will represent the HPAJGHPA level 2 profile (Y~t) for the 
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Figure 157: Simulated time series D43 and its HPAIGHPA level2 profile. When observed closely, the 
chart shows that the level 2 profile follows the general pattern of the series even though the time series 
contains high variation. 
Once the level 1 and 2 profiles have been created, inspection of the remainder of the series 
after removing the two levels of profiles (level 1 and 2 profile-corrected series) showed no 
trends or patterns. Therefore, the level 1 and 2 profiles were combined together to form the 
HPA deterministic component of simulated series D43. That is, the HPA deterministic 
component, fet), is calculated as Y~t + w.. 
Figure 158 shows the deterministic components with the observed values of simulated series 
D43. 
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Figure 158: Simulated series D43 and its HPA deterministic component. Although the HPA has captured 
the seasonal patterns that exist in this time series, its deterministic has not been successful in capturing 
the variation that surrounds these seasonal patterns. 
Similar to other HPA deterministic components that have been created in this chapter, it can 
be seen from Figure 158 that the HPA deterministic function has under- and over-fitted the 
time series. That is, on many occasions, the values of the HP A deterministic component are 
significantly large or smaller than the observed values. And also, the deterministic function 
has not captured the variation in the time series. 
During the within-sample period, the MAPE and RMSE of the deterministic components 
were 4.710 and 8.648 respectively. The values of these accuracy measures increased during 
the out-of-sample period to 5.460 and 10.086 respectively. 
In order to improve the accuracy of the HP A, the remainder of the senes once the 
deterministic component has been removed (stochastic component) was modelled using an 
ARMA process. The most adequate ARMA model that was identified for the stochastic 
component was the non-seasonal ARMA (2,1) process. This ARMA model is expressed as 
follows with its SAS output shown in Figure 159: 
(1 - 0.619B + 0.171B2)z: = (1 + 0.678B)Et 
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Maximum L i ke l ihood Est imation 
Standard Approx 
Parameter Estimate Error t Value Pr ) l t l Lag 
MA1,1 -0.67772 0.0079503 -35.24 <.0001 1 
ARl ,1 0.61922 0.01022 60.60 <.0001 1 
AR1,2 -0.17039 0.0096970 -17.62 <.0001 2 
Variance Estimate 24.03533 
Std Error Estimate 4.902534 
AIC 105429.7 
SBC 105453 
Number of Residuals 17520 
Figure 159: SAS output for modelling the HP A stochastic component of simulated series D43. 
Upon finding an adequate model for the stochastic component, the predicted values and one- 
step ahead forecasts of the ARMA (2,1) process were added to the HPA deterministic 
component in order to obtain the HPA one-stead ahead forecasts of simulated series D43. The 
HP A one-step ahead forecasts with the observed values of simulated series D43 are shown in 
Figure 160. A visual inspection of Figure 160 shows that after combining the stochastic 
component with the HP A deterministic component, the number of observations that were 
significantly under- and over-fitted have reduced. 
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Figure 160: Observed values and HPA one-step ahead forecasts of simulated time series D43. The 
stochastic function of the HP A has captured some of the variation in the time series. This allows the HP A 
one-step ahead forecast to have an element of variation in it. However, the chart shows that the HP A has 
not performed very well in time periods with extreme values. 
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In terms of accuracy measure, the MAPE and RMSE of the HP A during the within-sample 
period were 2.713 and 4.902 respectively. Like the HPA deterministic component, the MAPE 
and RMSE of the HP A one-step ahead forecasts also increased during the out-of-sample 
period to 3.101 and 5.661 respectively. 
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The ACF and P ACF of the HP A model residuals at the non-seasonal, daily seasonal and 
weekly seasonal lags are shown in Figure 173a, Figure 173b and Figure 173c respectively. It 
can be seen from Figure 173b and Figure 173c that there are some spikes in the ACF and 
P ACF at the daily and weekly seasonal lags respectively. This shows that there might be a 
presence of a daily seasonal component in the HPA's model residuals. It is worth noting that 
several ARIMA models (including single seasonal and multiple seasonal models) were 
applied on the HP A stochastic component, however, the parameter estimates for these models 
were either not statistically significant or they did not meet the stationarity and invertibility 
conditions. 
Like the HP A model residuals of other simulated time series that have been analysed in this 
chapter, the BP test was also applied on the HPA model residuals of simulated time series 
D43. Based on the test statistics, it can be concluded that there is enough evidence to reject 
the null hypothesis ofheteroskedasticity in the HPA's model residual of this simulated series, 
since the test showed a statistic of 186.87 with a p-value<O.OOl. 
~ GHPA 
This section presents the modelling analysis and results of simulated series D43 using the 
GHP A. As part of an initial inspection of this time series, the BP test was applied on this 
series in order to determine if the time series is heteroskedastic. This is because if the time 
series was heteroskedastic, ratios of variations can be developed to cater for the 
heteroskedastic component that exists in the series. Application of the BP test on the time 
series under consideration shows that the time series is heteroskedastic since there is 
sufficient evidence to reject the null hypothesis of no heteroskedastic component. This 
simulated series has a BP test statistic of 195.02 with a p-value <0.001. 
After identifying that this time senes includes a heteroskedastic component, ratios of 
variations were created in order to improve the GHP A deterministic function as well as the 
GHP A forecast. These ratios have been created in a similar way to the ratios of variations that 
have been created for modelling the simulated series B!7 and C75 (Sections 8.3.2 and 8.3.3 
respectively). 
Upon creating these ratios, they were included in the GRP A deterministic function by 
multiplying them with the HPAlGRPA level! profile of series D43. The GRPA function that 
has been used to model the deterministic component of this series is expressed as follows: 
fet)' = Y~t + wtrtdm + PZ;-l + TZ;-48 + <PZ;-336 
Where Wt and Y~t are the RP AlGHPA levels 1 and 2 profiles that were identified for 
simulated series D43. 
Apart from the ratios of variation, the stochastic components from previous time periods have 
also been included in the GRP A deterministic function in order to further improve the 
accuracy of the GRPA deterministic component. These are shown as follows: 
I I d I Zt-l' Zt-48 an Zt-336 are the stochastic components at t - L, t - 48 and t - 336 
respectively. 
The values of P, T and <p that minimises the sum of squared error of the stochastic component 
are: 
• Weekday: p = 0.6, T = O, <p = O 
• Saturday: p = 0.6, T = O, <p = O 
• Sunday: p = 0.6, r = O, <p = O 
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Figure 161: Simulated series D43 and its GHPA deterministic component. With its ratio of variation, the 
GHPA has been able to model the variation in the series as part of its deterministic component. 
Unlike the RPA deterministic component (Figure 158), a visual inspection of Figure 161 
shows that the GRP A deterministic component is far superior in modelling this time series 
because the number of observations that the GRPA has under- and over-fitted is much 
smaller compared to the RP A. In terms of accuracy measures, the MAPE and RMSE of the 
GRPA during the within-sample period are 3.063 and 5.507 respectively. During the out-of- 
sample period, the MAPE and RMSE increased to 4.154 and 7.532 respectively. Based on 
these accuracy measures, it can be concluded that the performance of the GRP A deterministic 
component during the within-sample period was much better than its performance during the 
out-of-sample period. 
Upon modelling the deterministic component of this simulated senes using the GRP A 
deterministic function, a seasonal ARMA model was applied to the GRP A stochastic 
component. The most adequate model for the stochastic component is the ARMA(l,l) x 
(1,1)336' This ARMA model is expressed as follows: 
(1- 0.314B)(1- 0.417B336)z: = (1 + 0.398B)(1- 0.740B336)Et 
The SAS output for the ARMA(l,l) x (1,1)336 is shown in Figure 162. 
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Maximum Li ke l ihood Estimation 
Standard Approx 
Parameter Estimate Error t Value Pr ) l t l Lag 
MAl, I -0.39774 0.01095 -36.34 <.0001 1 MA2,1 0.73996 0.01149 64.38 <.0001 336 AR1 ,1 0.31427 0.01132 27.76 <.0001 1 AR2,1 0.41703 0.01521 27 .42 <.0001 336 
Variance Estimate 17.49042 
Std Error Estimate 4. 182156 
AIC 99942.97 
SBC 99974.05 
Number of Residuals 17520 
Figure 162: SAS output for modelling the GHPA stochastic component of simulated series D43. 
After fmding an adequate ARMA model for the stochastic component, the forecasts of the 
stochastic component were added to the deterministic component in order to generate the 
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Figure 163: Observed values and GHPA one-step ahead forecasts of simulated time series D43. The 
GHPA has been successful in capturing all the components that exist in the series including producing 
adequate forecast for time periods with extreme values. 
Figure 163 shows a time plot of the GHPA one-step ahead forecasts and the observed values 
of simulated series D43. Although not much can be said by visually inspecting the GHPA 
one-step ahead forecast, in terms of accuracy measure, the GHP A had MAPE and RMSE of 
2.361 and 4.187 during the within-sample period respectively. However, during the out-of- 
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sample period, the GRPA had MAPE and RMSE of 4.038 and 7.175 respectively. This shows 
that the performance of the GRP A during the within-sample period was much better than its 
performance during the out-of-sample period. 
In terms of autocorrelation, an examination of the GRP A model residuals show that no 
autocorrelation or partial autocorrelation exist in the residuals of the series when modelled by 
the GRP A. This is evidenced from the ACF and PACF plots shown in Figure 174a, Figure 
l74b and Figure 174c for the non-seasonal, daily seasonal and weekly seasonal lags 
respectively. It can be seen from the ACF and P ACF plots that there are no significant spikes 
and also, there are no obvious patterns shown in these plots. 
A [mal inspection that was performed on the GRP A model residuals is the test of 
heteroskedasticity. In order to identify if the ratios of variations that were created for the 
series have been adequate in modelling the heteroskedastic component that is present in the 
series, a BP test was performed on the model residuals of the GRP A. With a BP test statistic 
of 148.73 and a p-value <0.001, it can be concluded that some heteroskedastic components 
still exist in the residuals. This is because there is sufficient evidence to reject the null 
hypothesis of no heteroskedasticity in the model residuals of the GRP A. 
This section has presented the modelling results of the RP A and GRP A on four simulated 
time series. The following section will give detail discussion of the findings and results of the 
HP A and GRP A on these simulated time series. 
8.4 Results 
This chapter has focused on validating the GRP A by generating simulated time series which 
include complex time series component such as heteroskedasticity and multiple seasonal 
components. Further validation of the GRP A is required because it has only ever been 
applied to the time series shown in Chapter 6. Modelling the simulated time series 
successfully with the GRP A will provide further evidence that the GRP A can be used along 
side established time series techniques in modelling time series with complex components 
such as presence of heteroskedastic components. 
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Section 8.2 described the features and modelling structure of the simulated time series. The 
HPA and GHPA models of these simulated time series were presented in Section 8.3. The 
findings and discussion of these modelling results are presented in this section. 
In order to assess how well the GHP A has fitted the simulated series, the model structure of 
components and parameter estimates used in the data generating process will be compared 
with their observed counterparts. That is, the modelling structure that was used to generate 
the time series will be compared with the modelling structure that has been used to create the 
HPA and GHP A forecasts. It is worth nothing that when applying the HP A and GHP A on 
these four time series, it was assumed that no prior sets of information were known. 
Comparing the modelling structures is necessary in order to conclude if the GHP A has been 
successful in modelling the simulated time series. Based on this comparison, if the modelling 
structure of the components used in generating the time series is identical to its observed 
counterparts, it can be concluded that the GHP A has been successful in modelling the 
simulated time series, otherwise, it can be concluded that the GHP A has been unsuccessful in 
modelling the series. 
Seasonal components: the four simulated series were generated to be half hourly time series 
that include multiple seasonal components with a frequency of 48 and 336, that is, daily and 
weekly seasonal components. Table 27, Figure 164 and Figure 165 show the polynomial 
equations and the graphical patterns of these seasonal components. It is worth re-iterating that 
the seasonal components included in all the simulated series are identical. 
Upon visually inspecting the time plots of each of the simulated time series, it was concluded 
that all the simulated time series contain seasonal components. These seasonal components 
were modelled using several linear regression functions. Table 27 shows the polynomial 
functions that were used to model the seasonal components of the four simulated series 
respectively. The fitted values of these models were described as the level 1 profile of the 
HPAJGHPA and are shown in Figure 164 and Figure 165. 
With the exception of the intercept, the modelling structure of all the functions that were used 
to create the HP AlGHPA level 1 profiles of the first simulated series (Table 27, column 3) 
were similar to the modelling structure that was used to create the seasonal components of the 
simulated series (Table 27, column 2). That is, the order and parameter estimates of the 
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polynomial equations used in creating the seasonal components are the same as those 
identified to model the level 1 profile of the HP AlGHP A. 
For the second and third simulated series, the orders of the polynomial equations that were 
used to create the HPAIGHPA level1 profiles (Table 27, columns 4 and 5 respectively) are 
the same as the order of the polynomial equation that were used to create the seasonal 
components of the simulated series (Table 27, column 2). However, the sign of the parameter 
estimates for some of the polynomial equations that were used to create the level1 profiles of 
the second and third simulated series are different to those that were used to generate the 
senes. 
The modelling structure of the regression models that were used to create the HP AlGHP A 
level 1 profiles of the fourth simulated series (Table 27, column 6) are the same as the 
modelling structure of the polynomial functions that were used to create the seasonal 
components of the simulated series (Table 27, column 2). 
Although for the second and third simulated time series, the sign of the parameter estimates 
for some of the equations that were used in creating the HP AlGHP A level 1 profile were 
different to the sign of the parameter estimates used in generating the simulated series, the 
modelling structure of all the level 1 profiles have captured the general pattern of the seasonal 
components that exist in the series. It can be seen from Figure 164 and Figure 165 that the 
HP A/GHP A level 1 profiles for weekday and weekend are identical to the seasonal 
component of the weekday and weekend used in generating the simulated series. 
Based on the comparison of the models that have been used to create the HP A/GHP A level 1 
profile with the polynomial equations that have been used to generate the seasonal 
components of the simulated time series, it can be concluded that the HPAIGHPA have been 
adequate in modelling the seasonal components that exist in these four simulated series. It is 
worth noting that the order of the regression models and the sign of the most significant 
parameter (the intercept) that have been used in creating the level 1 profiles are the same as 
those used to generate the seasonal components of the simulated series. 
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Figure 164: Weekday half hourly pattern used in generating the simulated series and its corresponding 
HPAIGHPA level! profile. With the exception ofthe intercept, the HPAIGHPA level I profiles for all the 
simulated series are the same as the seasonal component used in creating the simulated series. The level 1 
profiles for aU the simulated series are almost exactly the same, hence the reason why they are not visible 
on the chart. 
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Figure 165: Weekend half hourly pattern used in generating the simulated series and its corresponding 
HP AlGHP A level! profile. With the exception of the intercept, the HP AlGHP A level 1 profiles for aU the 
simulated series are the same as the seasonal component used in creating the simulated series. The level 1 
profiles for all the simulated series are almost exactly the same, hence the reason why they are not visible 
on the chart. 
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Annual Cycle: a visual inspection of the level 1 profile-corrected series for all the simulated 
series showed a cyclical pattern that can be modelled using a trigonometric function. For each 
simulated series, a polynomial-trigonometric function was applied to the daily averages of the 
1evell profile-corrected series. The fitted values from these daily averages were re-sampled 
into half hourly observations. The observations of the re-sampling were described as the level 
2 profile of the HPAIGHPA. Figure 166 shows the HPAIGHPA level 2 profiles of the 
simulated series that are under investigation, as well as the annual cycle that was created for 
the simulated series. 
Table 28 shows that the modelling structure (in terms of order and sign of the parameters 
estimates) that has been used to create the level 2 profiles of the four simulated series are 
exactly the same as the modelling structure that was used to generate the annual cycle of the 
simulated series. The intercepts of the functions that have been used to create the level 2 
profiles are not comparable with the intercept that was used to generate the annual cycle of 
the simulated series. This is because the level 2 profile was developed after removing the 
modelled seasonal component of the series (level I profile), which usually contains the mean 
of the series. 
Time series Regression Models 
Equation used in creating an ( 2ITt ) ( 2ITt ) ( 4ITt ) 
annual cycle the simulated 
100 + 0.42 Sin 17520 - 0.34 Cos 17520 + 0.65 Sin 17520 
( 4ITt ) 
series - 0.89 Cos 17520 
Level 2 profile for Simulated (2ITt) CITt) (4ITt) -0.040 + 0.41Sin 365 - 0.37 Cos 365 + 0.60Sin 365 
Time Series A32 
(41ft) - 0.86 Cos 365 
Level 2 profile for Simulated CITt) CITt) (4ITt) 
Time Series B 17 -0.005 + 0.60Sin 365 - 0.27 Cos 365 + 0.73 Sin 365 
(41ft) - 0.74Cos 365 
Level 2 profile for Simulated (2ITt) (2ITt) (4ITt) 
Time Series C7S 0.011 + 0.57 Sin 365 - 0.075 Cos 365 + 0.99 Sin 365 
(41ft) - 0.38 Cos 365 
Level 2 profile for Simulated CITt) CITt) CITt) 
Time Series D43 0.005 + 0.58Sin 365 - 0.19 Cos 365 + 0.93Sin 365 
(41ft) - 0.44 Cos 365 
Table 28: Equations used to create the annual cycle of the simulated serres and regression functions used 
to model the RP A/GRP A level 2 profile. 
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It can be seen from the expressions used in creating the level 2 profiles that the frequency 
used in modelling the observed level 2 profiles is different from the frequency used in 
generating the annual cycle. This is because, the level 2 profiles were created based on the 
daily averages of the profile-corrected series, whereas the annual cycle used in generating the 
simulated series were based on half hourly observations. However, the daily averages were 
re-sampled from daily domain to half hourly domain since the time series has a periodicity of 
48. 
By comparing the modelling structure of the level 2 profiles with the modelling structure that 
was used to generate the annual cycle of the series, it can be concluded that the HP A/GHP A 
has been successful in modelling the annual cycle that was present in the simulated series. 
Also, it can be seen from Figure 166 that the patterns of the level 2 profiles for all the 
simulated series are very similar and follow the same direction as the pattern of the annual 
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Figure 166: Annual cycle used in generating the simulated series and its corresponding HPAIGHPA level 
2 profiles for all the simulated series. The chart shows that all the level 2 profiles follow the same pattern 
as the annual cycle that was included in the simulated series. That is, the peaks and troughs of the level 2 
profiles are in line with the peaks and troughs of the annual cycle used in generating the series. 
Deterministic component: for all the simulated time series, the HP A deterministic component 
has been created by summing up the levelland 2 profiles. This approach is less efficient 
when a time series is more volatile. As can be seen from Figure 142, Figure 150 and Figure 
158, which show the HPA deterministic component with the observed values of simulated 
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time series B17, C75 and D43 respectively, the HPA deterministic component has not 
captured the general pattern of the series. On many occasions, the value of the HPA 
deterministic component is significantly larger or smaller than the observed value of the time 
series. 
U sing the GHP A to model the deterministic component of these time series, the results look 
more promising. Similar to the first simulated series, the GRP A was also adequate in 
modelling the deterministic component. This is further validated by the statistics of the two 
accuracy measures shown in Table 29. The MAPE and RMSE of the GHPA are smaller than 
those of the HPA both during the within-sample as well as during the out-of-sample periods. 
For the other three simulated time senes, the GHP A deterministic component was also 
superior to the HP A deterministic component since the MAPE and RMSE of the GRP A are 
smaller than the MAPE and RMSE of the HP A both during the within-sample period as well 
as during the out-of-sample period. 
For simulated time series B17, C75 and D43, the ratios of variation are one of the extra 
features that were used in modelling the GRP A deterministic component. From Figure 145, 
Figure 153 and Figure 161, which show the GHPA deterministic component with the 
observed values of simulated time series B17, C75 and D43 respectively, it can be seen that 
the GHP A deterministic component has captured the general pattern of the series unlike the 
HP A deterministic component. 
With the exception of simulated series A32, it can be seen from the statistics shown in Table 
29 that the performance of both the HP A and GHPA are better during the within-sample 
period than their performance during the out-of-sample period. This is because, the MAPE 
and RMSE of the HP A and GHP A deterministic component increased during the out-of- 
sample period. Despite the fact that the accuracy measures of the GRP A deterministic 
component increased, these measures are still smaller than those of the HP A. 
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Within-sample period Out-of-sample period 
MAPE RMSE MAPE RMSE 
Simulated Time Series A32 
HPA 1.884 3.387 1.869 3.332 
GHPA 1.339 2.397 1.319 2.347 
Simulated Time Series B 17 
HPA 3.811 6.804 4.154 7.468 
GHPA 2.490 4.421 3.210 5.691 
Simulated Time Series C75 
HPA 4.030 7.370 4.358 7.752 
GHPA 2.645 4.748 . 3.349 5.889 
Simulated Time Series D43 
HPA 4.710 8.648 5.460 10.086 
GHPA 3.063 5.507 4.154 7.532 
Table 29: MAPE and RMSE of the HPA/GHPA deterministic components for the four simulated series. 
One-step ahead forecasts and Model residuals: once the deterministic and stochastic 
components have been modelled using the HP A and GHP A, one-step ahead forecasts for the 
simulated series were created. Table 30 shows the accuracy measures of the HPA and GHPA 
one-step ahead forecasts for the four simulated series during the within-sample and out-of- 
sample periods. 
For simulated series A32, the performance of the HPA and GHPA are similar since they both 
had similar accuracy measures during the within-sample and out-of-sample periods. The two 
time series methods have both performed adequately well in modelling this simulated series 
since the MAPE and RMSE of the two methods are very small. The exceptional performance 
of these methods might be because of the time series not containing any complex time series 
component such as the presence of a heteroskedastic component. 
As shown in Table 30, for the three simulated time series with heteroskedastic component, 
the GHPA performed better than the HPA in terms ofMAPE and RMSE during the within- 
sample period. However, during the out-of-sample period, the performance of the HPA 
outweighed the performance of the GHP A. The MAPE and RMSE of the two time series 
methods both increased during the out-of-sample period, however, the MAPE and RMSE of 
the GHP A increased more than those of the GHP A. Several attempts were made to further 
reduce the MAPE and RMSE, however, none of these attempts were successful. 
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Within-sample period Out-of-sample period 
MAPE RMSE MAPE RMSE 
Simulated Time Series A32 
HPA 1.098 1.944 1.067 1.887 
GHPA 1.101 1.949 1.067 1.887 
Simulated Time Series B 17 
HPA 2.206 3.913 2.395 4.282 
GHPA 1.868 3.311 3.326 5.878 
Simulated Time Series C75 
HPA 2.331 4.169 2.500 4.451 
GHPA 1.992 3.536 3.368 5.920 
Simulated Time Series D43 
HPA 2.700 4.891 3.089 5.655 
GHPA 2.329 4.129 4.169 7.410 
Table 30: MAPE and RMSE of one-step ahead forecasts for the four simulated series. 
In terms of the model residuals for the BPA and the GHPA forecasts, Figure 167 - Figure 
174 show the ACF and PACF plots of the BPA and GBPA model residuals for each 
simulated series at the non-seasonal, daily and weekly seasonal lags. By visually inspecting 
these plots, it can be seen that there are no significant spikes or obvious patterns i the ACF 
and P ACF of the BP A and GBP A model residuals for any of the simulated series. Therefore, 
based on the ACF and P ACF plots, it can be concluded that are no seasonal or trend 
components in the residuals of the GBPA. 
When generating the heteroskedastic components that were used in simulating the time 
series, a set of random errors (innovations) with distinct variances were included in the 
ARMA(p, q) - GARCHer, s) models. Table 31 shows the variance of the innovations that 
were used in simulating the time series and the variance of the model residuals of BP A and 
GBPA. 
Variance of Variance of HPA Variance of GHPA 
innovations used III model residuals model residuals 
simulating the series 
Simulated Time Series A32 5.74 3.79 3.78 
Simulated Time Series B 17 23.29 15.39 12.83 
Simulated Time Series C75 26.86 17.49 12.87 
Simulated Time Series D43 36.94 24.03 17.49 
Table 31: Variance of innovations and model residuals. 
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It can be seen that the variance of the HP A and GHP A model residuals are smaller than the 
variance of the innovations. This means that the two time series techniques have modelled 
some of the variation that exists in the series. However, the variances of the GHP A model 
residuals are much smaller for all the time series. The ratios of variation which have been 
created to model non-constant variation in the time series have been successful in modelling 
some of the variation that are in the simulated series. 
Heteroskedastic component: When simulating the time series that are being analysed in this 
chapter, an ARMA(l,l) process was combined with a GARCH(r, s) process in order to 
generate the heteroskedastic component that was incorporated into all the simulated series. 
The values used to simulate the ARMA(l,l) were CPl = 0.3 and Bl = -0.4. In order to 
further validate how the HP A and GHP A have performed in identifying the ARMA 
component of the generated series, Table 32 shows the ARMA processes that have been used 
to model the HP A/GHP A stochastic component of each time series. 
Simulated lIP A stochastic component GlIP A stochastic component 
Time Series 
A32 ARMA (3,1) ARMA (1,1) 
(1 - 0.629[3 + 0.205B2 - 0.055B3)zt (1 - 0.283B)z~ = (1 + 0.409B)ct 
= (1 + 0.648B)ct 
Bl7 ARMA (3,1) ARMA (1,1) 
(1 - 0.638B + 0.209B2 - 0.049B3)zt (1 - 0.307 B)z~ = (1 + 0.381B)ct 
= (1 + 0.633B)ct 
C75 ARMA (3,1) ARMA (1,1) x (1,1)336 
(1 - 0.632B + 0.193B2 - 0.040B3)zt (1 - 0.330B)(1 - 0.410B336)zf 
= (1 + 0.664B)ct = (1 + 0.392B)(1 
- 0.731B336)ct 
D43 ARMA (2,1) ARMA (1,1) x (1,1)336 
(1- 0.619B + 0.171B2)zf (1- 0.314B)(1- 0.417B336)zf 
= (1 + 0.678B)ct = (1 + 0.398B)(1 
- 0.740B336)Ct 
Table 32: ARMA processes for modelling HPAIGHPA stochastic components. 
Although all the ARMA processes that were used to model the HP A stochastic components 
of the four time series were non-seasonal, none of the parameter estimates or the structure of 
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these ARMA processes were similar to the structure of the ARMA process that was used to 
simulate the time series. That is, the orders of the AR and MA processes used in modelling 
the HP A stochastic components are different to those used in generating the tim . Thi e senes. IS 
is because the HPA is not capable of modelling adequately some of the components that exist 
in the time series, such as the heteroskedastic component. 
For simulated series A32 and B17, the modelling structure of the ARMA processes that were 
used to model the GHP A stochastic components were identical to the modelling structure of 
the ARMA process that was used in simulating the heteroskedastic component of these time 
senes. 
With the exception of the weekly seasonal component, the ARMA processes that were used 
to model the GHPA stochastic component of simulated series C75 and D43 were also similar 
to the ARMA process used in generating the time series. Although seasonal ARMA processes 
were used to model the stochastic components of simulated series C75 and D43, the 
modelling structure of the non-seasonal component of these ARMA processes were identical 
to the modelling structure of the ARMA process used in simulating these time series. 
The ability of the GHP A to identify the ARMA processes correctly is evidence to show that 
the GHP A was successful, to an extent, in modelling time series with complex patterns. 
The inspection of the ACF and P ACF plots for the GHP A model residuals showed that no 
obvious patterns remained in the residuals, that is, the model residuals do not have any 
seasonal or trend components. This shows that the GHP A has been successful in modelling 
the seasonal components that were present in each of the simulated time series. Three out of 
four simulated series that were generated included a presence of heteroskedastic component. 
The four simulated series that were generated contained different models of heteroskedastic 
component that were created by an ARMA(p, q) - GARCH(r, s) process. Table 32 shows 
the statistics and p-value of the Breusch-Pagan test that have been applied on the observed 
values of the simulated series. The simulated series A32 did not possess any heteroskedastic 
component, hence the reason why its test statistic was very small and its p-value was large. 
U . . .. 1 1· he si 1 d . which included testing for pon perforrnmg a set of mitia ana ySIS on t e simu ate series, 
. it was jdentif d h t me of the time series the presence of heteroskedastic component, It was identi ie t a so 
under consideration possess a presence of heteroskedastic component. 
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For the time series that possessed the heteroskedastic component, the ratios of variation were 
used to model these components. The ratios of variation were incorporated into the 
deterministic function of the GHP A by multiplying the values of the level I profiles with the 
ratios. Multiplication of the ratios with the values of the level I profiles would allow the level 
1 profiles to vary depending on time. This approach is different from the HP A whereby it 
assumes that the level 1 profiles do not change with time. Several ratios were created for the 
simulated series that were tested to have heteroskedastic components. The BP test was 
applied on the model residuals of the HP A and GHP A in order to see how the two time series 
methods have performed in modelling the heteroskedastic components that are present in the 
simulated series. Table 33 shows the statistics and p-values for the Breusch-Pagan test. 
BP statistic of p-value BP statistic of p-value BP statistic of p-value 
observed values HP A residuals GHP A residuals 
Simulated Time Series A32 0.6524 0.4193 0.4280 0.3234 0.1889 0.4934 
Simulated Time Series B17 203.15 <0.001 194.93 <0.001 165.54 <0.001 
Simulated Time Series C75 217.36 <0.001 210.00 <0.001 189.67 <0.001 
Simulated Time Series D43 195.02 <0.001 186.87 <0.001 148.73 <0.001 
Table 33: Testing for the presence of heteroskedasticity in the model residuals of the four simulated time 
series. 
Based on the p-values, it can be concluded that there is sufficient evidence to reject the null 
hypothesis of no heteroskedastic component; however, since the BP statistics of the GHPA 
residuals are smaller than those of the HP A and the original series, it can be said that the 
GHP A has modelled, to some extent, some but not all of the heteroskedastic component in 
simulated time series BI 7, C75 and D43. 
8.5 Summary 
This chapter has focused on simulating four different half hourly time series with several 
components including complex heteroskedastic components. The aim of this simulation is to 
apply the HP A and GHP A on new time series to further validate the performance of the 
GHP A. The HP A and GHP A have therefore been applied on these four time series without 
any prior information. 
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The GHP A has been successful in capturing and modelling the seasonal e . h omponents m t e 
time series since the modelling structure that were used to create the level 1 fil pro 1 es were 
similar to those used to generate the seasonal components. Also, the graphical patterns of the 
level I profiles are comparable with the graphical patterns of the seasonal components. 
The GHP A has also been adequate in identifying and modelling the annual cycle in the 
simulated series. Although the frequency that was used in generating the annual cycle for the 
simulated series was different to the frequency that was used in modelling the level 2 profile, 
the modelling structure of the annual cycle and the level2 profiles were exactly the same. 
For the heteroskedastic components that were included in the time series, the GRP A was able 
to model some of these heteroskedastic components through its ratios of variations however , , 
there still remain some heteroskedastic component in the model residuals of the GRP A. 
Also, the GHP A has been able to model the variation in the set of innovations that used in 
generating the simulated series. This is because the variances of the GHP A model residuals 
are much smaller than the variance of the innovations and the HP A model residuals. 
Overall, it can be concluded that the GHP A has been superior in identifying and modelling 
different components that were included in all the simulated time series, in comparison with 
the HP A. However, further work and research still has to be done in order to improve the 
performance of the GHP A. The following chapter discusses the research findings and the 
limitations of the GHP A which has proved to be comparable in producing one-step ahead 
forecasts, modelling heteroskedastic time series and far superior in detecting intervention 
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Chapter 9 Conclusions and Future Work 
9.1 Introduction 
Established time series techniques have been used in modelling the electricity consumption of 
a sport centre and an industrial organisation, as well as the u.s. monthly airline passenger 
series and two simulated series. The double seasonal ARlMA which has been used in many 
areas of forecasting has been used to model these series. Although the ARIMA model has 
been successful in producing betier forecasts for these series, it failed to provide any 
information about the components of the time series, such as a visual description of the time 
series components, and if there is an upward or downward trend. 
The performance of the Holt-Winters method has been very similar to that of the ARIMA 
process, especially in terms of the MAPE statistics. However, further inspection of the Holt- 
Winters residuals showed that some time series components still exist in the model residuals. 
The ARlMA process and the Holt-Winters exponential smoothing methods are data-driven 
approaches. An event-driven approach called the HP A was therefore proposed in modelling 
an energy demand series. 
The HP A was chosen to model the energy demand series because of its advantage of being 
able to model the components of a time series explicitly. For instance, the deterministic 
component of the HP A was used to model the daily seasonal component, trend and other 
event-driven disturbances explicitly. However, the standard HPA was not developed to model 
heteroskedasticity, it has never been applied to a time series with multiple seasonal 
components and has never been used as a process control application. 
The main objective of this research was to develop a control application that can be used in 
the area of energy management for detecting irregular consumption. This objective was to be 
achieved by: 
• constructing a modelling and forecasting approach 
• developing a set of efficient prediction limits and 
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• developing a procedure to test the significance of irregular observations. 
The main key aspects of the modelling problem were the presence of multiple seasonal 
components and the presence ofheteroskedastic components in the time series. 
In this research, the standard HP A was further developed and a modified forecasting 
approach called the generalised HPA (GHPA) was created. The GHPA has been developed as 
follows: 
• A novel approach in extending the deterministic component of the HP A was 
developed. The extension of the deterministic component includes an error adjustment 
at the seasonal and non-seasonal components. The error adjustment of the 
deterministic component has improved the overall results of the GHP A. This is 
because, the error adjustment at both the seasonal and non-seasonal components 
allows the GHPA to model the multiple seasonal components of the time series. 
• A novel set of monthly-seasonal ratios were developed to model the presence of 
heteroskedasticity in the demand series. These ratios describe the variability of energy 
consumption of a month over the consumption of a season, and were combined with 
the daily load profiles in producing accurate forecasts. Since the heteroskedastic 
component of the series can be modelled through the ratios of variations, there should 
be a lower occurrence of false detection of irregular observations when the GHP A is 
applied to a heteroskedastic time series. 
• A novel set of prediction limits were created for the GRP A to allow it to be used as a 
tool in process control. These limits were constructed by allocating less weight to 
recent observations and more weights to older observations. It is worth noting that 
these limits were created based upon the assumption that the dataset has been 
measured in a time domain. 
• A detection procedure was formulated in order to detect irregular observations in a 
time series. This procedure involves using the numbers of observations that falls 
outside the prediction limits of the GHP A, regression analysis and performing a slope 
comparison test. From the slope comparison test, it can be determined whether or not 
a set of irregular observations are statistically significant. 
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From these points, it can be concluded that the GHPA can be utilised as a process control 
tool in the field of energy management or any other areas of application. Apart from 
being used as a control tool, one of the advantages of the GHP A is that it provides better 
understanding ofa time series by explicitly modelling various components of the series. 
9.2 Conclusions 
In this research, the application of HP A in the field of energy management has been 
investigated. The HP A was developed as a forecasting approach, and has never been used as 
a process control application. The HPA has been developed as a control application for 
monitoring energy consumption in this research. The major conclusions that have been made 
are briefly described in this section. 
Upon inspection of the two energy demand series and the simulated series, it was concluded 
that the series exhibits daily and weekly seasonalities, as well as heteroskedastic components. 
In this research, the HPA has been used to create different levels of profile for modelling the 
annual cycle which repeats itself annually and the daily seasonality which mainly describes 
consumption pattern across a day. The simulated series and the electricity consumption of a 
sport centre showed a presence of heteroskedasticity. In this research, it has been shown how 
the monthly-seasonal ratios of variation can be used to stabilize the problem of 
heteroskedastic ity. 
A similar adjustment for error autocorrelation in the Holt-Winters methods which was 
described by Taylor (2003) was used in this research. However, the novel error adjustment 
that was used in modelling the deterministic component of the developed HP A was 
constructed to accommodate a seasonal factor which consists of two seasonal components. 
This novel error adjustment can be applied on a wider range of time series compared to the 
error autocorrelation adjustment described by Taylor (2003), because the novel adjustment 
for the developed HPA is more general due to the fact that it is able to accommodate seasonal 
components. 
The results show that the one-step ahead forecasts produced by the GHP A is satisfactory and 
comparable with established time series methods that have been used as benchmark models 
in this research. Using the MAPE as an accuracy measure, the ARlMA model outperformed 
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the other time series methods, including the GHP A in modelling the electricity consumption 
in a sport centre. For this time series, the double seasonal ARIMA model had the lowest 
MAPE statistic during the within-sample period and out-of-sample period. 
For the electricity consumption of an industrial organisation, the HP A had the lowest MAPE 
statistic during the within-sample period while the double seasonal ARIMA performed better 
than the other models during the out-of-sample period. 
The seasonal exponential smoothing method was the best method in modelling the monthly 
airline passenger series during the within-sample period. However, the GHP A outperformed 
the other methods during the out-of-sample period. 
For the two simulated series, the GHP A outperformed its benchmarks both during the within- 
sample period and the out-of-sample period as it had the smallest MAPE statistic. 
In terms of the RMSE, the GHP A tends to be more accurate in modelling and forecasting the 
five time series than the other three time series methods that have been considered in this 
research. 
The levels of profile that have been created can be used as a standard for comparing and 
monitoring deviations that might occur in daily consumption patterns, as well as the annual 
trend. Such deviation can be the result of energy wastage or the implementation of energy 
efficiency measures. The set of prediction limits that were created for the GHP A can be used 
to alert energy managers when consumption falls outside the limits. Energy managers can 
investigate the reason why consumption has fallen outside the prediction limits, with 
corrective and necessary actions taken to rectify the problem and make sure consumption 
pattern is back to being regular. 
Apart from the U.S. monthly airline passenger series which had a real-life intervention, the 
other time series that were considered in this research included simulated intervention events. 
Upon applying time series methods to these series, 95% prediction intervals were created. 
Before the occurrence of an intervention in all the series, approximately 95% of the 
observations were within the prediction intervals of each time series method including the 
GRP A. However, after an intervention occurred in the series, the prediction intervals of the 
GRP A were the most efficient in detecting if a level shift has occurred in the series. This is 
because for all the time series, less than 95% of the observations after the interventions were 
within the prediction intervals of the GRP A. This shows that GRP A is able to perform 
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efficiently when there is no intervention and also, it is able to identify an intervention in a 
series when it occurs. 
Although the accuracy measure of the GRP A is comparable with other time senes 
techniques, the GRP A provided further insights into the underlying dynamics of the time 
series, therefore allowing for an improved understanding of the time series that have been 
analysed in this research. Based on the results outlined in this research, it can be concluded 
that there is a potential for the use of the GRPA in the area of energy management. 
Four simulated series were generated and analysed in order to further validate the GRP A. 
These simulated series were generated to replicate, as close as possible, real-life time series. 
The series consisted features such as presence of multiple seasonal components and 
heteroskedastic components. The RP A and GRP A were applied on these simulated series and 
the modelling structure of these two time series technique were compared with the modelling 
structure that were used to generate the time series. Upon comparing the modelling 
structures, the GRP A proved to be far superior than the RP A since the modelling structure of 
the GRP A was identical to the modelling structure that was used to generate the time series. 
The GRPA was able to model successfully some of the components that were included in the 
time series, such as the presence of multiple seasonal components. It was able to model, to 
some extent, the heteroskedastic component that existed in the time series using the novel 
ratios of variation introduced in Chapter 5. Overall, the results presented in Chapter 8 gave 
further evidence to show that the GRP A is capable of modelling time series with complex 
components such as presence of he teras ked as tic component. 
The GRP A, introduced in Chapter 5 has proved supenor in terms of prediction limits, 
modelling heteroskedasticity and understanding the underlying dynamics of the demand 
series, compared with the other benchmark models that have been used. It is believed that the 
accuracy of the k - step ahead forecasts for the GRP A can still be improved. In the following 
section, some of the improvements that can be made to extend and improve the GRP A are 
given. 
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9.3 Limitations and Future Work 
In the implementation of the GHPA, some limitations can be thought to render the GHPA as 
an unstable approach. However, the implementation steps and procedures described in this 
thesis were logically validated through empirical evidence and/or visual inspection. 
Some directions for improving the results that have been presented in this report are as 
follows: 
• The GHP A does not currently consider the length of a time senes or how many 
observations are required in order to develop an adequate profile. Although the more 
historical observations that are available, the more accurate the levels of profiles would be 
since the profiles are created using historical observations. In order to improve the 
implementation of the GHP A, a suggestion would be to create an approach that considers 
the minimum number of observations that is required before an adequate level of profile 
can be created. 
• There is no means of validating the level of profiles that are created for a time series. In 
this research, different levels of profiles have been created to model the deterministic 
component of a series. The GHP A fails to provide any statistical inference about these 
levels of profile or if more levels of profiles are needed to model the series correctly. 
Therefore, in order to support the results of the GHP A, a procedure within the GHP A can 
be created to provide statistical inferences regarding the profiles of the GHP A. 
• Create a method to identify the smallest size of level shift that is required for detection. 
Depending on the time series under consideration, different size of level shifts will affect 
various time series in a different way. Therefore, knowing what size of level shift to be 
considered significant for a particular series would enable more precise conclusion to be 
made when using the DICTAT procedure. 
• The DICTAT procedure that was developed in this research has proved to be efficient in 
detecting irregular observations in the time series that have been analysed. In Figure 16, l 
was described as the number of days over which a statistical test would be performed to 
determine if there has been any significant change in the pattern of the series. For future 
work, an efficient and adequate way of determining the value of l for a time series should 
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be investigated. Identifying the value of l should give an indication of the mmnnum 
number of days that is required before an irregular observation can be detected. 
• In this research, several simulated series were generated for further validation of the 
GHP A. However, these simulated series were created by using the intra-day and intra- 
week patterns as the only deterministic components in the series. Since some economic 
time series posses elements of several deterministic components, further validation of the 
GRP A could be carried out to see how the method would perform when applied on a time 
series with several deterministic components, such as monthly seasonal components. The 
GRP A can also be further validated on time series with complex deterministic 
components. 
• In order to see how the prediction limits of time series methods would perform in the 
presence of intervention events, level shifts were used as intervention components in the 
half hourly series that have been analysed. Although the prediction limits of the GHP A 
outperformed those of established time series methods, for further validation, the 
prediction limits of the GHP A on time series with complex intervention events should be 
investigated. Table 3 shows some intervention components that can be investigated. 
• Although the results of the GRPA has been comparable with those of established methods 
when applied on the time series that have been considered in this research, for future work, 
the GHP A can be applied on time series in other fields such as call centres, in order to see 
how efficient the GRP A would be when applied on time series that are not energy related 
or time series that have not been measured on an half hourly or monthly basis. 
• The GRP A has been developed to be a technique that requires manual intervention and 
tailoring. In order to further improve the efficiency of the GRP A, a future work to 
consider is to automate some or all the steps and procedures of the GHP A. Automating the 
GHP A would reduce the time required to model a time series. 
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Appendix 
A.I Gauss-Newton Method 
Let a linear regression model be written as 
Yt = [(xt,(J) + Z, 
Where Yt is the data value at time t, [ is the expectation function of both the regressor 
variables Xt and the parameters 8, and Z t is the difference between the real value and the 
expectation function [ at time t: 
Let I1t(8) = teXt, 8) 
Such that Y = rJ(8) + Z 
Whereby Z is assumed to have a spherical normal distribution. That is, 
t = 1, 2, ... , T 
E[Z] = O and Var(Z) = E[ZZT] = (J2[ 
The Gauss-Newton algorithm is one of the methods used to solve nonlinear problems. 
Although the method can only be used to minimize the sum of square function values, 
however, it has the advantage of not using second derivatives. The approach is to apply an 
iterative linear approximation to the expectation function [ to improve an initial guess 8th 
for 8 and keep improving the parameter estimates until there are no changes in the sum of 
squares of the residuals. 
The expectation function is expanded in a first order Taylor series" about 80as follows: 
teXt, e) "" teXt, eO) + Vtl (el - ef) + Vt2 (e2 - ef) + ... + Vtp (ep - eg) (Al) 
p = 1,2, ... ,P 
Equation (Al) becomes [(xt,e) "" [(xt,eO) + LP=l af~~~eto (ep - eg) 
[(Xt,e) "" [(xt,eO) + vtp(ep - eg) (A2) 
With z(8) = y - rJ(8), and incorporating all T cases after the Taylor series expansion; 
rJ(8) "" rJ(8k) + Vk(8k+1 - 8k) 
2 Taylor series is a series expansion of a function as an infinite sum of terms calculated from the values of its 
derivatives about a chosen point. 
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Where Vk is the T x P derivative matrix with elements vtp after kth iteration and Ok = 
{}k+l _ {}k 
Therefore, z({}) "'" y - [1]({}k) + VkOk] 
Z({}) = zk - VkOk (A3) 
In order to minimize the residual sum of squares, the increment Ok is calculated using the QR 
decomposition (also called the QR factorization), which is the decomposition of the 
derivative matrix into an orthogonal and a triangular matrix. 
The following steps show how to calculate the Gauss increment: 
• Perform a QR decomposition on the derivative matrix Vk 
• Generate Wk = QI Zk with QI being the transpose of matrix Qkof the first decomposition 
based on parameters {}k 
• Solve for okusing RkOk = Wk' That is, Ok = R;lWk 
• Finally, {}k+l = {}k + Ok 
The confidence interval for a parameter {}p after the first iteration is calculated using: 
• the standard error of the parameter s. e({}p), 
• the student t - distribution, and 
• the sum of squared errors SSE as shown below: 
{}p ± s.e({}p) x t(d.f,a) 
Where s. e({}p) is SSE times the length of the pth row of Ri/ 
d. f is the degrees of freedom 
a is the percentage of the confidence interval. 
Alternatively, the Gauss-Newton algorithm can be performed by fmding {}p to minimize: 
S({}) = Lf=l[Yi - fi ({})JZ (A4) 
= lly - t(xt, O) 112 
~ lly - t(xt,O;) - F.COp - 0;)112 
= Ilz- V x 8112 
355 
Using the Taylor series approximation of Equation (Al) in Equation (A4), the minimization 
problem becomes a linear least-squares problem, which is to minimize: 
Ilzk - Vk(ek+l - ek)112 
Equation (AS) has solution ek+l - ek = (V[Vk)-lV[ Zk 
Leading to the Gauss-Newton algorithm 
eHl = ek + Ok 
(AS) 
Where 
One of the conditions that can cause erratic behaviour in the iterations of the Gauss-Newton 
algorithm is the singularity of the derivative matrix V. A matrix is singular if and only if the 
determinant of the matrix is O. 
A.2 Levenberg-Marquardt Algorithm 
One of the solutions to near-singularity of the matrix V has been derived by Levenberg 
(1944) and Marquardt (1963). The Levenberg algorithm modified the Gauss-Newton 
increment to 
(Bl) 
The Marquardt algorithm modified the Gauss-Newton increment to 
Ok = (V[Vk + akDk)-lV[ Zk (B2) 
Where ak is a damping factor and Dk is a diagonal matrix with entries equal to the diagonal 
elements of V[Vk. Assuming the important features of the dataset under consideration are 
known, the value of the damping factor can be chosen by the analyst. However, whenrzj, = O, 
the Levenberg-Marquardt increment is the same as the Gauss-Newton increment. Marquardt 
adopted a strategy whereby an initial value of the damping factor is a small positive number, 
e.g. al = 0.01. If at the kth iteration, the increment Ok of Equation (B2) makes the value of 
Sce) to reduce, then eHl = ek + s: and ak can be divided by a factor of 10 in order to 
bring the algorithm closer to Gauss-Newton. If at the kth iteration the increment Ok resulted 
in a bigger value of Sce), ak should be increased by a factor of 10 each time until a better 
value of 5 (e) is achieved. 




Where Pjj is the pth diagonal element of the (V[V + akDk)-l matrix and n - p is the 
degree of freedom. 
Á.3 Breusch- Pagan test 
The Breusch-Pagan test (BP) for heteroskedasticity tests whether the estimated variance of 
the residuals from a regression are dependent on the values of the independent variables. 
Assuming a linear regression model Yt = x~f3 + Et 
Where x~ is an observable 1 x k vector and f3 is an unknown k x 1 vector of parameters that 
are to be estimated. 
It is assumed that the error variance of the model is a function of a number of exogenous 
variables such that: 
(Cl) 
Where z~ = [1, Zlt} ZZt} ... } Zpt] is a vector of observed variables, and 
a' = [ao} al} ... } ap] is a vector of unknown coefficients. 
In their study, Breusch and Pagan (1979) proposed that heteroskedasticity takes the form 
al = (Jzh(zja) where h is an unspecified continuously differentiable function. 
If het) = et, the Breusch-Pagan test statistic is given by (J( = (Jzhez~a). 
Let the null hypothesis to be tested be Ho = al = az = ... = ap = 0, that is, (Jz = (Jzh(ao) 
is constant. 
Given that the BP test is a Lagrange Multiplier test, that is, tests that do not require estimation 
of a model under the alternative hypothesis and simply computes a statistic from the RZ 
(coefficient of determination) of some auxiliary regression; the model of the BP test is 
therefore estimated through the application of the OLS method. 
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A.4 SAS Program for Implementing the ARIMA Procedure 











The data step specifies a name for the SAS dataset to be 
created. TimeSeries is the name of the SAS dataset for this 
example 
The input step specifies the names of the variables in the 
TimeSeries dataset. Observed Values has been chosen as the 
only variable in the TimeSeries dataset. 
The observations of the "Observed Values" variable are entered 
after the datalines statement. 
/* Setting up the time element of the time series */ 
data TimeSeries; 
set TimeSeries; 
date = intnx('minute30', '01jan10:00:00'dt, n -1); 
run; 
The date statement tells SAS that the observations of the 
dataset have been measured on an half hourly basis 
/* Running the ARlMA procedure */ 
proc arima data=TimeSeries; 
identify var=Observed_Values(336); 
estimate p= (1) (48) (336) q= (1) (48) (336) method=ml noconstant; 
forecast id=date interval=month lead=5; 
RUN; 
The identify statement specifies the variable to be modelled 
(Observed_Values in this example) and performs a seasonal 
differencing at lag 336 on the variable. 
The orders of the AR and MA processes are specified in the 
estimate statement, as well as the estimation methods. 
The forecast statement generates forecasts for a time series 
including the number of multistep forecast values to compute. 
358 
A.5 R-project Program for Implementing Exponential Smoothing Methods 
The following codes have been used in R-Project for creating Holt-Winters forecasts for 
different time series. 
STATS PACKAGE 
#Seasonal Holt Winters 
model = HoltWinters(Observed_Values, seasonal "additive") 
#Non-Seasonal Holt Winters 
model = HoltWinters(Observed_Values, gamma FALSE) 
#Exponential Smoothing 
model = HoltWinters(Observed_Values, beta FALSE, gamma FALSE) 
predict (model, n.ahead = 5) 
FORECAST PACKAGE 
#Double Seasonal Holt Winters 
model = dshw(Observed_Values, 48, 336) 
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