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Abstract
This paper deals with the existence and uniqueness for the nth-order periodic boundary value problem
Lnu(t) = f
(
t, u(t)
)
, 0 t  2π,
u(i)(0) = u(i)(2π), i = 0,1, . . . , n − 1,
where Lnu(t) = u(n)(t) + ∑n−1i=0 aiu(i)(t) is an nth-order linear differential operator and f : [0,2π ] ×
R → R is continuous. We present some spectral conditions for the nonlinearity f (t, u) to guarantee the
existence and uniqueness. These spectral conditions are the generalization for nonresonance condition of
Duffing equation.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In this paper, we consider the existence for the nth-order periodic boundary value problem
(PBVP)
Lnu(t) = f
(
t, u(t)
)
, 0 t  2π, (1)
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where Lnu(t) = u(n)(t) + ∑n−1i=0 aiu(i)(t) is an nth-order linear differential operator, ai ∈ R,
i = 0,1, . . . , n − 1, n 1, f : [0,2π] × R → R is continuous.
The special case of PBVP (1)–(2) for n = 2, Duffing equation periodic boundary value prob-
lem {
u′′(t) = f (t, u(t)), 0 t  2π,
u(0) = u(2π), u′(0) = u′(2π), (3)
has been widely investigated by many authors. One well-known result is that if f satisfies the
nonresonance condition
−(N + 1)2 + ε  fu(t, u)−N2 − ε,
where N is a nonnegative integer and ε is a positive constant, the PBVP (3) has a unique solution,
see [1].
In [2], Cong extended this result to the periodic boundary value problem of the even order
differential equation{
u(2n)(t) +∑n−1j=1 cju(2j)(t) = f (t, u(t)), t ∈ [0,2π],
u(i)(0) = u(i)(2π), i = 0,1, . . . ,2n − 1,
(4)
(to be rewritten) and showed that if the condition
0N2n +
n−1∑
j=1
(−1)j−ncjN2j + ε
 (−1)nfu(t, u)
 (N + 1)2n +
n−1∑
j=1
(−1)j−ncj (N + 1)2j − ε
holds for a nonnegative integer N and a positive constant ε, the PBVP (4) has a unique solution.
In [3], Cong et al. considered the periodic boundary value problem of the odd order differential
equation{
u(2n+1)(t) +∑n−1j=0 cju(2j+1)(t) = f (t, u(t)), t ∈ [0,2π],
u(i)(0) = u(i)(2π), i = 0,1, . . . ,2n.
(5)
Concerning the following assumptions:
(H1) fu is continuous and there are positive constants m and M such that
m
∣∣fu(t, u)∣∣M, ∀(t, u) ∈ [0,2π] × R;
(H2) the linear homogeneous equation
u(2n+1)(t) +
n−1∑
j=0
cju
(2j+1)(t) = 0
has only constants for its 2π -periodic solutions;
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n−1∑
j=0
(2π)2(n−j)cj < 1;
they obtained the following two existence results:
Theorem A. Under the conditions of (H1) and (H2) above, the PBVP (5) has at least one
solution.
Theorem B. Under the conditions of (H1) and (H3) above, the PBVP (5) has a unique solution.
In addition, for certain Ln of a special form, the PBVP (1)–(2) has been studied by the authors
of [4–9] using monotone iterative technique in the presence of lower and upper solutions. These
authors demand that differential operator Ln satisfies maximum principles in periodic boundary
condition (2). Under the case that Ln satisfies maximum principles in the periodic boundary
condition, the present author in [10,11] also discusses the existence of positive solutions for
PBVB (1)–(2) using the fixed point index theory in cones, and the results concern that the growth
of nonlinearity f is superlinear or sublinear.
The main purpose of this paper is to extend and improve the main results in [2,3] mentioned
above. Our results concern the spectrum σ(Ln) of Ln in the periodic boundary condition. In
Section 2, we obtain that
σ(Ln) =
{
Pn(ki)
∣∣ k = 0,±1,±2, . . .}, (6)
where
Pn(λ) = λn + an−1λn−1 + · · · + a1λ + a0 (7)
is the eigenpolynomial of differential operator Ln and i is the imaginary unit.
To be convenient, let I = [0,2π], and we introduce the notation
Δ(f ) :=
{
f (t, u) − f (t, v)
u − v
∣∣∣ t ∈ I, u, v ∈ R, u = v}. (8)
For μ ∈ C and R > 0, we use B(μ,R) to denote the closed circle in complex plane C with centre
μ and radius R. The main results of this paper are as follows:
Theorem 1. Let f : I × R → R be continuous. If there exist μ ∈ R and R > 0 such that
Δ(f ) ⊂ B(μ,R), B(μ,R) ∩ σ(Ln) = ∅, (9)
then the PBVP (1)–(2) has a unique solution.
Theorem 1 means that if Δ(f ) and σ(Ln) are separated by a closed circle, the PBVP (1)–
(2) has a unique solution. We call condition (9) the spectral separation condition. If the partial
derivative fu exists, by the theorem of differential mean value, we easily see that
Δ(f ) ⊂ {fu(t, u) ∣∣ t ∈ I,u ∈ R}⊂ Δ(f ).
Hence, by Theorem 1 we have
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exists a closed circle B(μ,R) with μ ∈ R, satisfying B(μ,R) ∩ σ(Ln) = ∅, such that
fu(t, u) ∈ B(μ,R), ∀t ∈ I, u ∈ R, (10)
then the PBVP (1)–(2) has a unique solution.
When fu(t, u) is bounded, let
μ0 =
(
supfu(t, u) + inffu(t, u)
)
/2,
R0 =
(
supfu(t, u) − inffu(t, u)
)
/2, (11)
then B(μ0,R0) is the smallest one among all the closed circles satisfying (10). By Corollary 1
we have
Corollary 2. Assume that f ∈ C(I × R) and the partial derivative fu exists and it is bounded
in I × R. If B(μ0,R0) ∩ σ(Ln) = ∅, where μ0 and R0 are given by (11), the PBVP (1)–(2) has
a unique solution.
For the even order differential equation periodic boundary value problem (4), by (6) and (7)
the corresponding spectrum
σ(L2n) =
{
λk := (−1)nk2n +
n−1∑
j=1
(−1)j cj k2j
∣∣∣ k = 0,1,2, . . .
}
. (12)
Hence, applying Corollary 1 to the PBVP (4), we can obtain Cong’s result.
For the odd order differential equation periodic boundary value problem (5), the correspond-
ing spectrum
σ(L2n+1) =
{[
(−1)nk2n+1 +
n−1∑
j=0
(−1)j cj k2j+1
]
i
∣∣∣ k ∈ Z
}
⊂ iR, (13)
where i denotes the imaginary unit. If f ∈ C(I × R) satisfies assumption (H1), then (10) holds
for R = (M − m)/2 and μ = (m + M)/2 or −(m + M)/2. From (13) we see that B(μ,R) ∩
σ(L2n+1) = ∅. Hence by Corollary 1 the condition (H2) in Theorem A and condition (H3) in
Theorem B can be deleted, namely we have
Corollary 3. Assume that f ∈ C(I × R) and satisfies condition (H1). Then the PBVP (5) has
a unique solution.
Hence, Theorem 1 generalizes and improves the main results in [2,3]. Furthermore, we
weaken the condition of Theorem 1 to obtain the existence results for the PBVP (1)–(2). For
M > 0, let
Δ(f ;M) :=
{
f (t, v)
v
∣∣∣ t ∈ I, |v|M}. (14)
Replacing the condition (9) of Theorem 1 by the weaker condition
Δ(f ;M) ⊂ B(μ,R), B(μ,R) ∩ σ(Ln) = ∅, (15)
for large enough M > 0, we have the following existence result.
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the condition (15) holds, PBVP (1)–(2) has at least one solution.
The condition (15) of Theorem 2 can be described by the following limits:
f∞ := lim inf
v→∞ mint∈I
(
f (t, v)/v
)
, f ∞ := lim sup
v→∞
max
t∈I
(
f (t, v)/v
)
,
namely, we have
Corollary 4. Assume that f ∈ C(I × R) and −∞ < f∞, f ∞ < +∞. If
B
(
f ∞ + f∞
2
,
f ∞ − f∞
2
)
∩ σ(Ln) = ∅ (16)
holds, the PBVP (1)–(2) has at least one solution.
Proof. Let μ1 = (f ∞ + f∞)/2 and R1 = (f ∞ − f∞)/2. Since σ(Ln) is a closed set, by (16)
there exists ε > 0 such that B(μ1,R1 + ε) ∩ σ(Ln) = ∅. By the definition of f ∞ and f∞, there
exists M > 0 such that
f∞ − ε  f (t, v)/v  f ∞ + ε, ∀t ∈ I, |v|M.
This implies that Δ(f ;M) ⊂ B(μ1,R1 + ε). Hence by Theorem 2, the PBVP (1)–(2) has at least
one solution. 
The proofs of Theorems 1 and 2 will be given in Section 3.
2. Preliminary lemmas
In this section, we analyze the spectrum of differential operator Ln with periodic boundary
condition (2) in Hilbert space H = L2(I ). Let
N (Pn(λ))= {λ ∈ C | Pn(λ) = 0},
where Pn(λ) is the eigenpolynomial of differential operator Ln. Let Wn,2(I ) be the usual Sobolev
space with norm ‖u‖n,2 =
√∑n
k=0 ‖u(k)‖22, where ‖ · ‖2 denotes the norm in L2(I ). u ∈ Wn,2(I )
means that u ∈ Cn−1(I ), u(n−1)(t) is absolutely continuous on I and u(n) ∈ L2(I ). For h ∈
L2(I ), we consider the linear periodic boundary value problem (LPBVP){
Lnu(t) = h(t), 0 t  2π,
u(i)(0) = u(i)(2π), i = 0,1, . . . , n − 1. (17)
The solution u of LPBVP (17) means that u ∈ Wn,2(I ) and satisfies Eq. (17) in Carathéodory
sense. If h ∈ C(I), the solution of (17) is in Cn(I) and is a classical solution.
Lemma 1. Assume that
N (Pn(λ))∩ {ki | k = 0,±1,±2, . . .} = ∅. (18)
Then for ∀h ∈ L2(I ), the LPBVP (17) has a unique solution u =: Snh ∈ Wn,2(I ). Moreover,
Sn :L
2(I ) → Wn,2(I ) is a linear continuous operator.
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the transpose vector of X), then the LPBVP (17) is written into the n-dimension linear system
periodic boundary value problem{
U ′(t) = AU(t) + H(t), 0 t  2π,
U(0) = U(2π), (19)
where
A =
⎛
⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1
−a0 −a1 −a2 · · · −an−1
⎞
⎟⎟⎟⎠
is an n × n-matrix, and LPBVP (17) and LPBVP (19) are equivalent.
For X0 ∈ Rn, it is well known that the n-dimension linear system initial value problem (IVP){
U ′(t) = AU(t) + H(t), 0 t  2π,
U(0) = X0
has a unique solution given by
U(t;X0) = etAX0 +
t∫
0
e(t−s)AH(s) ds, 0 t  2π,
where
etA =
∞∑
m=0
tmAm
m! , t ∈ R.
If U(2π;X0) = X0, equivalently, initial value X0 satisfies the linear algebraic equation
(
I − e2πA)X0 =
2π∫
0
e(2π−s)AH(s) ds, (20)
then U(t;X0) is a solution of the LPBVP (19).
We show that 1 is not an eigenvalue of e2πA, so I − e2πA is an invertible matrix. In fact, if 1 is
an eigenvalue of e2πA, there exists corresponding eigenvector X1 ∈ Rn, namely e2πAX1 = X1.
Let U0(t) = etAX1, then U0(t) is a nonzero 2π -periodic solution of the linear system
U ′(t) = AU(t), −∞ < t < +∞,
and it can be expressed by the Fourier series expansion
U0(t) =
∞∑
k=−∞
Cke
ikt , −∞ < t < +∞,
in which there is at least one coefficient, say Ck = 12π
∫ 2π
0 U0(t)e
−ikt dt = θ . Since
ACk = 12π
2π∫
AU0(t)e
−ikt dt0
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2π
2π∫
0
U ′0(t)e−ikt dt
= U0(t)e−ikt
∣∣2π
0 +
ki
2π
2π∫
0
U0(t)e
−ikt dt
= ki · Ck,
it follows that ki is an eigenvalue of A. Hence det(kiI − A) = 0. Since
det(λI − A) = Pn(λ),
we have Pn(ki) = det(kiI − A) = 0, it contradicts (18).
Therefore, I − e2πA is an invertible matrix and the linear algebraic equation (20) has a unique
solution
X0 =
(
I − e2πA)−1
2π∫
0
e(2π−s)AH(s) ds,
and U(t) = U(t;X0) is the unique solution of PBVP (19), which is given by
U(t) = etA(I − e2πA)−1
2π∫
0
e(2π−s)AH(s) ds +
t∫
0
e(t−s)AH(s) ds. (21)
The first component u(t) of U(t) is the unique solution of PBVP (17). By the expression of
U(t) (21), we easily see that the operator Sn : h → u maps L2(I ) into Wn,2(I ) and is a linear
continuous operator. 
To be convenient, we introduce the notation
Dn =
{
u ∈ Wn,2(I ) ∣∣ u(j)(0) = u(j)(2π), j = 0,1, . . . , n − 1}
and denote the nth-order differential operator Ln with periodic boundary condition (2) in Hilbert
space H = L2(I ) by L :D(L) → H :
D(L) = Dn, Lu = Lnu. (22)
Lemma 2. The spectrum of the operator L :D(L) → H defined by (22) is given by
σ(L) = {Pn(ki) ∣∣ k = 0,±1,±2, . . .}, (23)
and it only consists of eigenvalues.
Proof. Let μ /∈ {Pn(ki) | k = 0,±1,±2, . . .} = Pn−1(iZ). Then for any k ∈ Z, Pn(ki) − μ = 0,
namely
N (Pn(λ) − μ)∩ {ki | k = 0,±1,±2, . . .} = ∅.
By Lemma 1, there exists the bounded inverse operator of L − μI :Dn → H , and we denote it
by Rμ := (L − μI)−1 : H → Wn,2(I ) ↪→ H . This means that μ is a regular point of L. Hence,
σ(L) ⊂ Pn−1(iZ).
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σ(L) only consists of eigenvalues. For any k ∈ Z, it is clear that eikt ∈ D(L) and Leikt =
Pn(ki)e
ikt
, namely Pn(ki) is an eigenvalue of L. This implies that Pn−1(iZ) ⊂ σ(L). Thus
σ(L) = Pn−1(iZ). 
Lemma 3. Let μ /∈ σ(L), then the resolvent operator Rμ = (L − μI)−1 :H → H is compact
and its norm
‖Rμ‖ = 1
d(μ,σ (L))
, (24)
where d(μ,σ (L)) = infλ∈σ(L) |μ − λ|, is the distance of μ and σ(L).
Proof. The compactness of Rμ has been proved in the proof of Lemma 2. It is well known that
{eikt | k ∈ Z} is a completely orthogonal system in H , every h ∈ H can be expressed by the
Fourier series expansion
h(t) =
∞∑
k=−∞
cke
ikt ,
where ck = 12π
∫ 2π
0 h(t)e
−ikt dt (k = 0,±1,±2, . . .).
Let u = Rμh, then u ∈ Dn, and all of u and u(m) (m = 1,2, . . . , n) can be expressed by the
Fourier series expansion. Let
u(t) =
∞∑
k=−∞
dke
ikt ,
then by the integral formula of Fourier coefficient we have
u(m)(t) =
∞∑
k=−∞
dk(ki)
meikt , m = 1,2, . . . , n.
Therefore, h = (L − μI)u also can be expressed by
h(t) = (L − μI)u(t) =
∞∑
k=−∞
dk
(
Pn(ki) − μ
)
eikt .
By the uniqueness of Fourier series expansion,
dk
(
Pn(ki) − μ
)= ck, k = 0,±1,±2, . . . .
Now by Parseval equality, we have that
‖Rμh‖22 = ‖u‖22 = 2π
∞∑
k=−∞
|dk|2 = 2π
∞∑
k=−∞
|ck|2
|Pn(ki) − μ|2
 2π
d2(μ,σ (L))
·
∞∑
k=−∞
|ck|2 = 1
d2(μ,σ (L))
‖h‖22.
Therefore, ‖Rμ‖ 1d(μ,σ (L)) .
On the other hand, by the spectral mapping theorem,
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(
(L − μI)−1)= { 1
λ − μ
∣∣∣ λ ∈ σ(L)}∪ {0},
from which it follows that the spectral radius r(Rμ) = 1d(μ,σ (L))  ‖Rμ‖. Thus (24) holds. 
3. Proof of the main results
Proof of Theorem 1. Let B(μ,R) be the closed circle satisfying (9). Let F(u)(t) = f (t, u(t))−
μu(t) for every u ∈ H . By the first part of (9), for all u1, u2 ∈ H , we have∣∣F(u1)(t) − F(u2)(t)∣∣R∣∣u1(t) − u2(t)∣∣, a.e. t ∈ I.
Therefore∥∥F(u1) − F(u2)∥∥2 R∥∥u1(t) − u2(t)∥∥2,
namely F :H → H is Lipschitz-continuous.
By definition of L, PBVP (1)–(2) can be rewritten into the equivalent form
(L − μI)u = F(u) or u = Rμ ◦ F(u),
namely the solution of PBVP (1)–(2) is equivalent to the fixed point of the compound operator
Rμ ◦ F . For all u1, u2 ∈ H , by Lemma 3∥∥Rμ ◦ F(u1) − Rμ ◦ F(u2)∥∥2  ‖Rμ‖ · ∥∥F(u1) − F(u2)∥∥2  Rd(μ,σ (L))‖u1 − u2‖2.
From the second part of (9) we see that d(μ,σ (L)) > R. Thus Rμ ◦ F :H → H is a contraction
mapping. By the contraction mapping theorem, Rμ ◦ F has a unique fixed point, which is the
unique solution of PBVP (1)–(2).
The proof of Theorem 1 is completed. 
Proof of Theorem 2. Let B(μ,R) be the closed circle satisfying (15). According to the first part
of (15), we have∣∣f (t, v) − μv∣∣R|v|, ∀t ∈ I, |v|M. (25)
Set C = max{|f (t, v) − μv|: t ∈ I, |v|M}, then∣∣f (t, v) − μv∣∣R|v| + C, ∀t ∈ I, v ∈ R.
This means that Carathéodory mapping F : H → H defined by F(u)(t) = f (t, u(t)) − μu(t) is
continuous [12], and∥∥F(u)∥∥2 R‖u‖2 + √2πC.
Hence, from the compactness of Rμ :H → H , it follows that the compound operator Rμ ◦ F :
H → H is completely continuous. By the second part of (15), d0 := d(μ,σ (L)) > R. Choose
R0 >
√
2πC
d0−R and let Ω = {u ∈ H | ‖u‖2  R0}, which is the closed ball in H with centre θ and
radius R0. Then for all u ∈ Ω , by Lemma 3∥∥Rμ ◦ F(u)∥∥2  ‖Rμ‖ · ∥∥F(u)∥∥2  1d0
(
R‖u‖2 +
√
2πC
)
 1
d0
(
RR0 +
√
2πC
)
< R0.
Thus Rμ ◦F maps Ω into itself. By Schauder fixed point theorem, Rμ ◦F has at least one fixed
point in Ω , which is the solution of PBVP (1)–(2).
The proof of Theorem 2 is completed. 
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