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Abstract
Convolutional neural networks (CNN) have been extensively used for inverse
problems. However, their prediction error for unseen test data is difficult to esti-
mate a priori since the neural networks are trained using only selected data and
their architecture are largely considered a blackbox. This poses a fundamental
challenge to neural networks for unsupervised learning or improvement beyond
the label. In this paper, we show that the recent unsupervised learning methods
such as Noise2Noise, Stein’s unbiased risk estimator (SURE)-based denoiser, and
Noise2Void are closely related to each other in their formulation of an unbiased
estimator of the prediction error, but each of them are associated with its own
limitations. Based on these observations, we provide a novel boosting estimator
for the prediction error. In particular, by employing combinatorial convolutional
frame representation of encoder-decoder CNN and synergistically combining it
with the batch normalization, we provide a close form formulation for the unbiased
estimator of the prediction error that can be minimized for neural network training
beyond the label. Experimental results show that the resulting algorithm, what we
call Noise2Boosting, provides consistent improvement in various inverse problems
under both supervised and unsupervised learning setting.
1 Introduction
Suppose that the measurement x is corrupted with additive noises:
x = µ+w, w ∼ N (0, σ2I) (1)
where µ ∈ Rn denotes the unknown mean vector, and σ2 is the variance. Consider a deep neural
network model F (x) := FΘ(x) with the weight Θ, which is trained with the data x producing an
estimate µ̂ = FΘ(x). Then, our goal is to estimate the prediction error:
Err(µ̂) = Ex,x∗‖x∗ − µ̂‖2 = Ex,x∗‖x∗ − F (x)‖2 (2)
which quantifies how well µ̂ can predict a test data x∗, independently drawn from the same distribu-
tion of x [1, 2].
The problem of estimating the prediction error is closely related to the generalizability of neural
network [3]. Moreover, this problem is tightly linked to the classical approaches for model order
selection in statistics literature [4]. For example, one of the most investigated statistical theories to
address this question is so-called covariance penalties approaches such as Mallow’s Cp [5], Akaike’s
information criterion (AIC) [6], Stein’s unbiased risk estimate (SURE) [7], etc.
This paper is particularly interested in estimating the prediction error of encoder-decoder convolutional
neural networks (E-D CNNs) such as U-Net [8–10]. E-D CNNs have been extensively used for
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various inverse problems such as image denoising, superresolution, medical imaging, etc [11]. Recent
theoretical results showed that, thanks to the ReLU nonlinearities, the input space is partitioned
into the non-overlapping regions so that input images in each region share the same linear frame
representation, but not across different partitions [10]. In this paper, we will show that this property
can be exploited to derive an explicit formulation for the unbiased estimator of the prediction error.
Our explicit formulation reveals an important link to the existing unsupervised denoising networks.
For example, an unsupervised training scheme called Noise2Noise (N2N) [12] is based on the training
between multiple realizations of noisy images without clean reference data. We show that the loss
used by Noise2Noise is indeed an unbiased estimator of the prediction error when many independent
noisy realizations are available for each image. When only one noisy realizations are available,
Stein’s unbiased risk estimator (SURE)-based denoiser [13] is shown as the unbiased estimator for
the prediction error. Unfortunately, aside from the inconvenience of using MonteCarlo method to
estimate the divergence term [14], it is often difficult to prevent the network from learning a trivial
identity mapping. We show that another denoising scheme, known as Noise2Void [15], can partially
overcome the limitation of SURE-denoiser, thanks to the boostrap sampling of the input data [16],
which prevents the identity mapping from being learned. Nonetheless, the use of subsampled data as
input makes the network performance limited.
To address this problem, here we provide a novel boosting estimator for the prediction error that
can be used for neural network training for both supervised and unsupervised learning problems.
Moreover, with proper batch normalization [17–21], we show that the contribution of the divergence
term for the resulting loss can be made trivial, which can significantly simplify the neural network
training. The resulting algorithm, what we call the Noise2Boosting, has many advantages. In contrast
to Noise2Noise that requires multiple perturbed noisy images as targets, our framework only requires
one target image. Unlike the Noise2Void, multiple neural network output from bootstrap subsamples
or random weighted input images are adaptively combined to provide a final output, which can reduce
the prediction error. The applicability of the new method is demonstrated using various inverse
problems such as denoising, super-resolution, accelerated MRI, electron microscopy imaging, etc,
which clearly show that our Nose2Boosting can significantly improve the image quality beyond
labels. All proofs for the lemma and propositions are provided in Supplementary Material.
2 Related works
In Noise2Noise [12], the main assumption is that a neural network may learn to output the average of
all feasible explanations. Therefore, rather than using the ground-truth reference, the authors claimed
that any noisy data from the same distribution can be used as a target for the neural network training.
However, N2N requires multiple noisy images for the same underlying noiseless image during the
training, which may not be feasible in some acquisition scenario. To address this problems, the
authors in [15] proposed so called Noise2Void (N2V) training scheme that utilizes random masked
images as input. The main assumption for N2V is that each pixel can be predicted from its neighbors
using a neural network different from the identity mapping. Unfortunately, N2V has limitations in
capturing fast varying and isolated structures. Instead, the authors in [13] proposed SURE-based
denosing network that employs the divergence penalty to regularize the auto-encoder loss. Due to the
difficulty of obtaining divergence penalty, the authors in [13] employed the MonteCarlo SURE [14]
to approximate the divergence.
Bootstrap aggregation (bagging) [22] is a classical machine learning technique which uses bootstrap
sampling and aggregation of the results to reduce the variance to improve the accuracy of the base
learner. Boosting [23] differs from bagging in their multiplication of random weights to the training
data rather than subsampling. The rationale for bagging and boosting is that it may be easier to train
several simple weak leaners and combine them into a more complex learner than to learn a single
strong learner.
3 Theory
This section analyzes Noise2Noise, SURE-based denoiser, and Noise2Void from the perspective of
their capability of estimating the prediction error. This leads to a novel boosting scheme.
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3.1 Existing approaches
Recall that the unseen test data x∗ in (2) can be represented by
x∗ = µ+w∗,
where w∗ is drawn from N (0, σ2I) and independent from w in (2). This suggests an estimator for
the prediction error in (2):
Êrr(x,x∗) = ‖x∗ − FΘ(x)‖2 (3)
We can easily see that Ex,x∗
[
Êrr(x,x∗)
]
= Ex,x∗‖x∗ − FΘ(x)‖2, suggesting that Êrr(x,x∗) is
an unbiased estimator of the prediction error in (2). In fact, the Noise2Noise estimator is an extension
of (3) for the training samples {x(i),x∗(j)}P,Qi,j=1, resulting in the following loss:
`N2N (Θ) :=
1
PQ
P∑
i=1
Q∑
j=1
‖x∗(j) − FΘ(x(i))‖2 (4)
Accordingly, the neural network training is done by minimizing the loss:
Θ̂ = argmin
Θ
`N2N (Θ).
While `N2N (Θ) is also an unbiased estimator of the prediction error (2), due to independent sampling
along x and x∗, large number of noisy samples are required to reduce the variance of the estimator
`N2N (Θ).
On the other hand, the authors in [13] employed the Stein Risk Unbiased Estimator (SURE). The
original formulation was derived for the unbiased risk estimator, i.e. E‖µ− FΘ(x)‖2, but can be
easily converted for the prediction error estimator. Accordingly, the corresponding SURE for the
prediction error becomes
ŜURE(x) := ‖x− F (x)‖2 + 2σ2div{F (x)} (5)
where div(·) denotes the divergence. Then, the SURE denoising network training is done for the
training samples {x(i)}Pi=1 by minimizing the following loss:
`SURE(Θ) :=
1
P
P∑
i=1
‖x(i) − FΘ(x(i))‖2 + 2σ2div{FΘ(x(i))} (6)
Although the application of SURE for unsupervised denoising is an important advance in theory,
there are several practical limitations. First, due to the difficulty of calculating the divergence term,
the authors relied on MonteCarlo SURE [14] which calculates the divergence term using MonteCarlo
simulation. This introduces additional hyperparameters, on which the final results critically depend.
Another important drawback of SURE denoising network is that it is difficult to prevent the network
from learning a trivial identity mapping. More specifically, if FΘ(x) = x, the cost function in (6)
becomes zero. One way to avoid this trivial solution is to guarantee that the divergence term at the
optimal network parameter should be negative. However, given that the divergence term comes from
the degree of the freedom [1] and the amount of excess optimism in estimating the prediction error
[2], enforcing negative value may be unnatural.
Recently, the authors in [15] proposed so-called Noise2Void (N2V). In N2V, various position of
the input pixels are masked with random distribution. Let L denote the random variable for the
sampling index and the corresponding neural network estimate is referred to as FΘ(x, L). Then, the
corresponding prediction error is given by
Err(µ̂) = Ex,x∗,L‖x∗ − FΘ(x, L)‖2 (7)
and the associated SURE estimator is given by
Proposition 1 The SURE estimate
ŜURE(x, L) := ‖x− FΘ(x, L)‖2 + 2σ2div{FΘ(x, L)} (8)
is an unbiased estimate for the prediction error in (7).
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For the given training samples {x(i)}Pi=1 and random mask {Lk}Kk=1, the oise2Void denoising
network training could be done by minimizing the following loss:
`N2V (Θ) :=
1
PK
P∑
i=1
K∑
k=1
‖x(i) − FΘ(x(i), Lk)‖2 + 2σ2div{FΘ(x(i), Lk)} (9)
Similar to N2N estimator, N2V estimator requires sampling along x and L. However, the main goal
of the index subsampling is to prevent from learning identity mapping; therefore, the number of index
sampling is usually small.
In the original N2V, the divergence term in (9) was not used for training. Later, we will show that
with the batch normalization, the contribution of the divergence term can be made trivial, which again
explains the success of N2V.
3.2 Bagging/Boosting method
Based on the discussion so far, here we propose a novel boosting method, where the input data
are subsampled by bootstrapping or multiplied with random weights, and the final output is the
aggregated value. More specifically, the bagging (or boosting) provides the network output as an
average of the network trained with bootstrap subsampled input (or random weighted input):
µ̂(x) = EL{F (x, L)} (10)
Since the dependency on L is integrated out in (10) during the aggregation, the corresponding
prediction error takes the same form as in (2). Then, we have the following key result:
Proposition 2
Ex,x∗,L‖x∗ − F (x, L)‖2 ≥ Ex,x∗‖x∗ − EL{F (x, L)}‖2
Proposition 2 show that the prediction error of boosting can be better than that of the N2V. Moreover,
the gap increases more when the F (x, L) provides diverse output for each realization of the index
L [22]. In fact, due to the combinatorial nature of ReLU, it was shown in [10] that the input space
results in non-overlapping partitions with different linear representations. Therefore, by changing the
subsampling pattern L, the distinct representation may be selected, which can make the corresponding
neural network output F (x, L) diverse.
Finally, it is straightforward to see that the SURE estimator for the associated prediction error is given
by
ŜURE(x) := ‖x− EL{F (x, L)}‖2 + 2σ2divEL{F (x, L)} (11)
Then, for the given training samples {x(i)}Pi=1, the boosted network training can be done by mini-
mizing the loss:
`Boosting(Θ) :=
1
P
P∑
i=1
‖x(i) − EL{FΘ(x(i), L)}‖2 + 2σ2divEL{FΘ(x(i), L)} (12)
4 Noise2Boosting: A Novel Boosting Scheme
Based on the theoretical analysis so far, we now introduce an efficient implementation of (12),
what we call the Noise2Boosting (N2B). The proposed N2B method is based on the following two
simplifications.
4.1 Divergence simplification
In SURE estimator, calculation of the divergence term is not trivial for general neural networks. This
is why the authors in [13] employed the MonteCarlo SURE. In this section, we first show that there
exists a simple explicit form of the divergence term for the case of E-D CNNs. Then, the batch
normalization is shown to make the divergence term trivial.
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Specifically, as shown in [10], the output of the ED-CNN can be represented by nonlinear basis
representation:
y := F (x) =
∑
i
〈bi(x),x〉b˜i(x) = B˜(x)B(x)>x (13)
where bi(x) and b˜i(x) denote the i-th column of the following frame basis and its dual:
B(x) = E1Σ1(x)E2 · · ·Σκ−1(x)Eκ, (14)
B˜(x) = D1Σ˜1(x)D2 · · · Σ˜κ−1(x)Dκ (15)
where Σl(x) and Σ˜l(x) denote the diagonal matrix with 0 and 1 values that are determined by the
ReLU output in the previous convolution steps, El andDl refer to the encoder and decoder matrices,
respectively, whose explicit forms can be found in Supplementary Material. Since the patterns of
Σl(x) and Σ˜l(x) depend on the input, the expression suggests that the input space is partitioned into
multiple regions where input signals for each region share the same linear representation, but not
across different partitions.
Using this, we can easily obtain the close-form expression for the divergence term.
Lemma 1 Let F (x) be represented by (13). Then, we have
div{F (x)} =
∑
i
〈bi(x), b˜i(x)〉 (16)
Proposition 3 Suppose the index set L is obtained by the either 1) sampling with replacement such
that each index can be selected with the probability of p, or 2) random weighting with the mean value
of p. Then,
divEL{F (x, L)} = p
∑
i
〈bi(x), b˜i(x)〉 (17)
Proposition 3 informs that the divergence term for the boosted estimator can be simply represented
using the nonlinear frame of the E-D CNN. This leads to a simple approximation of divergence
term by exploiting the property of the batch normalization. Recall that batch normalization has been
extensively used to make the training stable [17–21]. It has been consistently shown that the batch
normalization is closely related to the norm of the Jacobian matrix ∂F (x)/∂x, which is equal to
B˜(x)B(x)> in our E-D CNNs. For example, in their original paper [17], the authors conjectured
that “Batch Normalization may lead the layer Jacobians to have singular values close to 1, which
is known to be beneficial for training”. By extending the idea in [17] to multiple layers, the batch
normalization can be understood as to make the covariance of the network output and input similar.
For example, for the uncorrelated input with Cov[x(i)] = σ2I , the batch normalization works to
provide Cov[F (x(i))] ' σ2I . Furthermore, for sufficiently smaller σ, we have
σ2I ' Cov[F (x(i))] = Cov
[
B˜(x(i))B(x(i))>x(i)x>(i)B(x(i))B˜(x(i))>
]
= B˜(x(i))B(x(i))>Cov
[
x(i)x>(i)
]
B(x(i))B˜(x(i))>
= σ2B˜(x(i))B(x(i))>B(x(i))B˜(x(i))>
where the second equality comes that within the small perturbation of the input, the corresponding
frame representation does not change [10]. Therefore, we have
B˜(x(i))B(x(i))> ' I,
since B˜(x(i))B(x(i))> is a square matrix. This suggests that
divEL{F (x(i), L)} = p
∑
i
〈bi(x(i)), b˜i(x(i))〉 = pTr
(
B˜(x(i))B(x(i))>
)
' pn
Since the resulting divergence term is just a constant, the contribution of the divergence term in (12)
is considered trivial and can be neglected.
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4.2 Approximation of mean aggregation using an attention network
Another important complication in calculating (12) is that the mean aggregation µ̂(x) =
EL{F (x, L)} is not available and we only have its empirical estimate. Although the simplest
way to obtain an empirical estimate is to average the overall results of the encoder-decoder CNNs,
this may not be the best method because it does not reflect the data distribution of the results. There-
fore, we propose a data attention network that efficiently combines all data so that it can adaptively
incorporate neural network output from various random sampling patterns. More specifically, we use
the following weighted average
µ˜K(x) =
K∑
k=1
wkFΘ(x, Lk),
where {Lk}Kk=1 denotes the bootstrap subsampling patterns and {wk}Kk=1 is the corresponding
weights. To calculate the weight, we propose to use the attention network illustrated in Fig. 1. Specif-
ically, the input of the attention network is the K-dimensional vector whose values are calculated by
an average pooling of F (x, Lk). This input is fed into a multilayer perceptron to generate the weight
wk = wk(Ξ), where Ξ denotes the attention network parameters.
4.3 Implementation Details
A schematic diagram of the proposed method is illustrated in Figs. 1(a)(b). Our Noise2Boosting
method consists of three building blocks: bootstrap subsampling or random weighting, a regression
network using encoder-decoder CNN, and an attention network.
To estimate the weight wk, our attention network consists of two fully connected layer. The input
dimension of the attention network is R1×1×K followed by the average pooling of the concatenated
output of regression network. The number of hidden node is 64, and the final dimension of the output
is R1×1×K for aggregation.
The training was performed in two ways. First, the neural network weight Θ are first learned by
minimizing the loss (9). Then, the weight of FΘ(x, Lk) is fixed and the attention network is trained
by minimizing the loss with respect to Ξ. Second, both attention network and the E-D Networks are
trained simultaneously by minimizing the loss:
`N2B (Θ,Ξ) :=
1
P
P∑
i=1
‖x(i) −
K∑
k=1
wk(Ξ)FΘ(x, Lk)‖2 (18)
While the first approach can reduce the computational time and memory requirement, this is only an
approximation and the second training scheme provides significantly better results.
The overall network was trained using Adam optimization [24] with the momentum β1 = 0.9 and
β2 = 0.999. The proposed network was implemented in Python using TensorFlow library [25] and
trained using an NVidia GeForce GTX 1080-Ti graphics processing unit.
Figure 1: Concept of Noise2Boosting. The acquired data is boosted by bootstrap subsampled or
multiplied with random weights. The data can be restored by regression network and are aggregated
by multiplying weight from the attention network.
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5 Experimental Results
Experiments were conducted for various inverse problems such as compressed sensing MRI [26],
energy-dispersive X-ray spectroscopy (EDX) [27] denoising, and super-resolution.
U-net [8] was used as our regression network for compressed sensing MRI, and EDX denoising.
The network was composed of four stage with convolution, batch normalization, ReLU, and skip
connection with concatenation. Each stage is composed of three 3× 3 convolution layers followed
by batch normalization and ReLU, except for the last layer, which is 1× 1 convolution layer. The
number of convolutional filters increases from 64 in the first stage to 1024 in the final stage. For the
case of super-resolution, we employed Deep Back-Projection Network (DBPN) [28] which enables
to restore the details by exploiting iteratively up- and down- sampling layer as the base algorithm for
super-resolution task.
Figure 2: Reconstruction results using MR dataset at the acceleration factor of R = 13.45. The
PSNR and SSIM index values for each images are written at the corner.
Figure 3: Denoising EDX dataset. Green and blue particles refer to Zn and Cd, respectively. (a) Input
data, (b) standard kernel-based denoising, and (c) Noise2Boosting.
Figure 4: Comparisons between (a) DBPN and (b) Noise2Boosting for ×4 super-resolution task.
In compressed sensing MRI [26], the goal is to recover high quality MR images from sparsely
sampled k-space data to reduce the acquisition time. We performed supervised learning ex-
periments with synthetic k-space data from Human Connectome Project (HCP) MR dataset
(https://db.humanconnectome.org). Among the 34 subject data sets, 28 subject data sets were
used for training and validation. The other subject data sets were used for test. As for the input for the
neural network, we downsampled k-space with uniform sampling pattern, which corresponds to the
acceleration factors of R = 13.45. The label images for neural network is the fully acquired k-space
data. A recent k-space learning algorithm [29] is employed as the base deep learning algorithm
which interpolates the missing elements in the k-space. We trained the baseline algorithm and the
propose methods under the same conditions except for boostrap subsampling for k-space data in the
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proposed method. The number of random subsampling maskK was set to 10, and the overall network
are trained simultaneously by minimize the loss (18). We also provide reconstruction results by
GRAPPA [30], which is a standard k-space interpolation method in MRI. We used six subjects of MR
datasets to confirm the effectiveness of the proposed method. Thanks to the boosting, the proposed
method provided nearly perfect reconstruction results compared to other algorithms as shown in
Fig. 2. Moreover, it average peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
index significantly outperform others (PSNR/SSIM: GRAPPA=34.52/0.72, Baseline =38.67dB/0.89,
Noise2Boosting=42.72dB/0.92).
As for another experiment, we use the EDX data set which is mapped by STEM-EDX mode in
transmission electron microscopy (TEM). EDX is widely used for nano-scale quantitative and
qualitative elemental composition analysis by measuring x-ray radiation from the interaction with
high energy electron and the material [31]. However, the specimens can be quickly damaged by
the high energy electrons, so the acquisition time should be reduced to the minimum. This usually
results in very noisy and even incomplete images as shown in Fig. 3(a) and the goal is to denoise
and interpolate the missing data. The main technical difficulty is that there is no label data, so
we need an unsupervised learning technique. A widely used approach for EDX analysis is to use
explicit average kernel as shown in Fig. 3(c). Unfortunately, this often results in severe blurring
when the measurement data is not sufficient. Noise2Noise and Noise2Void do not work, since there
are no specific noise models for the EDX. In fact, this difficulty of EDX denoising was our original
motivation for this work. As for the input for training and inference, we use bootstrap sampled images
from the measurement image in Fig. 3(a) , and the network output is the measurement data in Fig. 3(a).
We used 28 cases from the EDX dataset. The specimen are composed of quantum-dots, where core
and shell consist of Cadmium (Cd), Selenium (Se), Zinc (Zn), and Sulfur (S), respectively. For the
bootstrap subsampling, the number of random subsampling mask was K = 30. The regression
network was optimized to minimize the loss (9) with respect to Θ first, after which the attention
network was trained to properly aggregate the entire interpolated output. Since the regression network
learn the measurement statistics, the network output provides more samples than the measured data
and the attention network produces the aggregated image. This produces sharper and accurate images
as shown in Fig. 3(c).
For the case of super-resolution, the baseline network is trained using DIV2K [32], with totally 800
training images, on the ×2 and ×4 (in both horizontal and vertical directions) super-resolution, and
training conditions were followed as described in [28]. For our Noise2Boosting training, the number
of random subsampling mask K was set to 32 and 8 for×2 and×4 task, respectively. In addition, the
entire networks were trained simultaneously to minimize the loss (18). As described in Table 1, our
N2B method can improve the performance of the super-resolution task. Thanks to the bootstrapping
and aggregation using attention network, the data distribution can be fully exploited to restore the
high resolution components, which results in the properly reconstructed details of the image as shown
in Fig. 4.
Table 1: Comparison of PSNR and SSIM index for super-resolution task
set14 bsd100
Algorithm Scale PSNR SSIM PSNR SSIM
DBPN [28] 2 30.748 0.937 31.689 0.950
Proposed 2 30.802 0.939 31.720 0.951
set14 bsd100
Algorithm Scale PSNR SSIM PSNR SSIM
DBPN [28] 4 26.191 0.837 26.803 0.855
Proposed 4 26.222 0.837 26.855 0.855
6 Conclusion
In this paper, we proposed a novel boosting scheme of neural networks for various inverse problems
with and without label data. Here, multiple input data were generated by bootstrap subsampling
or random weight multiplication, after which final result are obtained by aggregating the entire
output of network using an attention network. Experimental results with compressed sensing MRI,
electron microscopy image denoising and super-resolution showed that the proposed method provides
consistent improvement for various inverse problems.
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A Explicit Form of Encoder and Decoder Matrices
The derivation in this paper is just a brief summary of [10], but included for self-containment.
Consider a symmetric E-D CNN without skipped connection. The encoder network maps a given
input signal x ∈ X ⊂ Rd0 to a feature space z ∈ Z ⊂ Rdκ , whereas the decoder takes this feature
map as an input, process it and produce an output y ∈ Y ⊂ Rd0 . At the l-th layer, ml, ql and
dl := mlql denote the dimension of the signal, the number of filter channel, and the total feature
vector dimension, respectively. Here, the j-th channel output from the the l-th layer encoder can be
represented by a multi-channel convolution operation:
xlj = σ
(
Φl>
ql−1∑
k=1
(
xl−1k ~ψ
l
j,k
))
, (19)
where xl−1k refers to the k-th input channel signal, ψ
l
j,k ∈ Rr denotes the r-tap convolutional kernel
that is convolved with the k-th input channel to contribute to the j-th channel output, and Φl> is
the pooling operator. Here, v is the flipped version of the vector v such that v[n] = v[−n] with the
periodic boundary condition, and ~ is the periodic convolution. The use of the periodic boundary
conditions is to simplify the mathematical treatment of the boundary condition. Similarly, the j-th
channel decoder layer convolution output is given by:
x˜l−1j = σ
(
ql∑
k=1
(
Φ˜lx˜lk ~ ψ˜lj,k
))
, (20)
where Φ˜l denotes the unpooling layer. By concatenating the multi-channel signal in column direction
as
xl :=
[
xl>1 · · · xl>ql
]>
the encoder and decoder convolution in (19) and (20) can be represented using matrix notation:
xl = σ(El>xl−1) , x˜l−1 = σ(Dlx˜l) (21)
where
El =
 Φ
l ~ψl1,1 · · · Φl ~ψlql,1
...
. . .
...
Φl ~ψl1,ql−1 · · · Φl ~ψlql,ql−1
 (22)
Dl =
 Φ˜
l ~ ψ˜l1,1 · · · Φ˜l ~ ψ˜l1,ql
...
. . .
...
Φ˜l ~ ψ˜lql−1,1 · · · Φ˜l ~ ψ˜lql−1,ql
 (23)
and
Φl =
[
φl1 · · · φlml
]
,[
Φl ~ψli,j
]
:=
[
φl1 ~ψli,j · · · φlml ~ψli,j
]
B Proof of Propositions and Lemma
B.1 Proof of Proposition 1
Proof. For a fixed sampling pattern L, F (x, L) can be considered as another neural networkG(x)
with the sampling mask at the first layer. Thus, we can easily see
Ex,x∗{‖x∗ − F (x, L)‖2|L} = Ex,x∗{ŜURE(x, L)|L}.
Now, by taking expectation with respect to L, we conclude the proof.
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B.2 Proof of Proposition 2
Proof. Note that
EL{‖x∗ − F (x, L)‖2|x,x∗} = x∗>x∗ − 2x∗>EL{F (x, L)}+ EL{‖F (x, L)‖2}
≥ x∗>x∗ − 2x∗>EL{F (x, L)}+ ‖EL{F (x, L)}‖2
= ‖x∗ − EL{F (x, L)}‖2
where we use the Jensen’s inquality for the inequality. Then, we have
Ex,x∗,L‖x∗ − F (x, L)‖2 = Ex,x∗EL{‖x∗ − F (x, L)‖2|x,x∗}
≥ Ex,x∗ ‖x∗ − EL{F (x, L)}‖2
B.3 Proof of Lemma 1
Proof. In Proposition 6 of [10], it was shown that ∂F (x)/∂x = B˜(x)B(x)> for the case of ReLU
network. Accordingly, we have
div{F (x)} = Tr
(
∂F (x)
∂x
)
= Tr
(
B˜(x)B(x)>
)
= Tr
(
B(x)>B˜(x)
)
=
∑
i
〈bi(x), b˜i(x)〉
where Tr(A) denotes the trace ofA. This concludes the proof.
B.4 Proof of Proposition 3
Proof. Note that subsampling is equivalent to multiply {0, 1} mask to the input vector. Therefore, the
corresponding neural network output can be represented by
y := F (x, L) =
∑
i
〈bi(x),Lx〉b˜i(x) = B˜(x)B(x)>Lx (24)
Here, L denotes a diagonal matrix with {0, 1} values, where the probability of 1 is p. Accordingly,
we have
divEL{F (x, L)} = div{B˜(x)B(x)>EL{Lx}}
= pdiv{F (x)} = p
∑
i
〈bi(x), b˜i(x)〉
where we use EL{Lx} = px. The proof for the boosted samples is basically the same. This
concludes the proof.
C Additional Results
Recall that one of the main limitations of Noise2Noise [12] (N2N) is that it requires many noisy
realizations for the same images, which is not usually feasible in many applications. Otherwise,
during the training of N2N, different noises are separately added for each epoch to the clean image to
generates multiple input and label with different noise realizations. This implies that the ground-truth
clean images are necessary for N2N training unless multiple noisy measurements are available.
On the other hand, we only require single realization of noisy images for the training of our
Noise2Boosting (N2B). The main idea is that, as discussed before, pixel-wise random weight
was multiplied to the noisy input data for boosting. The value of random weight is randomly chosen
between 0.8 and 1.2. In order to diversify the image data, we found that the noisy augmentation
was helpful. Specifically, we randomly generated Gaussian noises with noise standard deviation
σ ∈ [10, 40] and add them to the noisy measurement data, before applying the random weighting.
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Note that this procedure is fundamentally different from Noise2Noise which adds noises to the clean
images, since our augmentation add the noisy data to the noisy measurement. Therefore, we do not
need either many noisy realization of the same clean image nor the clean image to synthetically
generate the noisy output.
For a fair comparison, a standard U-net was employed for N2N and N2B networks using DIV2K [32],
with totally 800 training images. The initial learning rate for both networks was set to 0.0003, and
divided by half per 50 epochs until it reached approximately 0.00001. Minibatch size of 8 was used in
all experiments. As explained in [12], the synthetic Gaussian noise was added to the clean image for
training N2N. Accordingly, during the training of N2N, the standard deviation of addictive Gaussian
noise is randomly selected between 0 and 50. Furthermore, the different noise are separately added to
clean image as input and label for training network, respectively.
Figure 5: Comparisons between Noise2Noise and Noise2Boosting for Gaussian denoising task with
σ = 25.
For inference, we used the single noise image with σ = 25 for N2N. For N2B, we use K = 2 boosted
samples. As shown in Table 2, although our N2B network does not need clean image for training,
the proposed N2B network generally outperformed N2N network. In addition, the proposed N2B
network can restore better details and texture than N2N network as shown in Fig. 5 .
Table 2: Comparison of PSNR and SSIM index for Gaussian noise (σ = 25)
Noisy Image Noise2Noise [12] Proposed
PSNR SSIM PSNR SSIM PSNR SSIM
set5 20.620 0.353 29.180 0.756 29.117 0.742
set14 20.527 0.395 27.847 0.711 28.049 0.725
bsd 20.477 0.390 27.200 0.691 27.648 0.715
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