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1. Introduction
Since Ekeland [4] in 1972, the variational principle and its equivalent formulations have been one of the main subjects
in many ﬁelds of nonlinear functional analysis, convex analysis, and optimization.
Theorem 1.1. (See Ekeland [4].) Let (X,d) be a complete metric space and f : X → (−∞,∞] an ls.c. function, ≡ +∞, bounded from
below. Let ε > 0 and u ∈ X satisfy
f (u) inf
x∈X f (x) + ε.
Then there exists some point v ∈ X such that
(i) f (v) f (u),
(ii) d(u, v) 1,
(iii) for each w = v, f (v) − εd(v,w) < f (w).
In 1976, Caristi presents the following ﬁxed point theorem, which is equivalent to Ekeland’s variational principle (see
[2,11]).
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below. Assume that T : X → X satisﬁes
d(x, T x) f (x) − f (T x)
for each x ∈ X, then T has a ﬁxed point in X, that is, there exists x0 ∈ X with T x0 = x0 .
Phelps [10] shows that Ekeland’s variational principle is equivalent to the existence of maximal points with respect to an
appropriate order. Moreover Takahashi presents the following theorem, which is equivalent to the above two.
Theorem 1.3. (See Takahashi [12].) Let (X,d) be a complete metric space and f : X → (−∞,∞] an l.s.c. function, ≡ +∞, bounded
from below. Suppose that for each u ∈ X with infx∈X f (x) < f (u), there exists v ∈ X such that v = u and f (v) + d(u, v)  f (u).
Then there exists x0 ∈ X such that f (x0) = infx∈X f (x).
We are interested in generalizing the above three theorems to vector-valued function. Many researchers have been tried
to generalize these theorems in ﬁnite and inﬁnite dimensional spaces (Loridan [9], Isac [7], Gopfert, Tammer and Zali-
nescu [5,6,13] and references therein). Tammer [14] also presented a vectorial Caristi’s theorem and vectorial Takahashi’s
theorem. However, she did not mention the relationship between the above three theorems.
In this paper, we present a more simple proof of vectorial Ekeland’s variational principle. The proof of this theorem
is based on Aubin [1]. As a corollary of this theorem, we derive a vectorial Caristi’s ﬁxed point theorem and vectorial
Takahashi’s nonconvex minimization theorem. The latter one gives a suﬃcient condition to have a weak minimal point.
Next, we give some examples of these theorems. In the last section we prove the equivalences between the above three
theorems.
2. Preliminaries
Let (X,d) be a complete metric space, Y a Banach space. For a set A ⊂ Y , cor A, int A and cl A denote the algebraic
interior, the topological interior and the topological closure of A, respectively. We assume that a nonempty set C ⊂ Y is
closed convex cone, that is
(a) clC = C ,
(b) C + C ⊆ C ,
(c) λC ⊆ C for all λ ∈ [0,∞).
A cone C is called pointed if C ∩ (−C) = {0} and solid if intC = ∅. It is well known that, given a pointed convex cone C ⊂ Y ,
we can induce a partial ordering C in Y deﬁned by xC y when y − x ∈ C . This ordering is compatible with the vector
structure of Y , that is, for every x ∈ Y and y ∈ Y ,
(i) xC y implies that x+ zC y + z for all z ∈ Y ;
(ii) xC y implies that αxC αy for all α  0.
We also denote f (X) := ⋃x∈X { f (x)} where f : X → Y , x C y when y − x /∈ C and C0 := intC ∪ {0}. We say that a point
a ∈ A is a minimal (resp. weak minimal) point of A if
A ∩ (a − C) = {a} [resp. A ∩ (a − C0)= {a}].
We denote by Min(A;C) [resp. wMin(A;C0)] the set of minimal (resp. weak minimal) points of A with respect to C
(resp. C0). We can easily see that
Min(A;C) ⊂wMin(A;C0)⊂ A.
Tammer and Weidner introduced the following nonlinear scalarizing function.
Lemma 2.1. (See Lemma 7 in [6] and Theorem 2.3.1 in [5].) Let C be a closed convex cone. We take k0 ∈ C \ (−C) and deﬁne hC,k0 :
Y → [−∞,∞] by
hC,k0 (y) = inf
{
t ∈ R ∣∣ y ∈ tk0 − C}.
Then the function hC,k0 has the following six properties:
(i) hC,k0 is proper;
(ii) hC,k0 is lower semicontinuous;
(iii) hC,k0 is sublinear;
(iv) hC,k0 is C-monotone (i.e., y1 C y2 implies hC,k0 (y1) hC,k0 (y2));
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(vi) hC,k0 (y + λk0) = hC,k0 (y) + λ for every y ∈ Y and λ ∈ R.
Moreover, if k0 ∈ corC, then hC,k0 has the following four properties:
(vii) hC,k0 achieves a real value;
(viii) hC,k0 is continuous;
(ix) {y ∈ Y | hC,k0 (y) < t} = tk0 − corC ;
(x) hC,k0 is strictly intC-monotone (i.e., y2 − y1 ∈ corC implies hC,k0 (y1) < hC,k0 (y2)).
As a corollary of the above lemma, Gerth (Tammer) and Weidner presented the following nonconvex separation theorem.
Lemma 2.2. (See Theorem 2.3.6 in [5].) Assume that Y is a topological vector space, C a solid closed convex cone, k0 ∈ C \ (−C) and
A ⊂ Y a nonempty set such that A ∩ (− int C) = ∅. Then hC,k0 is a ﬁnite-valued continuous function such that
hC,k0 (−y) < 0 hC,k0 (x) ∀x ∈ A, y ∈ intC .
The above two lemmas play important roles in this paper.
3. Vectorial Ekeland’s variational principle
3.1. Type 1 (C: solid, k0 ∈ intC)
Theorem 3.1. Let f : X → Y be a vector-valued function. For every ε > 0 there is an initial point x0 ∈ X such that f (X) ∩ ( f (x0) −
εk0 − intC) = ∅ and f satisﬁes
(H) {x′ ∈ X | f (x′) + d(x′, x)k0 C f (x)} is closed for every x ∈ X.
Then there exists x¯ ∈ X such that
(i) f (x¯)intC f (x0),
(ii) d(x0, x¯) 1,
(iii) f (x) + εd(x, x¯)k0 C f (x¯) for all x = x¯.
Proof. Without loss of generality, we assume ε = 1. First of all for every x ∈ X , hC,k0 ◦ f is bounded from below on X . By
Lemma 2.2, we have
hC,k0 (−y) < 0 hC,k0
(
f (x) − f (x0) + k0
)
for all x ∈ X , y ∈ intC . Using (iii) and (vi) of Lemma 2.1, we have
−∞ < hC,k0 (−y) − hC,k0
(− f (x0))− 1 < hC,k0( f (x)).
We consider the following set-valued map F : X → 2X
F (x) := {y ∈ X ∣∣ f (y) + d(x, y)k0 C f (x)}.
By condition (H), F (x) is a closed set for each x ∈ X and F has the following properties:
(a) y ∈ F (y) (reﬂexivity),
(b) if y ∈ F (x), then F (y) ⊂ F (x) (transitivity).
Property (a) is easy. To prove property (b), we take y ∈ F (x) and suppose that z ∈ F (y). Then we have that
f (z) + d(y, z)k0 C f (y) and f (y) + d(x, y)k0 C f (x).
By the compatibility of the ordering C to the vector structure, the triangle inequality on d and k0 ∈ C , we have that
f (z) + d(x, z)k0 C f (x),
which implies z ∈ F (x).
Next, using (iv) and (vi) of Lemma 2.1, we have that y ∈ F (x) implies
hC,k0
(
f (y)
)+ d(x, y) hC,k0( f (x)),
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d(x, y) hC,k0
(
f (x)
)− inf
z∈F (x)hC,k0
(
f (z)
)
for all y ∈ F (x), which implies the following upper bound on the diameter of F (x)
(A) Diam
(
F (x)
)
 2
(
hC,k0
(
f (x)
)− inf
z∈F (x)hC,k0
(
f (z)
))
.
For each n = 1,2, . . . , by deﬁnition of the inﬁmum, there exists xn+1 ∈ F (xn) such that
hC,k0
(
f (xn+1)
)
 inf
z∈F (xn)
hC,k0
(
f (z)
)+ 2−n.
Since F (xn+1) ⊂ F (xn), we have
inf
z∈F (xn)
hC,k0
(
f (z)
)
 inf
z∈F (xn+1)
hC,k0
(
f (z)
)
.
On the other hand, since we always have infz∈F (y) hC,k0 ( f (z)) hC,k0 ( f (y)), we obtain the inequalities
0 hC,k0
(
f (xn+1)
)− inf
z∈F (xn+1)
hC,k0
(
f (z)
)
 2−n,
and Diam(F (xn+1)) 2 · 2−n . Consequently, formula (A) implies that the diameter of the closed sets F (xn) converges to 0.
By Cantor’s theorem, we have that
∞⋂
n=0
F (xn) = {x¯}.
Since x¯ belongs to F (x0), we have that
f (x¯) + d(x¯, x0)k0 C f (x0) (∗)
and hence
f (x0) − f (x¯) ∈ C + d(x¯, x0)k0 ⊂ intC,
which shows that conclusion (i) holds. Since x¯ belongs to all the F (xn), we have that F (x¯) ⊂ F (xn) and consequently that
F (x¯) = {x¯}.
Thus, we deduce that conclusion (iii) holds. To prove conclusion (ii), we suppose that d(x¯, x0) > 1. Then we have that
(d(x¯, x0) − 1)k0 + C ⊂ intC . By condition (∗) we have that
f (x¯) ∈ f (x0) − d(x¯, x0)k0 − C ⊂ f (x0) − k0 − intC,
which is a contradiction. 
3.2. Type 2 (C: not solid, k0 ∈ C \ {0})
Theorem 3.2. Let f : X → Y be a vector-valued function and f (X) ⊂⋃t∈R{tk0}. For every ε > 0 there is an initial point x0 ∈ X such
that f (X) ∩ ( f (x0) − εk0 − C) = ∅. Moreover, f satisﬁes condition (H). Then there exists x¯ ∈ X such that
(i) f (x¯)C f (x0),
(ii) d(x0, x¯) 1,
(iii) f (x) + εd(x, x¯)k0 C f (x¯) for all x = x¯.
Proof. First of all for every x ∈ X , hC,k0 ◦ f is bounded from below on X . Using Lemma 2.1 and for some tˆ ∈ R we have
0 hC,k0
(
f (x) − f (x0) + εk0
)= hC,k0( f (x) − tˆk0 + εk0)= hC,k0( f (x))− tˆ + ε,
which show that hC,k0 ◦ f is bounded from below. The rest of the proof is similar to that of Theorem 3.1. 
Remark 1. We note that taking Y = R, C = R+ = [0,∞) and k0 = 1 ∈ R+ \ {0} in Theorems 3.1 and 3.2, we obtain Theo-
rem 1.1. We also note that the pointedness of C is not needed to prove Theorems 3.1 and 3.2.
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4.1. Type 1 (C: solid, k0 ∈ intC)
Theorem 4.1. Let f : X → Y be a vector-valued function. Assume that there exists y˜ ∈ Y such that f (X)∩ ( y˜ − intC) = ∅ and that f
satisﬁes condition (H). Moreover assume that f satisﬁes the following condition;
(C) if T : X → 2X is a multivalued mapping such that for every x ∈ X there exists y ∈ T x such that f (y) + d(x, y)k0 C f (x),
then T has a ﬁxed point in X. Furthermore, for every x ∈ X we have T x = ∅ and for every y ∈ T x, f satisﬁes the above inequality, then
T has a critical point in X, that is, there exists x¯ ∈ X with T x¯ = {x¯}.
Proof. Since y˜ ∈ Y satisﬁes that f (X) ∩ ( y˜ − intC) = ∅, we can choose x0 ∈ X and 0< ε < 1 such that
f (X) ∩ ( f (x0) − εk0 − intC)= ∅. (1)
Indeed, we deﬁne α := infx∈X hC,k0 ( f (x) − y˜) and then α  0. In the case of α < 1, we can take some ε such that α < ε < 1
and also we ﬁnd x0 ∈ X and t0 < ε such that f (x0) − y˜ ∈ t0k0 − C , which implies (1). In the case of 1  α, by setting
y¯ := y˜ + (α − 1/3)k0, we show that f (X) ∩ ( y¯ − intC) = ∅ and 0  infx∈X hC,k0 ( f (x) − y¯) < 2/3. Similarly, we can ﬁnd
x0 ∈ X and 0< ε < 1 satisfying (1).
By Theorem 3.1, there exists x¯ ∈ X such that
f (y) + d(x¯, y)k0 C f (x¯) for all y ∈ X \ {x¯}. (2)
On the other hand by condition (C), there exists y ∈ X such that y ∈ T x¯ and f (y) + d(x¯, y)k0 C f (x¯). Because of (2), we
have x¯ = y. Therefore, T has at least one ﬁxed point. Moreover, all the y ∈ T x¯ being equal to x¯, we have that T has a critical
point. 
4.2. Type 2 (C: not solid, k0 ∈ C \ {0})
Theorem 4.2. Let f : X → Y be a vector-valued function and f (X) ⊂ ⋃t∈R{tk0}. Assume that there exists tˆ ∈ R such that f (X) ∩
(tˆk0 − C) = ∅. Moreover, assume that f satisﬁes condition (H) and (C). Then T has a ﬁxed point in X. Furthermore, if for every x ∈ X
we have T x = ∅ and for every y ∈ T x, f satisﬁes condition (C), then T has a critical point in X.
Proof. The proof is similar to that of Theorem 4.1. 
Remark 2. Note that taking Y = R, C = R+ = [0,∞) and k0 = 1 ∈ R+ \ {0} in Theorems 4.1 and 4.2, we obtain Theorem 1.2.
5. Vectorial Takahashi’s nonconvex minimization theorem
5.1. Type 1 (C: solid, k0 ∈ intC)
Theorem 5.1. Let f : X → Y be a vector-valued function. Assume that there exists y˜ ∈ Y such that f (X)∩ ( y˜ − intC) = ∅ and that f
satisﬁes condition (H). Moreover assume that f satisﬁes the following condition;
(T1) for each u ∈ X with f (X) ∩ ( f (u) − C0) = { f (u)}, there exists v = u such that f (v) + d(u, v)k0 C f (u),
then there exists x¯ ∈ X such that f (x¯) ∈wMin( f (X);C0).
Proof. With the same argument as Theorem 4.1 we can choose x0 ∈ X and 0< ε < 1 such that
f (X) ∩ ( f (x0) − εk0 − intC)= ∅.
By Theorem 3.1, there exists u ∈ X such that
f (v) + d(u, v)k0 C f (u)
for all v ∈ X \ {u}. If all u ∈ X satisﬁes f (X) ∩ ( f (u) − C0) = { f (u)}, by condition (T1), there exists v ∈ X \ {u} such that
f (v) + d(u, v)k0 C f (u). This is a contradiction. 
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Theorem 5.2. Let f : X → Y be a vector-valued function and f (X) ⊂ ⋃t∈R{tk0}. Assume that there exists tˆ ∈ R such that f (X) ∩
(tˆk0 − C) = ∅ and that f satisﬁes condition (H). Moreover assume that f satisﬁes the following condition;
(T2) for each u ∈ X with f (X) ∩ ( f (u) − C) = { f (u)}, there exists v = u such that f (v) + d(u, v)k0 C f (u),
then there exists x¯ ∈ X such that f (x¯) ∈Min( f (X);C).
Proof. The proof is similar to that of Theorem 5.1. 
Remark 3. Note that taking Y = R, C = R+ = [0,∞) and k0 = 1 ∈ R+ \ {0} in Theorems 5.1 and 5.2, we obtain Theorem 1.3.
Remark 4. We also note that condition (T1) of the above theorems are weaker than that of Tammer [5,14] and we obtained
a weaker results than that of hers.
6. Some examples
6.1. Type 1 (C: solid)
We set
X = [0,1], Y = l∞, f (x) =
(
1
x+ 1 ,
1
x+ 2 , . . . ,
1
x+ n , . . .
)
.
The ordering cone is given by
Cl∞ := {y ∈ l∞ | yi  0 for all i ∈ N}.
This ordering cone has interior elements (see [8]).
Example 1. We also set k0 = ( 18 , 116 , . . . , 12n , . . .), y˜ = (0,0,0, . . .) and f satisﬁes f (X) ∩ ( y˜ − intC) = ∅ and condition (H).
(a) (Vectorial Ekeland’s variational principle.)
We take ε = 1, x0 = 1 and f satisﬁes f (X) ∩ ( f (x0) − εk0 − intC) = ∅. Then there exists x¯ = 1 which satisﬁes conclusion
(i)–(iii) of Theorem 3.1.
(b) (Vectorial Caristi’s ﬁxed point theorem.)
For T x = −x2 + 2 we have that
f (x) − f (T x) − d(T x, x)k0 =
( −x2 − x+ 2
(x+ 1)(−x2 + 3) −
−x2 − x+ 2
8
,
−x2 − x+ 2
(x+ 2)(−x2 + 4) −
−x2 − x+ 2
16
, . . .
)
∈ C .
Therefore, T has a ﬁxed point x = 1.
(c) (Vectorial Takahashi’s minimization theorem.)
An element u = [0,1) satisﬁes f (X) ∩ ( f (u) − C0) = { f (u)} and there exists v = (u,1) such that f (v) + d(u, v)k0 C f (u).
Therefore, f has a weak minimal point ( 12 ,
1
3 ,
1
4 , . . .) and x = 1 is a solution.
6.2. Type 2 (C: not solid)
We set
X = [0,1], Y = l2, f (x) =
(
0,0, x,
1
2
x,
1
3
x,
1
4
x, . . .
)
.
The ordering cone is given by
Cl2 := {y ∈ l2 | yi  0 for all i ∈ N}.
This ordering cone has no topological interior (see [8]).
Y. Araya / J. Math. Anal. Appl. 346 (2008) 9–16 15Example 2. We also set k0 = (0,0, 110 , 120 , 130 , . . .), tˆ = 0 and f satisﬁes f (X) ⊂
⋃
t∈R{tk0}, f (X) ∩ (tˆk0 − C) = ∅ and condi-
tion (H).
(a) (Vectorial Ekeland’s variational principle.)
We take ε = 1, x0 = 110 and we have that f satisﬁes f (X) ∩ ( f (x0) − εk0 − C) = ∅. Then there exists x¯ = 0 which satisﬁes
conclusion (i)–(iii) of Theorem 3.2.
(b) (Vectorial Caristi’s ﬁxed point theorem.)
For T x = −x2 + 2 we have that
f (x) − f (T x) − d(T x, x)k0 =
(
0,0,
11(x2 + x− 2)
10
,
11(x2 + x− 2)
20
,
11(x2 + x− 2)
30
, . . .
)
∈ C .
Therefore, T has a ﬁxed point x = 1.
(c) (Vectorial Takahashi’s minimization theorem.)
An element u = (0,1] satisﬁes f (X) ∩ ( f (u) − C) = { f (u)} and there exists v = (0,u) such that f (v) + d(u, v)k0 C f (u).
Therefore, f has a minimal point (0,0,0, . . .) and x = 0 is a solution.
7. Equivalencies
7.1. Type 1 (C: solid, k0 ∈ intC)
Theorem 7.1. Theorem 3.1, Theorem 4.1 and Theorem 5.1 are equivalent to each other.
Proof. (Theorem 3.1 ⇒ Theorem 4.1.) See the proof of Theorem 4.1.
(Theorem 4.1 ⇒ Theorem 5.1.) We deﬁne
Sx := {y ∈ X ∣∣ x = y, f (y) + d(y, x)k0 C f (x)}
T x :=
{
x if {x ∈ X | f (X) ∩ ( f (x) − C0) = { f (x)}},
Sx if {x ∈ X | f (X) ∩ ( f (x) − C0) = { f (x)}}.
By the deﬁnition of Sx and T x, we have that x /∈ Sx, T x = ∅ for all x ∈ X and T : X → 2X . Also we have that for every x ∈ X
there exists y ∈ T x such that f (y)+d(x, y)k0 C f (x). By Theorem 4.1, there exists x¯ ∈ X such that x¯ ∈ T x¯. By the deﬁnition
of T , f has a weak minimal point.
(Theorem 5.1 ⇒ Theorem 3.1.) Without loss of generality, we assume ε = 1. We deﬁne
X0 :=
{
x ∈ X ∣∣ f (x) + d(x, x0)k0 C f (x0)}.
Since x0 ∈ X0, we have that X0 is nonempty. Moreover by condition (H), X0 is closed and hence complete. Suppose that
there does not exist x¯ ∈ X0 which satisﬁes conclusion (iii) of Theorem 3.1, that is,
for all x ∈ X there exists w = x such that f (w) + d(x,w)C f (x).
We have that
d(w, x0)k
0 C d(w, x)k0 + d(x, x0)k0
C f (x) − f (w) + f (x0) − f (x)
C f (x0) − f (w)
and hence w ∈ X0, that is, f (X) ∩ ( f (x0) − C0) = { f (x0)}. We put y˜ := f (x0) + k0 and by Theorem 5.1, there exists x¯ ∈ X0
such that f (X) ∩ ( f (x¯) − C0) = { f (x¯)}. However, there exists w¯ ∈ X0 such that f (w¯) C f (x¯), which is a contradiction.
Therefore, with the same arguments as Theorem 3.1, we obtain f (x¯)intC f (x0) and d(x¯, x0) 1. 
7.2. Type 2 (C: not solid, k0 ∈ C \ {0})
Theorem 7.2. Theorem 3.2, Theorem 4.2 and Theorem 5.2 are equivalent to each other.
Proof. Replacing C0 by C and following the same line as Theorem 7.1, we obtain the conclusion. 
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