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Abstrakt
Pra´ce prˇedkla´da´ teoreticke´ za´klady a informace k na´stroji Symbolic Model Verifer (SMV).
Tento na´stroj je zalozˇen na bina´rnı´ch rozhodovacı´ch diagramech. V ra´mci te´to pra´ce jsou
tedy objasneˇny za´kladnı´ pojmy ty´kajı´cı´ se bina´rnı´ch rozhodovacı´ch diagramu˚ (BDD),
jejich modifikacı´, prˇevodu na usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy (OBDD) a jejich
redukcı´ na redukovane´ usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy (ROBDD). S vyuzˇitı´m
poznatku˚ ty´kajı´cı´ch se logiky, automatu˚, verifikace a bina´rnı´ch rozhodovacı´ch diagramu˚
je v te´to pra´ci popsa´no modelova´nı´ syste´mu˚, ktere´ jsou na´sledneˇ verifikova´ny v na´stroji
SMV. SMV na´stroj umozˇnˇuje symbolicke´ oveˇrˇova´nı´ modelu˚ konkre´tnı´ch syste´mu˚. Na
na´zorny´ch prˇı´kladech jsou v te´to pra´ci uka´za´na mozˇna´ vyuzˇitı´ na´stroje SMV a jeho
prˇı´padna´ omezenı´.
Klı´cˇova´ slova: konecˇne´ automaty, bina´rnı´ rozhodovacı´ diagramy, usporˇa´dane´ bina´rnı´
rozhodovacı´ diagramy, redukovane´ usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy, tempo-
ra´lnı´ logika, symbolicke´ oveˇrˇova´nı´ modelu, symbolicka´ verifikace, SMV, na´stroje pro
symbolickou verifikaci
Abstract
This thesis brings theoretical principles and information to the tool Symbolic Model
Verifier (SMV). This tool is based on Binary Decision Diagrams. Within the scope of this
thesis are clarified a basic notifications concerning Binary Decision Diagrams (BDD), their
modifications and transmission to Ordered Binary Decision Diagrams (OBDD) and their
reductions in Reduced Ordered Binary Decision Diagrams (ROBDD). With usage piece
of knowledge concerning logic, automatics, verification and Binary Decision Diagrams
is in this thesis described modelling systems, which are subsequently verification in the
SMV tool. The SMV tool allows a symbolic model checking of concrete systems. On the
objective examples are in this thesis shown possibility of usage of the SMV tool and its
appropriate limitation.
Keywords: finite state machine, binary decision diagrams, ordered binary decision dia-
grams, reduced ordered binary decision diagram, temporal logic, symbolic model check-
ing, symbolic verification, SMV, symbolic verification tools
Seznam pouzˇity´ch zkratek a symbolu˚
BDD – Binary decision diagram
– Bina´rnı´ rozhodovacı´ diagram
CNF – Conjunctive normal form
– Konjunktivnı´ norma´lnı´ forma
CTL – Computation tree logic
– Tempora´lnı´ logika veˇtvı´cı´ho se cˇasu
CUDD – Colorado University Decision Diagram package
– Knihovna funkcı´ pro manipulaci s rozhodovacı´mi diagramy
DNF – Disjunctive normal form
– Disjunktivnı´ norma´lnı´ tvar
LTL – Linear temporal logic
– Linea´rnı´ tempora´lnı´ logika
OBDD – Ordered binary decision diagram
– Usporˇa´dany´ bina´rnı´ rozhodovacı´ diagram
ROBDD – Reduced ordered binary decision diagram
– Redukovany´ usporˇa´dany´ bina´rnı´ rozhodovacı´ diagram
SAT – Satisfialibity problem
– Proble´m splnitelnosti
SMV – Symbolic model verifer
– Na´stroj pro modelova´nı´ a verifikova´nı´ syste´mu˚
TL – Temporal logic
– Tempora´lnı´ logika
UDNF – U´plna´ disjunktivnı´ norma´lnı´ forma
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51 U´ vod
Na modernı´ pocˇı´tacˇove´ programy jsou sta´le vı´ce kladeny ru˚zne´ pozˇadavky zaby´vajı´cı´ se
spra´vnostı´ a spolehlivostı´ programu˚. Pomocı´ teˇchto pozˇadavku˚ se snazˇı´me vyvarovat cˇi
eliminovat vı´ce cˇi me´neˇ za´vazˇny´m chyba´m, ktere´ jsou soucˇa´stı´ pocˇı´tacˇovy´ch programu˚.
Nynı´ je obrovske´ mnozˇstvı´ programu˚ soucˇa´stı´ ru˚zny´ch produktu˚ a syste´mu˚, ktere´ ovliv-
nˇujı´, ulehcˇujı´ nasˇe bytı´ a neˇkdy na teˇchto programech dokonce za´visı´ i na´sˇ zˇivot. Z teˇchto
a take´ z financˇnı´ch du˚vodu˚ je du˚lezˇite´, aby byl zajisˇteˇn co nejmensˇı´ pocˇet chyb, cˇi jejich
eliminace.
Pro eliminaci a odhalenı´ chyb existuje mnoho zpu˚sobu˚. Mezi nejjednodusˇsˇı´ zpu˚soby
patrˇı´ testova´nı´ vytvorˇeny´ch programu˚. Testova´nı´ jako takove´ prˇedstavuje techniku, po-
mocı´ ktere´ vyzkousˇı´me konkre´tnı´ program pro urcˇita´ vstupnı´ data. Sta´va´ se vsˇak, zˇe
programy jsou velice komplexnı´ a slozˇite´. Pro otestova´nı´ komplexnı´ch a slozˇity´ch pro-
gramu˚ by bylo potrˇeba vytvorˇit a na´sledneˇ vyzkousˇet tak obrovske´ mnozˇstvı´ vstupnı´ch
dat, zˇe by na´m jejich zpracova´nı´ zabralo velke´ mnozˇstvı´ cˇasu. Z tohoto du˚vodu nenı´
mozˇne´ otestovat programy nad vsˇemi mozˇny´mi daty. Je tedy nutne´ vynechat neˇktera´
vstupnı´ data, cˇi jejich kombinace. Tı´mto vynecha´nı´m se do testova´nı´ nemusı´ zahrnout
neˇktera´ proble´mova´ mı´sta, cˇi chova´nı´ syste´mu, ktere´ se mu˚zˇe na´sledneˇ negativneˇ proje-
vit. Pomocı´ testova´nı´ tedy mu˚zˇeme odhalovat chyby konkre´tnı´ch programu˚. Nelze vsˇak
s jistotou rˇı´ci, zˇe neexistujı´ zˇa´dne´ chyby.
Acˇkoliv testova´nı´ nevyloucˇı´ chybu, tak se sta´le pouzˇı´va´ jako jedna z hlavnı´ch technik
zjisˇt’ujı´cı´ spra´vnost a spolehlivost programu˚. Dı´ky nedostatku testova´nı´ a nezarucˇenı´
neexistence chyb byly postupneˇ vynale´za´ny dalsˇı´ techniky pro zajisˇteˇnı´ bezchybnosti
programu˚. Jednou z dalsˇı´ch technik byly pokusy doka´zat spra´vnost programu˚ takovy´m
zpu˚sobem, jako se deˇje v matematice dokazova´nı´ pravdivosti matematicky´ch tvrzenı´.
Tuto techniku bylo mozˇne´ pouzˇı´t jen pro trivia´lnı´ programy. Pro programy, ktere´ byly
vı´ce slozˇiteˇjsˇı´, jizˇ tato technika nebyla pouzˇitelna´. Nastala tedy potrˇeba nale´zt techniku,
ktera´ by byla neˇkde mezi testova´nı´m a zmı´neˇny´m dokazova´nı´m. Techniky, ktere´ byly
pozˇadovane´, meˇly by´t automatizovatelne´, da´le by meˇly odhalovat chyby a take´ urcˇit, zda
jizˇ v programu chyby da´le nejsou. Tyto techniky vsˇak nenı´ mozˇne´ realizovat, anizˇ bychom
se neomezili na konkre´tnı´ situace.
Dalsˇı´ vy´voj technik zajisˇt’ujı´cı´ch spra´vnost a spolehlivost programu˚ se zameˇrˇil na pro-
gramy, ktere´ jsou konecˇneˇ-stavove´. Jedna´ se o programy, ktere´ mohou naby´vat ru˚zny´ch
vnitrˇnı´ch stavu˚, ktere´ se v pru˚beˇhu cˇinnosti programu mohou ru˚zneˇ meˇnit. Neˇkdo by
mohl namı´tat, zˇe pouzˇitı´ technik zalozˇeny´ch na konecˇneˇ-stavovy´ch programech je velke´
omezenı´. Programy, ktere´ jsou vsˇak rˇesˇeny na digita´lnı´m zarˇı´zenı´, tuto vlastnost (vnitrˇnı´
stavy) majı´. Ukazuje se tedy, zˇe je dobre´ pouzˇitı´ programu˚, ktere´ jsou konecˇneˇ-stavove´.
Tato technika se da´le vyvı´jela a zdokonalovala.
Jizˇ v polovineˇ sedmdesa´ty´ch let byly vytvorˇeny prvnı´ na´vrhy deduktivnı´ch syste´mu˚,
ktere´ byly urcˇeny pro verifikaci konecˇneˇ stavovy´ch programu˚ neboli konecˇny´ch modelu˚
programu˚. V teˇchto deduktivnı´ch syste´mech se vyuzˇı´valo tempora´lnı´ch logik. Pouzˇitı´ te´to
logiky pro formulova´nı´ tvrzenı´ o programech znamenalo velky´ posun k automatizovane´
verifikaci. Tempora´lnı´ logika totizˇ umozˇnˇuje vyjadrˇovat tvrzenı´ o chova´nı´ syste´mu˚.
6Dalsˇı´ krok ke zdokonalenı´ prˇisˇel zacˇa´tkem let osmdesa´ty´ch. Byl objeven prˇı´stup, ktery´
nevyzˇadoval popsat jak program, tak i vlastnosti tohoto programu jako formule tempo-
ra´lnı´ logiky. Stacˇilo jen vytvorˇit konecˇneˇ-stavovy´ program, ktery´ modeloval konkre´tnı´
syste´m. V tempora´lnı´ logice se pak pouze popisovaly jen vlastnosti, jejichzˇ pravdivost
bylo trˇeba oveˇrˇit v dane´m modelu. Vy´pocˇetneˇ se jednalo o podstatneˇ jednodusˇsˇı´ proble´m.
Da´le byla vy´znamna´ i skutecˇnost, zˇe prˇi oveˇrˇova´nı´ modelu je mozˇno v prˇı´padeˇ negativnı´
odpoveˇdi vytvorˇit odpovı´dajı´cı´ protiprˇı´klad.
Prˇi urcˇova´nı´ spra´vnosti a spolehlivosti programu˚ se zjistilo, zˇe je velmi du˚lezˇite´ zo-
hlednit velikost modelu. Pocˇet stavu˚ modelu totizˇ za´visı´ exponencia´lneˇ na pocˇtu pro-
meˇnny´ch, ktere´ jsou v programech obsazˇeny. Tato situace je pojmenova´na jako stavova´
exploze.
V letech na´sledujı´cı´ch byla snaha o vyrˇesˇenı´ proble´mu˚ se stavovou explozı´. Jednı´m ze
zpu˚sobu˚, jak zvla´dnout velikost stavove´ho prostoru, je pouzˇitı´ metody symbolicke´ repre-
zentace stavove´ho prostoru. Usnadneˇnı´ spocˇı´va´ v tom, zˇe algoritmus pracuje s mnozˇinami
stavu˚, mı´sto s jednotlivy´mi daty. Symbolicke´ oveˇrˇova´nı´ modelu˚ je zalozˇene´ na tom, zˇe
mnozˇiny stavu˚ lze ekvivalentneˇ zadat pomocı´ vy´rokovy´ch formulı´. Obrovskou mnozˇinu
stavu˚ je tedy mozˇne´ reprezentovat pomocı´ velmi male´ formule. Z tohoto vyply´va´, zˇe
u´speˇch verifikacˇnı´ho algoritmu za´visı´ cˇisteˇ na kompaktnosti symbolicke´ reprezentace.
Na´sledneˇ byly vymy´sˇleny dalsˇı´ techniky a ru˚zna´ vylepsˇenı´ urcˇova´nı´ spra´vnosti a
spolehlivosti programu˚. Chyby vsˇak v programech byly a budou i nada´le. A to z toho
du˚vodu, zˇe programy, ktere´ jsou psa´ny, vytva´rˇı´ cˇloveˇk a nejsou vytva´rˇeny automatizo-
vaneˇ, bez lidske´ho za´sahu. Dnesˇnı´ metody, pokud jsou vyuzˇı´va´ny, zmensˇujı´ pocˇet chyb
v programech a velice podstatny´m zpu˚sobem eliminujı´ vy´znamne´ chyby. Proto je pou-
zˇitı´ teˇchto metod a technik velice zˇa´doucı´. Podrobny´ vy´voj technik a ru˚zny´ch vylepsˇenı´
urcˇova´nı´ spra´vnosti a spolehlivosti programu˚ je mozˇno prostudovat v multioborove´m
semina´rˇi Spra´vnost pocˇı´tacˇovy´ch programu˚ - ocˇeka´va´nı´ a realita [1].
Cı´lem te´to pra´ce bylo uka´zat pomocı´ dvou na´stroju˚, Symbolic model verifer [26] a
NuSMV [32], jednu z technik urcˇova´nı´ spra´vnosti a spolehlivosti programu˚. Jedna´ se o
techniku symbolicke´ho oveˇrˇova´nı´ modelu˚. Oveˇrˇova´nı´ neboli verifikace jako pojem ta-
kovy´, pocha´zı´ z latinske´ho verum facere, neboli cˇinit pravdivy´m. Oveˇrˇova´nı´ modelu˚ tedy
prˇedstavuje verifikaci, ktera´ oveˇrˇuje, zda model syste´mu splnˇuje zadany´ pozˇadavek cˇi
nikoliv. Technika pro urcˇova´nı´ spra´vnosti a spolehlivosti programu˚ nazvana´ symbolicke´
oveˇrˇova´nı´ modelu˚ vyuzˇı´va´ pro reprezentaci stavove´ho prostoru struktury zvane´ bina´rnı´
rozhodovacı´ diagramy. Na teˇchto struktura´ch jsou zalozˇeny oba na´stroje, ktere´ jsou v te´to
diplomove´ pra´ci popsa´ny. Na´stroje Symbolic model verifer a NuSMV jsou tedy na´stroje
urcˇene´ pro symbolicke´ oveˇrˇova´nı´ modelu˚. Symbolic model verifer a na´sledna´ varianta
NuSMV jsou nejpouzˇı´vaneˇjsˇı´mi prostrˇedky pro verifikaci modelu˚ prˇeva´zˇneˇ hardwaro-
vy´ch syste´mu˚. Na´stroj NuSMV vznikl zefektivneˇnı´m, novou implementacı´ a rozsˇı´rˇenı´m
na´stroje Symbolic model verifer. Zefektivneˇnı´ bylo provedeno i v ra´mci uzˇivatelske´ho
rozhranı´. Bylo vytvorˇeno graficke´ uzˇivatelske´ rozhranı´, ktere´ je pro uzˇivatele prˇı´jemneˇjsˇı´
oproti pu˚vodnı´ prˇı´kazove´ rˇa´dce. Dalsˇı´ a specificˇteˇjsˇı´ informace k na´stroju˚m Symbolic
model verifer a NuSMV budou da´le uvedeny v te´to pra´ci.
7Pro lepsˇı´ pochopenı´ mozˇnostı´ obou na´stroju˚ byly nastudova´ny a na´sledneˇ v te´to
pra´ci uvedeny teoreticke´ za´klady, na ktery´ch jsou oba na´stroje postaveny. V ra´mci te´to
pra´ce jsou uvedeny za´kladnı´ informace z teorie grafu˚, vy´rokove´ logiky, tempora´lnı´ch
logik a z dalsˇı´ch oblastı´. S vyuzˇitı´m teˇchto informacı´ jsou na´sledneˇ uvedeny informace o
technice oveˇrˇova´nı´ modelu˚ a o symbolicke´m oveˇrˇova´nı´ modelu˚, na ktere´m jsou na´stroje
Symbolic model verifer a NuMSV postaveny. Poslednı´ a nejdu˚lezˇiteˇjsˇı´ cˇa´stı´ te´to diplomove´
pra´ce je cˇa´st za´veˇrecˇna´, ktera´ popisuje u´cˇel a mozˇnosti na´stroje Symbolic model verifer
na konkre´tnı´ch modelech ru˚zny´ch syste´mu˚. V te´to za´veˇrecˇne´ cˇa´sti jsou na jednotlivy´ch
prˇı´kladech zhodnoceny vy´hody a nevy´hody pouzˇitı´ tohoto na´stroje.
Tato diplomova´ pra´ce je tedy rozdeˇlena do neˇkolika kapitol, ktere´ se zaby´vajı´ ru˚zny´mi
oblastmi. V prvnı´ kapitole jsou uvedeny za´kladnı´ pojmy z teorie grafu˚, vy´rokove´ logiky
a neˇktere´ dalsˇı´ vybrane´ pojmy. Jak jizˇ bylo rˇecˇeno, tak na´stroje Symbolic model verifer
a NuSMV jsou zalozˇeny na struktura´ch nazvany´ch bina´rnı´ rozhodovacı´ diagramy. Z to-
hoto du˚vodu je v te´to kapitole prˇipomenuta definice grafu˚ a jejich deˇlenı´. Nebot’grafy,
ktere´ prˇedstavujı´ bina´rnı´ rozhodovacı´ diagramy, jsou v podstateˇ korˇenove´ orientovane´
acyklicke´ grafy, ktere´ reprezentujı´ logickou funkci. Tato kapitola je da´le doplneˇna o infor-
mace z oblasti vy´rokove´ logiky. Jedna´ se o informace ty´kajı´cı´ se pravdivostnı´ch funkcı´,
konjunktivnı´ch, resp. disjunktivnı´ch norma´lnı´ch forem a dalsˇı´ch pojmu˚ vy´rokove´ logiky.
Po te´to kapitole na´sleduje kapitola nazvana´ forma´lnı´ verifikace. Tato kapitole da´va´
uceleny´ prˇehled o za´kladnı´ch metoda´ch forma´lnı´ verifikace, o logika´ch, ve ktery´ch je prˇi
vytva´rˇenı´ konkre´tnı´ch modelu˚ mozˇno definovat verifikovana´ krite´ria a take´ poskytuje
informace o na´strojı´ch, ktere´ jsou urcˇeny pro forma´lnı´ verifikaci. V te´to kapitole tedy
nalezneme blizˇsˇı´ informace o tempora´lnı´ logice, ktera´ je za´kladem tempora´lnı´ logiky
veˇtvı´cı´ho se cˇasu. Tato tempora´lnı´ logika veˇtvı´cı´ho se cˇasu je vyuzˇı´va´na jako prostrˇedek
pro vyja´drˇenı´ pozˇadavku˚ na verifikovany´ model syste´mu v na´strojı´ch Symbolic model
verifer a NuSMV. Pro uceleny´ prˇehled o teˇchto logika´ch je kapitola doplneˇna i o informace
o linea´rnı´ tempora´lnı´ logice. Tuto kapitolu uzavı´rajı´ informace ty´kajı´cı´ se protiprˇı´kladu ve
forma´lnı´ verifikaci a prˇehled na´stroju˚, ktere´ lze pouzˇı´t k verifikova´nı´ v ru˚zny´ch oblastech.
Na´stroje Symbolic model verifer a NuSMV jsou urcˇene´ pro symbolicke´ oveˇrˇova´nı´
modelu˚, tzv. symbolicky´ model checking. Aby bylo mozˇno dostatecˇneˇ popsat symbolicke´
oveˇrˇova´nı´ modelu˚, je trˇeba nejprve uve´st neˇkolik informacı´ o oveˇrˇova´nı´ modelu. Oveˇrˇo-
va´nı´ modelu neboli model checkingu je veˇnova´na na´sledujı´cı´ kapitola. Kapitola poskytuje
cˇtena´rˇi informace o model checkingu a o za´kladnı´ch rysech te´to techniky. Da´le kapitola
popisuje postup, ktery´m se oveˇrˇova´nı´ modelu˚ prova´dı´ a jak modelovat konkre´tnı´ syste´m.
Po kapitole popisujı´cı´ oveˇrˇova´nı´ modelu˚ na´sleduje kapitola zameˇrˇena´ na symbolicke´
oveˇrˇova´nı´ modelu˚. V prˇı´padeˇ symbolicke´ho oveˇrˇova´nı´ modelu˚ je vyuzˇı´va´no pro repre-
zentaci stavove´ho prostoru struktur nazvany´ch bina´rnı´ rozhodovacı´ diagramy. Tato kapi-
tola tedy seznamuje cˇtena´rˇe s teˇmito strukturami a dalsˇı´mi informacemi, ktere´ se doty´kajı´
teˇchto diagramu˚. V kapitole jsou takte´zˇ uvedeny informace o usporˇa´dany´ch bina´rnı´ch
rozhodovacı´ch diagramech, ktere´ jsou vylepsˇenı´m prˇedesˇly´ch bina´rnı´ch rozhodovacı´ch
diagramu˚. Uvedene´ usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy mohou vsˇak obsahovat
ru˚zne´ redundance. Jejich zamezenı´m vznikly redukovane´ usporˇa´dane´ bina´rnı´ diagramy.
Tyto diagramy jsou v te´to kapitole takte´zˇ popsa´ny. Tuto kapitolu uzavı´ra´ popis operacı´,
8ktere´ je mozˇne´ nad teˇmito strukturami prova´deˇt a zpu˚sob reprezentace teˇchto struktur
pomocı´ ru˚zny´ch knihoven.
V kapitole o forma´lnı´ verifikaci byl uveden prˇehled na´stroju˚, ktere´ je mozˇne´ vyuzˇı´t
v ru˚zny´ch oblastech. Prˇedposlednı´ kapitola podrobneˇji popisuje na´stroje, ktere´ jsou za-
lozˇene´ na struktura´ch uvedeny´ch v prˇedesˇle´ kapitole. Jedna´ se hlavneˇ o tyto na´stroje:
Symbolic model verifer, Cadence SMV a NuSMV.
Za´veˇrecˇnou kapitolu tvorˇı´ prˇı´kladova´ studie, ve ktere´ jsou pomocı´ neˇkolika modelu˚
konkre´tnı´ch syste´mu˚ uka´za´ny mozˇnosti a omezenı´ na´stroje SMV. Jsou zde popsa´ny, vy-
tvorˇeny a verifikova´ny modely prˇedstavujı´cı´ konecˇneˇ stavove´ syste´my. Jedna´ se o modely
automatu˚, kuchynˇske´ho spotrˇebicˇe, hardwarove´ho obvodu, jednoduche´ krˇizˇovatky a veˇt-
sˇı´ho modelu prˇechodu pro chodce. Tato kapitola shrnuje prˇedesˇle´ informace a prakticky
ukazuje mozˇnosti verifikace pomocı´ uvedeny´ch na´stroju˚.
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V te´to kapitole si prˇipomeneme za´kladnı´ pojmy ty´kajı´cı´ se teorie grafu˚, da´le vy´rokove´
logiky a specia´lnı´ch te´mat, jako jsou konjunktivnı´, resp. disjunktivnı´ norma´lnı´ formy a
vy´znam Shannonovy expanze.
2.1 Grafy
Jednı´m z cı´lu˚ te´to pra´ce bylo popsat bina´rnı´ rozhodovacı´ diagramy (BDD), usporˇa´dane´
bina´rnı´ rozhodovacı´ diagramy (OBDD), prˇı´padneˇ redukovane´ usporˇa´dane´ bina´rnı´ rozho-
dovacı´ diagramy (ROBDD). Vsˇechny tyto diagramy je mozˇno zna´zornit pomocı´ struktur,
ktery´m se obecneˇ rˇı´ka´ graf. Informace uvedene´ v te´to kapitole jsem cˇerpal z online prˇed-
na´sˇek prˇedmeˇtu Diskre´tnı´ matematika [13].
Grafem mu˚zˇeme nazvat strukturu, ktera´ je tvorˇena´ dvojicı´ z mnozˇiny pojmenovane´
E a nepra´zdnou mnozˇinou pojmenovanou V. Prvky mnozˇiny E se nazy´vajı´ hrany grafu a
mohou to by´t usporˇa´dane´, prˇı´padneˇ neusporˇa´dane´ dvojice prvku˚. Prvky mnozˇiny V se
nazy´vajı´ vrcholy grafu. Pro tyto vrcholy se takte´zˇ pouzˇı´va´ pojmenova´nı´ uzly.
Definice 2.1 Graf
Cˇasto take´ nazy´va´n obycˇejny´, cˇi jednoduchy´ neorientovany´ graf:
• je usporˇa´dana´ dvojice G = (V, E),
• kde V je mnozˇina vrcholu˚,
• E je mnozˇina hran - mnozˇina vybrany´ch dvouprvkovy´ch podmnozˇin mnozˇiny vrcholu˚.
Grafy se mohou vyuzˇı´vat a slouzˇı´ jako ru˚zne´ abstrakce mnoha proble´mu˚. Pouzˇı´vajı´
se jako zjednodusˇujı´cı´ model rea´lne´ sı´teˇ. Jako prˇı´klad mu˚zˇeme uve´st dopravnı´, pocˇı´ta-
cˇove´ sı´teˇ a mnoho dalsˇı´ch. Modely sı´tı´ zdu˚raznˇujı´ topologicke´ vlastnosti vrcholu˚, ktere´
prˇedstavujı´ konkre´tnı´ rea´lne´ objekty, tedy jejich vza´jemne´ propojenı´.
2.1.1 Deˇlenı´ grafu˚
• Podle cˇetnosti hran rozdeˇlujeme grafy na jednoduche´ a multigrafy. V prˇı´padeˇ jed-
noduche´ho grafu vede mezi libovolny´mi dveˇma vrcholy nejvy´sˇe jedna hrana. V
druhe´m prˇı´padeˇ, kdy se jedna´ o multigraf, mu˚zˇe ve´st mezi dveˇma vrcholy libo-
volny´ pocˇet hran.
• Podle cˇetnosti se mohou grafy rozlisˇovat jesˇteˇ takto: na grafy rˇı´dke´ a grafy huste´.
Grafy rˇı´dke´ jsou grafy, s relativneˇ maly´m mnozˇstvı´m hran vzhledem k pocˇtu vr-
cholu˚. Huste´ grafy opacˇneˇ, tedy s velky´m mnozˇstvı´m hran vzhledem k pocˇtu vr-
cholu˚.
• Da´le grafy deˇlı´me podle orientace hran na orientovane´ a neorientovane´. Orien-
tovane´ grafy jsou takove´, jejichzˇ hrany jsou usporˇa´dane´ dvojice vrcholu˚. Grafy
neorientovane´ jsou takove´, jejichzˇ hrany jsou dvouprvkove´ mnozˇiny vrcholu˚.
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• Podle souvislosti rozlisˇujeme grafy na souvisle´, u ktery´ch existuje cesta mezi kazˇdou
dvojicı´ vrcholu˚ a na nesouvisle´, kde platı´ opak.
• Grafy mu˚zˇeme deˇlit i podle existence v grafu. Grafy pak pojmenova´va´me jako
cyklicke´ a acyklicke´. Jako prˇı´klad acyklicky´ch grafu˚ je mozˇno zmı´nit naprˇı´klad
stromy.
• Jednı´m z du˚lezˇity´ch rozdeˇlova´nı´ grafu˚ je i podle toho, zda lze graf nakreslit do
roviny tak, anizˇ by se krˇı´zˇily jednotlive´ hrany. Rozdeˇlujeme tedy grafy na rovinne´
a nerovinne´.
• existuje jesˇteˇ neˇkolik zpu˚sobu˚ deˇlenı´ grafu˚. Jednı´m z nich je naprˇı´klad deˇlenı´ na
ohodnocene´ a neohodnocene´ grafy.
Grafy, ktere´ prˇedstavujı´ bina´rnı´ rozhodovacı´ diagramy (BDD) jsou v podstateˇ korˇe-
nove´ orientovane´ acyklicke´ grafy reprezentujı´cı´ logickou funkci. Takovy´ graf mu˚zˇeme
videˇt na obra´zku cˇ. 1.
X1
X2X2
1001
10
1010
Obra´zek 1: BDD diagram
2.2 Vy´rokova´ logika
V te´to diplomove´ pra´ci se budeme na´sledneˇ zaby´vat symbolicky´m oveˇrˇova´nı´m modelu.
Symbolicke´ oveˇrˇova´nı´ modelu je zalozˇeno na tom, zˇe konkre´tnı´ mnozˇiny stavu˚ lze ekviva-
lentneˇ zapsat pomocı´ vy´rokovy´ch formulı´, tedy formulı´ vy´rokove´ logiky. Pro vypracova´nı´
na´sledujı´cı´ cˇa´sti byly nastudova´ny informace z online skripta Matematicke´ logiky [14].
Vy´rokova´ logika oznacˇuje forma´lnı´ odvozovacı´ syste´m, ve ktere´m atomicke´ formule
tvorˇı´ vy´rokove´ promeˇnne´. Za´kladem vy´rokove´ logiky jsou vy´roky. Vy´rok jako takovy´
nedefinujeme. Jen urcˇı´me, co si pod pojmem vy´rok budeme prˇedstavovat. Za vy´rok tedy
budeme povazˇovat kazˇde´ tvrzenı´, jakoukoliv oznamovacı´ veˇtu, o ktere´ se da´ rˇı´ci, zda je
pravdive´ cˇi nikoliv. Tedy mu˚zˇeme urcˇit pravdivostnı´ hodnotu tohoto vy´roku.
Vy´roky, mohu by´t pravdive´ i nepravdive´. Mezi vy´roky naprˇı´klad nepatrˇı´ ta´zacı´ veˇty
nebo veˇty, u ktery´ch nelze jednoznacˇneˇ urcˇit jejı´ pravdivostnı´ hodnotu.
Vy´roky je takte´zˇ mozˇne´ znegovat. Prˇi pouzˇı´va´nı´ vy´roku˚ se pracuje s logicky´mi spoj-
kami, ktere´ se zapisujı´ pomocı´ funktoru˚: konjunkce, disjunkce, implikace a ekvivalence.
Tyto spojky spojujı´ jednotlive´ vy´roky do slozˇeny´ch vy´roku˚.
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Definice 2.2 Jazyk vy´rokove´ logiky
Abeceda jazyka vy´rokove´ logiky je mnozˇina na´sledujı´cı´ch symbolu˚:
• Vy´rokove´ symboly (o, p, q, ...)
• Symboly logicky´ch spojek - funktoru˚ (¬, ∧, ∨, ⇒, ⇔)
• Pomocne´ symboly: (, ), [, ], {, }
Definice 2.3 Pravdivostnı´ funkce
Pravdivostnı´ funkcı´ f(p1, p2, p3, ..., pn) promeˇnny´ch p1, p2, p3, ... , pn rozumı´me zobrazenı´
{0, 1}n → {0, 1}.
• Kazˇda´ kombinace ohodnocenı´ n vstupnı´ch promeˇnny´ch (0, 1) generuje vy´stupnı´ hodnotu 0
nebo 1.
2.2.1 Pravdivostnı´ funkce
2.2.1.1 Negace
X ¬ X
0 1
1 0
Logicka´ negace je una´rnı´ logicka´ operace, jejı´zˇ hodnota je nepravda, pra´veˇ kdyzˇ prvnı´
vstupnı´ hodnota je pravda a naopak.
2.2.1.2 Konjunkce
X Y X ∧ Y
0 0 0
0 1 0
1 0 0
1 1 1
X ∧ Y - je konjunkce vy´roku˚ a mu˚zˇeme cˇı´st „vy´rok X a za´rovenˇ vy´rok Y“.
2.2.1.3 Disjunkce
X Y X ∨ Y
0 0 0
0 1 1
1 0 1
1 1 1
X ∨ Y - je disjunkce vy´roku˚ a mu˚zˇeme „cˇı´st vy´rok X nebo vy´rok Y“.
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2.2.1.4 Implikace
X Y X ⇒ Y
0 0 1
0 1 1
1 0 0
1 1 1
X ⇒ Y - je implikace a mu˚zˇeme cˇı´st „jestlizˇe vy´rok X, pak vy´rok Y“.
2.2.1.5 Ekvivalence
X Y X ⇔ Y
0 0 1
0 1 0
1 0 0
1 1 1
X ⇔ Y - je ekvivalence a mu˚zˇeme cˇı´st „vy´rok X pra´veˇ tehdy kdyzˇ vy´rok Y“.
2.3 Konjunktivnı´, Disjunktivnı´ norma´lnı´ forma
V te´to cˇa´sti si popı´sˇeme pomocı´ definic Booleovu funkci a dva mozˇne´ zpu˚soby vyja´drˇenı´
funkcı´ skrze konjunktivnı´ norma´lnı´ formu, neboli CNF a skrze disjunktivnı´ norma´lnı´
formu, cozˇ je naopak DNF.
Litera´lem nazveme logickou promeˇnnou nebo negaci logicke´ promeˇnne´.
Definice 2.4 Booleova funkce
Booleovou funkcı´ n promeˇnny´ch, kde n prˇedstavuje prˇirozene´ cˇı´slo, rozumı´me kazˇde´ zobrazenı´
f : {0, 1}n → {0, 1}, tj. zobrazenı´, ktere´ kazˇde´ n-tici (x1, x2, x3, ... , xn) nul a jednicˇek
prˇirˇazuje nulu nebo jednicˇku, oznacˇenou f(x1, x2, x3, ... , xn).
Definice 2.5 Konjunktivnı´ norma´lnı´ forma - CNF
Rˇekneˇme, zˇe formule je v konjunktivnı´m norma´lnı´m tvaru, jestlizˇe je konjunkcı´ jedne´ nebo
neˇkolika formulı´, z nichzˇ kazˇda´ je litera´lem nebo disjunkcı´ litera´lu˚.
• Litera´l a disjunkce litera´lu˚ se takte´zˇ pojmenova´vajı´ maxterm nebo klausule.
• Pokud kazˇda´ klausule obsahuje vsˇechny promeˇnne´, rˇı´ka´me, zˇe se jedna´ o u´plny´ konjunktivnı´
norma´lnı´ tvar - UCNF.
• Obecneˇ CNF: (p11∨ p21∨ ... ∨ pn1)∧ (p12∨ p22∨ ... ∨ pn2)∧ ...∧ (p1m∨ p2m∨ ... ∨ pnm)
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Definice 2.6 Disjunktivnı´ norma´lnı´ forma - DNF
Rˇekneˇme, zˇe formule je v disjunktivnı´m norma´lnı´m tvaru, jestlizˇe je disjunkcı´ jedne´ nebo
neˇkolika formulı´, z nichzˇ kazˇda´ je litera´lem nebo konjunkcı´ litera´lu˚.
• Litera´l a konjunkce litera´lu˚ se v tomto prˇı´padeˇ pojmenova´vajı´ minterm.
• Pokud kazˇdy´ minterm obsahuje vsˇechny promeˇnne´, rˇı´ka´me, zˇe se jedna´ o u´plny´ disjunktivnı´
norma´lnı´ tvar - UDNF.
• Obecneˇ CNF: (p11∧ p21∧ ... ∧ pn1)∨ (p12∧ p22∧ ... ∧ pn2)∨ ...∨ (p1m∧ p2m∧ ... ∧ pnm)
2.4 Shannonova expanze
Informace uvedene´ v na´sledujı´cı´ cˇa´sti, ktera´ popisuje Shannonovu expanzi, byly cˇerpa´ny
z bakala´rˇske´ pra´ce Rˇesˇenı´ proble´mu splnitelnosti booleovske´ formule (SAT) pomocı´ bina´rnı´ch
rozhodovacı´ch diagramu˚ (BDD) [2].
Shannonova expanze neboli Shannonu˚v expanznı´ teore´m je definova´n na´sledovneˇ:
f(x) = ¬ xi·f(x1, ..., xi = 0, ..., xn) ∨ xi·f(x1, ..., xi = 1, ..., xn)
Funkce f(x1, ...,xi = 0, ...,xn) je kofaktorem funkce f, ktery´ je rozlozˇeny´ podle promeˇnne´
xi. Kofaktor se takte´zˇ neˇkdy nazy´va´ restrikce. Jedna´ se o vy´sledek funkce po dosazenı´ kon-
stantnı´ hodnoty za promeˇnnou xi funkce f. Nahradı´me tedy vsˇechny vy´skyty promeˇnne´
xi logickou jednicˇkou, a vsˇechny vy´skyty promeˇnne´ ¬ xi logickou nulou. Kofaktor lze
zapsat i jednodusˇsˇı´m zpu˚sobem takto: f |x←k. Pokud pouzˇijeme tento jednodusˇsˇı´ zpu˚sob,
tak za´pis jake´koliv funkce f bude vypadat na´sledovneˇ:
f(x) = ¬ x·f |x←0 + x·f |x←1
V prˇı´padeˇ, zˇe bychom chteˇli vyja´drˇit dalsˇı´ operace, tak to provedeme pomocı´ spojenı´
operace restrikce s dalsˇı´mi algebraicky´mi operacemi. Naprˇı´klad mu˚zˇe vyja´drˇit operaci
kompozice. V tomto prˇı´padeˇ prˇi kompozici funkce g nahrazuje promeˇnnou x funkce f.
Za´pis kompozice bude vypadat na´sledovneˇ:
f |x←g = ¬ g·f |x←0 + g·f |x←1
Shannonovu expanzi mu˚zˇeme tedy vyuzˇı´t pro aplikaci libovolne´ho bina´rnı´ho logic-
ke´ho opera´toru. Touto metodou tedy mu˚zˇeme rozkla´dat booleovske´ funkce na soucˇet
dvou „podfunkcı´ “ pu˚vodnı´ funkce.
Prˇı´klad: rozklad funkce F = AB + BC + AC
F = AB + BC + AC = AB(C + C’) + BC(A + A’) + AC(B + B’) = ABC + ABC’ + BCA +
BCA’ + ACB + ACB’ = ABC + ABC’ + ABC + A’BC + ABC + AB’C = ABC +
A’BC + AB’C + ABC’ = A(BC + BC’) + A’(BC + B’C)
Prˇi rˇesˇenı´ se vyuzˇilo te´to vlastnosti: (X + X’) = 1.
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3 Forma´lnı´ verifikace
Tato kapitola da´va´ prˇehled o za´kladnı´ch metoda´ch forma´lnı´ verifikace, popisuje logiku,
ktera´ se vyuzˇı´va´ prˇi specifikova´nı´ verifikovany´ch krite´riı´ modelu˚ syste´mu˚ a na za´veˇr prˇed-
kla´da´ strucˇny´ prˇehled na´stroju˚ pro forma´lnı´ verifikaci. Tato kapitola byla vypracova´na
na za´kladeˇ nastudovany´ch informacı´ z bakala´rˇske´ pra´ce: Pra´ce s verifikacˇnı´m na´strojem [5],
z online dokumentu Linear Temporal Logic [15] a z online prezentace Validace a verifikace
[16].
V oblasti oveˇrˇova´nı´ syste´mu˚ se v dnesˇnı´ dobeˇ vyuzˇı´vajı´ modernı´ metody verifikace
a forma´lnı´ analy´zy. Verifikace je v podstateˇ oveˇrˇova´nı´ a kontrola pravdivosti ru˚zny´ch
vy´roku˚, argumentu˚, hypote´z, logicky´ch syste´mu˚ konfrontacı´ s pomocı´ faktu˚ nebo oveˇrˇo-
va´nı´ platnosti neˇjake´ho u´sudku forma´lnı´ analy´zou. Existujı´ dva typy verifikacı´. Prvnı´m je
experimenta´lnı´ verifikace. Experimenta´lnı´ verifikace je v podstateˇ soubor operacı´, ktere´
aby doka´zaly platnost hypote´zy, srovna´vajı´ jejı´ du˚sledky se zkusˇenostmi. Naproti tomu
forma´lnı´ verifikace je postup, ktery´ pomocı´ logicky´ch operacı´ oveˇrˇuje shodu s prˇijaty´mi
axiomy. Tam, kde se pouzˇı´vajı´ pocˇı´tacˇove´ syste´my, forma´lnı´ verifikace vyvracı´ nebo do-
kazuje spra´vnost dane´ho syste´mu vzhledem k forma´lnı´ specifikaci nebo vlastnosti za
pouzˇitı´ forma´lnı´ch matematicky´ch metod.
Existujı´ trˇi za´kladnı´ metody forma´lnı´ verifikace:
Equivalence checking, neboli take´ oveˇrˇova´nı´ ekvivalencı´, rozhoduje, zda je specifikace
syste´mu ekvivalentnı´ s dany´m syste´mem vzhledem k dane´mu druhu ekvivalence
v chova´nı´.
Model checking, neboli take´ oveˇrˇova´nı´ modelu˚ rozhoduje, zda syste´m splnˇuje danou
vlastnost, krite´rium, cˇi nikoliv. V prˇı´padeˇ, zˇe syste´m konkre´tnı´ vlastnost, krite´rium
nesplnˇuje, doka´zˇe model checking uka´zat tzv. protiprˇı´klad, tedy chova´nı´ syste´mu,
ktere´ porusˇuje danou vlastnost.
Theorem proving, neboli take´ dokazova´nı´ veˇt, prˇedstavuje na´sledujı´cı´. Syste´m i jeho
vlastnosti jsou vyja´drˇeny jako formule v urcˇite´m syste´mu matematicke´ logiky, a
na´mi zmı´neˇny´ theorem proving hleda´ du˚kaz vlastnosti.
3.1 Tempora´lnı´ logika
Jednı´m z cı´lu˚ te´to diplomove´ pra´ce bylo uka´zat vytva´rˇenı´ modelu syste´mu a jeho oveˇrˇo-
va´nı´ pomocı´ na´stroje Symbolic model verifer, SMV. Prˇi vytva´rˇenı´ konkre´tnı´ch modelu˚ je
mozˇno specifikovat resp. definovat verifikovana´ krite´ria, vlastnosti, pomocı´ tempora´lnı´
logiky veˇtvı´cı´ho se cˇasu (Computation Tree Logic, CTL). Pro dostatecˇne´ pochopenı´ CTL
je trˇeba nejprve uve´st neˇco o tempora´lnı´ch logika´ch jako takovy´ch.
Tempora´lnı´ logika (Temporal Logic, TL) je rozsˇı´rˇenı´ vy´rokove´ logiky o moda´lnı´ ope-
ra´tory, ktere´ dovolujı´ specifikovat vlastnosti ty´kajı´cı´ se cˇasu. Jedna´ se tedy o formalizmus,
ktery´ popisuje posloupnosti prˇechodu˚ mezi stavy syste´mu. Cˇas zde vsˇak nenı´ mysˇlen
explicitneˇ. Pomocı´ formule mu˚zˇeme totizˇ specifikovat, zˇe neˇkdy mu˚zˇe by´t neˇjaky´ stav
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dosazˇitelny´, nebo zˇe bychom nikdy nevstoupili do neˇjake´ho chybove´ho stavu. Lze vyja´d-
rˇit, zˇe dana´ vlastnost musı´ porˇa´d platit od jiste´ho okamzˇiku po celou dobu vy´pocˇtu neboli
beˇhu programu. To znamena´, zˇe vy´rok nemusı´ by´t pouze staticky pravdivy´ nebo neprav-
divy´. Pravdivost vy´roku˚ je tedy v tempora´lnı´ logice za´visla´ na cˇase, resp. na aktua´lnı´
pozici ve stavove´m prostoru a jejı´m okolı´. Vlastnosti jako neˇkdy a nikdy jsou specifiko-
va´ny specia´lnı´mi tempora´lnı´mi opera´tory. Tyto opera´tory mohou by´t ru˚zneˇ kombinova´ny
s booleovsky´mi spojkami nebo vza´jemneˇ vnorˇeny.
Jednotlive´ podmnozˇiny tempora´lnı´ logiky se od sebe lisˇı´ v opera´torech, ktere´ je mozˇne´
pouzˇı´t, a se´mantice pouzˇı´vany´ch opera´toru˚. Kromeˇ klasicky´ch cˇtyrˇ opera´toru˚ vy´rokove´
logiky {∧, ∨, ¬, →} zahrnujı´ ru˚zne´ varianty TL minima´lneˇ tyto na´sledujı´cı´ moda´lnı´ ope-
ra´tory:
1. X p, neboli „na´sledneˇ p“ - musı´ by´t zarucˇeno, zˇe vlastnost p bude splneˇna v na´sle-
dujı´cı´m stavu
2. F p, neboli „neˇkdy v budoucnu bude platit p“ - tento opera´tor se pouzˇı´va´ k urcˇenı´,
zˇe vlastnost oznacˇena´ p bude splneˇna v neˇktere´m ze stavu cesty
3. G p, neboli „vzˇdy p“, nebo „globa´lneˇ p“ - vlastnost oznacˇena´ p je splneˇna´ v kazˇde´m
stavu cesty
4. p U q, neboli „p dokud neplatı´ q“ - jedna´ se o opera´tor, ktery´ pouzˇı´va´ dvou vlastnostı´.
Prvnı´ je, zˇe formule platı´, pokud na cesteˇ existuje neˇjaky´ stav, kde je splneˇna vlastnost
q a v kazˇde´m prˇedcha´zejı´cı´m stavu je splneˇna vlastnost p
5. p R q, neboli „p uvolnˇuje q“ - tento opera´tor vyzˇaduje, aby vlastnost q byla splneˇna
ve vsˇech stavech cesty azˇ po prvnı´ stav vcˇetneˇ, ve ktere´ formuli platı´ p. Nenı´ vsˇak
pozˇadova´no, aby vlastnost p byla vu˚bec neˇkdy splneˇna.
3.2 Tempora´lnı´ logika veˇtvı´cı´ho se cˇasu
Zvla´sˇtnı´m prˇı´padem tempora´lnı´ logiky je tempora´lnı´ logika veˇtvı´cı´ho se cˇasu, anglicky´
na´zev je Computation tree logic, neboli CTL. Tato logika je vyuzˇı´va´na jako prostrˇedek
pro vyja´drˇenı´ pozˇadavku˚ na verifikovany´ syste´m naprˇı´klad v na´stroji SMV, cˇi v na´stroji
NuMSV. Computation tree logic je tempora´lnı´ logikou vyuzˇı´vajı´cı´ branching-time.
V CTL formulı´ch se mohou pouzˇı´vat kvantifika´tory a tempora´lnı´ opera´tory. Kvantifi-
ka´tory se pouzˇı´vajı´ k popisu veˇtvenı´ struktury ve stromech. V CTL existujı´ dva kvantifi-
ka´tory. Prvnı´m z nich je A, ktery´ ma´ vy´znam „pro vsˇechny cesty“ a druhy´m je E, ktery´ ma´
vy´znam „pro neˇkterou cestu“. V konkre´tnı´ch stavech se tyto kvantifika´tory pouzˇı´vajı´ k
urcˇova´nı´ toho, zda splnˇujı´ neˇjakou vlastnost vsˇechny nebo neˇktere´ z cest vycha´zejı´cı´ z da-
ne´ho stavu. Tempora´lnı´ opera´tory popisujı´ vlastnosti cesty pomocı´ stromu. CTL formule
mu˚zˇeme definovat naprˇı´klad induktivneˇ pomocı´ Backus-Naurovy formy:
ϕ ::= ⊥|T |p|(¬ϕ)|ϕ ∧ ϕ|ϕ ∨ ϕ|ϕ⇒ ϕ|AXϕ|EXϕ|A[ϕUϕ]|E[ϕUϕ]|AGϕ|EGϕ|
AFϕ|Efϕ,
17
kde p je atomicka´ formule a T, ⊥ jsou symboly pro tautologii, resp. kontradikci.
Opera´tory cˇasu ani opera´tory veˇtvı´ (A a E) se podle definice nemohou v Computation
tree logic formuli nikdy vyskytovat samostatneˇ. Musı´ se vyskytovat vzˇdy ve dvojici.
Cˇasove´mu opera´toru musı´ vzˇdy prˇedcha´zet opera´tor veˇtvı´. CTL nema´ zˇa´dne´ opera´tory
pro minuly´ deˇj, minulost.
CTL pouzˇı´va´ peˇt za´kladnı´ch opera´toru˚ (viz kapitola cˇ. 3.1 o tempora´lnı´ logice), ktery´m
musı´ vzˇdy prˇedcha´zet jeden z kvantifika´toru˚ urcˇeny´ch pro cesty. Kvantifika´tory (A, E),
ktere´ rozsˇirˇujı´ tempora´lnı´ logiku, mu˚zˇeme videˇt da´le.
1. Una´rnı´ Aϕ – opera´tor „all“, vy´rok ϕ platı´ ve vsˇech posloupnostech stavu˚, ktere´
zacˇı´najı´ v aktua´lnı´m stavu,
2. Una´rnı´ Eϕ – opera´tor „exists“, vy´rok ϕ platı´ v neˇktere´ z posloupnostı´ stavu˚, ktera´
zacˇı´na´ v aktua´lnı´m stavu,
3.2.1 Prˇı´klady CTL
V na´stroji SMV budeme vyjadrˇovat pozˇadavky na verifikovany´ syste´m. Je tedy dobre´
uka´zat, jak vypada´ konkre´tnı´ specifikace v tomto na´stroji. Pro rozlisˇenı´ CTL formule se
v SMV pouzˇı´va´ slovo SPEC, ktere´ uvozuje zacˇa´tek CTL formule. Konkre´tnı´ formule pak
vypada´ na´sledovneˇ:
SPEC EG!(semafor1.barva = zelena & semafor2.barva = zelena)
CTL formule EG!(semafor1.barva... na´m rˇı´ka´, zˇe v kazˇde´m z na´sledujı´cı´ch stavu˚ nebude
existovat situace, kdy na semaforu pro chodce (semafor1) a na semaforu pro vozidla
(semafor2) svı´tı´ za´rovenˇ barva zelena´.
V graficke´ podobeˇ mu˚zˇeme se´mantiku kvantifika´toru˚ a tempora´lnı´ch opera´toru˚ videˇt
na na´sledujı´cı´ch obra´zcı´ch. Na obra´zku cˇ. 2 je zobrazeno EXf a AXf. Na dalsˇı´m obra´zku
cˇ. 3 je zobrazeno E(f ∪ g) a A(f ∪ g). Pote´ je zobrazeno EGf a AGf na obra´zku cˇ. 4. Na
poslednı´m obra´zku cˇ. 5 je zobrazeno EFf a AFf.
f
EXf
f f
AXf
Obra´zek 2: Se´mantika kvantifika´toru˚ a tempora´lnı´ch opera´toru˚ - EXf, AXf.
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f
f
g
E(f ∪ g) f
g f
g g
A(f ∪ g)
Obra´zek 3: Se´mantika kvantifika´toru˚ a tempora´lnı´ch opera´toru˚ - E(f ∪ g), A(f ∪ g).
f
f
f
EGf f
f f
f f f f
AGf
Obra´zek 4: Se´mantika kvantifika´toru˚ a tempora´lnı´ch opera´toru˚ - EGf, AGf).
f
EFf
f
f f
AFf
Obra´zek 5: Se´mantika kvantifika´toru˚ a tempora´lnı´ch opera´toru˚ - EFf, AFf).
3.3 Linea´rnı´ tempora´lnı´ logika
Jednou z dalsˇı´ch moda´lnı´ch tempora´lnı´ch logik (logik s vyjadrˇovacı´ schopnostı´ ohledneˇ
cˇasovy´ch souvislostı´) je linea´rnı´ tempora´lnı´ logika (Linear Temporal Logic, LTL). Linea´rnı´
tempora´lnı´ logika nema´ kvantifika´tory cest A nebo E. V linea´rnı´ tempora´lnı´ logice je
mozˇne´ vyja´drˇit ru˚zne´ vlastnosti syste´mu. Jako prˇı´klad mu˚zˇeme uve´st, zˇe dana´ vlastnost
musı´ platit od jiste´ho okamzˇiku po celou dobu vy´pocˇtu neboli beˇhu programu. Mnozˇina
vsˇech formulı´ te´to logiky je definova´na na´sledujı´cı´m za´pisem:
ϕ ::= Q|¬ϕ|ϕ1 ∧ ϕ2|Op(ϕ1, ..., ϕn),
kde:
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• Op je n-a´rnı´ tempora´lnı´ opera´tor,
• Q je spocˇetna´ mnozˇina atomicky´ch propozic.
Tempora´lnı´ch opera´toru˚ pro LTL logiku existuje neˇkolik. Nejcˇasteˇji jsou vsˇak vyu-
zˇı´va´ny dva opera´tory: bina´rnı´ until, oznacˇova´n pı´smenem U a una´rnı´ next, oznacˇova´n
pı´smenem X.
3.3.1 LTL neforma´lneˇ:
Formule ϕ:
• Vyhodnocuje se nad jednı´m beˇhem syste´mu.
• Vyjadrˇuje se o platnosti za´kladnı´ch propozic ve stavech konkre´tnı´ho beˇhu.
3.3.2 Tempora´lnı´ opera´tory LTL:
F ϕ - (Future) Neˇkde v beˇhu platı´ ϕ.
G ϕ - (Globally) V dane´m beˇhu vzˇdy platı´ ϕ.
ϕ U ψ - (Until) Neˇkde platı´ ψ a do te´ doby platı´ ϕ.
X ϕ - (Next) V prˇı´sˇtı´m stavu platı´ ϕ.
ϕ W ψ - (Weak Until) Jako Until, ale ψ nemusı´ nastat.
ϕ R ψ - (Release) ψ platı´, dokud neplatı´ ϕ ∧ ψ.
Zmı´neˇne´ tempora´lnı´ opera´tory LTL jsou zobrazeny v prˇehledneˇjsˇı´ podobeˇ, graficke´,
na obra´zku cˇ. 6.
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ϕF ϕ
ϕ ϕ ϕG ϕ
ϕX ϕ
ϕ ϕ ψϕ U ψ
Obra´zek 6: Tempora´lnı´ opera´tory LTL graficky.
3.4 Protiprˇı´klad
Obecneˇ mu˚zˇeme protiprˇı´kladem nazvat vy´jimku z neˇjake´ho uvazˇovane´ho obecne´ho pra-
vidla. Jedna´ se tedy o specia´lnı´ prˇı´pad nepravdivosti formule s univerza´lnı´m kvantifi-
ka´torem. Tı´mto univerza´lnı´m kvantifika´torem mu˚zˇe by´t naprˇı´klad formule typu ”Pro
vsˇechny ”.
3.4.1 Protiprˇı´klad ve forma´lnı´ verifikaci
Ve forma´lnı´ verifikaci je protiprˇı´klad urcˇity´ beˇh syste´mu, neboli chova´nı´ toho syste´mu,
ktere´ porusˇuje na´mi oveˇrˇovanou vlastnost. V prˇı´padeˇ, zˇe protiprˇı´klad nalezneme, tak se
na´mi oveˇrˇovany´ syste´m upravı´ tak, aby se v prˇı´sˇtı´m pru˚chodu doka´zalo, zˇe syste´m jizˇ
nasˇi konkre´tnı´ vlastnost splnˇuje, nebo je nalezen protiprˇı´klad novy´. Po provedenı´ neˇkolika
takovy´chto kroku˚ je mozˇno vytvorˇit lepsˇı´ syste´m.
Pro praktickou uka´zku jak bude vypadat protiprˇı´klad v na´stroji SMV, uvazˇujme na´mi
zvoleny´ libovolny´ automat, ktery´ je zobrazen na obra´zku cˇ. 7.
Nynı´ si nebudeme popisovat, jak tento zvoleny´ automat prˇevedeme do SMV. Vı´me
vsˇak, zˇe vlastnosti, ktere´ pozˇadujeme verifikovat, se zapisujı´ zpu˚sobem, ktery´ je uka´za´n
nı´zˇe.
SPEC EG x
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s0 s1 s2 s3
s4 s5
x
x
x
Obra´zek 7: Automat.
Pomocı´ slova SPEC definujeme, zˇe se jedna´ o specifikaci vlastnostı´. Da´le jsou uvedeny
opera´tory CTL logiky a vlastnost x, prˇedstavujı´cı´ urcˇite´ chova´nı´ automatu. Uvedenou
specifikacı´ oveˇrˇujeme, zda existuje cesta, kde sta´le platı´ uvedeny´ stav x. Na´stroj SMV
na´m poskytne v tomto prˇı´padeˇ negativnı´ odpoveˇd’ a protiprˇı´klad, na ktere´m je uka´za´no
chova´nı´ syste´mu, ktere´ porusˇuje na´mi oveˇrˇovanou vlastnost. Verifikovana´ vlastnost ne-
mu˚zˇe by´t pravdiva´, nebot’hned druhy´ stav vlastnost SPEC EG x nesplnˇuje. Vy´pis, ktery´
na´m poskytne na´stroj SMV je na´sledujı´cı´:
-- specification EG x is false
-- as demonstrated by the following execution sequence
state 1.1:
x = 1
state = s0
3.5 Verifikacˇnı´ na´stroje
Tuto cˇa´st zaby´vajı´cı´ se verifikacˇnı´mi na´stroji jsem vypracoval dı´ky informacı´m, ktere´ jsou
uvedene´ v bakala´rˇske´ pra´ci: Pra´ce s verifikacˇnı´m na´strojem - UPPAAL [5].
Pro forma´lnı´ verifikaci existuje neprˇeberne´ mnozˇstvı´ na´stroju˚. Velke´ mnozˇstvı´ teˇchto
na´stroju˚ je experimenta´lnı´ch, vznikajı´ na ru˚zny´ch univerzita´ch po cele´m sveˇteˇ v ra´mci
projektu˚ a diplomovy´ch pracı´. Jen male´ mnozˇstvı´ teˇchto na´stroju˚ je vytva´rˇeno v ra´mci
veˇtsˇı´ch projektu˚ a je urcˇeno pro komercˇnı´ vyuzˇitı´ a nasazenı´ pro testova´nı´ komplexneˇjsˇı´ch
syste´mu˚. Tyto na´stroje jsou zameˇrˇeny na jednotlive´ typy verifikacı´. Pomocı´ teˇchto na´stroju˚
jsme schopni prova´deˇt kontrolu modelu˚, kontrolu ekvivalence i dokazova´nı´ veˇt. Veˇtsˇina
na´stroju˚ umozˇnˇuje prova´deˇt ne jeden typ verifikace, ale cˇasto se zameˇrˇujı´ na sˇirsˇı´ vyuzˇitı´.
Jeden z na´stroju˚ urcˇeny´ch pro sˇirsˇı´ vyuzˇitı´ je naprˇı´klad CadenceSMV, ktery´ se zameˇrˇuje
na oveˇrˇenı´ kontroly modelu˚, tak i na dokazova´nı´ veˇt, viz uvedeny´ seznam nı´zˇe.
Velky´ prˇehled na´stroju˚ slouzˇı´cı´ch pro verifikaci je umı´steˇn na internetu v databa´zi ve-
rifikacˇnı´ch na´stroju˚ - YAHODA [24]. Tato databa´ze poskytuje uceleny´ prˇehled dostupny´ch
na´stroju˚ pro verifikaci. Je mozˇne´ zde najı´t za´kladnı´ informace o jednotlivy´ch na´strojı´ch.
Dozvı´me se zde, zda jednotlive´ verifikacˇnı´ na´stroje zahrnujı´ neˇktery´ z typu˚ kontrol: kon-
trola ekvivalence, kontrola modelu˚ a dokazova´nı´ veˇt. Da´le se dozvı´me, zda verifikacˇnı´
na´stroje majı´ graficke´ uzˇivatelske´ rozhranı´, zdali jsou komercˇnı´, volneˇ sˇirˇitelne´ a na jaky´ch
platforma´ch je mozˇne´ verifikacˇnı´ na´stroje uzˇı´vat.
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• Mezi zna´me´ verifikacˇnı´ na´stroje z oblasti oveˇrˇenı´ kontroly ekvivalence patrˇı´ naprˇı´-
klad: CADP, CWB - NC, DREAM, Mocha, Moped a mnoho jim podobny´ch.
• Do skupiny na´stroju˚ z oblasti oveˇrˇenı´ kontroly modelu˚, mu˚zˇeme uve´st naprˇı´klad
tyto na´stroje: Bandera, Blast, CadenceSMV, HyTech, NuSMV, TIMES, TRON, UP-
PAAL. Jako v prˇedesˇle´m vy´beˇru i tento seznam na´stroju˚ je mnohem delsˇı´ nezˇ zde
uva´dı´m.
• Do poslednı´ skupiny, zaby´vajı´cı´ se dokazova´nı´m veˇt, mu˚zˇeme uve´st tyto na´stroje:
Atelier B, Cadence SMV, Expander2, IOA Toolkit, TPS a neˇktere´ dalsˇı´ na´stroje.
V kapitole cˇ. 6 budou popsa´ny na´stroje, ktere´ jsou zalozˇene´ na bina´rnı´ch rozhodo-
vacı´ch diagramech. Jedna´ se o na´stroje Symbolic model verifer (SMV), Cadence SMV a
NuSMV.
23
4 Model checking
Tuto cˇa´st zaby´vajı´cı´ se model checkingem jsem vypracoval s vyuzˇitı´m informacı´ z di-
plomove´ pra´ce Verifikace s SMV [4], da´le z bakala´rˇske´ pra´ce Pra´ce s verifikacˇnı´m na´strojem
[5], ze skript Teorie automatu˚ a forma´lnı´ch jazyku˚ [3], take´ z diplomove´ pra´ce Porovna´nı´
softwarovy´ch na´stroju˚ pro model checking [11] a s pomocı´ prezentace Symbolicky´ prˇı´stup k me-
todeˇ oveˇrˇova´nı´ modelu [23].
Spra´vnost a spolehlivost jsou za´kladnı´ pozˇadavky, ktere´ na vsˇechny syste´my klademe.
Ve skutecˇnosti existuje mnoho syste´mu˚, ve ktery´ch jsou mensˇı´ cˇi veˇtsˇı´ chyby. Mnoho z
teˇchto chyb je cˇasem odhaleno a opraveno, neˇktere´ jsou v produktu nada´le a my se s
nimi naucˇı´me zˇı´t. Z tohoto a dalsˇı´ch du˚vodu˚ je problematika spra´vnosti a spolehlivosti
syste´mu˚, tj. vy´zkum a vy´voj metod, ktere´ by snı´zˇily pocˇet chyb v syste´mech, jednı´m z
hlavnı´ch te´mat oboru verifikace.
Se sta´le veˇtsˇı´m na´stupem pocˇı´tacˇovy´ch a rˇı´dicı´ch syste´mu˚ se objevuje du˚lezˇitost mozˇ-
nosti oveˇrˇenı´ spra´vne´ho na´vrhu teˇchto syste´mu˚. Prvorˇady´m u´kolem je testova´nı´ vy´sled-
ne´ho produktu, dalsˇı´m zpu˚sobem oveˇrˇova´nı´ jsou forma´lnı´ verifikacˇnı´ metody.
Nejcˇasteˇji pouzˇı´vany´ zpu˚sob, jak odhalit chyby v jednotlivy´ch syste´mech, je testova´nı´
teˇchto syste´mu˚. Testova´nı´ je vyzkousˇenı´ syste´mu pro neˇkolik typicky´ch situacı´, nebo
pro omezene´ mnozˇstvı´ ru˚zny´ch vstupnı´ch posloupnostı´. Vznika´ vsˇak proble´m v tom,
zˇe syste´my jsou neˇkdy velmi komplexnı´ objekty. Mnozˇstvı´ vlastnostı´, ktere´ by bylo zˇa´-
doucı´ vyzkousˇet, je tedy velmi velke´. Zpracova´nı´ teˇchto vlastnostı´ by mohlo v neˇktery´ch
prˇı´padech trvat neu´nosnou dobu. Neprova´dı´ se tedy kompletnı´ testova´nı´ syste´mu, ale
docha´zı´ k vynecha´va´nı´ neˇktery´ch vlastnostı´. Tı´mto mu˚zˇe dojı´t k prˇı´padne´mu vynecha´nı´
neˇktery´ch, pro rea´lny´ syste´m podstatny´ch vlastnostı´. Testova´nı´ mu˚zˇe odhalit chyby v sys-
te´mu, ale nemu˚zˇe garantovat jejich naprostou neexistenci. Pokud dojdeme ke kladne´mu
vy´sledku prˇi testova´nı´, tak nema´me zarucˇeno, zˇe bude prˇı´znivy´ i pro situace, ktere´ jsme
netestovali.
Na druhou stranu, zpu˚sob rˇesˇenı´ zahrnujı´cı´ verifikacˇnı´ techniky oveˇrˇuje chova´nı´ a
vlastnosti syste´mu za vsˇech okolnostı´. Tento zpu˚sob rˇesˇenı´ se zacˇal pouzˇı´vat o mnoho
let pozdeˇji nezˇ jednoduche´ testova´nı´. Jednalo se o vyuzˇitı´ prˇı´stupu, ktery´ nevyzˇadoval
popsa´nı´ modelu˚ i jeho vlastnostı´ formulemi tempora´lnı´ logiky. Stacˇilo, pokud byl vytvo-
rˇen model s konecˇny´m pocˇtem stavu˚ modelujı´cı´ uvazˇovany´ syste´m a v tempora´lnı´ logice
stacˇilo pouze popsat vlastnosti, jejı´zˇ pravdivost v tomto modelu jsme chteˇli oveˇrˇovat.
Tento zpu˚sob rˇesˇenı´ je nazy´va´n model checking, neboli technika oveˇrˇova´nı´ modelu˚.
Model checking prˇedstavuje verifikaci, ktera´ oveˇrˇuje, zda model syste´mu splnˇuje
zadany´ pozˇadavek. Verifikace probı´ha´ automaticky podle prˇedem dane´ho algoritmu.
Princip model checkingu je zna´zorneˇn na obra´zku cˇ. 8. Mezi za´kladnı´ rysy model checking
mu˚zˇeme uve´st tyto:
• Nenı´ oveˇrˇova´n prˇı´mo samotny´ syste´m, ny´brzˇ jeho model, ktery´ je abstrakcı´ dane´ho
syste´mu.
• Nenı´ mozˇne´ postihnout vsˇechny nasˇe pozˇadavky, nebot’pozˇadavky na syste´m jsou
zada´va´ny v tempora´lnı´ logice.
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vlastnost model syste´mu
Model Checking
splnˇuje nesplnˇuje
protiprˇı´klad
Obra´zek 8: Princip model checkingu.
• Cˇasova´ slozˇitost samotne´ verifikace je za´visla´ na velikosti verifikovane´ho modelu.
Prˇi vy´beˇru modelu musı´me zvolit kompromis. V prˇı´padeˇ, zˇe ma´me komplexneˇjsˇı´
model, ktery´ syste´m u´plneˇ popı´sˇe, mu˚zˇe by´t proble´m urcˇenı´ platnosti formule
nerozhodnutelny´. Pokud vsˇak zvolı´me jednoduchy´ model, je rozhodova´nı´ platnosti
formule rychle´. Na druhou stranu vsˇak nejsme schopni v neˇm podchytit prˇesneˇ
verifikovany´ syste´m, ale jen cˇa´stecˇneˇ jeho abstrakci. Nebot’kazˇdy´m zjednodusˇenı´m
modelu proti syste´mu mu˚zˇeme vynechat cˇa´st, ktera´ mu˚zˇe zpu˚sobit chybu. Z tohoto
du˚vodu nema´me zarucˇenou spra´vnost ani po verifikaci.
• Prˇi oveˇrˇova´nı´ nasˇeho modelu jsme schopni v prˇı´padeˇ negativnı´ odpoveˇdi nale´zt i
odpovı´dajı´cı´ protiprˇı´klad.
Postup, ktery´m se prova´dı´ model checking se skla´da´ ze trˇı´ cˇa´stı´:
Vlastnı´ modelova´nı´ V prˇı´padeˇ modelova´nı´ musı´ uzˇivatel prˇepsat syste´m, nad ktery´m
by chteˇl da´le verifikovat jeho vlastnosti, do urcˇite´ho matematicke´ho nebo jine´ho
formalismu. V nasˇem prˇı´padeˇ budeme uvazˇovat prˇepis do modelovacı´ho jazyka
verifikacˇnı´ho na´stroje SMV.
Specifikace vlastnostı´ Specifikacı´ vlastnostı´ je mysˇleno jejich definova´nı´. Definujeme
tedy vlastnosti zkoumane´ho syste´mu, ktere´ chceme na´sledneˇ oveˇrˇovat, neboli verifi-
kovat. Vlastnosti, ktere´ chceme oveˇrˇovat, mohou by´t naprˇı´klad uva´znutı´ (deadlock),
zˇivost syste´mu, cˇi oveˇrˇenı´ invariant. Pro definova´nı´ specifikacı´ modelu se pouzˇı´vajı´
formule tempora´lnı´ logiky (LTL, CTL viz kapitola cˇ. 3.2).
Verifikace vlastnostı´ Verifikace vlastnostı´ je plneˇ automaticky´ proces, prˇi ktere´m se oveˇ-
rˇujı´ vlastnosti vytvorˇene´ v prˇedchozı´m kroku. Pokud konkre´tnı´ vlastnost platı´, pak
je odpoveˇdı´ ANO. Pokud vsˇak vlastnost neplatı´, tak je jako odpoveˇd’ vytvorˇen
protiprˇı´klad (viz kapitola cˇ. 3.4).
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4.1 Modelova´nı´ syste´mu
V prˇı´padeˇ zˇe chceme prova´deˇt forma´lnı´ verifikaci, tak musı´me neˇjaky´m zpu˚sobem re-
prezentovat verifikovany´ syste´m. K te´to reprezentaci slouzˇı´ modely syste´mu. Prˇirozenou
formou teˇchto modelu˚ syste´mu je orientovany´ graf. Vrcholy orientovane´ho grafu prˇedsta-
vujı´ stavy modelovane´ho syste´mu. V konkre´tnı´m stavu mohou by´t zachyceny vlastnosti
syste´mu jako obsah promeˇnny´ch, alokovane´ prostrˇedky a dalsˇı´. Naopak hrany oriento-
vane´ho grafu prˇedstavujı´ prˇechod syste´mu z jednoho stavu do jine´ho mozˇne´ho stavu.
Hrany tedy prˇedstavujı´ zmeˇnu sledovany´ch vlastnostı´. K reprezentaci modelu syste´mu
je mozˇno vyuzˇı´t ru˚zne´ formalismy. Teˇmito formalismy mohou by´t naprˇı´klad Kripkeho
struktury, ohodnocene´ prˇechodove´ stavy a dalsˇı´.
4.1.1 Kripkeho struktura
Kripkeho struktura je nedeterministicky´ automat s konecˇny´m pocˇtem stavu˚.
Definice 4.1 Kripkeho struktura
AP je mnozˇina atomicky´ch vy´roku˚. Kripkeho struktura je matice < S,S0, R, L >,
• kde S je mnozˇina stavu˚,
• S0 ⊂ S je mnozˇina pocˇa´tecˇnı´ch stavu˚,
• R ⊆ SxS je tota´lnı´ relace,
• L je zobrazenı´ z mnozˇiny formulı´ na jednotlive´ stavy L:S→ 2AP .
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5 Symbolicky´ model checking
Symbolicky´ model checking pro konecˇne´ stavove´ syste´my vyuzˇı´va´ pro reprezentaci sta-
vove´ho prostoru (prˇi ohodnocova´nı´ splnitelnosti jednotlivy´ch formulı´) struktury zvane´
BDD (Binary decision diagram). Jedna´ se tedy o verifikacˇnı´ techniku, ktera´ pracuje s mno-
zˇinami stavu˚ namı´sto pra´ce s jednotlivy´mi stavy. Abychom pochopili symbolicke´ metody
forma´lnı´ verifikace, tak je nejdrˇı´ve nutne´ pochopit konkre´tnı´ struktury bina´rnı´ch rozho-
dovacı´ch diagramu˚ (BDD) a usporˇa´dany´ch bina´rnı´ch rozhodovacı´ch diagramu˚ (OBDD).
5.1 Bina´rnı´ rozhodovacı´ diagramy
Tuto cˇa´st zaby´vajı´cı´ se bina´rnı´mi rozhodovacı´mi diagramy jsem vypracoval s vyuzˇitı´m
informacı´ zı´skany´ch z An Introduction to Binary Decision Diagrams [6], System and Software
Verification: Model-Checking Techniques and Tools [7], da´le z informacı´ uvedeny´ch v Detekce
tautologie pomocı´ BDD [8], Minimalizace neu´plneˇ urcˇeny´ch logicky´ch funkcı´ pomocı´ modifiko-
vany´ch bina´rnı´ch rozhodovacı´ch diagramu˚ [9], Port programove´ho balı´ku CUDD pod platformou
Windows [10], EDA, verification, BDDs [22] a take´ informacı´ uvedeny´ch zde: Porovna´nı´
dostupny´ch programovy´ch balı´ku˚ pro manipulaci s bina´rnı´mi rozhodovacı´mi diagramy [12]. Vel-
ky´m prˇı´nosem pro meˇ bylo i studium dokumentu˚ uvedeny´ch na stra´nka´ch Introduction
to Software Verification [17].
V dnesˇnı´ dobeˇ se v praxi setka´va´me s potrˇebou rˇesˇit slozˇite´ proble´my prˇi na´vrhu
nebo optimalizaci ru˚zny´ch syste´mu˚, da´le prˇi testova´nı´ a verifikova´nı´. Mnoho takovy´ch
proble´mu˚ se da´ prˇeve´st na proble´m nad neˇjakou dome´nou logicky´ch funkcı´ za pouzˇitı´
male´ho pocˇtu operacı´. Logicke´ funkce se dajı´ vyja´drˇit mnoha ru˚zny´mi zpu˚soby, naprˇı´klad
pravdivostnı´mi tabulkami, konjunktivnı´mi norma´lnı´mi formami (KNF), cˇi disjunktivnı´mi
norma´lnı´mi formami (DNF), mapou a dalsˇı´mi. Neˇktera´ z vyja´drˇenı´ logicky´ch funkcı´
mu˚zˇeme videˇt nı´zˇe.
5.1.1 Vyja´drˇenı´ pomocı´ pravdivostnı´ tabulky - ekvivalence
p q p ⇔ q
0 0 1
0 1 0
1 0 0
1 1 1
V leve´ cˇa´sti tabulky jsou vsˇechny kombinace vstupnı´ch promeˇnny´ch v podobeˇ bina´r-
nı´ch hodnot usporˇa´da´ny vzestupneˇ. Na prave´ straneˇ tabulky jsou zobrazeny hodnoty
vy´stupnı´ch promeˇnny´ch. Pravdivostnı´ tabulky jsou vhodne´ k vyja´drˇenı´ jake´koliv bina´rnı´
funkce, bez ohledu na pocˇet vstupnı´ch promeˇnny´ch.
5.1.2 Vyja´drˇenı´ pomocı´ KNF - ekvivalence
(p ⇔ p): (¬ p ∨ p) ∧ (¬ p ∨ p)
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Konjuktivnı´ norma´lnı´ forma dane´ formule je formule ekvivalentnı´ s danou formulı´
a majı´cı´ tvar konjunkce elementa´rnı´ch disjunkcı´. Co se ty´ka´ KNF a DNF, tak jsou si
obeˇ formy za´pisu rovnocenne´ a lze prˇeve´st jednu formu na druhou pouzˇitı´m Booleovy
algebry.
Tyto zmı´neˇne´ formy vsˇak nejsou vhodne´ pro reprezentaci funkcı´, ktere´ majı´ velky´
pocˇet promeˇnny´ch. Tyto formy jsou velice na´rocˇne´ na urcˇita´ krite´ria. Mezi neˇ mu˚zˇeme
naprˇı´klad zmı´nit na´rocˇnost na velikost pameˇt’ove´ho mı´sta urcˇene´ho pro reprezentaci.
Jako reakce na tyto proble´my vznikly efektivnı´ formy pro manipulaci a reprezentaci
velky´ch logicky´ch funkcı´ v podobeˇ bina´rnı´ch rozhodovacı´ch diagramu˚ (Binary Decision
Diagram – BDD). Ekvivalenci jsme si jizˇ zobrazili drˇı´ve pomocı´ tabulkove´ho za´pisu a kon-
junktivnı´ norma´lnı´ formy. Nynı´ si vsˇak uvedeme i vyja´drˇenı´ logicke´ funkce ekvivalence
pomocı´ BDD.
p
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Obra´zek 9: BDD diagram vytvorˇeny´ pro ekvivalenci
Teoreticke´ podklady pro BDD vznikaly jizˇ na prˇelomu 50. azˇ 60. let dvaca´te´ho stoletı´.
Jako takove´ byly bina´rnı´ rozhodovacı´ stromy prˇedstaveny v roce 1959 C. Y. Lee. Rozmach
a obrovsky´ rozvoj v te´to oblasti byl zaznamena´m koncem let 70ty´ch. O tento rozvoj se
postarali Boute (1976) a hlavneˇ S. B. Akers (1978). V te´to dobeˇ takte´zˇ vznika´ na´zev BDD
v souvislosti s vyja´drˇenı´m logicky´ch funkcı´. O prakticke´ vyuzˇitı´ BDD se nejvı´ce posta-
ral R. E. Bryant z univerzity Carnegie Mellon. Tento veˇdec v polovineˇ 80. let definoval
BDD takovy´m zpu˚sobem, jaky´m se BDD pouzˇı´vajı´ prakticky dodnes. Rozsˇı´rˇil doposud
dane´ teorie o pouzˇitı´ zmeˇny porˇadı´ promeˇnny´ch - Variable ordering, pro kanonickou
reprezentaci Booleovsky´ch funkcı´ a da´le o sdı´lene´ podgrafy pro mozˇnosti porovna´va´nı´
funkcı´. Vyuzˇitı´ teˇchto poznatku˚ prˇineslo za´klad pro vytva´rˇenı´ efektivnı´ch datovy´ch struk-
tur, ktere´ nazy´va´me Reduced Ordered Binary Decision Diagrams, a vytva´rˇenı´ algoritmu˚
fungujı´cı´ch nad touto strukturou
Vsˇechny funkce jsou reprezentova´ny jako orientovany´ acyklicky´ graf. Tento oriento-
vany´ acyklicky´ graf je tvorˇen trˇemi typy uzlu˚: korˇen, netermina´lnı´ uzly a termina´lnı´
uzly.
Korˇen grafu je pouze jeden a nevedou do neˇj zˇa´dne´ hrany.
Vnitrˇnı´ uzly grafu jsou oznacˇova´ny jako netermina´lnı´ uzly, neˇkdy takte´zˇ jako rozho-
dovacı´ uzly. Jednotlive´ uzly odpovı´dajı´ konkre´tnı´ promeˇnne´ urcˇite´ funkce, kterou BDD
diagram reprezentuje. Netermina´lnı´ uzly majı´ sve´ prˇedky i potomky. To znamena´, zˇe do
teˇchto uzlu˚ vedou hrany a vedou takte´zˇ z nich ven. Z jednotlivy´ch vnitrˇnı´ch uzlu˚ v vedou
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dveˇ vy´stupnı´ hrany. Jedna z hran vede do „high potomka“, zkra´ceneˇ high(v). Hrana high
odpovı´da´ tomu, zˇe hodnota promeˇnne´ uzlu je rovna 1. Druha´ z obou hran vede do „low
potomka“, zkra´ceneˇ low(v). Toto oznacˇenı´ hrany odpovı´da´ naopak tomu, zˇe hodnota
promeˇnne´ uzlu je rovna 0.
BDD grafy jsou tvorˇeny i koncovy´mi uzly, ktere´ se oznacˇujı´ jako listy neboli termina´lnı´
uzly. Jednotlive´ listy, termina´lnı´ uzly jsou oznacˇeny 0 nebo 1 a prˇedstavujı´ logickou
hodnotu, ktera´ je konstantnı´. Do teˇchto termina´lnı´ch uzlu˚ vedou hrany pouze dovnitrˇ.
Pro prˇedstavu je zde obra´zek, ktery´ prˇedstavuje BDD graf reprezentujı´cı´ funkci
f(X1,X2,X3) definovanou pomocı´ pravdivostnı´ tabulky.
5.1.3 Prˇechodova´ tabulka:
X1 X2 X3 f
0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
X1
X2X2
X3X3X3X3
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Obra´zek 10: BDD diagram vytvorˇeny´ pomocı´ tabulky
Kazˇdy´ vnitrˇnı´ uzel v je oznacˇen promeˇnnou var(v) a ma´ dveˇ hrany. Tyto hrany smeˇrˇujı´
ke dveˇma potomku˚m.
• high(v), jezˇ je oznacˇen plnou cˇarou, toto znacˇenı´ rˇı´ka´, zˇe promeˇnna´ je jednicˇkova´
• low(v), jezˇ je oznacˇen cˇa´rkovanou cˇarou, toto znacˇenı´ rˇı´ka´, zˇe promeˇnna´ je nulova´
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Kazˇdy´ list je da´le oznacˇen nulou nebo jednicˇkou. Hodnota funkce je pro dane´ prˇirˇazenı´
hodnot promeˇnny´ch urcˇena procha´zenı´m grafu, ktere´ ma´ pocˇa´tek v korˇeni a pokracˇuje se
azˇ k termina´lu. Konkre´tnı´ rozhodnutı´ o rozveˇtvenı´ je provedeno v za´vislosti na hodnoteˇ
dane´ promeˇnne´ v prˇirˇazenı´. Termina´l na konci nasˇı´ cesty prˇedstavuje hodnotu funkce.
Kazˇda´ kombinace hodnot vstupnı´ch promeˇnny´ch tedy odpovı´da´ pra´veˇ jedne´ cesteˇ z
korˇenove´ho uzlu stromu azˇ k listu.
5.1.3.1 Zı´ska´nı´ hodnoty funkce z grafu V prˇı´padeˇ, zˇe bychom chteˇli z BDD na ob-
ra´zku cˇ. 10 zı´skat hodnotu pro vstupnı´ promeˇnne´ X1 = 1, X2 = 1 a X3 = 1 pak bychom
museli postupovat na´sledujı´cı´m zpu˚sobem:
1. Zacˇneme od korˇene nasˇeho stromu na obra´zku cˇ. 10. Tomu patrˇı´ promeˇnna´X1, ktera´
je rovna 1. Proto se vyda´me po hraneˇ high, ktera´ je symbolizovana´ plnou cˇarou.
2. V dalsˇı´m uzlu grafu s promeˇnnou X2 (v grafu prvnı´ zprava) se vyda´me znovu po
hraneˇ high, nebot’vstupnı´ hodnota je takte´zˇ rovna 1.
3. V uzlu s promeˇnnou X3 se vyda´me zase po hraneˇ high, protozˇe vstupnı´ hodnota je
rovna 1.
4. Cesta koncˇı´ v termina´lnı´m uzlu s hodnotou 0. Tato hodnota prˇedstavuje vy´stupnı´
hodnotu pro zadane´ vstupnı´ hodnoty.
Logicke´ funkce tedy vyjadrˇujeme pomocı´ grafu˚. Operace nad Booleovsky´mi funk-
cemi mu˚zˇeme tedy implementovat jako grafove´ algoritmy. Jizˇ drˇı´ve jsme si uvedli ru˚zne´
tabulkove´ za´pisy jednotlivy´ch logicky´ch funkcı´. Z teˇchto tabulkovy´ch za´pisu˚ by jizˇ nemeˇl
by´t proble´m vytvorˇit jednoduchy´ BBD diagram.
5.2 Usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy
Bina´rnı´ rozhodovacı´ diagramy (BDD) tvorˇı´ abstraktnı´ reprezentaci booleovsky´ch funkcı´.
Prˇi tvorbeˇ vsˇak mu˚zˇe docha´zet k situaci, kdy urcˇitou booleovskou funkci mu˚zˇeme re-
prezentovat ru˚zny´mi BDD. Teˇchto BDD mu˚zˇe existovat veˇtsˇı´ mnozˇstvı´ a mohou repre-
zentovat jednu a tute´zˇ funkci. Z tohoto du˚vodu se po urcˇite´ dobeˇ zavedlo rozsˇı´rˇenı´ v
podobeˇ usporˇa´dany´ch bina´rnı´ch rozhodovacı´ch diagramu˚, anglicky Ordered Binary De-
cision Diagrams (OBDDs). Abychom mohli z BDD vytvorˇit OBDD musı´me zajistit urcˇite´
usporˇa´da´nı´ promeˇnny´ch - Variable ordering. Jedna´ se o techniku, kterou navrhl R. E.
Bryant. Vyuzˇı´va´me tedy usporˇa´da´nı´ nad mnozˇinou promeˇnny´ch nasˇı´ funkce. Musı´ tedy
platit urcˇita´ nerovnost pro kazˇdy´ uzel v a jeho potomka w:
var(v) < var(w)
Na obra´zku cˇ. 10 je zobrazeno porˇadı´ promeˇnny´ch v tomto smyslu: x1 < x2 < x3.
Toto porˇadı´ vsˇak mohlo by´t zvolene´ libovolneˇ a pu˚vodnı´ smysl grafu by to nezmeˇnilo.
Pozˇadavek na co nejmensˇı´ velikost pameˇt’ove´ho prostoru potrˇebne´ho pro reprezentaci
nasˇı´ funkce je velice du˚lezˇity´ a jedna´ se o velice slozˇity´ proble´m jak jej zajistit.
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OBDD neboli usporˇa´dany´ bina´rnı´ rozhodovacı´ diagram je diagram, ve ktere´m jsou
vstupnı´ promeˇnne´ serˇazeny takovy´m stylem, zˇe v kazˇde´ cesteˇ nasˇeho OBDD se jednotlive´
promeˇnne´ objevujı´ pouze jednou a v tom stejne´m porˇadı´. Tato technika rˇazenı´ ma´ v praxi
obrovsky´ vliv na konecˇnou velikost BDD. Na obra´zku cˇ. 11 je uveden prˇı´klad zobrazujı´cı´
neusporˇa´dany´ (vlevo) a usporˇa´dany´ (vpravo) BDD.
X1
X3 X2
0 1
X3
1
0 1
X1
X2
X3
0 1
0 1
0 1
0
1
0 1
0
1
0
1
10
Obra´zek 11: Vliv usporˇa´da´nı´ promeˇnny´ch na velikost OBDD (Li-C. Wang)
5.3 Vznik redukovany´ch OBDD
Vy´sˇe popsane´ OBDD mohou obsahovat ru˚zne´ redundance. Pro jejich zamezenı´ se pouzˇı´va´
neˇkolik pravidel:
1. eliminace nedosazˇitelny´ch vrcholu˚
2. odstraneˇnı´ duplika´tnı´ch listu˚
3. odstraneˇnı´ duplika´tnı´ch (vnitrˇnı´ch) vrcholu˚
4. odstraneˇnı´ redundantnı´ch uzlu˚
Ad1: Odstranı´me vsˇechny vrcholy, ktere´ jsou nedosazˇitelne´ z korˇene BDD.
Ad2: Musı´me eliminovat vsˇechny listy (termina´ly) se stejnou hodnotou. Pokud ma´ tedy
OBDD vı´ce nezˇ jeden list pro 1, zachova´me tedy jeden z teˇchto listu˚ a hrany vedoucı´
do odstraneˇny´ch listu˚ prˇesmeˇrujeme do listu ponechane´ho.
Ad3: Kdyzˇ vnitrˇnı´ vrcholy (netermina´lnı´ uzly) u a w majı´ var(v) = var(w), low(v) =
low(w) a high(v) = high(w), potom jeden z uzlu˚ v a w odstranı´me a vsˇechny hrany
vedoucı´ do odstraneˇne´ho uzlu prˇevedeme do uzlu druhe´ho. Jednodusˇe rˇecˇeno,
pokud z neˇktere´ho uzlu n vedou obeˇ hrany do jednoho uzlu m, odstranı´me n a
vsˇechny hrany, ktere´ do neˇj vedly, prˇesmeˇrujeme do m.
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Ad4. Pokud netermina´lnı´ uzel v ma´ high(v) = low(v), pak jej odstranı´me a vsˇechny
vstupnı´ hrany prˇesmeˇrujeme do low(v).
Pokud tato pravidla aplikujeme na jizˇ zmı´neˇne´ OBDD, tak postupneˇ zı´ska´me ROBDD,
cozˇ je vlastneˇ redukovany´ usporˇa´dany´ bina´rnı´ rozhodovacı´ diagram. Jedna´ se o minima-
lizovany´ bina´rnı´ rozhodovacı´ diagram.
5.3.1 Vznik ROBDD - prˇı´klad
Postup redukce OBDD si popı´sˇeme na obra´zku cˇ. 10, ktery´ jizˇ byl uveden drˇı´ve. Pro
prˇipomenutı´ je zobrazen na obra´zku cˇ. 12:
X1
X2X2
X3X3X3X3
11101010
10
1010
10101010
Obra´zek 12: Bina´rnı´ rozhodovacı´ diagram
Tento bina´rnı´ rozhodovacı´ diagram (BDD) zachova´va´ usporˇa´da´nı´ jednotlivy´ch pro-
meˇnny´ch x1 < x2 < x3. Z tohoto du˚vodu po aplikova´nı´ pravidel redukce vznikne
redukovany´ bina´rnı´ rozhodovacı´ diagram (ROBDD).
V prvnı´m kroku odstranı´me z bina´rnı´ho rozhodovacı´ho diagramu vsˇechny nadby-
tecˇne´ termina´ly a to podle kroku 2 kapitoly 5.3 o vzniku ROBDD. Zı´ska´me tak na´sledujı´cı´
diagram na obra´zku cˇ. 13:
Na obra´zku cˇ. 13 tedy vidı´me diagram po operaci, ktera´ na´m odstranila nadbytecˇne´
termina´ly neboli listy. Mu˚zˇeme si povsˇimnout, zˇe z pu˚vodnı´ho pocˇtu osmi termina´lu˚ jsme
dostali jen dva termina´ly. Nynı´ budeme aplikovat pravidlo na odstraneˇnı´ opakujı´cı´ch se
vnitrˇnı´ch uzlu˚. Vy´sledek mu˚zˇeme videˇt na obra´zku cˇ. 14.
V poslednı´m kroku aplikujeme na graf z obra´zku cˇ. 14 jesˇteˇ pravidlo na odstraneˇnı´
uzlu˚, ktere´ ze se´manticke´ho hlediska nemajı´ zˇa´dny´ vy´znam. Vy´sledek te´to operace mu˚-
zˇeme videˇt na obra´zku cˇ. 15.
Z patna´cti pu˚vodnı´ch uzlu˚, mysˇleno termina´lu˚ i netermina´lu˚ se na´m podarˇilo redu-
kovat bina´rnı´ rozhodovacı´ diagram na redukovany´ bina´rnı´ rozhodovacı´ diagram s peˇti
uzly. Na tomto prˇı´kladeˇ na´zorneˇ vidı´me jak velky´ vliv ma´ redukce na velikost bina´rnı´ch
rozhodovacı´ch diagramu˚.
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X1
X2X2
X3X3X3X3
10
10
1010
1
010 10 1
0
Obra´zek 13: Odstraneˇnı´ nadbytecˇny´ch termina´lu˚
X1
X2X2
X3
10
10
1
01
0
0 1
Obra´zek 14: Odstraneˇnı´ opakujı´cı´ch se vnitrˇnı´ch uzlu˚
X1
X2
X3
10
1
0
1
0
0 1
Obra´zek 15: Odstraneˇnı´ nadbytecˇny´ch vnitrˇnı´ch uzlu˚
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5.4 Vlastnosti ROBDD
Redukovane´ usporˇa´dane´ BDD majı´ neˇkolik vy´znamny´ch vlastnostı´. Nejveˇtsˇı´ vlastnostı´
asi je, zˇe ROBDD ma´ mnohem me´neˇ uzlu˚ nezˇ jeho neredukovana´ verze. Toto na´m rapidneˇ
snı´zˇı´ pameˇt’ove´ na´roky na reprezentaci takove´ struktury. Poneˇvadzˇ na´m vypadly neˇktere´
uzly z grafu, tak i cesta, kterou procha´zı´me od korˇene azˇ po termina´lnı´ symboly je v
mnoha prˇı´padech mnohem mensˇı´.
Dalsˇı´ vlastnostı´, kterou je trˇeba zmı´nit je kanonicita ROBDD.
Kanonicita ROBDD 1 Necht’ diagram D1 a diagram D2 jsou redukovane´ usporˇa´dane´ bina´rnı´
diagramy (ROBDD), ktere´ vznikly zjednodusˇenı´m diagramu D, potom D1 ∼= D2. D1 a D2 jsou
izomorfnı´.
Vyuzˇitı´ kanonicity prˇina´sˇı´ mnoho uzˇitecˇny´ch aplikacı´ ROBDD. Je mozˇno naprˇı´klad
prova´deˇt rˇadu testu˚ nad logicky´mi funkcemi. Mezi tyto testy naprˇı´klad patrˇı´:
1. testy na splnitelnost logicky´ch formulı´.
2. testy na tautologii logicky´ch formulı´.
3. testy zda jsou diagramy ekvivalentnı´.
V prˇı´padeˇ, zˇe prova´dı´me testy na splnitelnost logicky´ch formulı´, funkce, pak musı´
v grafu existovat minima´lneˇ jedna cesta, ktera´ vede z korˇene do termina´lu s hodnotou
1, nebo existuje jediny´ uzel s hodnotou 0. V prˇı´padeˇ, zˇe testujeme tautologii logicky´ch
formulı´, funkce a zjistı´me, zˇe se jedna´ skutecˇneˇ o tautologii, pak ma´ jejı´ graf podobu
jednicˇkove´ho termina´lu.
5.5 Kanonicita ROBDD
Jak jsme jizˇ uvedli, tak nejdu˚lezˇiteˇjsˇı´ vlastnostı´ ROBDD je kanonicita. To znamena´, zˇe
pokud jsou dveˇ Booleovske´ funkce ekvivalentnı´, pak jejich ROBDD jsou izomorfnı´. V prˇı´-
padeˇ logicke´ ekvivalence se tedy prova´dı´ jen kontrola na to, zda jsou dva grafy izomorfnı´.
V prˇı´padeˇ kontroly tautologiı´ je vliv kanonicity na ROBDD takovy´, zˇe kontrola tautologie
se sta´va´ trivia´lnı´, grafem musı´ by´t termina´l 1. Uvedeme si jesˇteˇ obra´zky cˇ. 16 a cˇ. 17, ktere´
budou zna´zornˇovat ROBDD pro za´kladnı´ logicke´ funkce.
5.6 Operace s ROBDD
Jednotlive´ ROBDD jsou bez dalsˇı´ho definova´nı´ za´kladnı´ch operacı´ v podstateˇ nevyuzˇi-
telne´ pro sˇirsˇı´ pouzˇitı´. Aby bylo mozˇno ROBDD vyuzˇı´vat vı´ce a na´sledneˇ je trˇeba spojovat,
rozdeˇlovat, cˇi prˇehazovat a odstranˇovat promeˇnne´, bylo potrˇeba definovat urcˇita´ pravidla
a hlavneˇ za´kladnı´ operace.
Mezi za´kladnı´ operace patrˇı´ naprˇı´klad: operace Apply, operace Reduce, operace Restrict,
operace Exists a dalsˇı´.
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X1
X2
0 1
X1ANDX2 X1
X2
1 0
X1ORX2 X1
X2 X2
1 0
X1XORX2
1
0
0 1
0
1
1 0
0 1
1 1
0
0
Obra´zek 16: Za´kladnı´ logicke´ funkce AND, OR, XOR vyja´drˇeny pomocı´ ROBDD.
X1
X2
1 0
X1NANDX2 X1
X2
0 1
X1NORX2 X1
X2 X2
0 1
X1XNORX2
1
0
0 1
0
1
1 0
0 1
1 1
0
0
Obra´zek 17: Za´kladnı´ logicke´ funkce NAND, NOR, XNOR vyja´drˇeny pomocı´ ROBDD.
5.6.1 Operace Apply
Apply je zameˇrˇena na logicke´ operace. Vstupem te´to operace jsou dva ROBDD repre-
zentujı´cı´ logicke´ funkce. Vy´stupem operace Apply je ROBDD reprezentujı´cı´ vy´sledek
operace. Naprˇı´klad apply(*,Ff , Fg) vra´tı´ vy´sledek operace logicke´ho soucˇinu nad funk-
cemi f a g.
5.6.2 Operace Reduce
Tato operace je urcˇena´ pro redukci OBDD.
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5.6.3 Operace Restrict
Tato operace prova´dı´ dosazenı´ hodnoty za promeˇnnou. Naprˇı´klad restrict(0, x, Fg) vra´tı´
ROBDD reprezentujı´cı´ funkci g po dosazenı´ 0 za x. Toto se zapisuje jako f[0/x].
5.6.4 Operace Exists
Operace Exists odstranˇuje za´vislost funkce na urcˇite´ promeˇnne´. Naprˇı´klad pro operaci
exists(x, g) je funkce g[0/x] + g[1/x]. Dalsˇı´ mozˇnostı´ je pouzˇı´t za´pis exists(xˆ, g). Druhy´
uvedeny´ za´pis provede stejnou operaci pro celou mnozˇinu promeˇnny´ch xˆ.
5.6.5 Negace
Negace prˇı´mo nesouvisı´ s operacemi ty´kajı´cı´ch se ROBDD, ktere´ jsou uvedeny vy´sˇe.
Pokud ma´me OBDD A, ktere´ realizuje funkci Fx, tak OBDD B realizujı´cı´ funkci ¬ Fx se
vytvorˇı´ kopiı´ OBDD A a prˇeznacˇenı´m listu˚ kopie dua´lnı´ hodnotou.
5.7 APPLY operace
Jak jizˇ bylo zmı´neˇno drˇı´ve, tak operace Apply je zameˇrˇena na logicke´ operace. Vstupem
te´to operace jsou dva ROBDD reprezentujı´cı´ logicke´ funkce a vy´stupem te´to operace je
jeden ROBDD reprezentujı´cı´ vy´sledek operace. Mu˚zˇeme tedy rˇı´ci, zˇe vsˇechny bina´rnı´
opera´tory typu Boolean nad ROBDD jsou implementova´ny pomocı´ obecne´ho algoritmu
APPLY(op, u1, u2) a to tak, zˇe pro dva ROBDDs se vypocˇte jeden vy´sledny´ ROBBD pro
vy´raz typu Boolean, ktery´ vypada´ takto: tu1 op tu2. Konstrukce operace APPLY, tedy jejı´
algoritmus ja zalozˇen na Shanonoveˇ expanzi, kterou jsme jizˇ zmı´nili v kapitole [2.4]:
t = x→ t[1/x], t[0/x].
Vsˇimneˇme si, zˇe pro vsˇechny Boolean opera´tory op platı´ na´sledujı´cı´:
Rovnice cˇ. 1.
(x→ t1, t2) op (x→ t
′
1
, t′
2
) = x→ t1 op t
′
1
, t2 op t
′
2
Shanonova expanze je v algoritmu vyuzˇita tak, zˇe rozlozˇı´ obeˇ vstupnı´ funkce (naprˇ.: f,
g) podle stejne´ promeˇnne´ a na´sledneˇ mezi cˇa´stmi pu˚vodnı´ funkce provede pozˇadovanou
operaci. Algoritmus, ktery´m je operace APPLY rˇesˇena´, vidı´me da´le. Tento algoritmus
procha´zı´ vstupnı´ funkce do hloubky a du˚lezˇite´ informace si ukla´da´ do dvou hashovacı´ch
tabulek. V prvnı´ tabulce jsou informace, ktere´ jsou potrˇebne´ pro zefektivneˇnı´ a zrych-
lenı´ vy´pocˇtu. V druhe´ hashovacı´ tabulce jsou naopak informace potrˇebne´ k vytvorˇenı´
redukovane´ho grafu, ktery´ je redukova´n co nejvı´ce.
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APPLY[T,H](op, u1, u2)
init(G)
function APP(u1, u2) =
if G(u1,u2) 6= empty then return G(u1,u2)
else if u1 ∈ {0,1} and u2 ∈ {0,1} then u ← op(u1,u2)
else if var(u1) = var(u2) then
u ← MK(var(u1), APP(low(u1),low(u2)),APP(high(u1),high(u2)))
else if var(u1) < var(u2) then
u ← MK(var(u1), APP(low(u1),u2),APP(high(u1),u2))
else * var(u1) > var(u2) *
u ← MK(var(u2), APP(u1,low(u2)),APP(u1,high(u2)))
G(u1,u2) ← u
return u
end APP
return APP(u1,u2)
V prˇı´padeˇ, zˇe zacˇı´na´me z korˇene obou ROBDD, mu˚zˇeme sestrojit vy´sledny´ ROBDD
rekurzivnı´ konstrukcı´ low a high veˇtve a na´sledneˇ vytvorˇı´me novy´ korˇen z pu˚vodnı´ch dvou
ROBDD. Opeˇt musı´ by´t zajisˇteˇno, zˇe vy´sledek je redukovany´. Vytva´rˇı´me uzly pomocı´
vola´nı´ metody MK, ktera´ je uvedena´ nı´zˇe. Tı´mto se vyhneme exponencia´lnı´mu na´ru˚stu
rekurzivnı´ch vola´nı´. Je tedy pouzˇito dynamicke´ programova´nı´. Algoritmus, ktery´ toto
vsˇe prova´dı´, je zobrazen vy´sˇe.
Dynamicke´ programova´nı´ je implementova´no pouzˇitı´m tabulky vy´sledku˚ G. Kazˇdy´
vstup (i,j) je pra´zdny´, nebo obsahuje drˇı´ve vypocˇteny´ vy´sledek funkce APP(i, j). Algo-
ritmus rozlisˇuje mezi cˇtyrˇmi rozdı´lny´mi prˇı´pady. Prvnı´ z nich prˇedstavuje situaci, kde
oba argumenty jsou termina´lnı´ uzly. Zby´vajı´cı´ trˇi prˇedstavujı´ situace, kdy nejme´neˇ jeden
argument je promeˇnna´ typu uzel.
Jestlizˇe jsou u1 a u2 termina´ly, pak novy´ termina´lnı´ uzel ma´ hodnotu zı´skanou pouzˇi-
tı´m opera´toru op aplikovanou na dveˇ pravdivostnı´ hodnoty. (Prˇipomenˇme, zˇe termina´lnı´
uzel 0 je reprezentova´n jako uzel s identitou 0, to stejne´ platı´ i pro 1.)
Jestlizˇe je nejme´neˇ jeden z u1 nebo u2 netermina´l, pak musı´me postupovat v souladu
s indexem promeˇnne´. Jestlizˇe uzly majı´ stejny´ index, dveˇ low veˇtve jsou v pa´ru, pak z
nich APP vypocˇteme rekurzivneˇ. Stejny´m zpu˚sobem to provedeme i pro high veˇtev. To
odpovı´da´ rovnici cˇ. 1. Jestlizˇe majı´ rozdı´lne´ indexy, pak postupujeme porovna´nı´m uzlu s
nejnizˇsˇı´m indexem low a high veˇtve, ktere´ na´sledujı´. Toto odpovı´da´ na´sledujı´cı´ rovnici cˇ.
2., ktera´ platı´ pro vsˇechny t.
Rovnice cˇ. 2.
(xi → t1, t2) op t = xi → t1 op t, t2 op t
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Jelikozˇ uvazˇujeme index z termina´lu˚, pak nastane situace takova´, zˇe jeden index
z termina´lu˚ bude veˇtsˇı´ nezˇ index z netermina´lu˚. U zby´vajı´cı´ch dvou prˇı´padu˚ var(u1) <
var(u2)a var(u1) > var(u2), budeme uvazˇovat situaci takovou, zˇe jeden z uzlu˚ je termina´l.
Obra´zek cˇ. 18 zobrazuje dva ROBDD, na ktere´ bude aplikova´n algoritmus operace
Apply pro vy´pocˇet konjunkce. Obra´zek cˇ. 19 zobrazuje rˇesˇenı´ pouzˇite´ho algoritmu. Na
obra´zku cˇ. 20 je zobrazen strom z argumentu˚ rekurzivneˇ volany´ch APP. Cˇa´rkovane´ uzly
v tomto stromu zna´zornˇujı´, zˇe hodnota uzlu byla drˇı´ve vypocˇtena´ a nenı´ prˇepocˇı´ta´va´na
prˇı´mo pouzˇitı´m dynamicke´ho programova´nı´. Na obra´zcı´ch si vsˇimneˇme, jak jsou jednot-
live´ pa´ry uzlu˚ z dvou ROBDD kombinova´ny a vypocˇı´ta´va´ny.
K analy´ze slozˇitosti operace Apply necha´me |u| oznacˇene´ cˇı´slem z uzlu˚, ktere´ho mu˚-
zˇeme dosa´hnout z u v ROBDD. Prˇedpokla´da´me, zˇe G mu˚zˇe by´t implementova´no v kon-
stantnı´m cˇase a to pro vyhleda´va´nı´ (lookup), i pro vlozˇenı´ (insert). Uzˇitı´m dynamicke´ho
programova´nı´ je generova´no nejvı´ce |u1||u2| vola´nı´ operace Apply. Kazˇde´ vola´nı´ je usku-
tecˇneˇno v konstantnı´m cˇase. Celkovy´ cˇas je tedy O(|u1||u2|).
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Obra´zek 18: ROBDD1, ROBDD2 na ktere´ je aplikova´na Apply pro vy´pocˇet konjunkce.
5.7.1 Konstrukce ROBDD
Prˇi tvorbeˇ ROBDD vyvsta´va´ ota´zka, jak prove´st konstrukci a redukova´nı´ OBDDD. Existujı´
dva mozˇne´ zpu˚soby. Prvnı´m z nich je, zˇe nejprve vytvorˇı´me OBDD a pote´ provedeme
redukci tohoto OBDD a vytvorˇı´me tak ROBDD. Druhy´m zpu˚sobem, ktery´ je vı´ce zˇa´doucı´
je, zˇe prova´dı´me redukova´nı´ beˇhem konstrukce ROBDD.
K popisu, jak lze toto udeˇlat, potrˇebujeme explicitnı´ reprezentaci ROBDD. Uzly bu-
deme reprezentovat jako cˇı´sla 0, 1, 2, 3, ... . Cˇı´sla 0 a 1 budeme mı´t rezervova´ny pro
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ROBDD1 ∧ROBDD2 =
Obra´zek 19: Vy´sledek Apply operace pouzˇite´ na dva ROBDD.
termina´lnı´ uzly. Usporˇa´dane´ promeˇnne´ X1 < X2 < X3 < ...Xn budeme reprezentovat
jejich indexy 1, 2, 3, ..., n. ROBDD budeme ukla´dat do tabulky T : u 7→ (i, l, h), kde
budeme mapovat uzel u na jeho trˇi atributy var(u) = i, low(u) = l a high(u) = h.
8, 5
6, 3 7, 4
5, 3 0, 3 0, 4 5, 4
3, 2 4, 0 0, 2 0, 0 0, 1 0, 2 3, 0 4, 2
2, 2 0, 2 0, 0 2, 0 2, 0 0, 1 0, 2 2, 2
1, 1 0, 0 0, 1 0, 0 1, 0 0, 0
Obra´zek 20: Apply operace uzˇita´ na dva ROBDD
5.7.1.1 Funkce MK Usporˇa´da´nı´ na´m zajistı´, zˇe OBDD budou konstruova´ny jizˇ redu-
kovane´. Toto je velice nutne´ k urcˇenı´, zda-li existuje v trojici (i, l, h) uzel u s var(u) =
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i, low(u) = l a high(u) = h. Prˇedpokla´da´me tedy prˇı´tomnost z tabulky H : (i, l, h) 7→ u
mapujı´cı´ trojici (i, l, h) z indexu˚ promeˇnny´ch i, uzlu˚ l, h do uzlu u. Tabulka H je inverznı´
k tabulce T, tj. pro promeˇnne´ uzlu u, T(u) = (i, l, h) a to tehdy a jen tehdy pokud H(i, l, h)
= u. Operace potrˇebne´ pro tyto dveˇ tabulky jsou:
T: u 7→ (i, l, h)
init(T) - inicializace T obsahujı´cı´ pouze 0 a 1
u← add(T, i, l, h) - alokova´nı´ nove´ho uzlu u s atributy (i, l, h)
var(u), low(u), high(u) - vyhleda´nı´ atributu z u v T
H: (i, l, h) 7→ u
init(H) - inicializace pra´zdne´ H
b← member(H, i, l, h) - kontrola zda (i, l, h) je v H
u← lookup(H, i, l, h) - nalezenı´ H(i, l, h)
insert(H, i, l, h, u) - provedenı´ (i, l, h) mapova´nı´ u do H
Algoritmus funkce MK mu˚zˇeme videˇt da´le.
MK[T, H](i, l, h)
if l = h then return l
else if member(H, i, l, h) then
return lookup(H, i, l, h)
else u← add(T, i, l, h)
insert(H, i, l, h, u)
return u
Budeme prˇedpokla´dat, zˇe vsˇechny tyto operace mohou by´t proveditelne´ v konstant-
nı´m cˇase O(1).
Funkce MK[T, H](i, l, h) hleda´ tabulku H pro uzel s promeˇnnou oznacˇenou indexem
i a low a high veˇtev l, h a vracı´ odpovı´dajı´cı´ uzel v prˇı´padeˇ, zˇe existuje. Pokud ne, tak je
vytvorˇen novy´ uzel u. Na´sledneˇ je vlozˇen do tabulky H a je vra´cena jeho identita. Slozˇitost
MK je prˇedpokla´da´na pro za´kladnı´ operace z T a H O(1). OBDD bude redukovane´, jestlizˇe
uzly jsou vytva´rˇeny pouze skrze uzˇitı´ MK. Ve jme´neˇ funkce MK a jejı´m algoritmu je
uvedeno znacˇenı´ [T, H], ktere´ oznacˇuje, zˇe MK je za´visla´ na globa´lnı´ datove´ strukturˇe T a
H. Vynecha´va´me vsˇak argumenty v prˇı´padeˇ, zˇe je vyvola´me jako cˇa´st z algoritmu.
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5.8 Reprezentace BDDs
Pro reprezentaci BDDs bylo vymysˇleno neˇkolik zpu˚sobu˚, jak implementovat konkre´tnı´
BDD, jezˇ byly popsa´ny vy´sˇe. Jednotlive´ zpu˚soby se ve sve´m principu vy´razneˇ lisˇı´. Neˇktere´
ze zpu˚sobu˚ implementace nabı´zejı´ neˇkolik vy´hod, zatı´mco jine´ jsou pro implementaci
vy´hodne´ me´neˇ. Velice zna´my´m zpu˚sobem je reprezentace BDD pomocı´ bina´rnı´ho stromu,
nebo zpu˚sob reprezentace BDD pomocı´ knihovny CUDD.
V dobeˇ kdy jsem studoval materia´ly ty´kajı´cı´ se BDDs jsem nalezl neˇkolik balı´cˇku˚,
neboli knihoven, ktere´ se zaby´vajı´ manipulacı´ a reprezentacı´ BDD. Nebudu je zde vsˇak
popisovat a detailneˇ rozebı´rat. Chteˇl bych vsˇak uve´st jejich pojmenova´nı´ a kra´tky´ popis,
aby si prˇı´padny´ cˇtena´rˇ, ktere´ho tato kapitola zaujala, mohl vyzkousˇet ru˚zne´ zpu˚soby
reprezentace BDDs pomocı´ dalsˇı´ch balı´cˇku˚ a knihoven.
CUDD Balı´cˇek CUDD [18] prˇina´sˇı´ velke´ mnozˇstvı´ funkcı´ pro pra´ci s bina´rnı´mi rozhodo-
vacı´mi diagramy (BDD), algebraicky´mi rozhodovacı´mi diagramy (ADD), bina´rnı´mi
rozhodovacı´mi diagramy s potlacˇenou nulou (ZDD) a mnoha dalsˇı´mi.
BuDDy Dalsˇı´ balı´cˇek urcˇeny´ pro pra´ci s BDD. Balı´cˇek BuDDy [19] byl vytvorˇen jako
soucˇa´st doktorantske´ pra´ce J. Lind-Nielsenem na univerziteˇ v Kodani. Jeho poslednı´,
zatı´m uvedena´ verze oproti prvnı´ verzi, obsahuje vsˇechny du˚lezˇite´ operace, ktere´
jsou potrˇeba pro pra´ci s BDD a mnoho dalsˇı´ch vylepsˇenı´.
ABCD Balı´cˇek ABCD [20] je distribuova´n v experimenta´lnı´ verzi a je urcˇen pro manipu-
laci s BDD. V tomto balı´cˇku je rozdı´lneˇ rˇesˇen Garbage Collector, da´le je zde pouzˇita
jina´ integrace unika´tnı´ch hashovacı´ch tabulek uzlu˚. Ta se prova´dı´ s vyuzˇitı´m ote-
vrˇene´ho adresova´nı´. Toto umozˇnilo snı´zˇit velikost struktury uzlu azˇ na polovinu.
CAL Tato knihovna [21] je vy´sledkem pra´ce autoru˚ se jme´ny R. Ranjan a J. Sanghavi.
Knihovna CAL je volneˇ distribuovana´. Slouzˇı´ pro pra´ci s BDDs a je zalozˇena´ na
algoritmu prohleda´va´nı´ do sˇı´rˇky. Zde, v te´to knihovneˇ je Garbage Collector rˇesˇen
takte´zˇ jinak a to pomocı´ pocˇı´ta´nı´ referencı´.
CMU BDD, CrocoPat, JavaBDD, TUD BDD Dalsˇı´ balı´cˇky, se ktery´mi je mozˇno se setkat.
5.9 Knihovna CUDD
Informace pro vypracova´nı´ te´to cˇa´sti diplomove´ pra´ce jsem cˇerpal z CUDD: CU Decision
Diagram Package [18].
CUDD package, neboli Colorado University Decision Diagram package je balı´k, ktery´
byl vyvı´jen Fabiem Somenzi a jeho spolupracovnı´ky na univerziteˇ, jejı´zˇ na´zev je uveden
v na´zvu balı´ku CUDD. S vy´vojem tohoto balı´ku bylo zapocˇato roku 1996. Poslednı´ verzi
balı´ku s oznacˇenı´m 2.4.1 je mozˇno zhle´dnout na internetovy´ch stra´nka´ch tohoto projektu
zde: [18]. Jedna´ se o velice propracovany´ balı´k s mnoha funkcemi. Jen v za´kladnı´m balı´ku
CUDD je k dispozici vı´ce nezˇ cˇtyrˇi sta funkcı´. Tento balı´k podporuje operace s BDD
(Binary Decision Diagram), ADD (Algebraic Decision Diagram), a v neposlednı´ rˇadeˇ i s
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VIS (Veryfication Interacting with Synthesis). Projekt CUDD je napsa´n v jazyce C. Je vsˇak
mozˇno nale´zt i rozhranı´ napsane´ v C++.
Tento balı´k je velice rozsa´hly´ a komplexnı´. Jsou zde pouzˇity ru˚zne´ techniky a zpu˚soby
pra´ce s BDD. Chteˇl bych zde uve´st neˇktere´ z vlastnostı´ balı´ku CUDD, naprˇı´klad: acyk-
licke´ grafy jsou zde reprezentova´ny pomocı´ tabulek. Konkre´tnı´m uzlu˚m grafu odpovı´dajı´
jednotlive´ rˇa´dky v dane´ tabulce. Vesˇkere´ operace ty´kajı´cı´ se BDD jsou rˇesˇeny pomocı´ ope-
racı´ nad zmı´neˇnou tabulkou. V balı´ku CUDD je mozˇno vyuzˇı´vat komplementa´rnı´ data.
CUDD pouzˇı´va´ jak norma´lnı´, tak i negovane´ hrany. Velice vy´znamnou vlastnostı´ balı´ku
CUDD je takte´zˇ to, zˇe obsahuje velke´ mnozˇstvı´ algoritmu˚, ktere´ vylepsˇujı´ usporˇa´da´nı´ pro-
meˇnny´ch. Toto byl jen minima´lnı´ vy´cˇet vlastnostı´, ktere´ CUDD umozˇnˇuje, avsˇak dalsˇı´ch
vlastnostı´ je mnohem vı´ce.
Balı´cˇek CUDD lze pouzˇı´vat neˇkolika zpu˚soby:
• Black box, neboli „cˇerna´ skrˇı´nˇka“. V prˇı´padeˇ pouzˇı´va´nı´ balı´cˇku CUDD jako cˇerne´
skrˇı´nˇky, program vyuzˇı´va´ jen funkce, ktere´ jsou zprˇı´stupneˇne´, prˇı´padneˇ takove´
funkce, ktere´ jsou viditelne´ jen z venku te´to cˇerne´ skrˇı´nˇky.
• Clear box, neboli „pru˚hledna´ skrˇı´nˇka“. Jako clear box se balı´k CUDD vyuzˇı´va´
zejme´na prˇi psanı´ sofistikovaneˇjsˇı´ch aplikacı´. V tomto rezˇimu je mozˇno vytva´rˇet
sve´ vlastnı´ funkce a na´sledneˇ je prˇida´vat do balı´cˇku CUDD.
• Prostrˇednictvı´m rozhranı´. Pro C++ je jizˇ rozhranı´ obsazˇeno v distribuci CUDD.
Je mozˇno dı´ky tomuto objektoveˇ orientovane´mu jazyku osvobodit programa´tora
od spra´vy pameˇti. Jazyk C++ je navı´c doporucˇova´n, nebot’ vyuzˇı´va´ take´ rychle´
prototypova´nı´. Tı´m je ulehcˇeno v mnoha prˇı´padech hodneˇ pra´ce. Co se ty´ka´ jazyka
PERL5 a jeho rozhranı´, tak ten ma´ taky stejnou vlastnost jako jazyk C++ ty´kajı´cı´ se
spra´vy pameˇti. Jeho rozhranı´ je vsˇak distribuovane´ samostatneˇ.
5.9.1 Pra´ce s datovy´mi strukturami
Pra´ce s datovy´mi strukturami jako je naprˇı´klad ROBDD se skla´da´ z velke´ho mnozˇstvı´
jednoduchy´ch operacı´, ktere´ jsou nad danou strukturou vykona´va´ny. Tato struktura,
konkre´tneˇ ROBDD, jak jizˇ bylo zmı´neˇno drˇı´ve, mu˚zˇe prˇi prakticke´m pouzˇitı´ dosahovat
obrovske´ velikosti a mu˚zˇe obsahovat nezmeˇrne´ mnozˇstvı´ uzlu˚. Proto je z du˚vodu lep-
sˇı´ho vyuzˇitı´ pameˇti potrˇebne´ zvolit si spra´vnou reprezentaci uzlu a veˇdeˇt, jak s teˇmito
uzly spra´vneˇ pracovat (referencovat, dereferencovat, ...). V knihovneˇ CUDD se k repre-
zentaci uzlu pouzˇı´va´ struktura DdNode. K pra´ci s jednotlivy´mi uzly se v te´to knihovneˇ
vyuzˇı´va´ DdManager. Struturu uzlu DdNode si popı´sˇeme. Nejprve se vsˇak podı´vejme, jak
lze jednodusˇe vytvorˇit ROBDD pomocı´ knihovny CUDD.
5.9.2 Vytvorˇenı´ jednoduche´ho ROBDD
Po du˚kladne´m prostudova´nı´ dokumentace, ktera´ je prˇı´stupna´ na internetovy´ch stra´nka´ch
popisujı´cı´ch knihovnu CUDD [18], je mozˇno s touto knihovnou velice snadno pracovat.
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Pokud by si chteˇl neˇkdo vyzkousˇet jednotlive´ funkce, ktere´ tato knihovna poskytuje, do-
porucˇuji mu navsˇtı´vit jizˇ zmı´neˇne´ internetove´ stra´nky. Zde se nebudu zaby´vat kazˇdou
funkcı´, kazˇdou vlastnostı´, kterou knihovna CUDD ma´. Uka´zˇeme si kra´tky´ prˇı´klad ko´du,
na ktere´m uvidı´me, jak se vytva´rˇı´ jednoduchy´ ROBDD:
#include <stdio.h>
#include ”include/cudd.h”
#include ”include/util.h”
int main() {
DdManager *manager;
DdNode *f1,*f2,*f,*tmp,*var;
int i;
double k;
manager = Cudd_Init(0, 0, CUDD_UNIQUE_SLOTS,
CUDD_CACHE_SLOTS, 0);
//inicializace manazˇeru - DdManager
f1=Cudd_ReadOne(manager); //vytvorˇenı´ bdd x0 * x1 * x2
Cudd_Ref(f1);
for(i = 2; i >= 0; i--){ // cyklus prˇida´va´nı´ uzlu˚ do BDD
var = Cudd_bddIthVar(manager, i);
tmp = Cudd_bddAnd(manager, var, f1);
Cudd_Ref(tmp);
Cudd_RecursiveDeref(manager, f1);
f1 = tmp;
}
f2 = Cudd_ReadOne(manager); //vytvorˇenı´ bdd x0’*x1’*x2’
Cudd_Ref(f2);
for(i=2; i >= 0; i--){ // cyklus prˇida´va´nı´ uzlu˚ do BDD
var = Cudd_bddIthVar(manager, i);
tmp = Cudd_bddAnd(manager, Cudd_Not(var),f2);
Cudd_Ref(tmp);
Cudd_RecursiveDeref(manager, f2);
f2 = tmp;
}
f = Cudd_bddOr(manager, f1, f2); // vytvorˇenı´ cele´ho BDD
Cudd_Ref(f);
Cudd_RecursiveDeref(manager, f1);
Cudd_RecursiveDeref(manager, f2);
Cudd_Quit(manager);
return 0;
}
Prˇedchozı´ zdrojovy´ ko´d je urcˇen pro vytvorˇenı´ ROBDD pro funkci:
f = (x0 ∧ x1 ∧ x2) ∨ (¬ x0 ∧ ¬ x1 ∧ ¬ x2s).
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Na zacˇa´tku programu je inicializova´n DdManager vola´nı´m funkce Cudd init() s prˇı´slusˇ-
ny´mi parametry. Tento DdManager se stara´ o spra´vu pameˇti. Po inicializaci DdManageru
prˇecha´zı´m k vytva´rˇenı´ ROBDD. Vy´sledny´ ROBDD je v tomto prˇı´padeˇ vytva´rˇen tak, zˇe se
ve dvou cyklech „for“ vytvorˇı´ ROBDD pro kazˇdy´ term. Tyto termy jsou pak spojeny do
jednoho vy´sledne´ho diagramu.
ROBDD se vytva´rˇı´ zdola nahoru. To znamena´, zˇe se nejprve pomocı´ funkce Cudd ReadOne
vytvorˇı´ konstantnı´ uzel 1 a na´sledneˇ se v cyklu prˇida´vajı´ dalsˇı´ uzly. V prˇı´padeˇ, zˇe dany´ uzel
jizˇ existuje, tak je vra´cen ukazatel na tento existujı´cı´ uzel. Prˇida´va´nı´ dalsˇı´ch uzlu˚ je rˇesˇeno
tak, zˇe nejprve vytvorˇı´me uzel, jedna´ se v podstateˇ o promeˇnnou, v manazˇeru pomocı´
funkce Cudd bddIthVar. Tuto promeˇnnou na´sledneˇ prˇida´me pomocı´ funkce Cudd bddAnd
do ROBDD. K negaci promeˇnne´ se vyuzˇı´va´ funkce Cudd Not, ktere´ je jako parametr prˇeda´-
va´no jme´no promeˇnne´, kterou chceme znegovat. Mezivy´sledky, ktere´ postupneˇ vznikajı´,
se ukla´dajı´ do pomocne´ promeˇnne´, ktera´ je pojmenova´na tmp. Tyto mezivy´sledky musı´
by´t prˇi vzniku vzˇdy referencova´ny. To se deˇje vlivem funkce Cudd Ref. Prˇi za´niku musı´ by´t
mezivy´sledky naopak dereferencova´ny. To se prova´dı´ funkcı´ Cudd RecursiveDeref. Dobrˇe
provedene´ referencova´nı´ a dereferencova´nı´ je du˚lezˇite´ pro spra´vnou funkcˇnost garbage
collectoru. Garbage collector rˇesˇı´ uvolnˇova´nı´ pameˇti. Prova´dı´ se to takovy´m stylem, zˇe
odstranˇuje data, ktera´ jizˇ nejsou potrˇeba. Sˇpatna´ pra´ce s referencova´nı´m a dereferencova´-
nı´m jednotlivy´ch uzlu˚ ma´ za na´sledek ply´tva´nı´ s pameˇtı´. V prˇı´padeˇ, kdy se rˇesˇı´ veˇtsˇı´ u´lohy
a projekty, mu˚zˇe ve´st k rychle´mu zaplneˇnı´ pameˇti. V za´veˇru jsou oba ROBDD spojeny
do jednoho vy´sledne´ho ROBDD uzˇitı´m funkce Cudd bddOr(). Na konci programu vidı´me
take´ funkci Cudd Quit(manager), pomocı´ ktere´ ukoncˇı´me DdManager.
5.9.3 Struktura DdNode
Prˇi pouzˇı´va´nı´ knihovny CUDD a prˇi cˇtenı´ textu˚, ktere´ se touto knihovnou zaby´vajı´,
zjistı´me, zˇe rozhodovacı´ diagramy a jejich uzly jsou realizova´ny strukturou nazvanou
DdNode, ktera´ ma´ na´sledujı´cı´ za´pis.
struct DdNode {
DdHalfWord index;
DdHalfWord ref;
DdNode *next;
union {
CUDD_VALUE_TYPE value;
DdChildren kids;
} type;
};
Konkre´tnı´ vy´znam jednotlivy´ch promeˇnny´ch mu˚zˇeme videˇt nı´zˇe.
Index Index obsahuje jme´no promeˇnne´, ktere´ prˇedstavuje za´rovenˇ pojmenova´nı´ uzlu.
Jedna´ se o nemeˇnny´ atribut, ktery´ ukazuje porˇadı´ vytvorˇenı´ dane´ promeˇnne´. Prvnı´
promeˇnna´ je oznacˇena indexem 0, poslednı´ vytvorˇena´ promeˇnna´ je oznacˇena´ nej-
vysˇsˇı´m indexem.
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Ref Ref uchova´va´ informaci o pocˇtu referencı´ na konkre´tnı´ uzel. Tato informace je vyuzˇı´-
va´na garbage collectorem, ktery´ uzly, jezˇ majı´ ref count nulovy´, postupneˇ odstranı´.
Next Next je promeˇnna´ typu DdNode. Tato promeˇnna´ je ukazatelem na dalsˇı´ uzel v
hashovacı´ tabulce.
Union Union v prˇı´padeˇ, zˇe se jedna´ o netermina´lnı´ uzel, obsahuje ukazatele na potomky
dane´ho uzlu. Pokud se jedna´ o termina´l, tak obsahuje hodnotu tohoto termina´lu.
5.9.4 DdManager
Jednotlive´ uzly Binary Decision diagramu˚ jsou ulozˇeny v hashovacı´ch tabulka´ch. Tyto ta-
bulky jsou pojmenova´ny unique tables. Hlavnı´m u´cˇelem teˇchto tabulek je zarucˇit, zˇe kazˇdy´
uzel, ktery´ je v nı´ ulozˇeny´ je jedinecˇny´. Touto jedinecˇnostı´ je mysˇleno to, zˇe v tabulce jizˇ
nenı´ zˇa´dny´ dalsˇı´ uzel, ktery´ ma´ stejne´ pojmenova´nı´ stejne´ promeˇnne´ a se stejny´mi po-
tomky. Dı´ky tomu, zˇe je zarucˇena jedinecˇnost kazˇde´ho uzlu, jsou vsˇechny rozhodovacı´
diagramy kanonicke´. DdManager tedy obsahuje hashovacı´ tabulku a neˇkolik promeˇn-
ny´ch, ktere´ je mozˇno vyuzˇı´vat pro pra´ci s rozhodovacı´mi diagramy. Prˇed zacˇa´tkem pra´ce
musı´ by´t DdManager inicializova´n pomocı´ funkce Cudd Init s prˇı´slusˇny´mi parametry
te´to funkce. Po ukoncˇenı´ pra´ce musı´me DdManager zrusˇit. To se prova´dı´ pomocı´ funkce
Cudd Quit. Tato funkce musı´ obsahovat takte´zˇ prˇı´slusˇny´ parametr a tı´m je samotne´ jme´no
konkre´tnı´ho manageru.
Knihovna CUDD obsahuje jen neˇkolik globa´lnı´ch promeˇnny´ch a neˇkolik statisticky´ch
promeˇnny´ch. Veˇtsˇina promeˇnny´ch je totizˇ udrzˇova´na v manageru. Je tedy mozˇne´ mı´t
v jedne´ aplikaci neˇkolik aktivnı´ch manageru˚, prˇicˇemzˇ ukazatel na konkre´tnı´ manager,
rozhoduje nad jakou skupinou dat bude funkce pracovat.
5.10 Pouzˇitı´ BDDs
Binary Decsion Diagrams jsou v praxi veˇtsˇinou nasazova´ny v oblastech jako je na´vrh,
verifikace, testova´nı´ a optimalizace digita´lnı´ch cˇı´slicovy´ch obvodu˚. V poslednı´ dobeˇ se
vsˇak prakticke´ vyuzˇitı´ BDD sta´le vı´ce rozma´ha´ a rozsˇirˇuje i do jiny´ch oblastı´. S BDD
je mozˇne´ se setkat prˇi rˇesˇenı´ ru˚zny´ch proble´mu˚ naprˇı´klad i v matematicke´ logice. BDD
se objevuje take´ v oblasti umeˇle´ inteligence, kde veˇdci vymysleli pravdivostnı´ syste´m
zalozˇeny´ na ROBDD.
5.10.1 Prˇı´klad pouzˇitı´ BDDs
V te´to cˇa´sti si uvedeme prˇı´klad, na ktere´m si uka´zˇeme jak z jednoduche´ho logicke´ho
obvodu vytvorˇit OBDD.
Pro zacˇa´tek bych chteˇl uve´st, jak vypada´ BDD pro logicke´ cˇleny OR a AND. Na´sledneˇ si
uka´zˇeme konkre´tnı´ zapojenı´ teˇchto dvou cˇlenu˚ v obvodu a k tomuto zapojenı´ vytvorˇı´me
BDD diagram. Na bra´zku cˇ. 21 lze videˇt logicky´ cˇlen OR, tedy jeho blokove´ sche´ma.
Tabulku a BDD diagram pro tento logicky´ cˇlen mu˚zˇeme spatrˇit da´le. BDD diagram je na
obra´zku cˇı´slo 22.
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Obra´zek 21: Logicky´ cˇlen OR
5.10.1.1 OR - tabulkovy´ za´pis
A B Out
0 0 0
0 1 1
1 0 1
1 1 1
X1
X2 X2
0 1 1 1
0 1
0 1 0 1
X1
X2
1 0
0
1
01
Obra´zek 22: BDD, ROBDD diagram vytvorˇeny´ pro OR
Zobrazili jsme si tedy logicky´ cˇlen OR. Nynı´ si uka´zˇeme i logicky´ cˇlen AND. Na
obra´zku cˇ. 23 vidı´me blokove´ sche´ma logicke´ho cˇlenu AND.
Obra´zek 23: Logicky´ cˇlen AND
Pro tento cˇlen lze vytvorˇit take´ BDD diagram. Ten mu˚zˇeme videˇt na obra´zku cˇ. 24. Na
tomto obra´zku jsou zobrazeny dva BDD diagramy, jeden je jizˇ upraven do zjednodusˇene´
formy, ktera´ se pouzˇı´va´ pro rˇesˇenı´ u´loh v ru˚zny´ch logicky´ch obvodech.
V te´to chvı´li ma´me urcˇitou prˇedstavu, jak vypadajı´ jednotlive´ BDD diagramy pro
konkre´tnı´ logicke´ cˇleny. Teˇchto cˇlenu˚ je mnohem vı´ce, pro na´sˇ prˇı´klad na´m vsˇak postacˇı´
tyto dva cˇleny. Prˇı´klad neboli obvod, ke ktere´mu smeˇrˇujeme lze videˇt na obra´zku cˇ. 25.
Zkusı´me nynı´ pro tento obra´zek vytvorˇit BDD diagram. Na obra´zku si mu˚zˇeme vsˇim-
nout topologicky setrˇı´deˇny´ch vstupu˚ a vy´stupu˚, ktere´ jsou setrˇı´deˇny v tomto porˇadı´: X1,
X2, X3, Z1, Z2. Jednotlive´ vstupy, neboli promeˇnne´ jsou setrˇı´deˇny v na´sledujı´cı´ porˇadı´:
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X1
X2 X2
0 0 0 1
0 1
0 1 0 1
X1
X2
0 1
0
1
0 1
Obra´zek 24: BDD, ROBDD diagram vytvorˇeny´ pro AND
Obra´zek 25: Obvod tvorˇeny´ cˇleny OR, AND
X1 X2 X3
0 1 0 1 0 1
0 1 0 1 0 1
Obra´zek 26: OBDD(X1), OBDD(X2), OBDD(X3)
X1 → X2 → X3. Na obra´zku cˇ. 26 vidı´me OBDD diagramy pro jednotlive´ promeˇnne´ X1,
X2, X3.
Z obra´zku vı´me, zˇe X1 a X2 vstupujı´ do logicke´ho cˇlenu OR. Provedeme nad nimi
operaci Apply. Vznikne na´m OBDD, ktere´ mu˚zˇeme videˇt na obra´zku cˇ. 27. OBDD(Z1) =
OBDD(X1) + OBDD(X2).
X1
X2 1
0 1
0 1
0 1
Obra´zek 27: OBDD pro Z1
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Na poslednı´m obra´zku mu˚zˇeme videˇt jizˇ vy´sledny´ OBDD pro Z2. Tedy OBDD(Z2) =
OBDD(X3) . OBDD(Z1).
X1
X2
X3
0 1
0
1
1
0
0 1
Obra´zek 28: OBDD pro Z2
Uka´zali jsme si tedy jak prˇeve´st urcˇity´ obvod z prakticke´ oblasti na BDD diagram.
Taky jsme se jizˇ drˇı´ve zmı´nili o verifikacˇnı´m na´stroji SMV (Symbolic model verifer), ktery´
pro verifikova´nı´ vyuzˇı´va´ pra´veˇ probı´rane´ BDD. Pomocı´ tohoto na´stroje mu˚zˇeme tedy
snadno verifikovat hardwarove´ obvody, ktere´ jsou tvorˇene´ logicky´mi cˇleny. V kapitole
cˇ. 7 si pak uka´zˇeme jak jednotlive´ obvody prˇepsat do jazyka SMV a jak v tomto na´stroji
prova´deˇt verifikaci konkre´tnı´ch vlastnostı´ obvodu˚ a dalsˇı´ch syste´mu˚.
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6 Na´stroje zalozˇene´ na BDDs
V dnesˇnı´ dobeˇ existuje neˇkolik na´stroju˚, ktere´ jou zalozˇeny na BDDs, neboli bina´rnı´ch roz-
hodovacı´ch diagramech. Mezi nejzna´meˇjsˇı´ patrˇı´ Symbolic model verifer - SMV, Cadence
SMV a NuSMV.
6.1 SMV
SMV je na´stroj pro symbolicke´ oveˇrˇova´nı´ modelu˚. Jedna´ se o nejpouzˇı´vaneˇjsˇı´ model-
checker pro verifikaci modelu˚ hardwaru. Obsahuje vlastnı´ jazyk - SMV language. Z
tohoto na´stroje vzniklo neˇkolik ru˚zny´ch veˇtvı´:
• CMU SMV: cozˇ je pu˚vodnı´ SMV
• Cadence SMV: Cadence Berkeley Lab, byl za´kladem pro komercˇnı´ na´stroj Incisive
Formal Analysis
• NuSMV: aktua´lnı´ verze 2.4.3
SMV na´stroj je mozˇne´ sta´hnout ze stra´nek School of computer science [25]. Konkre´tnı´
adresa, kde je mozˇne´ sta´hnout na´stroj SMV je zde [26]. Na uvedene´m odkazu je mozˇne´
nale´zt instalacˇnı´ soubory pro Linux, zdrojove´ ko´dy, prˇedkompilovane´ bina´rnı´ soubory a
manua´l [27] zaby´vajı´cı´ se SMV.
Instalacˇnı´ instrukce na´stroje SMV pro Unix, resp. pro Windows jsou uvedeny na [30],
resp [31]. Instrukcı´ uvedeny´ch na tomto odkazu jsem vyuzˇil prˇi instalaci na´stroje SMV
v ra´mci te´to diplomove´ pra´ce. SMV byl nainstalova´n na operacˇnı´m syste´mu Ubuntu
6.06 LTS - Dapper Drake. Pro pra´ci a za´pis modelu˚ v jazyce SMV byl zvolen textovy´
editor, ktery´ je soucˇa´stı´ Ubuntu. Spousˇteˇnı´ a zada´va´nı´ prˇı´kazu˚ bylo prova´deˇno pomocı´
Termina´lu.
Vı´ce informacı´, ktere´ se zaby´vajı´ jizˇ prakticky´mi za´lezˇitostmi ty´kajı´cı´ch se na´stroje
SMV, modelu˚ ru˚zny´ch syste´mu˚, verifikova´nı´m modelu˚ a dalsˇı´mi za´lezˇitostmi, je uvedeno
v na´sledujı´cı´ kapitole pojmenovane´ Prˇı´kladova´ studie.
6.2 Cadence SMV
Na´stroj pro symbolicke´ oveˇrˇova´nı´ modelu˚ zalozˇeny´ na SMV. Ma´ lepsˇı´ vyjadrˇovacı´ schop-
nosti popisu jazyka. Umozˇnˇuje neˇkolik forem specifikace, vcˇetneˇ CTL a LTL, konecˇny´ch
automatu˚ a dalsˇı´ch.
6.3 NuSMV
Jako dva prˇedesˇle´, tak i tento na´stroj je urcˇen pro symbolicke´ oveˇrˇova´nı´ modelu˚. Na´stroj
NuSMV je mozˇno sta´hnout ze stra´nek uvedeny´ch zde [32]. Na teˇchto stra´nka´ch mu˚zˇeme
takte´zˇ nale´zt manua´l a tutoria´l NuSMV. NuSMV vznikl zefektivneˇnı´m, novou imple-
mentacı´ a rozsˇı´rˇenı´m na´stroje SMV. Zefektivneˇnı´ bylo provedeno i v ra´mci uzˇivatelske´ho
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rozhranı´, bylo vytvorˇeno graficke´ uzˇivatelske´ rozhranı´ - gNuSMV. Na´stroj je tedy mozˇne´
vyuzˇı´vat interaktivneˇ pomocı´ prˇı´kazove´ rˇa´dky, nebo pomocı´ graficke´ho uzˇivatelske´ho
rozhranı´. Abychom mohli vyuzˇı´vat graficke´ uzˇivatelske´ rozhranı´, musı´me mı´t nainsta-
lova´ny ru˚zne´ balı´ky a nastaveny spra´vne´ cesty. Na´vod, pomocı´ ktere´ho lze snadno vsˇe
prˇipravit pro pouzˇı´va´nı´ graficke´ho uzˇivatelske´ho rozhranı´ NuSMV je na teˇchto stra´nka´ch
[33]. V ra´mci te´to pra´ce jsem vyzkousˇel mozˇnosti na´stroje NuSMV v rezˇimu pra´ce na
prˇı´kazove´ rˇa´dce, tak i v jeho graficke´m uzˇivatelske´m rozhranı´. Tak jako na´stroj SMV, tak
i NuSMV jsem nainstaloval na operacˇnı´m syste´mu Ubuntu 6.06 LTS - Dapper Drake.
Pro pra´ci a za´pis modelu˚ byl tak jako v prˇedesˇle´m prˇı´padeˇ zvolen textovy´ editor, ktery´
je soucˇa´stı´ Ubuntu. Spousˇteˇnı´ a zada´va´nı´ prˇı´kazu˚ bylo prova´deˇno pomocı´ Termina´lu,
prˇı´padneˇ prˇı´mo v graficke´m rozhranı´ gNuSMV.
NuSMV je tedy symbolicky´ model checker, ktery´ kombinuje klasicke´ techniky zalo-
zˇene´ na BDD s technikami zalozˇeny´mi na SAT (splnitelnost vy´roku). Distribuova´nı´ tohoto
na´stroje je od verze cˇı´slo 2 s OpenSource licencı´. Uzˇivatelu˚m je tedy nabı´dnuta mozˇnost
zapojenı´ se do vy´voje a zdokonalova´nı´ tohoto na´stroje. Acˇkoliv je mozˇno prova´deˇt ru˚zne´
u´pravy, tak architektura tohoto na´stroje je prˇesneˇ dana´. Komponenty a jednotlive´ funkce
tohoto na´stroje jsou izolova´ny a rozdeˇleny do modulu˚. Mezi teˇmito moduly je definova´no
rozhranı´. Dı´ky tomuto rozhranı´ je minimalizova´na jaka´koliv potrˇeba prova´deˇt zmeˇny ja´-
dra na´stroje NuSMV. Blokove´ sche´ma architektury NuSMV je videˇt na obra´zku cˇ. 29.
Tento obra´zek je prˇejat z dokumentu NUSMV: a new Symbolic Model Verifier [34], ktery´
popisuje na´stroj NuSMV.
Obra´zek 29: Architektura syste´mu NuSMV
Zmı´neˇne´ ja´dro syste´mu poskytuje nejnizˇsˇı´ u´rovenˇ funkcionality. Jedna´ se naprˇı´klad o
dynamickou alokaci pameˇti nebo manipulaci se za´kladnı´mi datovy´mi strukturami. Ja´dro
poskytuje za´kladnı´ BDD funkce, ktere´ jsou prˇevzaty prˇı´mo z knihovny CUDD BDD. Dalsˇı´
poznatky ty´kajı´cı´ch se NuSMV je mozˇno najı´t v drˇı´ve uvedene´m dokumentu NUSMV: a
new Symbolic Model Verifier [34] a take´ v diplomove´ pra´ci Michala Vy´moly [11], ze ktere´
jsem takte´zˇ cˇerpal neˇktere´ informace. V te´to diplomove´ pra´ci se zaby´va´ porovna´nı´m
softwarovy´ch na´stroju˚ (NuSMV, DiVinE) urcˇeny´ch pro model checking.
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V ra´mci te´to pra´ce jsem prova´deˇl verifikaci modelu˚, ktere´ budou uvedeny pozdeˇji, take´
v na´stroji NuSMV. Verifikace modelu˚ byla prova´deˇna pomocı´ prˇı´kazove´ rˇa´dky (interactive
shell), i pomocı´ graficke´ho uzˇivatelske´ho rozhranı´ (gNuSMV).
6.3.1 Pra´ce s prˇı´kazovou rˇa´dkou NuSMV
Prˇi pra´ci s na´strojem NuSMV pomocı´ prˇı´kazove´ rˇa´dky je potrˇeba nejprve NuSMV spustit.
To se prova´dı´ pomocı´ prˇı´kazu: NuSMV -int. Aby se na´m NuSMV na prˇı´kazove´ rˇa´dce po-
darˇilo spustit, tak se musı´me v adresa´rˇove´ strukturˇe nacha´zet na mı´steˇ, kde jsme na´stroj
NuSMV prˇedem nainstalovali. Po zada´nı´ uvedene´ho prˇı´kazu se na´m spustı´ NuSMV a
zobrazı´ se na´m neˇkolik informacı´ o verzi tohoto na´stroje, informace o domovske´ interne-
tove´ stra´nce a emailovy´ kontakt. V te´to chvı´li mu˚zˇeme spousˇteˇt ru˚zne´ vy´pocˇetnı´ kroky
zada´va´nı´m syste´movy´ch prˇı´kazu˚. Pro uzˇivatele, kterˇı´ by si neveˇdeˇli rady, je zpracova´na
podrobna´ na´poveˇda. Zobrazenı´ vsˇech prˇı´kazu˚ lze prove´st pomocı´ help prˇı´kazu. Uvede-
nı´m prˇı´kazu help, prˇı´padneˇ uvedenı´m -h za konkre´tnı´ prˇı´kaz, zobrazı´me na´poveˇdu a blizˇsˇı´
informace k tomuto prˇı´kazu. Uka´zku pouzˇitı´ prˇı´kazu help mu˚zˇeme videˇt zde:
NuSMV > read_model help
usage: read_model [-h] [-i <file>]
-h Prints the command usage.
-i <file>Reads the model from the specified <file>.
V prˇı´padeˇ, zˇe bychom chteˇli prove´st simulaci, cˇi verifikaci modelu, ktery´ je jizˇ drˇı´ve
vytvorˇen (krizovatka.smv), tak zapı´sˇeme neˇkolik na´sledujı´cı´ch prˇı´kazu˚.
NuSMV > read_model -i krizovatka.smv
NuSMV > flatten_hierarchy
NuSMV > encode_variables
NuSMV > build_model
Tyto cˇtyrˇi prˇı´kazy je potrˇeba zapsat z toho du˚vodu, aby byl NuSMV schopen vykonat
simulaci, cˇi verifikaci. V te´to chvı´li mu˚zˇeme prove´st verifikaci pomocı´ prˇı´kazu check spec.
Pokud bychom chteˇli verifikovat dalsˇı´ CTL formule, tak pouzˇijeme prˇı´kaz check spec -p
„CTL formule“. NuSMV na´m na´sledneˇ poskytne odpoveˇd’, zda je konkre´tnı´ formule prav-
diva´ cˇi nikoliv. Pokud bychom chteˇli ukoncˇit pra´ci s na´strojem NuSMV, tak to provedeme
pomocı´ prˇı´kazu quit.
Seznam dalsˇı´ch prˇı´kazu˚ na´stroje NuSMV je uveden v online dokumentu nazvane´m
The NuSMV Interactive Shell Commands [35].
6.3.2 Pra´ce s graficky´m rozhranı´m NuSMV
Pokud bychom chteˇli vyuzˇı´vat graficke´ uzˇivatelske´ rozhranı´ gNuSMV, tak musı´me pro-
ve´st ru˚zna´ nastavenı´ a doinstalovat neˇktere´ balı´cˇky na na´mi pouzˇı´vany´ operacˇnı´ syste´m.
Popis pozˇadovany´ch cˇa´stı´ a zpu˚sob jak vsˇe nastavit nalezneme na teˇchto stra´nka´ch [33].
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Pokud se na´m podarˇilo vsˇe nastavit a pozˇadovane´ balı´cˇky nainstalovat, tak mu˚zˇeme
prˇejı´t k samotne´ pra´ci s graficky´m rozhranı´m gNuSMV. Nezˇ zada´me prˇı´kaz pro spusˇteˇnı´,
tak se musı´me v adresa´rˇove´ strukturˇe nacha´zet v adresa´rˇi, ve ktere´m je vsˇe potrˇebne´
pro gNuSMV nainstalova´no. Spusˇteˇnı´ graficke´ho rozhranı´ se prova´dı´ pomocı´ prˇı´kazu
python main.py, ktery´ zada´me v prˇı´kazove´ rˇa´dce na´mi uzˇı´vane´ho operacˇnı´ho syste´mu.
Pro zobrazenı´ graficke´ho rozhranı´ se pouzˇı´va´ interpret Python. Z tohoto du˚vodu se
zada´va´ prˇı´kaz python. Po zada´nı´ prˇı´kazu se na´m zobrazı´ u´vodnı´ obrazovku gNuSMV.
Tuto obrazovku mu˚zˇeme videˇt na obra´zku cˇ. 30.
Obra´zek 30: U´vodnı´ obrazovka gNuSMV.
Pokud jizˇ ma´me graficke´ rozhranı´ na´stroje NuSMV spusˇteˇne´ a vidı´me obrazovku jako
na ora´zku cˇ. 30, tak mu˚zˇeme prˇejı´t k samotne´ pra´ci. Mu˚zˇeme prova´deˇt verifikaci modelu˚,
ktere´ jsme si prˇedem vytvorˇili, nebo mu˚zˇeme pouzˇı´t uka´zkove´ prˇı´klady. Model syste´mu
otevrˇeme pomocı´ nabı´dky Opens a new SMV file a vybra´nı´m konkre´tnı´ho souboru. Model
se na´m na´sledneˇ zobrazı´ v prostrˇednı´ cˇa´sti v za´lozˇce Modelling. Pomocı´ tlacˇı´tka Compile
provedeme kompilaci modelu a kontrolu prˇı´padny´ch chyb. Po provedenı´ kompilace
prˇejdeme na za´lozˇku Properties, kde mu˚zˇeme prove´st pomocı´ tlacˇı´tka Check! verifikaci
konkre´tnı´ch formulı´. Prˇi stisku tlacˇı´tka, na´m na´stroj po chvilce zobrazı´, zda verifikovane´
formule jsou pravdive´ cˇi nikoliv. Graficke´ rozhranı´ da´le nabı´zı´ uzˇivateli neˇkolik mozˇnostı´,
ktery´mi mu˚zˇeme blı´zˇe specifikovat chova´nı´ na´stroje NuSMV.
Nynı´, kdyzˇ zna´me za´kladnı´ informace o SMV a NuSMV, tak mu˚zˇeme prˇejı´t k hlavnı´
cˇa´sti te´to pra´ce. V na´sledujı´cı´ cˇa´sti se budeme zaby´vat popisem na´stroje SMV a tvorbou
modelu˚ syste´mu˚ za pouzˇitı´ tohoto na´stroje.
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7 Prˇı´kladova´ studie
Tato kapitola se vı´ce zameˇrˇuje na popis na´stroje SMV, strukturu modelu, kterou budeme
vyuzˇı´vat prˇi tvorbeˇ modelu˚ ru˚zny´ch syste´mu˚. Da´le se kapitola zameˇrˇuje na popis, jak
probı´ha´ konkre´tnı´ tvorba modelu syste´mu v na´stroji SMV od napsa´nı´ ko´du azˇ po oveˇrˇenı´
specifikace. Kapitola takte´zˇ popisuje, jak se na´stroj SMV spousˇtı´ a jake´ dalsˇı´ mozˇnosti
umozˇnˇuje. Po teˇchto informacı´ch na´sleduje cˇa´st, ktera´ se jizˇ zaby´va´ rˇesˇenı´m konkre´tnı´ch
modelu˚ ru˚zny´ch syste´mu˚ a jejich verifikova´nı´m.
7.1 Popis SMV
Popis SMV byl vypracova´n s vyuzˇitı´m informacı´ zı´skany´ch z manua´lu SMV [27]. Nej-
prve bude popsa´na modula´rnı´ skladba programu popisujı´cı´ho model syste´mu. Syntaxe
a se´mantika za´kladnı´ch prˇı´kazu˚ na´stroje SMV je uvedena v prˇı´loze A.
Model syste´mu se skla´da´ z jednoho nebo vı´ce modulu˚. Rozepsa´nı´ do vı´ce modulu˚
mu˚zˇe zprˇehlednit celkovy´ model a umozˇnˇuje tak snadno popisovat syste´my s opakujı´-
cı´mi se prvky. Hlavnı´m a povinny´m modulem SMV je main. V tomto modulu mu˚zˇeme
definovat instance dalsˇı´ch modulu˚. Za´kladnı´mi datovy´mi typy vstupnı´ho jazyka jsou
bina´rnı´ cˇı´slo a skala´r, ten je bud’ ve formeˇ cˇı´sla ze zadane´ho konecˇne´ho intervalu cely´ch
cˇı´sel, nebo ve formeˇ vy´cˇtove´ho typu. Definice promeˇnny´ch a instancı´ modulu˚ se uva´deˇjı´
v sekci VAR.
7.1.1 Struktura modelu v SMV - obecneˇ
• Definice modulu˚ (neza´lezˇı´ na porˇadı´)
MODULE na´zev modulu(vy´cˇet vstupnı´ch signa´lu˚)
• uvnitrˇ modulu:
sekce VAR
– definice stavovy´ch promeˇnny´ch
– definice procesu˚ (instanciace modulu˚)
sekce ASSIGN
– definice prˇechodove´ relace (nad stavovy´mi promeˇnny´mi)
sekce DEFINE
– definice signa´lu˚
sekce SPEC
– definice vlastnostı´ v CTL (typicky v main)
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7.1.2 Struktura modelu v SMV - prakticky
Nynı´ si uka´zˇeme, jak vypada´ struktura prakticky. Jedna´ se o uka´zku programu v SMV re-
prezentujı´cı´ho krˇizˇovatku, ktera´ je rˇesˇena´ v kapitole cˇ. 7.10. Nı´zˇe vidı´me cˇa´st vytvorˇene´ho
modulu zajisˇt’ujı´cı´ho zmeˇnu barevne´ signalizace.
MODULE svetlo(barva_jiny_sem)
VAR
barva : {cer, ceroran, zel, oran};
ASSIGN
init(barva) := cer;
next(barva) := case
....
esac;
Zde jsme videˇli definici modulu, ktery´ je pojmenova´n svetlo. Tento modul obsahuje
sekci VAR, kde jsou definova´ny stavove´ promeˇnne´. V nasˇem prˇı´padeˇ se jedna´ o sveˇtlo
semaforu pojmenovane´ barva. V sekci ASSIGN jsou definova´ny prˇechodove´ relace, tedy
stavy, ve ktery´ch se mu˚zˇe sveˇtelna´ signalizace nacha´zet.
V dalsˇı´ cˇa´sti ma´me zobrazenou uka´zku hlavnı´ho modulu main. V sekci VAR je uka´-
za´no vytvorˇenı´ dvou instancı´ modulu svetlo.
MODULE main
VAR
semafor1 : svetlo(semafor2.barva);
semafor2 : svetlo(semafor1.barva);
SPEC AG!(sem_auto1.svetlo = zel & sem_chod1.svetlo_ch = zelena)
.....
Poslednı´ cˇa´stı´ modulu main je sekce SPEC, ve ktere´ je zapsa´na formule, ktera´ oveˇrˇuje,
zda mu˚zˇe nastat situace, kdy na semaforu pro chodce a vozidla bude za´rovenˇ svı´tit barva
zelena´.
7.2 SMV v krocı´ch
Nynı´, kdyzˇ vı´me jak jednotlive´ za´kladnı´ cˇa´sti SMV jazyka pouzˇı´vat, tak si mu˚zˇeme rˇı´ci,
jak probı´ha´ konkre´tnı´ tvorba modelu syste´mu v SMV od napsa´nı´ ko´du azˇ po oveˇrˇenı´
specifikace.
• Za´pis modelu: napsa´nı´ ko´du v jazyce SMV do souboru *.smv
• Cˇtenı´ modelu: cˇtenı´ modelu ze vstupnı´ho souboru *.smv
• Vytvorˇenı´ hiearchie: instanciova´nı´ modulu˚ a procesu˚
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• Tvorba modelu: kompilova´nı´ modelu do bina´rnı´ch rozhodovacı´ch diagramu˚ (BBD)
– pocˇa´tecˇnı´ stavy, invarianty, prˇechodove´ relace a dalsˇı´.
• Oveˇrˇenı´: oveˇrˇova´nı´ specifikace vlastnostı´
7.3 Spusˇteˇnı´ SMV
Poslednı´ cˇa´stı´, kterou na´m zby´va´ popsat, nezˇ zacˇneme vytva´rˇet konkre´tnı´ modely sys-
te´mu˚, je spousˇteˇnı´ na´stroje SMV. Jedna´ se o konzolovou (termina´lovou) aplikaci, ktera´
se spousˇtı´ v shellu. V prˇı´padeˇ jine´ verze SMV, naprˇı´klad NuSMV, mu˚zˇeme vyuzˇı´t i GUI
rozhranı´. V nasˇem prˇı´padeˇ si uka´zˇeme prˇı´kazy pro termina´l. Obecneˇ vypada´ spousˇteˇcı´
prˇı´kaz na´sledovneˇ.
smv [Volby] [Vstupnı´ soubor]
Za Volby lze uve´st velke´ mnozˇstvı´ prˇı´kazu˚. Zde si uvedeme jen neˇktere´. Ostatnı´ je
mozˇne´ najı´t v literatura´ch, ktere´ se zaby´vajı´ SMV.
Volby:
-version - verze SMV
-c - nastavenı´ velikosti cache pro BDD operace, defaultneˇ je 32749
-k - nastavenı´ velikosti klı´cˇove´ tabulky pro BDD uzly
-m - nastavenı´ velikosti cˇa´sti cache pro BDD operace, ktere´ jsou
pouzˇı´va´ny jako me´neˇ na´kladne´ (neiterativnı´) BDD operace
-int - pouzˇı´va´nı´ interaktivnı´ho mo´du
-r - tisk vy´stupnı´ch statistik dosazˇitelny´ch stavu˚
-AG - oveˇrˇova´nı´ pouze vsˇeobecny´ch CTL formulı´
... - dalsˇı´ formule
7.4 Automat v SMV
Po definova´nı´ struktury modelu v SMV a nastı´neˇnı´ za´kladnı´ syntaxe a se´mantiky, viz
prˇı´loha A, vytvorˇı´me na´sˇ prvnı´ maly´ prˇı´klad. Na´sledujı´cı´ podkapitoly na´m osveˇtlı´, jak
vytva´rˇet programy pro na´stroj SMV, a jak na´sledneˇ verifikovat ru˚zne´ vlastnosti na´mi
verifikovany´ch syste´mu˚.
V ra´mci prvnı´ho prˇı´kladu si zkusı´me z uvedene´ho automatu vytvorˇit ko´d pro SMV a
trosˇku si rozebereme jednotlive´ cˇa´sti. Pro u´cˇely tohoto prˇı´kladu vezmeme automat, ktery´
je zobrazen na obra´zku cˇ. 31.
Na obra´zku cˇ. 31 vidı´me automat, ktery´ je tvorˇen cˇtyrˇmi stavy S0, S1, S2, S3. Pocˇa´-
tecˇnı´m stavem je stav S0. Automat prˇijı´ma´ slova, jejichzˇ zbytek po deˇlenı´ cˇtyrˇmi je roven
nule. Nynı´ si zkusı´me tento automat prˇeve´st do jazyka pro SMV.
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S0 S1 S2 S3
Obra´zek 31: Jednoduchy´ automat mod-4 cˇı´tacˇ.
MODULE citac
VAR
state: {S0, S1, S2, S3};
Nejprve si nadefinujeme hlavnı´ modul, ktery´ nezveme citac. Da´le na´sleduje sekce VAR,
ve ktere´ nadefinujeme symbolicke´ stavy S0, S1, S2, S3. Po definici vsˇech stavu˚ prˇejdeme
k urcˇenı´ pocˇa´tecˇnı´ho stavu (init) a jednotlivy´ch prˇechodu˚. To se prova´dı´ na´sledujı´cı´m
zpu˚sobem v sekci ASSIGN.
ASSIGN
init(state) := S0;
next (state) := case
state = S0 : S1;
state = S1 : S2;
state = S2 : S3;
1 : S0;
esac;
Tı´mto zpu˚sobem jsme tedy vytvorˇili jednoduchy´ syste´m, se ktery´m mu˚zˇeme da´le
pracovat v SMV. Uvedeny´ prˇı´klad je v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem
automat.smv.
7.5 Pouzˇitı´ nedeterminismu v SMV
V na´sledujı´cı´m prˇı´kladu si uka´zˇeme pouzˇitı´ nedeterminismu. Prˇedstavme si na´sledujı´cı´
nedeterministicky´ automat, ktery´ je zobrazen na obra´zku cˇ. 32.
S0 S1 S2
Obra´zek 32: Jednoduchy´ nedeterministicky´ automat.
Tento automat obsahuje jeden nedeterministicky´ krok. Ten nasta´va´ v situaci, kdy
chceme ze stavu S1 prˇejı´t do na´sledujı´cı´ho stavu. Je mozˇno se rozhodnout mezi prˇecho-
dem do stavu S0 ze stavu S1, nebo mezi prˇechodem do stavu S2 ze stavu S1. Prvotnı´
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za´pis bude podobny´ jako v prˇedchozı´m prˇı´kladu. Jediny´ velky´ rozdı´l bude v sekci AS-
SIGN, kde budou definova´ny oba prˇechody ze stavu S1. To se prova´dı´ pomocı´
state = S1 : {S0, S2};.
MODULE citac_2
VAR
state: {S0, S1, S2};
ASSIGN
init(state) := S0;
next(state) := case
state = S0 : S1;
state = S1 : {S0, S2};
state = S2 : S1;
1 : S0;
esac;
Tento prˇı´klad je uveden v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem nede-
ter aut.smv.
7.6 Specifikace vlastnostı´
Na tomto prˇı´kladu si uka´zˇeme, jak prˇevedeme pocˇa´tecˇnı´, vymysˇleny´ automat na kon-
kre´tnı´ ko´d, nad nı´mzˇ pak oveˇrˇı´me dveˇ za´kladnı´ vlastnosti, ktere´ je mozˇno testovat pomocı´
na´stroje SMV. Za´veˇrem si uka´zˇeme vy´pis a informace ty´kajı´cı´ se dane´ho ko´du, ktere´ na´m
poskytl na´stroj SMV skrze prˇı´kazovou rˇa´dku.
Pro zacˇa´tek si uved’me jednoduchy´ automat, ze ktere´ho budeme vycha´zet. Jedna´ se o
vymysˇleny´ automat, na ktere´m budeme demonstrovat zpu˚sob prˇepisu do ko´du, ktery´ je
stravitelny´ na´strojem SMV. Jednoduchy´ automat mu˚zˇeme videˇt na obra´zku cˇ. 33. Prˇed-
stavme si, zˇe jsme vneˇjsˇı´ pozorovatel, ktery´ pozoruje tento, dalo by se rˇı´ci syste´m, a
chceme si oveˇrˇit, zda existuje cesta, ve ktere´ bude sta´le platit vlastnost oznacˇena´ pı´sme-
nem a, tedy EG a. Prˇı´padneˇ zjisˇt’ujeme, zda ve vsˇech cesta´ch sta´le platı´ na´mi oveˇrˇovana´
vlastnost, AG a. Bohuzˇel jako pozorovatel nezna´me zpu˚sob jak si oveˇrˇit tyto vlastnosti
syste´mu. Zkusı´me je tedy oveˇrˇit pomocı´ na´stroje SMV.
a c c
ba
Obra´zek 33: Prvnı´ prˇı´klad - automat.
Na´sˇ automat je tvorˇen neˇkolika uzly, mezi nimizˇ ma´me ru˚zne´ neoznacˇene´ hrany.
Hrany jsme si nepojmenova´vali, nebot’pro prvnı´ prˇı´klad bude pro na´s jejich pojmenova´nı´
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nepodstatne´. Jednotlive´ uzly jsou pojmenova´ny na´sledovneˇ pomocı´ symbolu˚: a, b, c. Prvnı´
uzel pojmenovany´ a, ktery´ je vlevo nahorˇe, ma´ navı´c oznacˇenı´ pocˇa´tecˇnı´ho uzlu. Pocˇa´tecˇnı´
uzel tedy oznacˇujeme sˇipkou, ktera´ smeˇrˇuje do uzlu.
Tento automat a jeho uzly si trosˇku upravı´me do podoby, ze ktere´ budeme vycha´zet a
na´sledneˇ tvorˇit ko´d pro SMV. Jednotlive´ uzly si pojmenujeme jako S0, S1, S2, S3 a S4.
Toto oznacˇenı´ na´m poslouzˇı´ v dalsˇı´ch krocı´ch a zjednodusˇı´ na´m tvorbu ko´du. Pu˚vodnı´
oznacˇenı´ pocˇa´tecˇnı´mi pı´smeny abecedy platı´ i nada´le. Nove´ oznacˇenı´ symboly S0 azˇ S4
lze videˇt na obra´zku 34.
S0 S1 S2
S3S4
Obra´zek 34: Pojmenova´nı´ symboly S0, S1, S2, S3, S4.
Nynı´ se podı´va´me na to, jak tento automat prˇepsat do jazyka SMV. Nejprve musı´me
definovat jednotlive´ stavy a to jsou stavy S0, S1, S2, S3, S4. Definova´nı´ jednotlivy´ch stavu˚
se prova´dı´ v sekci VAR v hlavnı´m modulu MODULE main, na´sledujı´cı´m za´pisem:
MODULE main
VAR
state: {S0, S1, S2, S3, S4};
Pokud jsme nadefinovali jednotlive´ uzly, tak prˇejdeme k definova´nı´ pocˇa´tecˇnı´ho uzlu
a k definova´nı´ prˇechodu˚ mezi jednotlivy´mi stavy. Toto vsˇe je mozˇno prove´st v sekci
ASSIGN. Pro definova´nı´ hran mezi uzly vyuzˇijeme case opera´toru. Na´sledujı´cı´ vy´pis, na´m
zobrazuje, jaky´m zpu˚sobem jsou jednotlive´ cˇa´sti zapsa´ny.
ASSIGN
init (state) := S0;
next (state) := case
state = S0 : {S1, S4};
state = S1 : {S2, S3};
state = S2 : {S1};
state = S3 : {S1, S2, S3, S4};
state = S4 : S4;
esac;
Ma´me tedy vytvorˇeny jednotlive´ stavy a hrany mezi teˇmito stavy s tı´m, zˇe jsme si
urcˇili i pocˇa´tecˇnı´ stav. Nynı´ na´m zby´va´ dodefinovat, ktere´ stavy budou jak pojmenova´ny.
Tedy nasˇe vy´sˇe zmı´neˇne´ pojmenova´nı´ a, b, c. To se prova´dı´ v sekci DEFINE pomocı´
na´sledujı´cı´ho za´pisu.
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DEFINE
a := (state = S0 | state = S4);
b := (state = S3);
c := (state = S1 | state = S2);
V te´to chvı´li ma´me vytvorˇen automat jako na obra´zku cˇ. 33. Nynı´, kdyzˇ je automat
vytvorˇen a vsˇe je v porˇa´dku, je mozˇno prˇejı´t na cˇa´st, ve ktere´ budeme oveˇrˇovat jednotlive´
vlastnosti tohoto automatu. Za´pis jednotlivy´ch vlastnostı´ se prova´dı´ pomocı´ specifikace
SPEC a za´pisu vlastnosti. Tento zpu˚sob mu˚zˇeme videˇt nı´zˇe. Tuto cˇa´st je nutno dopsat
do dokumentu, ve ktere´m jsme si zapisovali jednotlive´ cˇa´sti ko´du nasˇeho automatu.
Definujeme tedy na´sledujı´cı´ vlastnosti:
SPEC EG a
SPEC AG a
Vlastnost SPEC EG a, ktera´ je specifikovana´ v nasˇem prˇı´kladeˇ znamena´, zˇe existuje
cesta, ve ktere´ platı´ a. Naproti tomu vlastnost SPEC AG a znamena´, zˇe ve vsˇech cesta´ch je
splneˇno a.
Nynı´ stacˇı´ prove´st verifikaci pomocı´ na´stroje SMV. Jestlizˇe ji provedeme, tak zjistı´me,
zˇe na´m na´stroj SMV dal dva vy´sledky. Tedy odpoveˇdi na nasˇe ota´zky ty´kajı´cı´ se vlastnostı´
EG a a AG a. Prvnı´ vlastnost EG a je true, neboli pravdiva´. Existuje totizˇ cesta, ve ktere´ je a
dosazˇitelne´. Naproti tomu neexistuje cesta takova´, zˇe by ve vsˇech cesta´ch platilo a. Proto
je dana´ vlastnost false, neboli nepravdiva´. Vyhodnocenı´ obou vlastnostı´ na´strojem SMV
na´m ukazuje na´sledujı´cı´ vy´pis.
-- specification EG a is true
-- specification AG a is false
a c c
ba
a c c
ba
Obra´zek 35: Vlastnost EG (true), protiprˇı´klad vlastnosti AG (false)
Graficky zna´zorneˇne´ rˇesˇenı´ vlastnosti EG a mu˚zˇeme videˇt na obra´zku cˇ. 35 vlevo. Na
tomto obra´zku vidı´me vpravo take´ protiprˇı´klad, ktery´ na´m vlastnost AG a nesplnˇuje. Z
tohoto du˚vodu je odpoveˇd’ na druhou vlastnost false. Prˇı´klad je mozˇne´ si prohle´dnout
take´ v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem specifikace.smv.
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7.7 Specifikace vlastnostı´, druhy´ prˇı´klad
V prˇedesˇle´m prˇı´kladu jsme si detailneˇ popsali jak vytvorˇit konkre´tnı´ automat a na´sledneˇ
verifikovat jeho vlastnosti. Mozˇne´ formule specifikace a jejich vy´znam je uveden v pod-
kapitole tempora´lnı´ logiky. Jedna´ se o podkapitolu s oznacˇenı´m 3.2. Tato podkapitola se
zaby´va´ CTL formulemi a jejich popisem. V na´sledujı´cı´m prˇı´kladu si zvolı´me automat a
na neˇj, pomocı´ specifikace vlastnostı´, aplikujeme neˇktere´ vybrane´ formule.
Nynı´, anizˇ bychom si opeˇt popisovali cely´ postup, provedeme konstrukci a verifikaci
zvolene´ho automatu. Automat, ktery´ chceme verifikovat je na obra´zku cˇ. 36.
s0 s1 s2
s3
s4
s5 s6 s7
s8 s9
x
x
x
Obra´zek 36: Automat.
Pro tento zvoleny´ automat si nynı´ vytvorˇı´me model pomocı´ jazyka SMV. Model mu˚-
zˇeme videˇt da´le.
MODULE main
VAR
state : {s0, s1, s2, s3, s4, s5, s6, s7, s8, s9};
ASSIGN
init (state) := s0;
next(state) := case
state = s0 : s1;
state = s1 : {s2, s5};
state = s2 : s3;
state = s3 : s4;
state = s4 : s2;
state = s5 : {s6, s8};
state = s6 : s7;
state = s7 : s7;
state = s8 : s9;
state = s9 : s9;
esac;
DEFINE
x := (state = s2 | state = s5 | state = s9);
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Vı´me tedy, jak na´sˇ automat vypada´, vı´me jak jej prˇeve´st do jazyka SMV a nynı´ zby´va´
jen oveˇrˇit konkre´tnı´ vlastnosti. Budeme chtı´t zna´t odpoveˇd’na na´sledujı´cı´ formule.
SPEC x
SPEC AF x
SPEC EF x
SPEC EG x
SPEC AG x
SPEC E[(!x) U (state = s2)]
SPEC A[(!x) U (state = s2)]
Cˇtena´rˇ, ktery´ zna´ vy´znam jednotlivy´ch symbolu˚ a dane´ho za´pisu, si sa´m odvodı´, ktera´
vlastnost je cˇi nenı´ pravdiva´. Pro kontrolu uvedu spra´vne´ odpoveˇdi. Vlastnost SPEC x
je nepravdiva´. Tato atomicka´ formule neplatı´ jizˇ v prvnı´m stavu. Vlastnosti SPEC AF x a
SPEC EF x platı´. Nebot’ve vsˇech cesta´ch eventua´lneˇ platı´ x a take´ vı´me, zˇe existuje neˇjaka´
cesta, ve ktere´ platı´ x. Vlastnost SPEC EG x pravdiva´ nenı´, nebot’v nasˇem automatu nenı´
cesta, ve ktere´ by sta´le platilo x. V prˇı´padeˇ, zˇe nenı´ ani jedna cesta, ve ktere´ by sta´le platilo
x, pak nemu˚zˇe nastat prˇı´pad, zˇe by v automatu byly vsˇechny cesty takove´, zˇe v nich platı´
sta´le x. Z tohoto du˚vodu neplatı´ ani vlastnost SPEC AG x. Na za´veˇr na´m zby´vajı´ poslednı´
dveˇ vlastnosti, ktere´ na´m rˇı´kajı´ na´sledujı´cı´. Existuje cesta takova´, ve ktere´ platı´ urcˇita´ cˇa´st,
dokud platı´ i cˇa´st druha´. V druhe´m prˇı´padeˇ, kdy je za´pis A[A ∪ B] se jedna´ o vsˇechny
cesty. Prvnı´ vlastnost SPEC E[(!x) ∪ (state = s2)] tedy pravdiva´ je a druha´ vlastnost SPEC
A[(!x) ∪ (state = s2)] pravdiva´ nenı´. Uvedeny´ prˇı´klad je v prˇı´loze na CD v adresa´rˇi Prˇı´klady
pod na´zvem specifikace 2.smv.
7.7.1 Symbolicky´ prˇı´stup k verifikaci CTL
Jizˇ drˇı´ve jsme si rˇekli, zˇe specifikace vlastnostı´ modelu syste´mu je tvorˇena´ klı´cˇovy´m
slovem SPEC a CTL formulı´, ktera´ vyjadrˇuje konkre´tnı´ verifikovanou vlastnost. Nynı´ na´m
vyvsta´va´ ota´zka, jak docha´zı´ k verifikova´nı´ na´mi zapsany´ch CTL formulı´. Jisteˇ uzna´me
za pravdive´, zˇe pokud zna´me pro kazˇdy´ stav modelu syste´mu platnost formulı´ ϕ a ψ,
pak jisteˇ snadno odvodı´me i platnost formulı´ ¬ϕ, ϕ ∨ ψ, EXϕ a dalsˇı´ch. Idea algoritmu
pro CTL model checking je na´sledujı´cı´.
• Ma´me da´nu Kripkeho strukturu M (viz kapitola cˇ. 4.1) < S,S0, R, L > a formuli ϕ.
• Spocˇı´ta´me znacˇkovacı´ funkci pojmenovanou label : S → 2ϕ. Tato znacˇkovacı´ funkce
o kazˇde´m stavu s ∈ S Kripkeho struktury M rˇekne jake´ podformule na´mi uvedene´
formule ϕ platı´ v konkre´tnı´m stavu.
• Platı´ na´sledujı´cı´: S0 |= ϕ⇔ ϕ ∈ label(s).
• Funkci label vypocˇteme postupneˇ pro jednotlive´ podformule ϕ. Vy´pocˇet prova´dı´me
tak, zˇe zacˇı´na´me od nejjednodusˇsˇı´ch podformulı´ a pokracˇujeme k teˇm slozˇiteˇjsˇı´m.
Za´veˇrem bychom meˇli dojı´t azˇ k podformuli ϕ.
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Z te´to idey algoritmu na´m vyply´va´ neˇkolik mysˇlenek. Naprˇı´klad si budeme kom-
paktneˇ pamatovat (budovat) mnozˇiny stavu˚, ve ktery´ch platı´ jednotlive´ podformule ve-
rifikovane´ CTL formule. Explicitnı´ pocˇı´ta´nı´ funkce label nahradı´me manipulacı´ s teˇmito
kompaktnı´mi reprezentacemi. V prˇedesˇly´ch kapitola´ch jsme se zmı´nili o bina´rnı´ch roz-
hodovacı´ch diagramech a pra´ci s teˇmito diagramy. Pokud bychom tedy chteˇli realizovat
algoritmus rˇesˇı´cı´ symbolicky´ prˇı´stup k verifikaci CTL, pak jednotlive´ mnozˇiny stavu˚ jsou
udrzˇova´ny pomocı´ OBDD struktur. Vy´chozı´m bodem jsou OBDD pro jednotlive´ AP ne-
boli mnozˇiny atomicky´ch vy´roku˚. Podle struktury formule je vypocˇı´ta´va´no OBDD pro
jednotlive´ podformule. Za´veˇrem je otestova´na prˇı´tomnost inicia´lnı´ho stavu v mnozˇineˇ
stavu˚, splnˇujı´cı´ verifikovanou formuli.
7.8 Mikrovlnna´ trouba
Jednou z dalsˇı´ch oblastı´, ve ktere´ je mozˇne´ vyuzˇı´t mozˇnosti na´stroje SMV, je oblast zaby´-
vajı´cı´ se verifikova´nı´m modelu˚ syste´mu˚, ktere´ prˇedstavujı´ ru˚zne´ doma´cı´, cˇi kuchynˇske´
spotrˇebicˇe (spora´k, mikrovlnna´ trouba a dalsˇı´). Na´stroj SMV, se takte´zˇ pouzˇı´va´ pro ve-
rifikova´nı´ ru˚zny´ch syste´mu˚ naprˇı´klad pro ovla´da´nı´ gara´zˇovy´ch vrat, bezpecˇnostnı´ch
syste´mu˚, syste´mu˚ zaby´vajı´cı´ch se udrzˇova´nı´m klimaticky´ch podmı´nek ve sklenı´cı´ch, cˇi
syste´mu˚ pro ovla´da´nı´ vy´tahu˚. Prˇi pra´ci s na´strojem SMV jsem se zameˇrˇil na prvnı´ uvede-
nou oblast. Oblast prˇedstavujı´cı´ kuchynˇske´ spotrˇebicˇe. Inspiroval jsem se modelem, ktery´
je online uveden zde [28] a na´sledneˇ jsem vytvorˇil a provedl verifikaci modelu syste´mu
prˇedstavujı´cı´ho mikrovlnou troubu.
V te´to cˇa´sti si uka´zˇeme jak pomocı´ na´stroje SMV oveˇrˇit neˇkolik vlastnostı´ ty´kajı´cı´ch
se modelu mikrovlnne´ trouby. Chova´nı´ modelu mikrovlnne´ trouby je na´sledujı´cı´. Mik-
rovlnna´ trouba je vybavena dvı´rˇky. Tato dvı´rˇka je mozˇne´ otevı´rat a zavı´rat. V prˇı´padeˇ
vlozˇenı´ potravin urcˇeny´ch pro tepelne´ zpracova´nı´ do mikrovlnne´ trouby a prˇi zavrˇeny´ch
dvı´rˇka´ch, je mozˇne´ pomocı´ stisku tlacˇı´tka START spustit rezˇim pecˇenı´. Tento rezˇim je
ukoncˇen otevrˇenı´m dvı´rˇek a vyjmutı´m potravin. V prˇı´padeˇ, zˇe byla dvı´rˇka otevrˇena a
je pozˇadova´no opeˇtovne´ pecˇenı´, musı´ se opeˇt stisknout tlacˇı´tko START. Jestlizˇe uzˇivatel
ma´ otevrˇena´ dvı´rˇka a stiskl naprˇı´klad omylem tlacˇı´tko START, tak se mikrovlnna´ trouba
dostane do stavu, ktery´ prˇedstavuje chybu. Nenı´ mozˇne´ prova´deˇt pecˇenı´ prˇi otevrˇeny´ch
dvı´rˇka´ch. Z tohoto stavu se dostaneme tak, zˇe dvı´rˇka zavrˇeme a na´sledneˇ stiskneme
tlacˇı´tko RESET.
Model mikrovlnne´ trouby lze popsat pomocı´ automatu. Automat, ktery´ prˇedstavuje
chova´nı´ nasˇeho modelu je zobrazen na obra´zku cˇ. 37.
Stavy oznacˇene´ velky´mi pı´smeny A, ... , E prˇedstavujı´ mozˇne´ stavy mikrovlnne´ trouby.
Stav oznacˇeny´ jako A je stav pocˇa´tecˇnı´, ktery´ prˇedstavuje stav, kdy jsou: zavrˇena´ dvı´rˇka,
nenı´ aktivnı´ pecˇenı´ a nenastala chyba. Prˇi stisknutı´ tlacˇı´tka (start) se dostaneme do stavu,
ktery´ je oznacˇen jako B. Tento stav prˇedstavuje: mikrovlnna´ trouba je zapnuta´, pecˇe
se a takte´zˇ nenastala chyba. Po otevrˇenı´ dvı´rˇek (ote d) prˇejdeme do stavu C, kdy jsou:
otevrˇena´ dvı´rˇka, nepecˇe se a takte´zˇ nenastala chyba. V prˇı´padeˇ, zˇe jsme z pocˇa´tecˇnı´ho
stavu, kdy nebyla otevrˇena´ dvı´rˇka, prˇesˇli do stavu C otevrˇenı´m dvı´rˇek (ote d), tak mu˚zˇeme
pokracˇovat bud’zpeˇt do pocˇa´tecˇnı´ho stavu (dvı´rˇka zavrˇeme, zav d), nebo prˇi stisku tlacˇı´tka
start se dostaneme do stavu D, ktery´ prˇedstavuje: dvı´rˇka jsou otevrˇena´, nepecˇe se a nastala
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Obra´zek 37: Automat prˇedstavujı´cı´ chova´nı´ mikrovlnne´ trouby.
chyba. Z tohoto chybove´ho stavu se dostaneme zavrˇenı´m dvı´rˇek zav d a na´sledny´m
stiskem tlacˇı´tka reset.
V prˇedesˇly´ch prˇı´kladech jsme prˇesneˇ popisovali v na´stroji SMV jednotlive´ prˇechody
na´mi uvedeny´ch automatu˚. Nynı´ si uka´zˇeme trosˇku odlisˇny´ zpu˚sob. Budeme zapisovat
pocˇa´tecˇnı´ stavy urcˇity´ch velicˇin (pecˇe se, chyba) a prˇechod do dalsˇı´ch stavu˚ vlivem splneˇnı´
urcˇity´ch podmı´nek. Ko´d v jazyce SMV mu˚zˇeme videˇt na na´sledujı´cı´m vy´pisu.
MODULE main
VAR
dvirka : {otev, zav};
pece_se : boolean;
chyba : boolean;
start : boolean;
reset : boolean;
ASSIGN
init(chyba) := 0;
next(chyba) := case
start & (dvirka = otev) : 1;
(dvirka = zav) & reset : 0;
1 : chyba;
esac;
init(pece_se) := 0;
next(pece_se) := case
start & dvirka = zav : 1;
dvirka = otev : 0;
1 : pece_se;
esac;
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SPEC EF(pece_se)
SPEC EF(chyba)
SPEC AG((start & (dvirka = otev)) -> AX(chyba))
SPEC AG((dvirka = otev) -> AX (!pece_se))
SPEC AG((start & (dvirka = zav)) -> EF(pece_se))
V sekci VAR definujeme typ jednotlivy´ch promeˇnny´ch. Veˇtsˇina promeˇnny´ch ma´ boo-
lean hodnotu, vyjma promeˇnne´ dvirka, ktera´ je urcˇena´ vy´cˇtem. V sekci ASSIGN provedeme
nastavenı´ pocˇa´tecˇnı´ch hodnot (init) promeˇnny´ch chyba a pece se. Po pocˇa´tecˇnı´m nastavenı´
se zapı´sˇı´ mozˇnosti na´sledujı´cı´ho stavu konkre´tnı´ch promeˇnny´ch. Chybovy´ stav mu˚zˇe
nastat v prˇı´padeˇ, zˇe je stisknuto tlacˇı´tko start a jsou otevrˇena´ dvı´rˇka dvirka = otev. Tento
stav prˇedstavujı´cı´ chybu syste´mu opousˇtı´me, jestlizˇe uzˇivatel dvı´rˇka zavrˇe a na´sledneˇ
stiskne tlacˇı´tko reset. Pote´ nastavı´me jesˇteˇ na´sledujı´cı´ stav, ktery´ na´m bude rˇı´kat, kdy se
prova´dı´ pecˇenı´. Pe´ct je mozˇno v situaci, kdy jsou dvı´rˇka uzavrˇena´ a bylo stisknuto tlacˇı´tko
start. Pokud bychom v pru˚beˇhu te´to cˇinnosti dvı´rˇka otevrˇeli, tak musı´ dojı´t k prˇerusˇenı´
pecˇenı´. V za´veˇru jizˇ jen dopı´sˇeme neˇkolik specifikacı´ vlastnostı´ nasˇeho modelu mikro-
vlnne´ trouby. Mu˚zˇeme naprˇı´klad oveˇrˇovat, zda mu˚zˇe nastat neˇkdy cˇinnost prˇedstavujı´cı´
pecˇenı´, nebo zda k te´to cˇinnosti mu˚zˇe dojı´t prˇi otevrˇeny´ch dvı´rˇka´ch, prˇı´padneˇ zda do-
jde v neˇjake´ situaci k chybeˇ. Vlastnostı´, ktere´ mu˚zˇeme nad tı´mto modelem oveˇrˇovat je
mozˇno uve´st vı´ce. V nasˇem prˇı´kladu jsou uvedeny jen neˇktere´ vybrane´ vlastnosti. Prˇı´klad
modelu mikrovlnne´ trouby je uveden v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem
mi trouba.smv.
V prˇı´padeˇ rˇesˇenı´ modelu˚ syste´mu˚ podobny´ch vy´sˇe uvedene´mu lze k oveˇrˇova´nı´ cho-
va´nı´ pouzˇı´t na´stroj SMV. Na´stroj SMV je vsˇak prˇedurcˇen spı´sˇe k oveˇrˇova´nı´ syste´mu˚
zalozˇeny´ch na logicky´ch prvcı´ch a hardwarovy´ch cˇa´stech. Jedna´ se naprˇı´klad o digita´lnı´
cˇı´slicove´ obvody.
7.9 Hardwarove´ obvody v SMV
V te´to cˇa´sti bude uka´za´no jak prˇeve´st jednoduchy´ logicky´ obvod na model, ktery´ bude na´-
sledneˇ verifikova´n v na´stroji SMV. Na´sledujı´cı´ cˇa´st jsem vypracoval s vyuzˇitı´m informacı´
uvedeny´ch v online dokumentu Hardware verification using model checking [29].
V prˇedesˇly´ch prˇı´kladech jsme si uka´zali jak popsat ru˚zne´ automaty, prˇı´padneˇ model
kuchynˇske´ho spotrˇebicˇe. V te´to cˇa´sti si uka´zˇeme jak je mozˇno popsat syste´m, ktery´ je tvo-
rˇen hardwarovy´mi soucˇa´stkami, naprˇı´klad NAND, NOR, prˇı´padneˇ dalsˇı´mi. Jednoduchy´
obvod mu˚zˇeme videˇt na obra´zku cˇ. 38.
Na obra´zku cˇ. 38 vidı´me RS klopny´ obvod. Klopne´ obvody jako takove´ jsou nejjed-
nodusˇsˇı´ digita´lnı´ pameˇt’ove´ obvody. Z hlediska vztahu mezi vstupnı´mi a vy´stupnı´mi
promeˇnny´mi rozdeˇlujeme klopne´ obvody do cˇtyrˇ typu˚. Jedna´ se o klopne´ obvody RS,
JK, T a D. Klopne´ obvody jsou da´le deˇleny na synchronnı´ a asynchronnı´. Asynchronnı´
klopne´ obvody mohou zmeˇnit hodnotu vy´stupnı´ promeˇnne´ neza´visle na hodinove´m sig-
na´lu. Asynchronnı´ klopne´ obvody nemajı´ hodinovy´ vstup. Synchronnı´ klopne´ obvody
jsou takove´ obvody, ktere´ mohou zmeˇnit hodnotu vy´stupnı´ promeˇnne´ jen prˇi u´rovni H
nebo L hodinovy´ch impulzu˚.
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Obra´zek 38: R-S klopny´ obvod (hradla NAND)
7.9.1 Klopny´ obvod RS
RS klopny´ obvod je z uvedeny´ch typu˚ ten nejjednodusˇsˇı´ klopny´ obvod. Klopny´ obvod
RS ma´ ve sve´m za´kladnı´m provedenı´ dva vstupy a to vstup S (SET) a R (RESET). Cˇesky
bychom rˇekli nastavenı´ a nulova´nı´. Vstupem SET nastavı´me na vy´stup klopne´ho obvodu,
logickou jednicˇku a vstupem RESET logickou nulu. Obvod si na´mi zadany´ stav pamatuje,
a to tak dlouho dokud nenı´ na´mi zmeˇneˇn. Klopny´ obvod RS mu˚zˇe by´t vytvorˇen neˇkolika
zpu˚soby a z ru˚zny´ch hradel (naprˇı´klad NAND, NOR) a podle toho se take´ tento klopny´
obvod chova´. Klopny´ obvod RS z hradel NAND jsme videˇli jizˇ na obra´zku cˇ. 38. RS
klopny´ obvod tvorˇeny´ hradly NOR mu˚zˇeme videˇt na obra´zku cˇ. 39.
Obra´zek 39: R-S klopny´ obvod (hradla NOR)
Pravdivostnı´ tabulku RS klopne´ho obvodu, ktery´ je tvorˇen hradly NAND mu˚zˇeme
videˇt da´le. Druha´ tabulka, ktera´ je zde zobrazena´, je pravdivostnı´ tabulka RS klopne´ho
obvodu, ktery´ je tvorˇen hradly NOR.
7.9.2 Tabulka obvodu RS z hradel NAND
R S Q Q¯ Pozna´mka
0 0 1 1 Zaka´zany´ stav
0 1 1 0
1 0 0 1
1 1 Qn Qn Zu˚sta´va´ prˇedchozı´ stav
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7.9.3 Tabulka obvodu RS z hradel NOR
R S Q Q¯ Pozna´mka
0 0 Qn Qn Zu˚sta´va´ prˇedchozı´ stav
0 1 1 0
1 0 0 1
1 1 0 0 Zaka´zany´ stav
Nynı´ si popı´sˇeme RS klopne´ obvody. Klopne´ obvody RS majı´ zavedenu stoprocentnı´
stejnosmeˇrnou zpeˇtnou vazbu. Tato zpeˇtna´ vazba je z vy´stupu jednoho hradla na vstup
hradla druhe´ho. Jejich vstupy jsou oznacˇeny jako R a S a vy´stupy jako Q a Q¯, ktery´ je
k vy´stupu Q inverznı´. To platı´ kromeˇ zaka´zane´ho stavu, ve ktere´m jsou oba vy´stupy ve
stejne´m stavu, log. 1 pro NAND a log. 0 pro NOR.
Klopny´ obvod tvorˇeny´ hradly NAND je ve vy´chozı´m stavu, kdyzˇ je na obou vstupech
log. 1. Pokud na SET prˇivedeme log. 0, hradlo se prˇeklopı´ tak, zˇe na vy´stupu Q bude
log. 0. Pokud tam jizˇ log. 0 byla, potom obvod v tomto stavu zu˚stane. Pokud se vra´tı´me
do vy´chozı´ho stavu, tak informace, ktera´ byla na vy´stupech, na nich bude i nada´le. Tato
informace zde bude tak dlouho, dokud neprˇivedeme log. 0 na RESET, potom se hradlo
prˇeklopı´ a vy´stupnı´ informace se zmeˇnı´. Obdobneˇ tomu je i u klopne´ho obvodu s hradly
NOR. Pouze je zameˇneˇn vy´chozı´ stav. V neˇm jsou zde oba vy´vody v log. 0. Zaka´zany´ stav
je, kdyzˇ je na obou vstupech log. 1.
Chova´nı´ klopne´ho obvodu je mozˇne´ take´ popsat pomocı´ automatu. Automat, ktery´
prˇedstavuje chova´nı´ klopne´ho obvodu RS je zobrazen na obra´zku cˇ. 40. Stavy automatu
prˇedstavujı´ stavy RS klopne´ho obvodu. Hodnota dvou stavu˚ automatu (0, 1) je hodnota
RS klopne´ho obvodu na vy´stupu Q.
0S = 0;R = 0, 1 1 S = 0, 1;R = 0
S = 1
R = 1
Obra´zek 40: Automat prˇedstavujı´cı´ chova´nı´ RS klopne´ho obvodu.
Nynı´ jizˇ vı´me jake´ je sche´ma klopne´ho obvodu RS a vı´me, jak by se meˇl tento obvod
chovat. Nynı´ na´m zby´va´ popsat model RS klopne´ho obvodu v SMV jazyce.
Vı´me, zˇe klopny´ obvod RS je tvorˇen dveˇma hradly NAND (resp. NOR). V na´sledujı´cı´m
prˇı´padeˇ budeme uvazˇovat pouzˇitı´ hradel NAND. Vytvorˇı´me si tedy modul pojmenovany´
Nand, ktery´ bude zajisˇt’ovat stejnou funkcionalitu jako hradlo NAND. Tento modul mu˚-
zˇeme videˇt da´le.
MODULE Nand(vstup_1, vstup_2)
VAR
vystup : boolean;
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ASSIGN
init(vystup) := 1;
next(vystup) := !(vstup_1 & vstup_2);
Modul Nand ma´ dva vstupnı´ parametry. Jsou jimi vstup 1, vstup 2, ktere´ prˇedstavujı´
dva vstupy hradla. V sekci VAR je definova´na promeˇnna´ vystup, ktera´ prˇedstavuje vy´-
stup hradla. Da´le v sekci ASSIGN definujeme pocˇa´tecˇnı´ a na´sledujı´cı´ hodnotu promeˇnne´
vystup. Nastavenı´ na´sledujı´cı´ hodnoty promeˇnne´ vystup urcˇı´me tak, zˇe provedeme negaci
logicke´ho soucˇinu dvou vstupnı´ch promeˇnny´ch !(vstup 1 & vstup 2). Nynı´ tedy ma´me
vytvorˇeny´ modul, ktery´ se chova´ prˇesneˇ jako logicky´ cˇlen NAND. V druhe´m modulu,
ktery´ si pojmenujeme RSobvod budeme rˇesˇit jizˇ kompletnı´ RS klopny´ obvod. Jizˇ drˇı´ve
jsme si rˇekli, zˇe RS klopny´ obvod je tvorˇen dveˇma hradly Nand, ktere´ jsou mezi sebou
propojene´. Modul, ktery´ bude rˇesˇit RS klopny´ obvod je zobrazen zde:
MODULE RSobvod(vstup_r, vstup_s)
VAR
prvni_nand : Nand(vstup_r, druhy_nand.vystup);
druhy_nand : Nand(vstup_s, prvni_nand.vystup);
Tento modul ma´ dva vstupnı´ parametry. Teˇmito parametry jsou vstup r, vstup s, ktere´
prˇedstavujı´ vstup R (Reset) a S (Set). V sekci VAR ma´me vytvorˇeny dva hradla Nand,
ze ktery´ch se RS klopny´ obvod skla´da´. Vy´stup z jednoho hradla, ktery´ je vstupem dru-
he´ho hradla je vytvorˇen tak, zˇe budeme vyuzˇı´vat promeˇnne´ vystup konkre´tnı´ho hradla
Nand. Pomocı´ teˇchto dvou modulu˚ ma´me vytvorˇen RS klopny´ obvod. Tyto obvody by´vajı´
soucˇa´stı´ ru˚zny´ch hardwarovy´ch obvodu˚. Dı´ky mozˇnosti prˇeve´st jednotlive´ slozˇite´ hard-
warove´ cˇa´sti na mensˇı´ bloky, ktere´ jsou tvorˇene´ za´kladnı´mi prvky (naprˇı´klad hradla AND,
NAND, OR, atd), je mozˇne´ verifikovat ru˚zne´ modely skutecˇny´ch hardwarovy´ch syste´mu˚.
Prˇı´klad zobrazujı´cı´ model klopne´ho obvodu je v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod
na´zvem rs obvod.smv.
7.10 Krˇizˇovatka
V na´sledujı´cı´m prˇı´kladu se zameˇrˇı´me na rˇesˇenı´ modelu, ktery´ prˇedstavuje rea´lneˇjsˇı´ sys-
te´m z nasˇeho zˇivota. Zkusı´me si namodelovat a pote´ oveˇrˇit vlastnosti syste´mu, ktery´
bude prˇedstavovat krˇizˇovatku. Krˇizˇovatku tvorˇenou ru˚zny´mi semafory, ktere´ budou ob-
sluhovat ru˚zne´ smeˇry, rˇı´dit dopravu a zabranˇovat kolizi. V na´sledujı´cı´ch cˇa´stech budou
uvedeny postupy tvorby modelu reprezentujı´cı´ho syste´m krˇizˇovatky.
Pokusme se tedy namodelovat model syste´mu, ktery´ je zobrazen na obra´zku cˇ. 41.
Jedna´ se o model krˇizˇovatky, ktera´ ma´ trˇi smeˇry. Na obra´zku je horizonta´lneˇ zobrazena
hlavnı´ jedno prouda´ silnice, na ktere´ jsou umı´steˇny dva semafory. Tyto semafory pracujı´
ve stejne´m rezˇimu. Tedy na obou semaforech bude vzˇdy svı´tit stejna´ barva. Vertika´lneˇ
je na obra´zku zobrazena vedlejsˇı´ silnice. I na te´to silnici, acˇkoliv se jedna´ pouze o silnici
vedlejsˇı´, je umı´steˇn semafor.
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Chova´nı´ tohoto modelu rea´lne´ho syste´mu je na´sledujı´cı´. Na vsˇech semaforech bude
po spusˇteˇnı´ svı´tit barva cˇervena´. Pote´ dojde ke zmeˇneˇ signalizace. V prˇı´padeˇ, zˇe na sema-
forech, ktere´ obsluhujı´ hlavnı´ silnici, bude svı´tit zelena´, pak na semaforu, ktery´ obsluhuje
vedlejsˇı´ silnici, bude svı´tit barva cˇervena´. V opacˇne´m prˇı´padeˇ bude na semaforech umı´steˇ-
ny´ch u hlavnı´ silnice svı´tit barva cˇervena´ a na semaforu, ktery´ je umı´steˇn u silnice vedlejsˇı´,
bude svı´tit barva zelena´. Nesmı´ nastat situace, kdy by na vsˇech semaforech svı´tily za´ro-
venˇ stejne´ barvy, vyjı´maje pocˇa´tecˇnı´ho stavu. Zmeˇny signalizace budou probı´hat, tak jak
je popsa´no v na´sledujı´cı´m odstavci. Bude-li umozˇneˇn pru˚jezd krˇizˇovatkou na hlavnı´ sil-
nici, pak se prˇi odbocˇova´nı´ da´va´ navı´c prˇednost protijedoucı´m dopravnı´m prostrˇedku˚m.
V obra´zku cˇ. 41 je naznacˇena´ situace, kdy vozidlo na hlavnı´ silnici odbocˇuje vlevo. V
prˇı´padeˇ, zˇe ma´ zajisˇteˇn semaforem volny´ pru˚jezd, tak musı´ da´t prˇednost protijedoucı´mu
cyklistovi, ktery´ jede rovneˇ. Nejprve tedy projede krˇizˇovatkou cyklista, pote´ odbocˇujı´cı´
vozidlo. Po zmeˇneˇ signalizace mu˚zˇe krˇizˇovatku opustit i vozidlo odbocˇujı´cı´ z vedlejsˇı´
silnice.
Semafory, ktere´ jsou umı´steˇny na te´to krˇizˇovatce, majı´ trˇi za´kladnı´ barvy - cˇervena´,
oranzˇova´ a zelena´. Syste´m zmeˇny signalizace je evropsky´. Pokud je potrˇeba, aby kon-
kre´tnı´ smeˇr byl zastaven, tak na semaforu svı´tı´ barva cˇervena´. U´cˇastnı´ku˚m dopravy je
signalizova´no, zˇe musı´ sta´t na mı´steˇ prˇed semaforem, prˇı´padneˇ na vyznacˇene´m mı´steˇ
(bı´le´ cˇa´ry na vozovce). Jestlizˇe je smeˇr zastaven a nastala doba, kdy se majı´ u´cˇastnı´ci
dopravy prˇipravit na zmeˇnu, tedy bude na´sledneˇ smeˇr pru˚jezdny´, pak je tato situace
signalizova´na soucˇasny´m rozsvı´cenı´m barev cˇervena´ a oranzˇova´. U´cˇastnı´ci dopravy se
prˇipravujı´ na opusˇteˇnı´ vyhrazene´ho mı´sta. Dalsˇı´m stavem, ktery´ na´sleduje je stav, kdy
je u´cˇastnı´ku˚m dopravy povolen bezpecˇny´ vjezd do krˇizˇovatky. Tento stav je signalizo-
va´n pomocı´ rozsvı´cenı´ zelene´ barvy. Na´sleduje prˇechod ze stavu umozˇnˇujı´cı´ho bezpecˇny´
pru˚jezd krˇizˇovatkou do na´sledne´ho stavu, ktery´ bude informovat o tom, zˇe dojde k za-
stavenı´ konkre´tnı´ho smeˇru. Toto je signalizova´no rozsvı´cenı´m barvy oranzˇove´. Nynı´ se
u´cˇastnı´ci dopravy musı´ prˇipravit na to, zˇe jejich smeˇr bude zastaven. Bud’ zastavı´ sve´
vozidlo na vyznacˇene´m mı´steˇ, nebo v prˇı´padeˇ vysoke´ rychlosti, a nemozˇnosti bezpecˇneˇ
zastavit na vyznacˇene´m mı´steˇ, mohou jesˇteˇ krˇizˇovatkou projet. Je vsˇak kladen du˚raz na
to, aby nebylo zneuzˇı´va´no tohoto stavu k volne´mu projı´zˇdeˇnı´ krˇizˇovatky. Typ semaforu,
ktery´ je umı´steˇn na hlavnı´ i vedlejsˇı´ silnici je zobrazen na obra´zku cˇ. 42.
V nasˇem modelu se budeme snazˇit o zajisˇteˇnı´ zmeˇny sveˇtel na semaforech tak, aby
nedosˇlo ke kolizi u´cˇastnı´ku˚ provozu. Semafor a zmeˇnu signalizace na neˇm, lze simulovat
automatem, ktery´ je tvorˇen cˇtyrˇmi stavy. Na obra´zku cˇ. 43 jsou zobrazeny dva automaty.
Prvnı´ automat Sem1 bude prˇedstavovat chova´nı´ semaforu na hlavnı´ silnici. Druhy´ auto-
mat Sem2 bude prˇedstavovat chova´nı´ semaforu na silnici vedlejsˇı´. Jsou zobrazeny jen dva
automaty, nebot’ semafory na hlavnı´ silnici majı´ stejne´ chova´nı´, signalizujı´ vzˇdy stejne´
barvy.
Automat prˇedstavujı´cı´ chova´nı´ syste´mu ma´ cˇtyrˇi stavy. Tyto stavy prˇedstavujı´ barevne´
signalizace na semaforu. Stav oznacˇeny´ pı´smenem C prˇedstavuje cˇervenou barvu, stav
oznacˇeny´ jako CO prˇedstavuje soucˇasneˇ rozsvı´cenı´ barev: cˇervena´ a oranzˇova´. V prˇı´padeˇ
stavu Z se jedna´ o zelenou barvu. Poslednı´m stavem je stav O, ktery´ prˇedstavuje oran-
zˇovou barvu. V popisu modelu je uvedeno, zˇe pocˇa´tecˇnı´m stavem semaforu˚ je stav, kdy
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svı´tı´ cˇervena´. Proto je stav C oznacˇen jako pocˇa´tecˇnı´. V prˇı´padeˇ, zˇe na druhe´m semaforu
svı´tı´ takte´zˇ cˇervena´ barva, pak mu˚zˇeme prˇejı´t do na´sledujı´cı´ho stavu pojmenovane´ho
CO. Jedna´ se o situaci zna´zorneˇnou pomocı´ SX, red, kde X reprezentuje cˇı´slo dalsˇı´ho
semaforu. Ze stavu CO je veden prˇechod do stavu Z. Ma´me v u´myslu rˇesˇit syste´m, kdy
bude svı´tit na jednom semaforu cˇervena´ a na druhe´m semaforu dojde ke zmeˇna´m azˇ na
zelenou a na´sledneˇ zpeˇt na cˇervenou. Nedojde tedy ke kolizi vozidel ani v prˇı´padeˇ, kdy
by jedno vozidlo na oranzˇovou jizˇ vjı´zˇdeˇlo do krˇizˇovatky a druhe´ na signalizaci cˇervene´
s oranzˇovou nestacˇilo zastavit. Z du˚vodu, zˇe se semafor mu˚zˇe nacha´zet urcˇitou chvı´li ve
stavu, kdy svı´tı´ zelena´, tak je uvedena´ smycˇka i nad stavem Z. Vozidla mohou projı´zˇdeˇt,
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anizˇ by ihned dosˇlo ke zmeˇneˇ stavu. Ze stavu Z na´sleduje prˇechod do stavu O. Docha´zı´
tedy ke zmeˇneˇ signalizace ze zelene´ na oranzˇovou. U´cˇastnı´ci provozu se prˇipravujı´ na
to, zˇe bude v brzke´ dobeˇ provoz v dane´m smeˇru zastaven. Ze stavu O se vracı´me do
pocˇa´tecˇnı´ho stavu a cely´ pru˚beˇh se opakuje. Jedna´ se totizˇ o syste´m, ktery´ beˇzˇı´ tzv. do
nekonecˇna.
Nynı´, kdyzˇ ma´me prˇedstavu, jak se chova´ konkre´tnı´ semafor, a ma´me toto chova´nı´
zna´zorneˇno pomocı´ automatu, tak mu˚zˇeme prˇejı´t k prˇepisu automatu do jazyka SMV. Pro
vyrˇesˇenı´ tohoto syste´mu, na´m postacˇı´ dva moduly. Z dvou modulu˚ bude jeden modul
hlavnı´ (main), ktery´ bude zajisˇt’ovat vola´nı´ obou semaforu˚. Druhy´ modul bude rˇesˇit
prˇechody jednotlivy´ch stavu˚ automatu neboli zmeˇnu sveˇtel na semaforu. Napisˇme si tedy
nejprve modul zajisˇt’ujı´cı´ zmeˇnu sveˇtel. Stavy cer (cˇervena´), ceroran (cˇervena´-oranzˇova´),
zel (zelena´), oran (oranzˇova´) prˇedstavujı´ jednotlive´ kombinace sveˇtel na semaforu. To, jak
bude tento modul vypadat, mu˚zˇeme videˇt da´le.
MODULE svetlo(barva_jiny_sem)
VAR
barva : {cer, ceroran, zel, oran};
ASSIGN
init(barva) := cer;
next(barva) := case
barva = cer & barva_jiny_sem = cer :
{ceroran, cer};
barva = ceroran : zel;
barva = zel : {zel, oran};
barva = oran : cer;
1 : barva;
esac;
Tı´mto bychom meˇli vytvorˇeny´ modul, pojmenovany´ svetlo, ktery´ na´m zajistı´ jednotlive´
prˇechody sveˇtelny´ch kombinacı´. Tomuto modulu je prˇeda´va´n parametr barva jiny sem,
ktery´ na´m rˇı´ka´, jakou signalizaci ma´ pra´veˇ jiny´ semafor. Tedy semafor ze smeˇru, kde
ma´ by´t opacˇna´ signalizace. Modul obsahuje definici promeˇnny´ch. Zde je definova´na
promeˇnna´ barva, ktera´ naby´va´ hodnot cer, ceroran, zel, oran. Tyto hodnoty prˇedstavujı´
konkre´tnı´ barvy na semaforu. V uvedene´m modulu je da´le nastavena´ pocˇa´tecˇnı´ barva a
to barva cˇervena´ cer. Ma´me zajisˇteˇno, zˇe prˇi aktualizaci bude svı´tit na semaforu cˇervena´
barva, jak tomu bylo pozˇadova´no v popisu modelu. Na´sledneˇ je nastavena zmeˇna barev.
Pokud je nynı´ barva cˇervena´ cer a obsahuje-li prˇedany´ parametr hodnotu take´ cˇervenou
cer, pak dojde ke zmeˇneˇ a na semaforu bude svı´tit cˇervena´ a oranzˇova´ za´rovenˇ ceroran.
Dalsˇı´ prˇı´kaz, ktery´ na´m definuje na´sledujı´cı´ stav, na´m rˇı´ka´, zˇe v prˇı´padeˇ, zˇe svı´tı´ cˇervena´
a oranzˇova´ za´rovenˇ ceroran, tak dojde ke zmeˇneˇ na zelenou zel. Takto docha´zı´ ke zmeˇneˇ i
v dalsˇı´ch stavech.
Mu˚zˇeme si vsˇimnout, zˇe jednotlive´ prˇechody mezi konkre´tnı´mi stavy probı´hajı´ jen
za urcˇity´ch podmı´nek, ktere´ musı´ by´t splneˇny, nebo pomocı´ nedeterminismu. Nikde zde
nenı´ uvedena zˇa´dna´ promeˇnna´, ktera´ by prˇedstavovala cˇas. Toto omezenı´ vyply´va´ prˇı´mo
z jazyka SMV. V jazyce SMV totizˇ nelze definovat zˇa´dny´m zpu˚sobem cˇas.
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Ma´me tedy modul, ktery´ na´m zajistı´ zmeˇnu barev. Nynı´ vytvorˇı´me hlavnı´ modul.
V hlavnı´m modulu main budeme vytva´rˇet konkre´tnı´ semafory. Hlavnı´ modul mu˚zˇeme
videˇt nı´zˇe.
MODULE main
VAR
semafor1 : svetlo(semafor2.barva);
semafor2 : svetlo(semafor1.barva);
Hlavnı´ modul je vzˇdy pojmenova´n jako main. V sekci, kde bychom meˇli deklarovat
promeˇnne´, definujeme dveˇ instance. Teˇmito instancemi jsou semafor1 a semafor2. Toto
vytvorˇenı´ instancı´ si mu˚zˇeme snadno sple´st s definova´nı´m promeˇnny´ch. Musı´me da´vat
pozor na spra´vny´ za´pis. Instanci vytvorˇı´me pomocı´ jejı´ho jme´na, za ktery´m na´sleduje
dvojtecˇka a pote´ na´zev modulu, ktery´ vola´me. Tedy jme´no instance : na´zev modulu (para-
metry);, konkre´tneˇ pak semafor2 : svetlo(semafor1.barva);. Vytvorˇili jsme tedy dveˇ instance
semaforu˚.
V ra´mci hlavnı´ho modulu se veˇtsˇinou pı´sˇı´ i specifikace vlastnostı´, ktere´ chceme nad
dany´m modelem oveˇrˇovat. Specifikace vlastnostı´ se vsˇak mohou psa´t i do jiny´ch mo-
dulu˚. Do hlavnı´ho modulu se pı´sˇı´ hlavneˇ specifikace vlastnostı´ cele´ho syste´mu. Za´pis
specifikace vlastnostı´ mu˚zˇeme videˇt zde.
-- Safety properties
SPEC AG!(semafor1.barva = zel & semafor2.barva = zel)
SPEC AG(semafor1.barva = zel -> !(semafor2.barva = ceroran|
semafor2.barva = oran|semafor2.barva = zel))
SPEC AG(semafor2.barva = zel -> !(semafor1.barva = ceroran|
semafor1.barva = oran|semafor1.barva = zel))
-- Livenes properties
SPEC EG(semafor1.barva = zel & semafor2.barva = cer)
SPEC EG(semafor1.barva = cer & semafor2.barva = cer)
Prˇi oveˇrˇova´nı´ vlastnostı´ tohoto syte´mu na´m SMV poskytne odpoveˇdi na konkre´tnı´
specifikace. Prvnı´ vlastnost je oznacˇena za nepravdivou a zobrazeny´ protiprˇı´klad na´m
ukazuje, zˇe tomu tak opravdu je.
state 1.1:
semafor1.state = cer
semafor2.state = cer
state 1.2:
semafor1.state = ceroran
semafor2.state = ceroran
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state 1.3:
semafor1.state = zel
semafor2.state = zel
Druha´ a trˇetı´ vlastnost je taky oznacˇena za nepravdivou a to ze stejne´ho du˚vodu,
jako tomu bylo v prˇı´padeˇ prvnı´ vlastnosti. Opeˇt docha´zelo ke stejny´m kombinacı´m stavu˚
syste´mu. Na semaforech vzˇdy svı´tily stejne´ barvy. Barevnou signalizaci na uvedeny´ch
semaforech mu˚zˇeme videˇt na obra´zku cˇ. 44.
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Jak tedy zajistit, aby na´m oba semafory nezobrazovaly tyte´zˇ sveˇtelne´ sekvence? Postacˇı´
k tomu doplnit do hlavnı´ho modulu klı´cˇove´ slovo process v definici instance. Pouzˇitı´m
tohoto klı´cˇove´ho slova process v hlavnı´m modulu zajistı´me, zˇe se provede nedeterminis-
ticky´ vy´beˇr semaforu, ktery´ bude spusˇteˇn. Moduly tedy beˇzˇı´ v tzv. prokla´dane´m rezˇimu.
To znamena´, zˇe se v kazˇde´m okamzˇiku vyhodnocujı´ rovnice pouze jednoho (libovolne´ho)
modulu z vy´sˇe uvedeny´ch modulu˚. Tı´mto zpu˚sobem jsme zajistili asynchronnı´ soubeˇh
syste´mu˚ popsany´ch jednotlivy´mi moduly. Oba semafory tedy pracujı´ paralelneˇ, ale vza´-
jemneˇ zobrazujı´ jinou barevnou signalizaci. Na jednom semaforu bude naprˇı´klad svı´tit
zelena´ a na druhe´m cˇervena´. Pak dojde ke zmeˇna´m barev a jednotlive´ barvy se vystrˇı´dajı´
tak jak majı´. Je zajisˇteˇn rea´lny´ chod dvou semaforu˚. Hlavnı´ modul s klı´cˇovy´m slovem
process v definici instance vidı´me na na´sledujı´cı´m vy´pisu.
MODULE main
VAR
semafor1 : process svetlo(semafor2.state);
semafor2 : process svetlo(semafor1.state);
Pouzˇitı´m klı´cˇove´ho slova process jsme tedy zajistili, zˇe oba semafory se vza´jemneˇ
ovlivnˇujı´. Fungujı´ tedy takovy´m zpu˚sobem, zˇe na jednom semaforu svı´tı´ cˇervena´ a na
druhe´m semaforu dojde ke zmeˇneˇ barevne´ signalizace postupneˇ z cˇervene´ na cˇerveno-
oranzˇovou, da´le na zelenou a nakonec skrze oranzˇovou zpeˇt na cˇervenou. Na tomto
semaforu pak zu˚stane cˇervena´ a docha´zı´ ke zmeˇneˇ na semaforu prvnı´m. V tomto prˇı´padeˇ
oba semafory meˇly bez pouzˇitı´ slova process po dobu beˇhu vzˇdy stejne´ barvy. Jednalo se
o synchronnı´ soubeˇh syste´mu˚ popsany´ch jednotlivy´mi moduly. Asynchronnı´ pru˚beˇh lze
videˇt na obra´zku cˇ. 45.
Dı´ky asynchronnı´mu beˇhu ma´me zajisˇteˇno, zˇe nedojde ke kolizi v ru˚zny´ch smeˇrech
krˇizˇovatky. Jednalo se vsˇak o velice zjednodusˇeny´ model. Tento model je uveden v prˇı´loze
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na CD v adresa´rˇi Prˇı´klady pod na´zvem krizovatka.smv. Pro prakticke´ nasazenı´ je model
v tomto sta´diu nepouzˇitelny´. Nebot’ kdybychom chteˇli rˇesˇit krˇizˇovatku jako takovou a
zaby´vat se vsˇemi detaily, museli bychom zohlednit velke´ mnozˇstvı´ vlastnostı´, ktere´ se
rea´lne´ situace doty´kajı´ a ovlivnˇujı´ ji. Model by nabyl na velikosti a mohlo by dojı´t k
situaci, zˇe toto rˇesˇenı´ a jeho prˇı´padne´ rozsˇirˇova´nı´ nenı´ zvoleno spra´vneˇ a musel by se
vytvorˇit model jiny´. Pokusme se tedy podı´vat na cˇa´st syste´mu krˇizˇovatky a to na prˇechod
pro chodce, ktery´ zkusı´me vyrˇesˇit v na´sledujı´cı´ kapitole.
7.11 Prˇechod pro chodce
V prˇı´kladu, ktery´ bude na´sledovat, se zameˇrˇı´me na rˇesˇenı´ modelu, ktery´ prˇedstavuje
prˇechod pro chodce. Inspiraci pro tento model jsem cˇerpal z online dokumentu, ktery´
popisuje rˇesˇenı´ modelu krˇizˇovatky [36]. Na´sledujı´cı´ prˇı´klad je rozdeˇlen do cˇa´stı´, kdy
postupneˇ od jednodusˇsˇı´ verze rˇesˇenı´ postupujeme pomocı´ ru˚zny´ch vylepsˇenı´ a zprˇesneˇnı´
ke konecˇne´mu vy´sledku. Je zde uka´za´no, zˇe prˇi modelova´nı´ konkre´tnı´ch syste´mu˚ je trˇeba
zohlednit velke´ mnozˇstvı´ vlastnostı´ a ru˚zny´ch specifik syste´mu, aby bylo mozˇne´ vytvorˇit
ke konkre´tnı´mu syste´mu odpovı´dajı´cı´ model.
Uka´zˇeme si tedy rˇesˇenı´ dopravnı´ situace zna´zorneˇne´ na obra´zku cˇ. 46. Jedna´ se o
komunikaci, prˇes kterou je veden prˇechod pro chodce. Prˇechod umozˇnˇuje dı´ky dveˇma
semaforu˚m bezpecˇny´ pru˚chod chodcu˚ na opacˇnou stranu komunikace v dobeˇ kdy je
provoz na te´to komunikaci pro projı´zˇdeˇjı´cı´ vozidla zastaven.
Budeme tedy rˇesˇit situaci, kdy ma´me dva semafory pro chodce (S ch1, S ch2) a dva
semafory pro vozidla (S a1, S a2). Prvnı´ mysˇlenka mozˇne´ho rˇesˇenı´, ktera´ na´s mu˚zˇe napad-
nout, je udeˇlat modul pro semafor vozidel, modul pro semafor chodcu˚ a neˇjaky´ modul,
ktery´ na´m bude inicializovat zmeˇny stavu˚ semaforu˚. Na´sledneˇ by bylo potrˇeba vytvorˇit
dva procesy (instance) jednotlivy´ch modulu˚ semaforu˚ chodcu˚ a vozidel. Zı´skali bychom
tedy dva procesy pro vozidla a dva procesy pro chodce. Da´le bychom vytvorˇili jednu
instanci (proces) modulu pro obsluhu tlacˇı´tka. Tedy zajisˇteˇnı´ zmeˇny stavu˚ semaforu˚.
Vytvorˇit model na za´kladeˇ popsane´ho nenı´ slozˇite´. Avsˇak prˇi zamysˇlenı´ se nad dany´m
proble´mem, prˇı´padneˇ jizˇ prˇi rˇesˇenı´, na´m vyvstane jedna du˚lezˇita´ ota´zka. A tou je, jak
zajistit, aby prˇi stisku tlacˇı´tka dosˇlo k opeˇtovne´ zmeˇneˇ signalizace, tedy ke zmeˇna´m stavu˚
jednotlivy´ch semaforu˚? Tuto ota´zku jizˇ nenı´ tak lehke´ vyrˇesˇit. Zkusı´me si tedy nejprve
cely´ model du˚kladneˇ popsat.
Nynı´ si prˇedstavı´me odlisˇne´ rˇesˇenı´, nezˇ ktere´ na´s napadlo drˇı´ve. Rˇesˇenı´, ktere´ vsˇak
povede ke konecˇne´mu vy´sledku. Na obra´zku cˇ. 46 vidı´me dva semafory pro vozidla a
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dva semafory pro chodce. Vidı´me, zˇe vsˇechny cˇtyrˇi semafory mohou signalizovat pouze
dveˇ barvy (cˇervena´, zelena´). Jedna´ se o male´ zjednodusˇenı´ modelu, ktere´ho na´sledneˇ
vyuzˇijeme a ktere´ na´m podstatneˇ zjednodusˇı´ pra´ci. Da´le na obra´zku vidı´me vozidla
ve dvou smeˇrech a chodce, kterˇı´ se chteˇjı´ z jedne´ strany komunikace dostat na stranu
druhou. V tomto rˇesˇenı´ nebudeme uvazˇovat tlacˇı´tko, ktere´ by na´m inicializovalo zmeˇny.
Budeme uvazˇovat situaci, kdy na´m na´hodneˇ prˇijı´zˇdeˇjı´ vozidla a prˇicha´zejı´ chodci. Nynı´
se podı´vejme na konkre´tnı´ rˇesˇenı´ jednotlivy´ch cˇa´stı´ a postupneˇ si blı´zˇe specifikujme na´sˇ
model, ktery´ v za´veˇru budeme verifikovat na konkre´tnı´ vlastnosti.
Uvedli jsme si, zˇe v nasˇem modelu budeme mı´t vozidla ve dvou smeˇrech. Definujme
si tedy dveˇ promeˇnne´, ktere´ na´m budou rˇı´kat, zda je vozidlo v konkre´tnı´m smeˇru. Tyto
promeˇnne´ budou pojmenova´ny auto1, auto2. Stejneˇ tak i pro chodce si vytvorˇı´me dveˇ
promeˇnne´. Jejich na´zvy budou chodec1, chodec2. Da´le si vytvorˇı´me promeˇnne´, ktere´ na´m
budou prˇedstavovat pozˇadavek od vozidel a od chodcu˚ (pozadavek a1, pozadavek a2, poza-
davek ch1, pozadavek ch2). Dı´ky teˇmto promeˇnny´m budeme veˇdeˇt, zˇe v konkre´tnı´m smeˇru
je vozidlo, resp. chodec, ktery´ cˇeka´ na zmeˇnu signalizace, aby mohl da´le pokracˇovat v
jı´zdeˇ, resp. prˇejı´t vozovku. Pro kazˇdy´ semafor musı´me da´le nadefinovat sveˇtla, ktera´ mo-
hou svı´tit. To provedeme pomocı´ svetlo a1 : {zel, cer};. Stejny´m zpu˚sobem nadefinujeme
barevne´ kombinace i pro ostatnı´ semafory. Poslednı´ promeˇnne´, ktere´ si nynı´ definujeme,
budou za´mky. Tyto za´mky na´m poslouzˇı´ k uzamcˇenı´ urcˇity´ch stavu˚ modulu a zabra´nı´
pouzˇı´va´nı´ neˇktery´ch promeˇnny´ch, ktere´ budou mı´t po urcˇitou dobu konkre´tnı´ hodnotu.
Za´mky si pojmenujeme jako zamek a1a2, zamek ch1ch2. K prˇı´padne´mu dalsˇı´mu definova´nı´
promeˇnny´ch prˇistoupı´me azˇ pozdeˇji. A to v dobeˇ kdy jich bude zapotrˇebı´.
Nynı´ si vytvorˇı´me jednotlive´ moduly a jejich cˇa´sti. Vytvorˇı´me si tedy modul, ktery´ na´m
bude obsluhovat sveˇtelnou signalizaci na semaforech pro chodce. Modul pojmenovany´
SmerCH vytvorˇı´me na´sledovneˇ:
SmerCH(chodec1, chodec2, pozadavek_ch1, pozadavek_ch2,
svetlo_ch1, svetlo_ch2, zamek_a1a2, zamek_ch1ch2)
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Modulu SmerCH prˇeda´va´me jako parametry informaci o tom, zda je na obou strana´ch
prˇechodu neˇjaky´ chodec, da´le informaci o tom, zda jizˇ v drˇı´veˇjsˇı´ dobeˇ nepozˇadoval chodec
zmeˇnu signalizace, aby mohl prˇejı´t prˇes prˇechod pro chodce. Dalsˇı´mi parametry jsou
informace o aktua´lnı´m stavu sveˇtelne´ signalizace a o za´mcı´ch. V ra´mci tohoto modulu
deklarujeme promeˇnnou pojmenovanou stav. Tato promeˇnna´ prˇedstavujı´cı´ stav modulu,
se mu˚zˇe nacha´zet ve cˇtyrˇech ru˚zny´ch stavech (necinny, zacatek, cinny, konec). Pocˇa´tecˇnı´m
stavem te´to promeˇnne´ bude stav necinny. Stavy na´sledujı´cı´ budou za´viset na neˇkolika
drˇı´ve uvedeny´ch promeˇnny´ch. Nynı´ si uka´zˇeme, jak budou vypadat na´sledujı´cı´ stavy
promeˇnne´ stav a na´sledneˇ si je podrobneˇ popı´sˇeme.
init(stav) := necinny;
next(stav) := case
stav = necinny : case
(pozadavek_ch1 | pozadavek_ch2) : zacatek;
1 : stav;
esac;
stav = zacatek & (zamek_a1a2 = odemknuto) : cinny;
stav = cinny & (!chodec1 | !chodec2) : konec;
stav = konec : necinny;
1 : stav;
esac;
Jak jizˇ bylo rˇecˇeno pocˇa´tecˇnı´ stav je nastaven na hodnotu necinny. Na´sledujı´cı´ stav se
meˇnı´ v prˇı´padeˇ vyvsta´nı´ neˇjake´ho pozˇadavku. Tento pozˇadavek rˇı´ka´, zˇe bud’ na jedne´,
cˇi na druhe´ straneˇ prˇechodu je chodec, ktery´ by chteˇl prˇejı´t. Chodci mohou by´t na obou
strana´ch prˇechodu i za´rovenˇ. Z tohoto du˚vodu je mezi jednotlivy´mi pozˇadavky zapsa´n
logicky´ OR. Pokud je tedy nastaven libovolny´ pozˇadavek, tak dojde ke zmeˇneˇ stavu na
stav zacatek. Z tohoto stavu se do na´sledujı´cı´ho stavu dostaneme jen v prˇı´padeˇ, kdyzˇ
nenı´ zamknuty´ blok urcˇeny´ vozidlu˚m. Jedna´ se o vza´jemne´ vyloucˇenı´, neboli mutual
exclusion. Informace k problematice vza´jemne´ho vyloucˇenı´ jsou uvedeny v online pre-
zentaci, ktera´ se zaby´va´ touto problematikou [37]. Snazˇı´me se zamykat cˇa´sti, ktere´ nesmı´
nastat v syste´mu za´rovenˇ. K tomuto u´cˇelu pouzˇı´va´me za´mku˚. V prˇı´padeˇ, zˇe je blok ur-
cˇeny´ vozidlu˚m odemcˇen, tak prˇejdeme do stavu cinny. V opacˇne´m prˇı´padeˇ zu˚sta´va´me v
aktua´lnı´m stavu. Stav cinny opousˇtı´me v prˇı´padeˇ, kdy zˇa´dny´ chodec jizˇ nema´ v u´myslu
prˇejı´t prˇes prˇechod. Pokud tedy zˇa´dny´ chodec na zacˇa´tku, resp. konci prˇechodu necˇeka´,
tak prˇejdeme do stavu konec. Z tohoto stavu jizˇ v dalsˇı´m kroku prˇejdeme do stavu necinny
a dosta´va´me se do stavu, ve ktere´m jsme zacˇı´nali.
Prˇechod ze stavu necinny do stavu zacatek se deˇje v prˇı´padeˇ nastavenı´ pozˇadavku.
Aby byla promeˇnna´ pozadavek ch1, resp. pozadavek ch2 nastavena, tak musı´ by´t nejprve
na jedne´ ze stran prˇechodu chodec (chodec1, chodec2). Jizˇ drˇı´ve jsme si uvedli, zˇe chodci
budou prˇicha´zet k prˇechodu na´hodneˇ. K tomu, abychom zajistili na´hodny´ prˇı´stup chodcu˚,
vyuzˇijeme nedeterminismu. Na´sledujı´cı´ stav promeˇnny´ch chodec1, chodec2 bude urcˇen
nedeterministicky, viz na´sledujı´cı´ za´pis.
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next(chodec1) := {0, 1};
next(chodec2) := {0, 1};
Ma´me tedy zajisˇteˇno, zˇe v na´sledujı´cı´m stavu mohou naby´vat promeˇnne´ pro chodce
jednicˇkove´, cˇi nulove´ hodnoty. Chodec na prˇechodu je, nebo nenı´. Po vyrˇesˇenı´ proble´mu
s na´hodny´m prˇı´stupem chodcu˚ k prˇechodu, mu˚zˇeme prˇejı´t k vyrˇesˇenı´ nastavenı´ pozˇa-
davku. Pozˇadavek by meˇl by´t nastaven v prˇı´padeˇ, kdy je pozˇadavek roven nule, tedy
nebyl drˇı´ve nastaven a za´rovenˇ je na jedne´ ze stran prˇechodu chodec. Rˇesˇenı´ nastavenı´
pozˇadavku mu˚zˇeme videˇt da´le.
next(pozadavek_ch1) := case
!pozadavek_ch1 : case
chodec1 : 1;
1 : pozadavek_ch1;
esac;
(stav = konec) : 0;
1 : pozadavek_ch1;
esac;
Pro pozadavek ch2 je za´pis stejny´. Nastavenı´ na´sledujı´cı´ho stavu pozˇadavku˚ chodcu˚
jsme tedy jizˇ vyrˇesˇili. Musı´me vsˇak vyrˇesˇit i resetova´nı´ tohoto pozˇadavku. To provedeme
v prˇı´padeˇ, kdy je promeˇnna´ stav nasˇeho modulu rovna hodnoteˇ konec. Za´pis vidı´me ve
vy´sˇe uvedene´m ko´du. Jedna´ se o (stav = konec) : 0;. V prˇı´padeˇ, zˇe se u prˇechodu objevı´
chodec, tak je prˇı´znak nastaven a stav modulu prˇejde do dalsˇı´ch stavu˚. V teˇchto stavech
se provedou urcˇite´ operace a po jejich skoncˇenı´ se prˇecha´zı´ do stavu konec, ve ktere´m
jizˇ nenı´ trˇeba, aby byl pozˇadavek nastaven. Z tohoto du˚vodu se prova´dı´ jeho resetova´nı´
uvedeny´m prˇı´kazem.
Nynı´ prˇejdeme k vyrˇesˇenı´ za´mku pro chodce (zamek ch1ch2). Dı´ky tomuto za´mku
uzamkneme urcˇitou sekci, do ktere´ se nesmı´ prˇistupovat a nesmı´ se manipulovat s pro-
meˇnny´mi drˇı´ve, nezˇ probeˇhne uzamcˇena´ sekce a na´sledneˇ je za´mek odemknut. Za´pis
za´mku vypada´ na´sledovneˇ.
next(zamek_ch1ch2) := case
stav = zacatek & (zamek_a1a2 = odemknuto) : zamknuto;
stav = konec : odemknuto;
1 : zamek_ch1ch2;
esac;
Na´sledujı´cı´ stav za´mku je nastaven na hodnotu zamknuto v prˇı´padeˇ, zˇe stav syste´mu
je roven hodnoteˇ zacatek a za´rovenˇ nenı´ zamknuta´ cˇa´st pro vozidla. Nemohou tedy by´t
dveˇ cˇa´sti zamknuty za´rovenˇ. Odemyka´nı´ se prova´dı´ v dobeˇ, kdy modul je ve stavu konec.
Probeˇhly tedy vsˇechny operace, ktere´ se meˇly vykonat ve stavu cinny.
Nynı´ na´sleduje uka´zka rˇesˇenı´ sveˇtelne´ signalizace, ktera´ je poslednı´ cˇa´stı´ modulu pro
chodce. Uvedli jsme, zˇe budeme v nasˇem zjednodusˇene´m modelu uvazˇovat pouze barvy
zelena´ a cˇervena´. Blok, ktery´ na´m zajistı´ zmeˇnu signalizace, mu˚zˇeme videˇt nı´zˇe.
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next(svetlo_ch1) := case
stav = zacatek & (zamek_a1a2 = odemknuto) : zel;
stav = konec &
(svetlo_ch1 = cer & svetlo_ch2 = cer) : cer;
1 : svetlo_ch1;
esac;
Na semaforu je nastavena´ barva zelena´ (zel) kdyzˇ se stav modulu nacha´zı´ na zacˇa´tku
(zacatek) a za´rovenˇ je odemknuta sekce vozidel. Mu˚zˇeme tedy pomocı´ za´mku uzamknout
sekci pro chodce a na´sledneˇ prova´deˇt zmeˇnu signalizace. Tı´m dojde k vza´jemne´mu vy-
loucˇenı´ dvou cˇa´stı´, ktere´ by nemeˇly nastat. A to teˇch cˇa´stı´, ktere´ prˇedstavujı´ svı´tı´cı´ zelenou
barvu na vsˇech semaforech. Provedli jsme tedy definova´nı´ nastavenı´ signalizace na zele-
nou barvu. Musı´me vsˇak vyrˇesˇit jak z te´to zelene´ barvy opeˇtovneˇ prˇejı´t na barvu cˇervenou
(cer), ktera´ byla nastavena jako vy´chozı´ hodnota. Zmeˇna signalizace ze zelene´ na cˇerve-
nou se prova´dı´ ve stavu modulu konec. Pro zmeˇnu signalizace musı´ jesˇteˇ platit, zˇe na obou
semaforech jizˇ nesvı´tı´ barva zelena´.
Nynı´ ma´me hotovy´ jeden cely´ modul, ktery´ na´m obsluhuje dva semafory na obou
strana´ch prˇechodu. Da´le prˇejdeme k tvorbeˇ modulu˚ obsluhujı´cı´ semafory vozidel. Pro
kazˇdy´ semafor vytvorˇı´me jeden modul se vsˇemi cˇa´stmi (za´mek, sveˇtelna´ signalizace,
vozidla, pozˇadavky). Oba moduly budou oproti modulu pro chodce jednodusˇsˇı´. Budou
vsˇak vyuzˇı´vat stejny´ch technik jako modul pro chodce. Uvedeme si zde jednotlive´ cˇa´sti
prvnı´ho modulu pro jeden smeˇr. Druhy´ modul bude vypadat stejneˇ, jen v neˇm budou
uzˇity promeˇnne´ ty´kajı´cı´ se druhe´ho smeˇru.
Vytvorˇı´me si modul pojmenovany´ SmerA1, ktere´mu budeme prˇeda´vat parametry:
auto1, pozadavek a1, svetlo a1, svetlo a2, zamek a1a2, zamek ch1ch2. Stejny´m zpu˚sobem jako
v modulu pro chodce tak i zde budeme spole´hat na nedeterminismus a na´hodneˇ uvazˇovat
jednotliva´ vozidla prˇed prˇechodem pro chodce. Nedeterministicky´ vy´beˇr se provede skrze
na´sledujı´cı´ za´pis.
next(auto1) := {0, 1};
Nebudeme zde jizˇ popisovat prˇesneˇ, co jednotlive´ prˇı´kazy znamenajı´. Jejich vy´znam
byl popsa´n na tvorbeˇ modulu pro chodce. Zde si vypı´sˇeme jen jejich formu a prˇı´padneˇ
uvedeme rozdı´ly oproti drˇı´ve uvedeny´m konstrukcı´m. Ma´me tedy nedeterminismus pro
vozidla. Pokud je vozidlo prˇed prˇechodem, tak je nastaven pozˇadavek. V na´sledujı´cı´m
za´pisu je videˇt nastavenı´ pozˇadavku a jeho prˇı´padne´ resetova´nı´.
next(pozadavek_a1) := case
!pozadavek_a1 & auto1 : 1;
stav = konec : 0;
1 : pozadavek_a1;
esac;
Dalsˇı´ za´pis je pro konkre´tnı´ stavy modulu pro vozidla. Opeˇt budeme vyuzˇı´vat cˇtyrˇi
stavy (necinny, zacatek, cinny, konec). Pocˇa´tecˇnı´ stav je jako v prˇedesˇle´m prˇı´padeˇ nastaven
78
na necinny. Prˇechody a podmı´nky, za ktery´ch je mozˇno z jednoho stavu do druhe´ho prˇejı´t
vı´dı´me zde:
init(stav) := necinny;
next(stav) := case
stav = necinny : case
pozadavek_a1 = 1 : zacatek;
1 : stav;
esac;
stav = zacatek & (zamek_ch1ch2 = odemknuto) : cinny;
stav = cinny & !auto1 : konec;
stav = konec : necinny;
1 : stav;
esac;
V modulu chodcu˚ jsme si uvedli za´mek pro chodce zamek ch1ch2. Jeho stav (odemknuto)
vyuzˇı´va´me ve vy´sˇe uvedene´m bloku pro prˇechod do stavu cinny. Pokud jsme tedy drˇı´ve
uzamkli cˇa´st pro chodce, na semaforech chodcu˚ svı´tı´ zelena´, tak se nynı´ nedostaneme do
stavu cinny v modulu vozidel. Tı´mto se v bloku nastavujı´cı´m sveˇtelnou signalizaci pro
vozidla svetlo a1 nedostaneme do situace, kdy by svı´tila zelena´ barva na semaforu pro
vozidla. Ma´me zajisˇteˇno vza´jemne´ vyloucˇenı´ a nemu˚zˇe dojı´t ke kolizi vozidel s chodci.
V modulu vozidel nastavujeme takte´zˇ za´mek. Za´mek, ktery´ na´m uzamyka´ sekci urcˇenou
vozidlu˚m. Rˇesˇenı´ zamyka´nı´ a odemyka´nı´ je zde:
next(zamek_a1a2) := case
stav = zacatek & (zamek_ch1ch2 = odemknuto) : zamknuto;
stav = konec & !(svetlo_a2 = zel) : odemknuto;
1 : zamek_a1a2;
esac;
Poslednı´m blokem, ktery´ budeme vyuzˇı´vat je blok zajisˇt’ujı´cı´ zmeˇnu signalizace na
semaforu pro vozidla. Jeho rˇesˇenı´ je na´sledujı´cı´:
next(svetlo_a1) := case
stav = zacatek & (zamek_ch1ch2 = odemknuto) : zel;
stav = konec : cer;
1 : svetlo_a1;
esac;
Sveˇtelna´ signalizace z pocˇa´tecˇnı´ hodnoty cˇervene´ (cer) se meˇnı´ na zelenou (zel) jen
kdyzˇ je stav roven zacatek a za´rovenˇ nenı´ uzamcˇena´ cˇa´st pro chodce. Zmeˇna na pu˚vodnı´
hodnotu cˇervenou probı´ha´ ve stavu modulu pojmenovane´m konec.
Tı´mto bychom meˇli vytvorˇeny´ modul pro vozidla pojmenovany´ SmerA1. Modul pro
opacˇny´ smeˇr si pojmenujeme SmerA2 a vytvorˇı´me jej stejny´m zpu˚sobem jako SmerA1.
Jediny´ rozdı´l bude v promeˇnny´ch a to takovy´, zˇe mı´sto auto1, pozadavek a1, svetlo a1,
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svetlo a2, zamek a1a2, zamek ch1ch2 pouzˇijeme auto2, pozadavek a2, svetlo a2, svetlo a1, za-
mek a1a2, zamek ch1ch2. Mu˚zˇeme si vsˇimnout, zˇe neˇktere´ parametry zu˚sta´vajı´ stejne´ a jen
neˇkolik se zmeˇnilo.
Chova´nı´ nasˇeho modulu by meˇlo odpovı´dat uka´zce na obra´zku cˇ. 47. Na tomto ob-
ra´zku jsou zna´zorneˇny dva pru˚beˇhy. Jeden je pro obsluhu pozˇadavku˚ chodcu˚ a druhy´ pro
vozidla. Obra´zek prˇedstavuje stavy modelu, jednotlive´ prˇechody a prˇı´padne´ podmı´nky.
Mu˚zˇeme videˇt, zˇe oba pru˚beˇhy se dostanou do stavu, kdy je promeˇnna´ stav rovna hodnoteˇ
zacatek. Pote´ na´sleduje uzamcˇenı´ jedne´ sekce. V dobeˇ kdy se prova´dı´ uzamcˇena´ sekce, tak
druhy´ pru˚beˇh tzv. cˇeka´. Cˇeka´ se do stavu, kdy je uzamcˇena´ cˇa´st opeˇtovneˇ odemcˇena´. Pak
mu˚zˇe pokracˇovat i sekce, ktera´ se jesˇteˇ nevykonala.
Chodec: Vozidlo:
stavCh = necinny, chodec1 = 1 stavA = necinny, auto1 = 1
chodec1 = 0, pozadavekCh = 1 auto1 = 0, pozadavekA = 1
stavCh = zacatek stavA = zacatek
zamekA = z, stavA = cinny, svetloA = z
stavA = konec, svetloA = c, zamekA = o
zamekCh = z, stavCh = cinny, svetloCh1,2 = z stavCh = necinny
stavCh = konec, svetloCh1,2 = c, zamekCh = o stavA = necinny
stavCh = necinny stavA = necinny
(zamekA = odem)
(zamekCh = odem)
(auto1 = 0)
(chodec1 = 0|chodec2 = 0)
Obra´zek 47: Chova´nı´ modelu prˇechodu pro chodce
Abychom oveˇrˇili chova´nı´ tohoto modelu, tak musı´me specifikovat vlastnosti. Mezi
du˚lezˇite´ vlastnosti mu˚zˇeme uve´st naprˇı´klad to, zda nastane situace, zˇe bude na neˇktere´m
ze semaforu svı´tit zelena´. Tyto vlastnosti zapı´sˇeme na´sledujı´cı´m zpu˚sobem.
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SPEC EF(svetlo_a1 = zel)
SPEC EF(svetlo_a2 = zel)
SPEC EF(svetlo_ch1 = zel)
SPEC EF(svetlo_ch2 = zel)
Uvedene´ vlastnosti rˇı´kajı´, zda mu˚zˇe nastat situace, kdy svı´tı´ zelena´ na jednotlivy´ch
semaforech. Dalsˇı´ vlastnosti budou oveˇrˇovat, zda je za´rovenˇ na obou semaforech pro
vozidla zelena´, nebo zda je na obou semaforech pro chodce zelena´. Jejich za´pis je zde:
SPEC EF(svetlo_a1 = zel & svetlo_a2 = zel)
SPEC EF(svetlo_ch1 = zel & svetlo_ch2 = zel)
Cely´ syste´m jsme se snazˇili navrhnout tak, aby nenastala situace, kdy na semaforu
pro vozidla svı´tı´ zelena´ a za´rovenˇ na semaforu pro chodce takte´zˇ svı´tı´ zelena´. Zabra´nit
tomuto jsme se snazˇili pomocı´ uvedeny´ch za´mku˚. Uvedeme si tedy vlastnosti, ktere´ na´m
budou oveˇrˇovat, zda toto nenastane.
SPEC
AG !(svetlo_a1 = zel & (svetlo_ch1 = zel | svetlo_ch2 = zel))
SPEC
AG !(svetlo_a2 = zel & (svetlo_ch1 = zel | svetlo_ch2 = zel))
Na vsˇechny vlastnosti, ktere´ byly doposud uvedeny, by meˇla by´t kladna´ odpoveˇd’.
Na´sˇ syste´m tedy pracuje, tak jak jsme pozˇadovali. Zapomneˇli jsme vsˇak, zˇe jednı´m z
pozˇadavku˚ na syste´m bylo to, zˇe v prˇı´padeˇ vozidla, ktere´ zastavilo prˇed prˇechodem
pro chodce a jizˇ bylo obslouzˇeno vozidlo ve stejne´m smeˇru drˇı´ve, dojde k opeˇtovne´mu
obslouzˇenı´. Tato vlastnost by se dala specifikovat na´sledovneˇ:
SPEC AG(auto1 & !(svetlo_a1 = zel) -> AF(svetlo_a1 = zel))
Vlasnost rˇı´ka´, zˇe ve vsˇech cesta´ch sta´le platı´ to, zˇe pokud je v konkre´tnı´m smeˇru
vozidlo a nesvı´tı´ zelena´ na semaforu, pak ve vsˇech na´sledujı´cı´ch cesta´ch platı´, zˇe sveˇtlo
semaforu bude opeˇt svı´tit zeleneˇ. Prˇi oveˇrˇova´nı´ te´to vlastnosti na´m SMV poskytne ne-
gativnı´ odpoveˇd’. Tato vlastnost zhavaruje jizˇ ve druhe´m stavu. Stavu, kdy je nastavena´
hodnota pro vozidlo v dane´m smeˇru (auto1 = 1). Syste´m se zde dostane do smycˇky, ze
ktere´ se nedoka´zˇe dostat a nenı´ mozˇne´ pokracˇovat. Jak je mozˇne´ tento proble´m vyrˇesˇit?
Mu˚zˇe na´s napadnou: Vytvorˇili jsme trˇi instance (procesy). Tyto instance jsou asynchronnı´.
U asynchronnı´ch procesu˚ by meˇlo by´t definova´no FAIRNESS omezenı´ s promeˇnnou run-
ning. K te´to promeˇnne´ se prˇida´va´ podmı´nka, ktera´ musı´ nastat za zˇivot kazˇde´ instance
nekonecˇneˇkra´t. Zkusı´me tedy k promeˇnne´ running prˇidat podmı´nku. FAIRNESS omezenı´
pro modul SmerA1 lze videˇt zde:
FAIRNESS
running & !(auto1 & (svetlo_a1 = zel))
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Za uvedenou pomeˇnnou running je podmı´nka, ktera´ rˇı´ka´, zˇe nesmı´ nastat situace, kdy
je ve smeˇru vozidlo auto1 a za´rovenˇ je barva na semaforu pro tento smeˇr zelena´ (svetlo a1
= zel). Pro modul zajisˇt’ujı´cı´ obsluhu chodcu˚ je FAIRNESS omezenı´ na´sledujı´cı´.
FAIRNESS
running &
(!(chodec1 & (svetlo_ch1=zel)) |
!(chodec2 & (svetlo_ch2=zel)))
V prˇı´padeˇ tohoto FAIRNESS omezenı´ podmı´nka rˇı´ka´, zˇe nesmı´ nastat situace, kdy
je chodec (chodec1) v jednom smeˇru a za´rovenˇ je signalizace na semaforu chodcu˚ zelena´
(svetlo ch1 = zel). Toto platı´ i pro opacˇny´ smeˇr. Dı´ky FAIRNESS omezenı´ by meˇlo docha´zet
k obslouzˇenı´ pozˇadavku˚ jak chodcu˚, tak i vozidel ve vsˇech smeˇrech. Zkusı´me tedy oveˇrˇit
drˇı´ve uvedenou vlastnost:
SPEC AG(auto1 & !(svetlo_a1 = zel) -> AF(svetlo_a1 = zel))
Na´stroj SMV opeˇtovneˇ vydal negativnı´ odpoveˇd’a na´zorny´ protiprˇı´klad. Z uvedene´ho
protiprˇı´kladu bylo videˇt, zˇe v prˇı´padeˇ kdy bylo vozidlo v jednom smeˇru, tak syste´m zacˇal
pracovat. Na´sledneˇ byl pozˇadavek od chodcu˚. Byla zmeˇneˇna signalizace na semaforu
pro chodce a cely´ model fungoval. Prˇi dalsˇı´m pozˇadavku, nynı´ od chodce z opacˇne´ho
smeˇru dosˇlo i k obsluze tohoto pozˇadavku. Bohuzˇel z uvedene´ho protiprˇı´kladu jsme
mohli vypozorovat, zˇe pozˇadavek, ktery´ byl na zacˇa´tku da´n vozidlem, nebyl nikterak
obslouzˇen. Budeme tedy muset na´sˇ sta´vajı´cı´ syste´m rozsˇı´rˇit a prˇizpu˚sobit tak, aby i
vlastnosti podobne´ho typu byly u´speˇsˇneˇ verifikova´ny. Nyneˇjsˇı´ rˇesˇenı´ je mozˇno shle´dnout
v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem prechod a.smv.
Prˇi verifikova´nı´ poslednı´ uvedene´ vlastnosti jsme zjistili, zˇe docha´zı´ k situaci, kdy neˇ-
ktere´ pozˇadavky vozidel, prˇı´padneˇ chodcu˚ obslouzˇeny jsou a neˇktere´ naopak obslouzˇeny
nejsou. Zkusı´me tedy rozsˇı´rˇit na´sˇ sta´vajı´cı´ syste´m o promeˇnnou prˇı´znak. Tento prˇı´znak
na´m bude urcˇovat, ktery´ pozˇadavek se ma´ zpracovat. Doplnˇme tedy na´sˇ sta´vajı´cı´ mo-
del. Nejprve zacˇneˇme v modulu obsluhujı´cı´ho pozˇadavky chodcu˚ a doplnı´me do sekce
zaby´vajı´cı´ se na´sledujı´cı´mi stavy next(stav) na´sledujı´cı´:
...
stav = zacatek & (zamek_a1a2 = odemknuto) &
((!pozadavek_a1 & !pozadavek_a2) | priznak = chodci): cinny;
...
Do stavu cinny prˇejdeme v prˇı´padeˇ, kdy aktua´lnı´ stav je zacatek, da´le nenı´ zamknuta´
sekce pro vozidla a za´rovenˇ nejsou nastaveny pozˇadavky z obou smeˇru˚ silnice urcˇeny´ch
vozidlu˚m pozadavek a1, pozadavek a2. V prˇı´padeˇ, zˇe nenı´ nastaven zˇa´dny´ pozˇadavek vo-
zidly, tak musı´ by´t alesponˇ nastaven prˇı´znak na hodnotu chodci. Tedy vykona´va´ se sekce
zaby´vajı´cı´ se chodci. Pouzˇili jsme tedy promeˇnnou prˇı´znak a dveˇ promeˇnne´ prˇedstavu-
jı´cı´ pozˇadavky z obou smeˇru˚ urcˇeny´ch vozidlu˚m. Tyto trˇi promeˇnne´ musı´me doplnit k
parametru˚m modulu SmerCh. Toto rozsˇı´rˇenı´, ktere´ jsme doplnili do bloku zaby´vajı´cı´ho se
na´sledujı´cı´mi stavy modulu, doplnı´me i do bloku, ktery´ rˇesˇı´ zamyka´nı´.
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...
stav = zacatek & (zamek_a1a2 = odemknuto) &
((!pozadavek_a1 & !pozadavek_a2) | priznak = chodci): zamknuto;
stav = konec : odemknuto;
...
Zajistı´me tak zamyka´nı´ sekce chodcu˚ za lepsˇı´ch podmı´nek, nezˇ bylo v prˇedesˇle´m
rˇesˇenı´. Do modulu, ktery´ pra´veˇ upravujeme, jesˇteˇ doplnı´me nastavenı´ na´sledujı´cı´ho stavu
nasˇı´ nove´ promeˇnne´ prˇı´znak. Tato promeˇnna´ bude naby´vat dvou hodnot. A to hodnoty
auta a hodnoty chodci. Na´sledujı´cı´ stav prˇı´znaku bude tedy v modulu chodcu˚ vypadat
takto:
next(priznak) := case
stav = konec & (priznak = chodci) : auta;
1 : priznak;
esac;
Prˇı´znak bude zmeˇneˇn na hodnotu auta v situaci, kdy stav modulu je roven hodnoteˇ
konec a za´rovenˇ je drˇı´veˇjsˇı´ hodnota prˇı´znaku rovna chodci. Dalsˇı´ stav prˇı´znaku budeme
nastavovat i v modulech vozidel. Dı´ky tomuto prˇı´znaku a jeho hodnoteˇ (auta, chodci)
zajistı´me vza´jemne´ vyloucˇenı´ mezi vykona´va´nı´m pozˇadavku˚ chodcu˚ a vozidel.
Doplnı´me tedy oba moduly vozidel (SmerA1, SmerA2) o prˇı´znak. Nejprve upravı´me
v modulu SmerA1 na´sledujı´cı´ stav next(stav). To provedeme na´sledujı´cı´m zpu˚sobem.
...
stav = zacatek & (zamek_ch1ch2 = odemknuto) &
((!pozadavek_ch1 & !pozadavek_ch2) | priznak = auta): cinny;
...
Vy´znam tohoto za´pisu jsme si jizˇ osveˇtlili drˇı´ve. Nenı´ tedy podstatne´ znovu vsˇe po-
pisovat. Z tohoto du˚vodu prˇejdeme k dalsˇı´m u´prava´m. Na´sleduje u´prava dalsˇı´ho stavu
za´mku˚ next(zamek a1a2). Jedna´ se o za´mek uzamykajı´cı´ sekci vozidel. Jediny´m rozdı´lem
oproti u´praveˇ za´mku v modulu SmerCh jsou pozˇadavky vztahujı´cı´ se k chodcu˚m (pozada-
vek ch1, pozadavek ch2) a jina´ hodnota prˇı´znaku auta. Tuto u´pravu nynı´ navı´c pouzˇijeme i
v prˇı´padeˇ zmeˇny sveˇtelne´ signalizace. Rozsˇı´rˇenı´ mu˚zˇeme videˇt zde:
...
stav = zacatek & (zamek_ch1ch2 = odemknuto) &
((!pozadavek_ch1 & !pozadavek_ch2) | priznak = auta) : zel;
stav = konec : cer;
...
Mu˚zˇe se zda´t, zˇe toto rozsˇı´rˇenı´ je na tomto mı´steˇ zbytecˇne´. Jeho vy´znam vsˇak zjistı´me
prˇi poslednı´ch u´prava´ch modelu. Zatı´m jej rozebı´rat nebudeme, nebot’ se jesˇteˇ o tomto
zmı´nı´me. Ma´me tedy upraveny tyto sekce: stavy modelu, za´mek a sveˇtelnou signalizaci.
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Zby´va´ na´m tedy jizˇ jen vyrˇesˇenı´ na´sledujı´cı´ho stavu prˇı´znaku next(priznak). Prˇı´znak bu-
deme meˇnit na hodnotu chodci v situaci, kdy stav modulu je roven konec, prˇı´znak je do te´to
doby nastaven na hodnotu auta a za´rovenˇ nenı´ pozˇadavek od vozidla z druhe´ho smeˇru.
Ko´d, ktery´ bude prova´deˇt zmeˇnu prˇı´znaku, vypada´ takto:
next(priznak) :=
case
stav = konec & (priznak = auta) &
!pozadavek_a2 : chodci;
1 : priznak;
esac;
Za´veˇrem jesˇteˇ doplnı´me parametry tohoto modulu a na´sledneˇ stejny´m zpu˚sobem
upravı´me i druhy´ modul vozidel (SmerA2). Nynı´ mu˚zˇeme prˇejı´t opeˇtovneˇ k verifikaci
vlastnostı´. Snazˇili jsme se tedy pomocı´ prˇı´znaku vyloucˇit situaci, kdy je vyvola´n neˇjaky´
pozˇadavek a na´sledneˇ nenı´ obslouzˇen, nebot’byly vykona´ny jine´ operace. Prˇi verifikova´nı´
modelu pomocı´ drˇı´ve definovany´ch vlastnostı´ v prˇedesˇle´m rˇesˇenı´ zjistı´me, zˇe ani pouzˇitı´
prˇı´znaku a maly´ch u´prav jsme nezajistili pozˇadovane´ chova´nı´. Na´mi vytvorˇene´ rˇesˇenı´ je
uvedeno v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem prechod b.smv.
Prˇi verifikova´nı´ vlastnostı´ jsme zjistili, zˇe prˇi obsluze pozˇadavku jednoho procesu
dojde k obsluze jine´ho pozˇadavku v dobeˇ, kdy by k tomuto nemeˇlo jesˇteˇ dojı´t. Musı´me
tedy zajistit pomocı´ dalsˇı´ch u´prav vykona´va´nı´ jednotlivy´ch cˇa´stı´ procesu˚. Zacˇneme nej-
prve u modulu vozidel, ktery´ je pojmenova´n SmerA1. Do tohoto modulu prˇida´me blok
prˇedstavujı´cı´ druhy´ prˇı´znak. Tento prˇı´znak bude nastaven v dobeˇ, kdy je stav modulu
roven hodnoteˇ konec. Za´pis te´to operace lze videˇt v na´sledujı´cı´m vy´pisu.
next(priznak_a1) :=
case
svetlo_a1 = konec : 1;
1 : priznak_a1;
esac;
Nastavenı´ bude tedy provedeno v dobeˇ, kdy jizˇ probeˇhla zmeˇna sveˇtelne´ signalizace
a stav syste´mu je roven hodnoteˇ konec. Tedy pozˇadavek vozidla na pru˚jezd skrz prˇechod
byl zpracova´n a mohou se vykona´vat dalsˇı´ pozˇadavky. Toto rozsˇı´rˇenı´ vsˇak nenı´ jedina´
veˇc, kterou provedeme v tomto modulu. Rozsˇı´rˇı´me drˇı´ve vytvorˇeny´ prˇı´znak o neˇkolik
dalsˇı´ch podmı´nek. Drˇı´ve nezˇ si popı´sˇeme jednotlive´ cˇa´sti prˇı´znaku, tak si jej uka´zˇeme v
na´sledujı´cı´m vy´pisu.
next(priznak) :=
case
stav = konec & (priznak = auta) &
(!pozadavek_a2 | (priznak_a2 &
(pozadavek_ch1 | pozadavek_ch2))) : chodci;
1 : priznak;
esac;
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V te´to sekci nastavujeme na´sledujı´cı´ stav promeˇnne´ priznak. Jizˇ drˇı´ve jsme definovali,
zˇe prˇı´znak bude nastaven na hodnotu chodci v prˇı´padeˇ, kdy stav modulu je roven hodnoteˇ
konec, za´rovenˇ ma´ prˇı´znak drˇı´ve nastavenu hodnotu auta a take´ nenı´ pozˇadavek od vozidla
z opacˇne´ho smeˇru !pozadavek a2. Spra´vneˇ jsme urcˇili zmeˇnu prˇı´znaku za podmı´nky, zˇe
jizˇ nenı´ pozˇadavek od druhe´ho vozidla. Tato podmı´nka na´m vsˇak nestacˇı´ a musı´me
ji rozsˇı´rˇit. V aktua´lnı´m modulu SmerA1 jsme prˇed neˇkolika okamzˇiky vytvorˇili cˇa´st,
ktera´ rˇesˇı´ nastavenı´ dalsˇı´ho prˇı´znaku priznak a1. Podobnou cˇa´st, bude mı´t i modul rˇesˇı´cı´
prˇı´znak pro opacˇny´ smeˇr vozidel SmerA2. Nynı´ vyuzˇijeme hodnotu prˇı´znaku (priznak a2)
z druhe´ho modulu. Prˇı´znak (priznak) bude meˇnit svou hodnotu auta na hodnotu chodci jen
v situaci, kdy stav modulu je roven hodnoteˇ konec, prˇı´znak ma´ drˇı´ve nastavenou hodnotu
auta a platı´, zˇe nenı´ nastaven pozˇadavek vozidla v opacˇne´m smeˇru nebo je nastaven
prˇı´znak priznak a2 a za´rovenˇ je pozˇadavek vyvolany´ chodci (pozadavek ch1, pozadavek ch2).
Mu˚zˇeme tedy ukoncˇit vykona´va´nı´ obsluhy pozˇadavku od vozidla A1, nebot’ jizˇ nenı´
pozˇadova´no setrva´nı´ v te´to sekci vozidlem v opacˇne´m smeˇru nebo nastala situace, kdy
obsluha pozˇadavku vozidla v opacˇne´m smeˇru je jizˇ u konce a za´rovenˇ byl nastaven
pozˇadavek jednı´m z chodcu˚.
Poslednı´ cˇa´stı´, kterou zby´va´ doplnit je doplneˇnı´ promeˇnne´ priznak a1 a priznak a2
do definice modulu SmerA1. Nynı´ ma´me rozsˇı´rˇen modul SmerA1. Stejny´m zpu˚sobem
rozsˇı´rˇı´me druhy´ modul SmerA2.
Za´veˇrem musı´me rozsˇı´rˇit i modul chodcu˚ SmerCH. Zde doplnı´me jen dva programove´
bloky, ktere´ na´m vyresetujı´ oba prˇı´znaky, ktere´ jsou pouzˇı´va´ny v modulech vozidel.
Resetova´nı´ se bude prova´deˇt v dobeˇ, kdy stav modulu je roven hodnoteˇ konec. Rozsˇı´rˇenı´
lze videˇt v na´sledujı´cı´m vy´pisu.
next(priznak_a1) :=
case
stav = konec : 0;
1 : priznak_a1;
esac;
next(priznak_a2) :=
case
stav = konec : 0;
1 : priznak_a2;
esac;
Mohla by na´s napadnou jesˇteˇ mysˇlenka na rozsˇı´rˇenı´ podmı´nek pro zmeˇnu promeˇnne´
priznak. Prove´st rozsˇı´rˇenı´ nenı´ sˇpatne´. Avsˇak zde jizˇ nema´ takovy´ vy´znam jako v modu-
lech vozidel. Mu˚zˇeme jej po vzoru modulu˚ vozidel rozsˇı´rˇit, ale take´ nemusı´me. Za´lezˇı´
na vlastnı´m uva´zˇenı´. Prˇi oveˇrˇova´nı´ vlastnostı´ dojdeme ke zjisˇteˇnı´, zˇe vsˇechny verifiko-
vane´ formule jsou pravdive´. Pro kontrolu jsou zde uvedeny vygenerovane´ odpoveˇdi na
jednotlive´ verifikovane´ vlastnosti na´strojem SMV.
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-- specification EF svetlo_ch1 = zel is true
-- specification EF svetlo_a1 = zel is true
-- specification EF svetlo_a2 = zel is true
-- specification EF (svetlo_a1 = zel & svetlo_a2 = zel) is true
-- specification EF (svetlo_ch1 = zel & svetlo_ch2 =... is true
-- specification AG (!(svetlo_a1 = zel & (svetlo_ch1... is true
-- specification AG (!(svetlo_a2 = zel & (svetlo_ch1... is true
-- specification AG (auto1 & svetlo_a1 = cer -> AF s... is true
-- specification AG (auto2 & svetlo_a2 = cer -> AF s... is true
-- specification AG (chodec1 & svetlo_ch1 = cer -> A... is true
Vy´sledne´ rˇesˇenı´ je uvedeno v prˇı´loze na CD v adresa´rˇi Prˇı´klady pod na´zvem pre-
chod c.smv.
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8 Za´veˇr
V te´to diplomove´ pra´ci jsem se zaby´val problematikou symbolicke´ho oveˇrˇova´nı´ modelu˚
pomocı´ na´stroju˚ Symbolic model verifer (SMV) a NuSMV. Symbolicke´ oveˇrˇova´nı´ mo-
delu˚ je technika, ktera´ slouzˇı´ pro urcˇova´nı´ spra´vnosti a spolehlivosti programu˚. Tato
technika vyuzˇı´va´ pro reprezentaci stavove´ho prostoru struktury zvane´ bina´rnı´ rozhodo-
vacı´ diagramy. Aby bylo mozˇne´ uve´st ru˚zne´ poznatky o teˇchto struktura´ch, poznatky
o symbolicke´m oveˇrˇova´nı´ modelu˚ a na´sledneˇ uka´zat mozˇnosti zmı´neˇny´ch na´stroju˚, tak
bylo nejprve potrˇeba nastudovat problematiku zaby´vajı´cı´ se teˇmito oblastmi. Mnozˇstvı´
informacı´, ktere´ bylo potrˇeba cˇtena´rˇi prˇedlozˇit je obrovske´. Z tohoto du˚vodu byla pra´ce
rozdeˇlena do neˇkolika kapitol. Prvnı´ kapitola pra´ce byla zameˇrˇena´ na za´kladnı´ pojmy
z teorie grafu˚, vy´rokove´ logiky a na vysveˇtlenı´ neˇktery´ch du˚lezˇity´ch pojmu˚. Po te´to ka-
pitole na´sleduje kapitola, ktera´ uva´dı´ informace o forma´lnı´ verifikaci, logika´ch, ktere´ se
pouzˇı´vajı´ pro specifikaci krite´riı´ prˇi modelova´nı´ syste´mu˚. Za´veˇrem te´to kapitoly je cˇte-
na´rˇi prˇedlozˇen vy´cˇet programu˚, ktere´ lze pouzˇı´t ve forma´lnı´ verifikaci. Na´stroje SMV
a NuSMV ktere´ byly pouzˇı´va´ny v ra´mci te´to pra´ce, jsou urcˇeny pro symbolicke´ oveˇrˇo-
va´nı´ modelu˚, neboli tzv. symbolicky´ model checking. Aby bylo mozˇne´ tento symbolicky´
model checking popsat, tak bylo nejprve potrˇeba uve´st informace o oveˇrˇova´nı´ modelu˚
jako takove´m. Oveˇrˇova´nı´ modelu˚ neboli model checkingu jsem veˇnoval dalsˇı´ kapitolu.
V kapitole jsou uvedeny du˚lezˇite´ poznatky o model checkingu, za´kladnı´ch rysech te´to
techniky a postup, jak se oveˇrˇova´nı´ modelu˚ prova´dı´, prˇı´padneˇ jak modelovat konkre´tnı´
syste´m. Po kapitole zaby´vajı´cı´ se oveˇrˇova´nı´m modelu˚ na´sleduje kapitola zaby´vajı´cı´ se
symbolicky´m oveˇrˇova´nı´m modelu˚. V te´to kapitole jsem podrobneˇji popsal struktury,
na ktery´ch jsou na´stroje SMV a NuSMV zalozˇene´. Jsou zde tedy uvedeny informace o
bina´rnı´ch rozhodovacı´ch diagramech, jejich modifikacı´ch na usporˇa´dane´ bina´rnı´ rozho-
dovacı´ diagramy, cˇi redukovane´ usporˇa´dane´ bina´rnı´ rozhodovacı´ diagramy. V kapitole
jsem takte´zˇ uvedl popis operacı´, ktere´ je mozˇne´ nad dany´mi strukturami prova´deˇt. Na
za´veˇr je jesˇteˇ uveden zpu˚sob reprezentace uvedeny´ch struktur pomocı´ knihovny CUDD.
V te´to chvı´li, kdy jizˇ byly uvedeny informace o symbolicke´m oveˇrˇova´nı´ modelu˚, bylo
mozˇno uve´st i neˇkolik informacı´ o na´strojı´ch, ktere´ jsou na symbolicke´m oveˇrˇova´nı´ mo-
delu˚ zalozˇene´. Teˇmto na´stroju˚m, jejich podrobneˇjsˇı´mu popisu jsem veˇnoval takte´zˇ jednu
kapitolu. Po te´to kapitole, ktera´ da´va´ cˇtena´rˇi prˇehled o vybrany´ch na´strojı´ch, na´sleduje
poslednı´, avsˇak nejvy´znamneˇjsˇı´ kapitola. Tato za´veˇrecˇna´ kapitola te´to diplomove´ pra´ce
ukazuje na konkre´tnı´ch prˇı´kladech, jak lze na´stroj SMV, prˇı´padneˇ NuSMV vyuzˇı´vat a pro
ktere´ konkre´tnı´ syste´my je nejvhodneˇjsˇı´ jejich pouzˇitı´. Pro pochopenı´ funkcˇnosti a jako
na´zorna´ uka´zka tato tzv. prˇı´kladova´ studie postacˇuje. V ra´mci te´to pra´ce vsˇak nebylo
mozˇne´ uka´zat podrobneˇ vsˇechny mozˇnosti na´stroje SMV, NuSMV, nebot’se jedna´ o ve-
lice komplexnı´ problematiku. Prˇi pra´ci s obeˇma na´stroji a prˇi tvorbeˇ modelu˚ konkre´tnı´ch
syste´mu˚ jsem dosˇel k za´veˇru, zˇe pomocı´ uvedeny´ch na´stroju˚ nelze modelovat a verifi-
kovat cˇasove´ charakteristiky syste´mu˚. Lze vsˇak prova´deˇt verifikaci konecˇneˇ stavovy´ch
syste´mu˚. Tedy syste´mu˚, ktere´ jsou reprezentova´ny pomocı´ ru˚zny´ch stavu˚ a podmı´nek,
ktere´ rˇesˇı´ prˇechody mezi teˇmito stavy. V prˇı´padeˇ, zˇe by meˇl uzˇivatel za´jem pouzˇı´vat prˇi
verifikova´nı´ modelu˚ syste´mu˚ cˇasove´ charakteristiky teˇchto syste´mu˚, tak bych jej odka´zal
na internetove´ stra´nky zaby´vajı´cı´ se na´strojem Uppaal [38]. Tento na´stroj je totizˇ prˇı´mo
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zameˇrˇen na rˇesˇenı´ modelu˚ syste´mu˚ vyuzˇı´vajı´cı´ch cˇas. Pro detailneˇjsˇı´ sezna´menı´ s na´-
strojem SMV doporucˇuji domovskou internetovou stra´nku tohoto na´stroje [26]. Zde jsou
uvedena konkre´tnı´ rˇesˇenı´ ru˚zny´ch proble´mu˚, vytvorˇeny´ch modelu˚ rea´lny´ch syste´mu˚ a
dalsˇı´ materia´l vhodny´ ke studiu.
Tato diplomova´ pra´ce tedy nabı´zı´ cˇtena´rˇi mozˇnost proniknout do problematiky sym-
bolicke´ho oveˇrˇova´nı´ modelu˚. Prˇedkla´da´ mu smysluplneˇ usporˇa´dane´ informace, ktere´ je
nutno zna´t, pro pochopenı´ dane´ problematiky a zobrazuje na konkre´tnı´ch prˇı´kladech jak
navrhovat, vytva´rˇet, modelovat a take´ verifikovat ru˚zne´ konecˇneˇ stavove´ syste´my. Cˇtena´rˇ
by po prˇecˇtenı´ te´to diplomove´ pra´ce meˇl by´t sa´m schopen namodelovat a oveˇrˇit vlastnı´
syste´m a mı´t prˇedstavu o za´kladech symbolicke´ho oveˇrˇova´nı´ modelu˚.
Bc. Zdeneˇk Janosˇ
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A Syntaxe a se´mantika
V te´to cˇa´sti bude popsa´na za´kladnı´ syntaxe a se´mantika jazyka SMV.
A.1 Slovnı´ konvence
Jednotlive´ prvky slovnı´ konvence jsou tvorˇeny za´kladnı´mi symboly. Mezi tyto symboly
patrˇı´: A,B,C, ..., Z, a, b, c, ..., z, 0, 1, ..., 9,, −.. Sekvence teˇchto symbolu˚ musı´ v SMV vzˇdy
zacˇı´nat abecednı´m symbolem. Pouzˇı´vajı´ se take´ pra´zdne´ znaky, mezi tyto znaky patrˇı´:
mezera a odrˇa´dkova´nı´ nove´ho rˇa´dku. V SMV se pouzˇı´vajı´ takte´zˇ komenta´rˇe, ty zacˇı´najı´
dveˇmi pomlcˇkami ”−−” a koncˇı´ odrˇa´dkova´nı´m nove´ho rˇa´dku.
A.2 Vy´razy
Vy´razy jsou v SMV jazyku tvorˇeny pomocı´ promeˇnny´ch, konstant, da´le jsou tvorˇeny z
kolekcı´ opera´toru˚, mezi neˇzˇ zahrnujeme i Boolean spojky, integer aritmeticke´ opera´tory
a case vy´razy.
Syntaxe vy´razu˚ je v SMV na´sledujı´cı´:
expr ::
atom ;; symbolicka´ konstanta
| number ;; cˇı´selna´ konstanta
| id ;; identifika´tor promeˇnne´
| „!“ expr ;; logicky´ not
| expr1 „&“ expr2 ;; logicky´ and
| expr1 „|“ expr2 ;; logicky´ or
| expr1 „⇒“ expr2 ;; logicka´ implikace
| expr1 „⇔“ expr2 ;; logicka´ ekvivalence
| expr1 „=“ expr2 ;; rovnost
| expr1 „! =“ expr2 ;; nerovnost
| expr1 „<“ expr2 ;; mensˇı´ nezˇ
| expr1 „>“ expr2 ;; veˇtsˇı´ nezˇ
| expr1 „≤“ expr2 ;; mensˇı´ nebo rovno
| expr1 „≥“ expr2 ;; veˇtsˇı´ nebo rovno
| expr1 „+“ expr2 ;; celocˇı´selne´ scˇı´ta´nı´
| expr1 „−“ expr2 ;; celocˇı´selne´ odcˇı´ta´nı´
| expr1 „∗“ expr2 ;; celocˇı´selne´ na´sobenı´
| expr1 „/“ expr2 ;; celocˇı´selne´ deˇlenı´
| expr1 „mod“ expr2 ;; celocˇı´selny´ zbytek
| „next“ „(“ id „)“ ;; na´sledujı´cı´ hodnota
| set expr ;; set vy´razy
| case expr ;; case vy´razy
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Symboly id nebo identifika´tor jsou symboly, ktere´ identifikujı´ jednotlive´ objekty, jako
promeˇnne´ nebo definovane´ symboly.
A.2.1 Priorita vy´razu˚.
Priorita jednotlivy´ch vy´razu˚ je da´na na´sledny´m vy´pisem:
*, /, +, -, mod, =, ! =, <, >, ≤, ≥, !, &, |, ⇒, ⇔
Opera´tory vlevo, pocˇı´naje *, / majı´ nejvysˇsˇı´ prioritu. Nejmensˇı´ prioritu ma´ opera´tor
⇔. Opera´tory rovnosti sdruzˇujı´ stranu levou, mimo opera´toru˚ pro implikaci ⇒, ktere´
sdruzˇujı´ stranu pravou. Kulate´ za´vorky mohou by´t pouzˇı´vane´ i v prˇı´padeˇ, kdy chceme
zahrnout celou skupinu vy´razu˚.
A.3 Case vy´razy - case
Case vy´razy majı´ na´sledujı´cı´ syntaxi.
case expr ::
„case“
xpr a1 „:“ expr b1 „;“
...
xpr an „:“ expr bn „;“
„esac“
Case vy´raz vracı´ hodnotu prvnı´ho vy´razu prave´ strany takovou, zˇe korespondujı´cı´
podmı´nka leve´ strany je pravdiva´. Jestlizˇe je tedy expr a1 pravdive´, pak je rˇesˇenı´ expr b1.
Da´le jestlizˇe je expr a2 pravdive´, tak rˇesˇenı´ je expr b2, atd. Jestlizˇe nenı´ zˇa´dny´ z vy´razu˚
na leve´ straneˇ pravdivy´, pak je rˇesˇenı´ case vy´razu numericka´ hodnota 1. V dalsˇı´ cˇa´sti je
uvedena prakticka´ cˇa´st za´pisu case vy´razu.
case
barva = cer & barva_jiny_sem = cer : {cer_oran, cer};
barva = cer_oran : zel;
barva = zel : {zel, oran};
barva = oran : cer;
1 : cer;
esac;
V uvedene´ cˇa´sti je leva´ strana prˇedstavova´na promeˇnnou barva. Tato barva reprezen-
tuje barevnou signalizaci na semaforu. Na prave´ straneˇ ma´me nastaveny podmı´nky, ktere´
na´m urcˇujı´ do jake´ho stavu se promeˇnna´ barva dostane. Naprˇı´klad v prˇı´padeˇ, kdy je barva
oranzˇova´ (oran), docha´zı´ na´sledneˇ ke zmeˇneˇ stavu na barvu cˇervenou (cer). Pokud zˇa´dna´
z pravy´ch stran neodpovı´da´ skutecˇnosti, pak bude barva cˇervena´, viz numericka´ hodnota
1.
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A.4 Set vy´razy - set
Set vy´razy majı´ na´sledujı´cı´ syntaxi.
set expr ::
„{“ val1 „,“ . . . . „,“ valn „}“
| expr1 „in“ expr2 ;; sada zahrnujici tvrzenı´ (predika´t)
| expr1 „union“ expr2 ;; sada union
Sada (set) mu˚zˇe by´t definova´na vyjmenova´nı´m svy´ch parametru˚ uvnitrˇ slozˇeny´ch
za´vorek. Jednotlive´ elementy sady mohou by´t cˇı´sla nebo symbolicke´ konstanty. Union
opera´tor nabı´zı´ sdruzˇenı´ dvou sad. Jestlizˇe je kazˇdy´ argument cˇı´slem, nebo symbolickou
hodnotou, ktera´ je zahrnuta´ v sadeˇ, je pak nucen by´t unika´tnı´ sadou.
A.5 Stavove´ promeˇnne´ - VAR
• Deklarace stavovy´ch promeˇnny´ch je na´sledujı´cı´ formy:
na´zev promeˇnne´ : typ;
• Instanciace modulu˚ je mozˇno prova´deˇt jako:
– Instanciace synchronnı´
VAR
na´zev instance : na´zev modulu(params);
– Instanciace asynchronnı´
VAR
na´zev instance : process na´zev modulu(params);
Stav modelu je prˇirˇazenı´ urcˇite´ hodnoty sadeˇ ze stavove´ promeˇnne´. Promeˇnne´, neboli
instance modulu˚ jsou tedy deklarova´ny na´sledujı´cı´ notacı´:
decl :: „VAR“
atom1 „:“ type1 „;“
atom2 „:“ type2 „;“
...
Pro na´zornost uvedu konkre´tnı´ za´pis sekce VAR v modulu pojmenovane´m nazev modulu.
Je zde deklarova´na promeˇnna´ stav. Tato promeˇnna´ se mu˚zˇe nacha´zet v teˇchto prˇı´padech,
typech: S0, S1, S2, S3. Lze tedy videˇt, zˇe je mozˇne´ definovat pro konkre´tnı´ promeˇnnou vı´ce
mozˇny´ch typu˚. Mu˚zˇe se jednat takte´zˇ o Boolean hodnotu, skala´r, uzˇivatelem definovany´
modul, prˇı´padneˇ definovane´ pole.
MODULE nazev_modulu
VAR
stav: {S0, S1, S2, S3};
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A.6 ASSIGN deklarace - ASSIGN
• Soubor prˇirˇazenı´ tvaru:
stavova´ promeˇnna´ := vy´raz;
• Inicializace promeˇnne´ x se prova´dı´:
init(x) := 0;
• Urcˇenı´ hodnoty promeˇnne´ x v na´sledujı´cı´m stavu:
next(x) := x + 1;
– vy´raz mu˚zˇe by´t mnozˇina: nedeterministicke´ prˇirˇazenı´
• Prˇirˇazenı´ jsou prova´deˇna paralelneˇ, neza´lezˇı´ na porˇadı´ prˇirˇazovacı´ch prˇı´kazu˚.
• Musı´ existovat alesponˇ jedno konsistentnı´ usporˇa´da´nı´.
• Konsistentnı´ usporˇa´da´nı´ = referovat lze jen jizˇ drˇı´ve prˇirˇazenou, iniciovanou pro-
meˇnnou.
• V SMV nelze napsat neimplementovatelny´ model.
Assign deklarace ma´ tedy na´sledujı´cı´ formu:
decl :: „ASSIGN“
dest1 „:=“ expr1 „;“
dest2 „:=“ expr2 „;“
...
dest :: atom
| „init“ „(“ atom „)“
| „next“ „(“ atom „)“
...
Oznacˇenı´ atom oznacˇuje aktua´lnı´ ohodnocenı´ promeˇnne´. init(atom) oznacˇuje pocˇa´tecˇnı´
hodnotu a next(atom) oznacˇuje hodnotu promeˇnne´ v na´sledujı´cı´m stavu. V dalsˇı´ cˇa´sti je
uka´za´no, jak vypada´ ASSIGN deklarace konkre´tneˇ.
ASSIGN
init(barva_sem_1) := zel;
next(barva_sem_1) := cer;
init(barva_sem_2) := cer;
next(barva_sem_2) := zel;
.....
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V tomto prˇı´padeˇ jsme inicializovali barvu prvnı´ho semaforu na zelenou a barvu
druhe´ho semaforu na cˇervenou. V na´sledujı´cı´m stavu dosˇlo ke zmeˇneˇ barev. V prˇı´padeˇ
na´sledujı´cı´ho stavu je mozˇne´ pouzˇı´t i case vy´raz, jak mu˚zˇeme vı´deˇt da´le. Pocˇa´tecˇnı´ stav
bude nastaven na barvu cˇervenou a stav na´sledujı´cı´ bude nastaven na konkre´tnı´ barvu
podle splneˇnı´ dany´ch podmı´nek.
ASSIGN
init(barva) := cer;
next(barva) := case
barva = cer & dalsi_barva = cer : {cer_oran, cer};
barva = cero_ran : zel;
.....
esac;
A.7 DEFINE deklarace
Slouzˇı´ k definova´nı´ naprˇı´klad blizˇsˇı´ho popisu urcˇite´ho stavu. Prˇirˇazuje urcˇite´mu vy´razu
konkre´tnı´ symbol.
• Jedna´ se o soubor definic signa´lu˚ tvaru:
na´zev signa´lu := vy´raz;
• Signa´ly v SMV jsou nestavove´ promeˇnne´.
• Signa´ly v SMV nejsou staticky typovane´.
• Se´manticky´ check implementovatelnosti je podobny´ jako v ASSIGN.
DEFINE deklarace ma´ tedy na´sledujı´cı´ formu:
decl :: „DEFINE“
atom1 „:=“ expr1 „;“
atom2 „:=“ expr2 „;“
...
V prˇı´kladu mu˚zˇe vypadat definice naprˇı´klad takto:
DEFINE
x := (state = s2 | state = s5 | state = s9);
.....
Zde jednotlivy´m stavu˚m s2, s5 a s9 definujeme symbol x. Tohoto je mozˇno vyuzˇı´t
naprˇı´klad prˇi oveˇrˇova´nı´ vlastnosti ve specifikaci SPEC, ktera´ oveˇrˇuje, zda se mu˚zˇe syste´m
nacha´zet ve stavu oznacˇene´m x.
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A.8 SPEC deklarace
Sekce SPEC umozˇnˇuje zada´nı´ tempora´lnı´ch podmı´nek. Kazˇda´ tempora´lnı´ podmı´nka musı´
splnˇovat vsˇechna chova´nı´ syste´mu, tj. chova´nı´ ze vsˇech inicia´lnı´ch stavu˚. Na´stroj SMV
oveˇrˇuje, zda dana´ podmı´nka je, cˇi nenı´ splneˇna. V prˇı´padeˇ, zˇe by na´mi zadana´ podmı´nka
splneˇna nebyla, tak vra´tı´ protiprˇı´klad. Protiprˇı´klad bude navra´cen jen v prˇı´padeˇ, zˇe jej
lze vytvorˇit. Pokud bychom v sekci SPEC napsali vı´ce deklaracı´, tak je jejich za´pis bra´n
konjunktivneˇ. V prˇı´padeˇ, zˇe bychom zapisovali vlastnosti, ktere´ jsou spjate´ se stavo-
vy´mi promeˇnny´mi neˇktere´ho z modulu, tak se uva´deˇjı´ v ra´mci definice toho zmı´neˇne´ho
modulu. V modulu main se zapisujı´ vlastnosti globa´lnı´ho typu. Syntaxe specifikace je
na´sledujı´cı´:
decl :: „SPEC“ ctlform
CTL formule mu˚zˇe mı´t tuto syntaxi:
ctlform ::
expr ;; Boolean vy´raz
| „!“ ctlform ;; logicka´ negace
| ctlform1 „&“ ctlform2 ;; logicky´ and
| ctlform1 „|“ ctlform2 ;; logicky´ or
| ctlform1 „⇒“ ctlform2 ;; logicka´ implikace
| ctlform1 „⇔“ ctlform2 ;; logicka´ ekvivalence
| „E“ pathform ;; existencˇnı´ kvantifika´tor
| „A“ pathform ;; vsˇeobecny´ kvantifika´tor
Nynı´ na´m zby´va´ jizˇ jen definovat syntaxi formule cesty, neboli pathform:
pathform ::
„X“ ctlform ;; v dalsˇı´m stavu
„F“ ctlform ;; eventua´lneˇ
„G“ ctlform ;; globa´lneˇ
ctlform1 „U“ ctlform2 ;; dokud
Konkre´tnı´ za´pis specifikace mu˚zˇe vypadat na´sledovneˇ.
SPEC AG!(semafor1.barva = zel & semafor2.barva = zel)
