Abstract: The Markov Tree model is a discrete-time option pricing model that accounts for short-term memory of the underlying asset. In this work, we compare the empirical performance of the Markov Tree model against that of the Black-Scholes model and Heston's stochastic volatility model. Leveraging a total of five years of individual equity and index option data, and using three new methods for fitting the Markov Tree model, we find that the Markov Tree model makes smaller out-of-sample hedging errors than competing models. This comparison includes versions of Markov Tree and Black-Scholes models in which volatilities are strike-and maturity-dependent. Visualizing the errors over time, we find that the Markov Tree model yields more accurate and less risky single instrument hedges than Heston's stochastic volatility model. A statistical resampling method indicates that the Markov Tree model's superior hedging performance is due to its robustness with respect to noise in option data.
binomial tree model. In the binomial tree model, the underlying asset's log returns follow a random walk: at each time step, the asset flips the same biased coin to decide whether to increase or decrease.
In the MT model, the underlying asset's log returns follow a delayed random walk. There are two coins, a "+" coin and a "−" coin, each with potentially different biases and different associated increments. If the asset decreased (respectively, increased) in value at step n, then at step n + 1, we flip the "−" (respectively, "+") coin. The increment at step n + 1 thus depends on the identity of the coin that we flip at step n + 1, which itself depends on the result from step n. This first-order Markovian dependence on the past is what gives the MT model its name.
When we actually price an option using the MT model, we use an asymptotic approximation of the exact Markov tree price [2] . We do this because the approximation is both extremely accurate and orders of magnitude faster than computing prices with a large, discrete Markov tree. The MT asymptotic approximation formula we employ is a perturbation of the classical Black-Scholes formula [3] . We may view this perturbation as incorporating the effects of short-term memory in the underlying asset.
When researchers have sought to generalize the Black-Scholes model, a main focal point has been the assumption of constant volatility. Because volatility governs the dynamics of the underlying asset, if we assume it is constant, then it should not depend on option parameters such as strike price and expiration date. This logic is inconsistent with empirical observations such as the volatility smile. This has led to the development of stochastic volatility (SV) models, in which the volatility follows a stochastic process. Within this class of models, we focus our attention on the Heston model [4] , an SV model that admits a closed-form price.
In this paper, we use market data to conduct extensive tests of the MT model. The purpose of these tests is to answer the following central question: which feature is more important to include in an option pricing model, short-term memory of the underlying asset or stochastic volatility? In our view, the true test of an option pricing model is its out-of-sample hedging performance; this view is in line with recent work that details multiple advantages of hedging tests as compared with pricing tests [5] . Therefore, to answer the central question, we compare the out-of-sample hedging performance of the MT model against the Black-Scholes and Heston models. For consistency with the literature on empirical testing of option pricing models, we also compare in-sample and out-of-sample pricing results.
The MT model is one of several published models that account for memory in the underlying asset [6] [7] [8] [9] [10] [11] [12] [13] . Within this set of models, there are two reasons why the MT model is the simplest: (i) the model requires the estimation of only three parameters; and (ii) the MT model is fundamentally a discrete-time model, allowing us to bypass the technical difficulties of estimation and filtering for stochastic delay/functional differential equations. Increasing the complexity of the model may well enable better agreement with observed memory dynamics. To our knowledge, no option pricing model with memory has been subjected to large-scale empirical tests. It is statistically sound to begin the empirical investigation of such models by examining a relatively simple, parsimonious example, i.e., the MT model.
We are aware of the deep development of SV models. There are two reasons for choosing the Heston model as a representative SV model. First, the Heston model has already been subjected to pricing and hedging tests [14] [15] [16] [17] [18] [19] . Comparing MT-versus-Heston results with this literature, we can gauge how the MT model would perform against many other models. Second, the problem of fitting the Heston model to market data has received much more attention than the corresponding problem for other SV models. Using one of the established methods for fitting the Heston model, we are able to study the performance of this SV model on a large data set in a reasonable amount of time.
Summary of Present Work
In the present study, we use a large database of both individual equity options and index options to study the out-of-sample pricing and hedging performance of the MT, Heston, and Black-Scholes models.
We use two databases of historical option prices. In order to conduct these tests, we develop three new methods for fitting the MT model to data, a problem that we frame as a nonlinear regression problem. The first two regression methods we develop are, respectively, underconstrained and overconstrained least-squares methods. The third method is a robust regression method that uses a loss function that smoothly approximates the L 1 /absolute loss function.
Results
Our primary result is that using any of the three regression methods developed in this paper, the MT model yields better out-of-sample hedging performance than either the Black-Scholes or Heston models. This comparison includes the practitioner's version of the Black-Scholes model in which volatility is allowed to depend on option strike and maturity, as well as a version of the Black-Scholes model, often used in the empirical option pricing literature, in which volatility is independent of option strike and maturity.
For the overconstrained least-squares MT method, we analyze the regression residuals and show that they fit a generalized hyperbolic (GH) distribution with heavier-than-Gaussian tails. We then develop computational bootstrap procedures to better understand how the MT model is likely to perform in the future. Here we add noise to market option prices, either by sampling from the best-fit GH distribution or by resampling regression residuals, and we rerun our hedging tests using this simulated option data. Using both bootstrapping approaches, we compute the distribution of the difference between the absolute errors committed by the Heston and MT models. The results show that the MT model leads to more accurate and less risky hedges.
We conclude from these results that if one seeks to extend the Black-Scholes model, accounting for short-term memory of the underlying asset may be just as important as accounting for stochastic volatility.
Further insights obtained from this study are described in Section 9.
Prior Work
The literature on option pricing is vast and has been surveyed elsewhere [20] [21] [22] . We focus our attention on work that empirically tests the hedging performance of one or more of the models studied in this paper.
The MT and Black-Scholes models have been compared in prior work. The first test considered short-and mid-term European call options on six different stocks that were components of the CAC-40 index. Across 44 days of testing, the MT model outperformed the Black-Scholes model in out-of-sample pricing [1] . The second test considered American call options on 89 stocks that were components of the S&P 100 index. In 10 days of testing, the MT model outperformed the Black-Scholes model in aggregate out-of-sample pricing [2] .
Previous work on the MT model did not explore sufficiently the different methods for fitting the model to data, instead relying on ad hoc procedures based on historical volatilities [1, 2] . While these studies did consider genuine out-of-sample tests of pricing errors, the issue of hedging errors was left unaddressed. Prior work on the MT model compared its predictions only to those of the Black-Scholes model, leaving out comparisons to more sophisticated models such as SV models. Finally, the sample sizes of previous empirical studies of the MT model are much smaller than that of the present study.
A comparison of the hedging performance of the Black-Scholes, Heston, and Brigo-Mercurio models has been carried out [23] . The Brigo-Mercurio formula [24] is similar to the asymptotic approximation of the exact MT option price: both price a vanilla call option using a risk-neutral distribution that consists of a mixture of normals. However, the Brigo-Mercurio model differs from the MT model in one key aspect: it does not explicitly account for short-term memory of the underlying asset. Consequently, the variances of the mixture components in the Brigo-Mercurio model have no interaction with one another; each variance is a function of a distinct model parameter. In the MT model, the variances of both mixture components interact strongly with one another; each variance is a function of the same two model parameters. The Brigo-Mercurio model allows for an arbitrary number of mixture components, while the MT model allows for only two. When we restrict the Brigo-Mercurio model to two mixture components, the option price is a function of four model parameters [23] rather than three for the MT model [1] .
These differences may serve to explain why the particular Brigo-Mercurio model tested in earlier work showed poorer hedging performance than either the Black-Scholes or Heston models [23] . This contrasts sharply with the results presented in this paper.
The MT model is an example of a discrete-time Markov chain option pricing model. A recent study explores a continuous-time Markov chain model, including results on numerical simulation together with estimation of parameters [25] . As is typical in this literature, [25] avoids pursuing out-of-sample hedging performance and/or a large-scale empirical test using market prices of options.
Several authors have compared the hedging performance of stochastic volatility, jump diffusion, and Black-Scholes models [5, [26] [27] [28] [29] [30] [31] . While this literature does include comparisons between varieties of stochastic volatility models, it is important to note that none of these papers test constant volatility models that are more complex than Black-Scholes. The question of whether a constant volatility model might outperform stochastic volatility models in a large-scale (i.e., millions of options), out-of-sample hedging test has not been answered.
There does exist prior empirical work analyzing individual equity option data. One of the earliest such works [32] applies nonparametric tests to Chicago Board of Exchange (CBOE) individual equity option data to check for systematic differences between Black-Scholes and market prices. A later study [33] examines a nearly two-year span of CBOE option data on 10 stocks to test implications of the Hull-White stochastic volatility model [34] .
A more recent study analyzed market data for options written on the S&P 100 index and the stocks that form its 30 largest components [35] . Using 350,000 distinct option quotes (both calls and puts), this study examines the differences between implied risk neutral distributions for index and individual equity options. The effect of variables such as the price-to-earnings ratio and market capitalization on the skewness of implied risk neutral distributions has been studied using four years of end-of-week option data for 856 unique firms [36] -this data set comprises 67,910 distinct option quotes.
Multiple studies have used individual equity option data to analyze various models for the implied volatility smile [37] [38] [39] -these studies each use between 14,120 and 400,000 distinct option quotes.
In this paper, we analyze a data set that is an order of magnitude larger than the largest of the data sets we have seen mentioned in the literature. Furthermore, we compute hedging errors for individual equity options, unlike all prior studies we have reviewed that use market data for such options.
Option Pricing Models
For a given option, let K denote the strike price, T the time in years to expiration, r the risk-free rate of interest, and S 0 the spot price of the underlying asset. We denote the option price as a function of the form F (x, β), where x = [K, T, r, S 0 ] and β is a vector of model parameters that must be statistically estimated from data. Typically, these model parameters include one or more volatilities.
We define moneyness as m = S 0 /K, and maturity as the time to expiration in days. Let us now review three classes of models. All models that we discuss treat r as constant over the life of the option.
Black-Scholes
The underlying asset price S t at any time t is assumed to follow the SDE
where µ BS and σ BS are constants and W t is the standard Wiener process. The annualized volatility σ BS is assumed to be constant. The Black-Scholes European call option price is
where Φ is the standard normal cumulative distribution function. The Black-Scholes model is a one-parameter model with β BS = σ BS .
Heston
In Heston's stochastic volatility model, the underlying asset S t is governed by the coupled system
where v t is the instantaneous variance of the asset price, dW s t and dW v t are Wiener processes with correlation ρdt, θ is the long-term variance, κ is the rate at which v t reverts to θ, and ξ is the volatility of the volatility. The Heston model contains five parameters, i.e., β SV = (v 0 , ρ, θ, κ, ξ). The closed form
European call option price is [40] :
where
Markov Tree
For k ∈ {−1, 0, 1}, let Z k be a discrete random variable that achieves the outcomes {l k , −l k } with probabilities {q k , 1 − q k }. Then, as originally proposed [1] , the MT model assumes the underlying asset price S n follows the persistent (or delayed) random walk
Note that this process generalizes the random walk in the binomial option pricing model (BOPM).
In the BOPM, the increments of the process are independent and identically distributed (i.i.d.) samples of a fixed random variable, while in Equation (7), the increments of the process follow a first-order Markov chain. This process generates a risk-neutral probability mass function (pmf); using asymptotic analysis in an appropriate continuous-time limit, this pmf can be approximated closely by a mixture of normal densities, resulting in the following expression for the price of a European call option [2] :
for i ∈ {1, 2}. In this paper, we treat Equation (8) as the MT model's option price. The MT model is a three-parameter model with β MT = (σ, σ + , σ − ). The parameters q k , l k , σ 1 , and σ 2 that appear either in the stochastic process Equation (7) or on the right-hand sides of Equations (8) and (9) are all functions of the components of β MT -see Appendix A for detailed algebraic expressions of these quantities.
Regression
We now describe how we use market data to fit the three models described in Section 2. Let V Θ,i denote the column vector of all option prices associated with the symbol Θ on day i. Each row of V Θ,i corresponds to a particular option contract, and each such contract corresponds to a row vector of the form x Θ,i j = (K, T, r, S 0 ). Let X Θ,i denote the matrix obtained by stacking these row vectors vertically, i.e.,
where ν = |V Θ,i |, the length of V Θ,i . Let 1 ∈ R ν denote the column vector 1 = (1, 1, . . . , 1) † , where † denotes transpose. Then, once we fix the symbol Θ and the day i, the third and fourth columns of X
are, respectively, r1 and S 0 1; this is because the spot price of the underlying asset depends only on Θ and i, while the risk-free rate of interest depends only on i.
For the data matrix X Θ,i , and for each option pricing model F (x, β), we let F (X Θ,i , β) denote the result of applying F (x, β) to each row of X Θ,i :
. . .
We formulate the nonlinear regression problem
where Θ,i is a column vector of residuals. We now explain how special cases of Equation (10) can be used to fit-that is, determine the values of the regression coefficients β-for each of the option pricing models presented in Section 2.
3.1. Black-Scholes
The Black-Scholes model is a one-parameter model with β BS = σ BS . Our first method for finding β BS involves using the entire vector V Θ,i and the entire data matrix X. We set
yielding a volatility σ BS that is independent of strike and time to expiration. This is a commonly used approach in prior empirical studies [27, 30] .
Practitioner's Black-Scholes
In this second method, we find a different β BS for each row of X Θ,i V Θ,i :
Here [V Θ,i ] j denotes the j-th row of the vector V Θ,i . There is no error term , because Equation (12) To actually carry out the solution for both the overconstrained L 2 method and this method, we use the R function optimize, which combines golden section search and interpolation [41] .
Heston
Since β SV is five-dimensional, by analogy with linear regression problems, one does not expect the least-squares solution of Equation (10) to be unique unless V Θ,i contains at least 5 rows. Therefore, a commonly used technique is to take V Θ,i to be all available call option prices for symbol Θ and day i in a particular data set, so that the number of rows ν is always more than 5. The net effect of this is to compute an estimate β SV that is strike-and maturity-independent:
Here S = {(v 0 , θ, ρ, κ, ξ) ∈ R 5 | 0.05 < v 0 < 0.95, 0.05 < θ < 0.95, −0.9 < ρ < 0.9, 1 < κ < 6, 0.01 < ξ < 1.11}. Similar box constraints are often used in the literature [40] .
The main caveat of applying this procedure lies in the way Equation (13b) is computed. The analytical gradient of the objective function-specifically F SV -is not known, and numerically computed gradients are computationally expensive and inaccurate. This is because the evaluation of F SV requires the numerical computation of an oscillatory integral. For these reasons, derivative-free rather than gradient-based optimization techniques are used to solve for β [40, 42] . Two popular derivative-free techniques that are used to solve Equation (13b) for Heston's model are the Nelder-Mead algorithm [43, 44] and differential evolution [40] . Using artificially created option data from a set of known parameters, [40] shows that differential evolution outperforms other derivative-free optimization techniques. We choose the Nelder-Mead algorithm for two reasons. First, differential evolution requires a prohibitively large number of evaluations of the objective function to achieve reasonable accuracy for a large-scale empirical test. Second, our tests on a subsample of LIFFE option data reveal that using Nelder-Mead with 500 iterations results in better convergence than differential evolution. The specific implementation of the Nelder-Mead algorithm we use is provided by the R function optim [41] .
Markov Tree
We now describe three methods to fit the MT model to data. All three methods are implemented using gradient-based optimization, leveraging the smoothness of the MT model's option price with respect to the parameters β MT .
The first method we consider is analogous to the overconstrained procedures described above for the Black-Scholes model and Heston's stochastic volatility model. Using the full set of market option quotes for symbol Θ and day i, we formulate the regression problem and least-squares solution as
where 
adapted from the pseudo-Huber loss function ( [45] (p. 619)). With δ fixed, L(x) behaves for small x like the quadratic loss x 2 /(2δ), while for large x, L(x) behaves like the absolute loss |x|. In this way, L(x)
gains the absolute loss function's robustness with respect to outliers. At the same time, L(x) respects the property that for normally distributed errors (i.e., non-outliers), using the quadratic loss will yield a maximum likelihood estimate. More precisely, a Taylor series expansion of L(x) about x = 0 yields
Meanwhile, with δ fixed,
With this loss function, we can formulate an alternative solution to the regression problem Equation (14a), one in which we replace the squared error loss function with L(x):
where Θ,i;j is the j-th component of the Θ,i vector defined as in Equation (14a). The estimate β MT Θ,i computed in this way is strike-and maturity-independent. Unlike the L 1 or absolute loss function |x|, for all δ > 0 and for all x, L(x) is smooth, enabling us to use gradient-based optimization to solve Equation (16) . We view the resulting solution β MT Θ,i as a robust solution to the regression problem Equation (14a). In our work, we set δ = 0.01.
As in the practitioner's Black-Scholes method described in Section 3.1.2, we consider a special case of Equation (10) in which we use only one row of the data matrix X Θ,i and the corresponding row of the
Since β MT (j) is three-dimensional, the problem Equation (17) is underconstrained, i.e., the set
j , β)} is infinite. For this reason, we treat the nonlinear equation as a constraint, and solve the problem
where b = (0.5, 0.5, 0.5). This formulation gives a strike-and expiration-dependent set of MT volatilities. One can view this method as a practitioner's Markov Tree method.
Recall from Section 2.3 that the parameter vector β MT can be used to calculate three risk-neutral
For all index options considered in this study, when we find the solution (18) and insert it into (17), the residual error is zero to machine precision. We also find that β MT Θ,i;j ∈ Q, i.e., the q k 's are valid probabilities. For approximately 10 3 individual equity options considered in this study, solving Equation (18) results
For only these options, we solve the following problem instead of Equation (18):
In practice, this produces solutions that satisfy both the F j and Q constraints.
Implementation Details
To obtain either of the overconstrained solutions (14b) or (16), we use the L-BFGS-B algorithm [46] . This is a quasi-Newton solver that uses a limited memory (L) version of the BFGS update formula, while also handling box constraints (B). Our use of a quasi-Newton solver means that we avoid calculating the exact Hessian of the objective function. The L-BFGS-B implementation we use is built into the optim command in R [41] .
To obtain either of the underconstrained solutions (18) or (19), we use the package nloptr [47] , an R interface to the nlopt package [48] . Specifically, we use this package's implementation of an augmented Lagrangian method [49, 50] .
For all of the codes/algorithms just mentioned, we pass user-defined functions that use exact formulas to compute the gradient of the MT option price F MT with respect to β MT . This gradient is given in detail in Appendix B.
For the overconstrained methods, our results show that at a computed optimum β MT , the gradient of the objective function is near zero. We also find that either the Hessian at the optimum is positive definite, or the computed optimum lies on the boundary of the feasible set B.
For the underconstrained methods, we rely on the optimization algorithm to single out a unique element of the feasible set. That is, we are less interested in whether the algorithm converges to a local minimum, and more interested in how well the constraints are satisfied. In all of our tests, the solution of either Equation (18) or Equation (19) yields (i) valid risk-neutral probabilities {q k } 1 k=−1 and (ii) residual errors in Equation (17) that are zero to at least four decimal places, sufficient for the purposes of this study.
Tests
In the previous section, we described six procedures for fitting an option pricing model to market data: two Black-Scholes procedures, one stochastic volatility procedure, and three MT procedures. All six procedures can be viewed as special cases of Equation (10). When we evaluate Equation (10) at the optimized value β = β Θ,i , the resulting value of Θ,i will be referred to as the in-sample pricing error.
Out-of-Sample Pricing Error
Having computed β Θ,i , we use this vector of regression coefficients to price options on the symbol Θ on day i + 1. This leads to the one day out-of-sample pricing error
Note that V Θ,i+1 consists of all available call option prices in our data set for day i + 1 and symbol Θ.
The data matrix X Θ,i+1 is such that the risk-free interest rate and spot prices are current as of day i + 1, while the strikes and the expiration dates are read from the call option contracts available on day i + 1 for symbol Θ.
Out-of-Sample Hedging Error
Hedging is the process of creating a risk-free portfolio consisting of risky assets. Owing to transaction costs and other financial considerations, a simple and practical form of such a portfolio is one that uses the minimum number of financial instruments [27] . Hedging with a portfolio consisting only of an option and shares of its underlying asset is commonly referred to as single instrument hedging.
Consider a portfolio created by selling one call option at the price V K,T Θ,i and buying n shares of its underlying asset at the price of S 0 per share. The residual cash obtained through this transaction at time
The value of this portfolio depends on the market price of the call option and the market price of its underlying asset. A change in the price of the underlying asset at time t = ∆t leads to a change in the call option price and the value of the portfolio. We seek a portfolio whose value is insensitive to small changes in the underlying asset price. For the BS and MT models, this can be achieved by choosing n such that
Approximating the market price V
With this n, the portfolio described above with value π K,T Θ,i is often called a delta neutral portfolio. For the MT model, we report the exact forms of n in Appendix C. Since the only stochastic term in the Black-Scholes and MT models is the underlying asset price, for these models, a delta neutral portfolio can be created using a single option and its underlying asset. This cannot be done for a stochastic volatility model, as both the underlying asset price and volatility are stochastic. Therefore, for Heston's model, and for a portfolio consisting of a call option and shares of its underlying asset, we choose n such that the variance of the portfolio is minimized [27] . This is called a minimum variance hedge.
To evaluate the hedging performance of different models, we first construct a risk-free portfolio at time t = 0 (day i) consisting of an option (with strike K and time to expiration T ) and n shares of its underlying asset (with symbol Θ). To calculate this n, we use Equation (21) with β computed using data on day i − 1. We invest the residual cash generated into a risk-free bond maturing at time t = ∆t on day i + 1. We assess the value of the stock and option at time t = ∆t (day i + 1) by closing the portfolio, thereby generating a cash value of nS ∆t − V
. Maturity of the bond generates another π K,T Θ,i e r i ∆t on day i + 1. The hedging error of this self-financed portfolio created on day i and liquidated on day i + 1 is then H
5. Data
LIFFE Paris Individual Equity Options
Market data on electronically traded LIFFE option contracts was obtained from LIFFE, prior to LIFFE's acquisition first by Euronext and then NYSE. To keep the analysis feasible, we consider only the subset of the data consisting of all LIFFE Paris Equity Options traded between 18 September 2009 and 18 June 2012, encompassing 707 trading days. To further reduce the size of the data set, we only consider call options traded within this period, leaving 7,361,451 unique options. We then apply standard filtering techniques to improve the fitting process for all models, and to remove the bias involved in pricing options with very low trading volume [5] . Specifically, we remove from our data set
• short-term options, i.e., options with maturity strictly less than seven trading days, • deep in-the-money options (with moneyness S 0 /K ≥ 1.4), and • deep out-of-the-money options (with moneyness S 0 /K ≤ 0.8), leaving us with 3,483,461 call options in the LIFFE data set. We denote this data set by LIFFE118, since there are options on 118 distinct stocks. The number of unique options in the LIFFE118 data set is approximately 100 times greater than the number of options analyzed in prior empirical hedging studies [26, 27, 51] . Table 1 . For each data set (labeled in boldface), we give the number of options (integer to the left of the semicolon) and their average market price (decimal to the right of the semicolon), binned by moneyness and/or maturity. Rows show different categories of moneyness m = S 0 /K, and columns separate options by maturity (time to expiration in days). Market prices for LIFFE and SPX options are in Euros (e) and USD ($), respectively. For this data set, the option price that we use is the LIFFE settlement price. Settlement prices are determined using the trade-weighted average market value of the option together with a number of technical considerations spelled out in LIFFE guidelines [52] . Using these settlement prices avoids well-known pitfalls associated with daily closing prices [32] .
We analyze two versions of the LIFFE data set. The first, LIFFE118, has been described above. The second, denoted by LIFFE25, is the subset of LIFFE data comprising options on 25 non-dividend-paying stocks. In the top half of Table 1 , we bin options in the LIFFE118 and LIFFE25 data sets by moneyness and/or maturity, and we report both the number of options (integer to the left of the semicolon) and the average market price (decimal to the right of the semicolon) of all options in each bin. Market prices are given in Euros (e). Note that, for all moneyness-maturity categories, the average price of options on stocks that do not offer dividends is smaller than the average price of all options.
SPX Options
CBOE market data on traditional European style options on the S&P 500 index for 2009 and 2010 is available from http://www.deltaneutral.com. Options on the S&P 500 index have been considered in empirical studies before [26, 27, 29] and are known to be the benchmark options to test European option pricing models [26, 32] . Again, we follow standard filtering techniques [5] ; after removing all put options, we further remove
• short-term options, i.e., options with maturity strictly less than seven trading days, • deep in-the-money options (with moneyness S 0 /K ≥ 1.3),
• deep out-of-the money options (with moneyness S 0 /K ≤ 0.8), and • options with zero trading volume, leaving us with an overall SPX data set made up of 5683 call options for 2009, and 14,367 call options for 2010. This data set consists of bid and ask prices; following standard convention [5, 27] , we take the midpoint of the bid and ask prices to be the the market option price.
For our analysis, we group SPX options by calendar year into the subsets SPX09 and SPX10. In the bottom half of Table 1 , we bin options in the SPX09 and SPX10 data sets by moneyness and/or maturity, and we report both the number of options (integer to the left of the semicolon) and the average market price (decimal to the right of the semicolon) of all options in each bin. Market prices are given in USD ($). Note that, after filtering, there are no options with maturity exceeding 180 days (i.e., long-term options) in 2010.
Interest Rates
We use 90-day LIBOR rates as our proxy for the risk-free rate of interest. The risk-free rate for any option contract dated in any given month is taken to be the 90-day LIBOR rate at the beginning of the corresponding month.
Hedging Results
In this section, we present out-of-sample hedging results on the four data sets described in Section 5: LIFFE118, LIFFE25, SPX09, and SPX10. Our primary result is that, when applied to any of these data sets, the three different versions of the MT model described in Section 3.3 all lead to smaller out-of-sample hedging errors than either Heston's model or the Black-Scholes model.
All entries of Table 2 are computed in the following way. First, we compute the out-of-sample hedging error for each option in the indicated data set. We then bin options into moneyness-maturity categories. We include "Overall" bins that denote either all options, options binned only by moneyness, or options binned only by maturity. Finally, we calculate the mean absolute error in each bin. All LIFFE errors are in Euros (e), while all SPX errors are in US dollars ($).
Note that an option must exist in our data set on three consecutive days in order to calculate the hedging errors using the practitioner's methods; for the overconstrained methods, the option must exist for two consecutive days. Table 2 . For each of six models and four data sets (given in boldface), we provide out-of-sample hedging errors binned by moneyness and maturity. Rows and columns separate options by moneyness (m = S 0 /K) and maturity (time to expiration in days), respectively. Errors for LIFFE and SPX options are in Euros (e) and USD ($), respectively. The results are discussed in detail in Section 6.1 (top half) and Section 6.2 (bottom half).
Black-Scholes
Markov In the top half of Table 2 , we compare the overconstrained L 2 Black-Scholes method from Section 3.1.1, Heston's stochastic volatility model-also fit using an overconstrained L 2 loss function (13b), and the MT model using the overconstrained L 2 fitting procedure from Section 3.3.1.
Across all four data sets, the MT model's hedging error in almost all moneyness-maturity categories is smaller than that of the other models. On the entire LIFFE118 data set, the MT model's overall hedging errors are 41.88% lower than that of Heston's model, and 301.7% lower than that of the Black-Scholes model. Applied to LIFFE25 data, the MT model's overall hedging errors are 41.32% and 296.84% lower than for Heston There are several insights that we obtain from these results. First, the out-of-sample pricing performance is not indicative of the out-of-sample hedging performance of an option pricing model. Second, among all the performance metrics considered, the hedging errors seem to be least affected by not accounting for the dividends in the option pricing models-this is indicated by the consistency of the hedging results across Table 2 . The MT model, in particular, performs consistently well regardless of whether the option's underlying asset pays a dividend.
We note another consistent trend in the top half of Table 2 . For the MT model, if we bin errors only by maturity, then short-term options (those with maturity less than 60 days) are hedged best; similarly, if we bin errors only by moneyness, then the most out-of-the-money options (those with m < 0.94) are hedged best.
Next, we visualize and assess hedging errors in a different way. For a given stock symbol Θ and a given day i, we sum the raw hedging errors due to all different options available on day i on the underlying asset Θ. This gives a hedging error for symbol Θ on day i. We sum over Θ, and thereby obtain a time series of market hedging errors. As there are four data sets, we obtain four time series for each of the three models that were tested. In Figure 1 , we plot these four time series for Heston's model (blue) and the MT model (red). The time series for the Black-Scholes model is omitted, because it increases the vertical scale of the plot to an extent that we miss details in the blue and red curves. Note also that in the fourth plot showing daily SPX10 hedging errors, the horizontal axis starts at May 2010-this is because, after filtering, there were no SPX options remaining in our data set from January 2010 until this date.
Apart from showing that the MT model outperforms Heston's model, these plots also reveal how the model's hedging errors vary on a daily basis. This variation has not been plotted before, even in large-scale empirical studies.
We present the following facts, which quantify trends that can be observed by examining the plots:
• The red curves are usually enveloped by the blue curves. For the four time series, the MT model's hedging errors are smaller in magnitude than those made by Heston's model with empirical probabilities between 0.76 and 0.85.
• When the blue curve has a larger error, it is usually much larger than the corresponding error for the red curve; when the red curve has a larger error, it is usually very close to the blue curve. For the LIFFE118 and LIFFE25 data sets, averaged over the days on which the MT model makes smaller-in-magnitude hedging errors, the MT model beats 
Out-of-Sample Hedging Errors for Practitioner's/Robust Models
Next, in the bottom half of Table 2 , we compare the practitioner's Black-Scholes method from Section 3.1.2 against the two alternative methods for fitting the MT model: the robust method from Section 3.3.2, and the practitioner's method from Section 3.3.3.
We see that the practitioner's MT method gives markedly better hedging results than the practitioner's Black-Scholes method. Specifically, the overall errors for the practitioner's MT method are 78%, 78%, 49% and 45% less than those of the practitioner's Black-Scholes model for, respectively, each of the four data sets. The out-of-sample pricing results did not indicate this to us, again showing the value of out-of-sample hedging tests. Note also that the practitioner's MT method performs equally well for options on dividend-paying (LIFFE118) and non-dividend-paying (LIFFE25) underlying assets.
Looking at the results in each bin, we see that for the LIFFE data sets, the practitioner's MT method outperforms the practitioner's Black-Scholes method for nearly all moneyness-maturity categories. For the SPX data set, the practitioner's MT method has far smaller errors than the practitioner's Black-Scholes method for options that are at-the-money or in-the-money. For options that are out-of-the-money, both methods yield comparable results.
Comparing these out-of-sample hedging results against those in the top half of Table 2 , we reach the following conclusions:
• The overall hedging errors for the overconstrained L 2 MT method and the robust MT method are greater than the overall hedging errors for the practitioner's MT method by 10.65% and 9.69%, respectively, for 2009 SPX options, and 29.34% and 27.38%, respectively, for 2010 SPX options. For both LIFFE data sets, the practitioner's MT method makes overall errors that are between 15.6% and 16.5% smaller than with either of the overconstrained methods. These results also show that the practitioner's MT method produces the least out-of-sample hedging errors across all data sets, not just overall, but in each individual moneyness-maturity bin. Analogous to what we found in the out-of-sample pricing results, we find that for those whose sole objective is to minimize out-of-sample hedging errors, the practitioner's MT method is the best of the three MT methods.
• On each of the four data sets, the practitioner's MT method produces substantially smaller out-of-sample hedging errors than Heston's model. This is true not only for overall errors, but also in each individual moneyness-maturity category. In other words, allowing the volatility to be strike-and maturity-dependent reduces the out-of-sample pricing errors, but this reduction does not carry over to out-of-sample hedging errors. This result extends earlier findings in which the Black-Scholes volatility was allowed to depend on each moneyness-maturity category [27] .
Bootstrap Analysis of Hedging Errors
To better understand the superior hedging results displayed by the MT model in Section 6, we conduct a bootstrap analysis. The purpose of the bootstrap analysis is to answer the following question: if market prices of options had been different, how would the MT model have performed? The bootstrap analysis relies on statistical simulation of option prices, which we perform using generalized hyperbolic distributions that fit in-sample regression residuals.
In this section, we restrict our attention to the SPX data set, enabling us to run a reasonable number of simulations. In what follows, the underlying asset Θ will be the S&P 500 index, rather than an individual equity.
In-Sample Error Analysis
In order to statistically simulate option prices, we use our already computed regression residuals to develop error distributions. In Section 7.2, we will use these distributions in a bootstrap analysis.
While fitting the regression model as in Equation (10), we obtain the residual vector Θ,i for each day i. When we use the overconstrained L 2 method from Section 3.3.1, the regression is performed under the assumption that the residuals are (i) independent of option strike and maturity; and (ii) to exploratory data analysis. Using expectation maximization, we then fit a generalized hyperbolic distribution (GHD) to both sets of samples. We fit a GHD for three reasons. First, the GHD has been used with success in finance where heavier-than-normal tails arise [53] . Second, the GHD includes, as special cases, other distributions of interest: hyperbolic, normal inverse Gaussian, variance gamma, student t, and normal. This property of the GHD enables us to perform likelihood ratio tests. Third, the best fit GHD is a very good match for the kernel density estimates of E 2009 and E 2010 -see Figure 2 . Figure 2 . We plot estimated probability density functions (pdf) of the regression errors of the overconstrained L 2 Markov Tree method applied to the SPX09 (left) and SPX10 (right) data sets. Solid (red) curves show kernel density estimates (KDE), and dashed (blue) curves show the generalized hyperbolic (GH) pdf using the best fit parameters from Table 3 .
Using a five-dimensional parametrization ( [54] (section 4.2)) of the GHD, we give the best fit parameters for E 2009 and E 2010 in Table 3 .
We employ likelihood ratio tests and AIC model selection to test the error distribution. For the samples of E 2009 , the likelihood ratio tests reject the hypothesis that the true underlying asset's distribution belongs to four of the five special cases of the GHD mentioned above-the exception is the normal inverse Gaussian distribution, with a p-value of 0.05. For the samples of E 2010 , the likelihood ratio test rejects the hypothesis that the true underlying asset's distribution belongs to any of the five special cases of the GHD mentioned above. For both E 2009 and E 2010 samples, AIC model selection criteria also selects GHD as the best model for the 2010 errors. Taken together, these exploratory results indicate that the GHD, rather than any of the five special cases we tested, is a good fit for the residuals from 2009 and 2010. Note that the tail decay in the GHD is given by |x| a e mx , where a = λ − 1 and m differs for the left and right tails. The best-fit GH distributions are inconsistent with the assumption that the error in Equation (14a) is normally distributed. If does have heavier-than-normal tails, then the least-squares solution Equation (14b) will not be the maximum likelihood estimator of β in Equation (14a). This opens the door to a host of robust regression procedures for estimating β. The robust MT solution (16) we have proposed does perform marginally better than the L 2 method in terms of overall errors. At the same time, the GHD error analysis indicates that a robust regression method tailored to the MT model may yield even better results.
MT Model Performance: Resampled Regression Coefficients
Let j be a fixed day in either 2009 or 2010, and let e Θ,j denote a vector of samples from the GHD using the best fit parameters from Table 3 for the appropriate year. We assume e Θ,j has the same number of components as V Θ,j in Equation (10), i.e., the number of available call options for underlying asset Θ on day j. Let β Θ,j denote the MT regression coefficients computed using (14b) for underlying asset Θ on day j. Then define the vector V Θ,j of simulated option prices by
By comparison with Equation (10), we see that if and e have the same distribution, then V and V have the same distribution as well. We now use V Θ,j in place of the market prices V Θ,j in Equation (14a) and obtain a new set of regression coefficients β Θ,j using Equation (14b). Using the coefficients β Θ,j on day j = i − 1, we compute out-of-sample hedging errors using a self-financed portfolio created on day i and liquidated on day i + 1 as in Section 4.2. Repeating this procedure 50 times, and aggregating the data across each year, In Figure 3 we show kernel density estimates of τ y for y = 2009 and y = 2010. The significant asymmetry present in both years' density plots indicate that the MT model's superior hedging performance persists even when market prices differ from historical market prices. Table 4 . The deciles show that the potential downside of the MT model is much smaller than its potential upside; for the 21%-24% of SPX options that are hedged better using Heston's model, the improvement offered by Heston's model is slight.
Finally, we note that we have run this entire resampling procedure again, but with e Θ,j denoting a vector of samples drawn uniformly with replacement from the collection of all in-sample residual error vectors Θ,i , i.e., the vectors used above to fit the GHD distributions. Using this bootstrapping approach, when we compute the deciles of τ y , we find values that agree to two decimal places with the values in Table 4 . Unlike a perturbative analysis, the samples e Θ,j may be quite large, whether they are drawn from a GHD distribution with heavier-than-Gaussian tails, or drawn using the bootstrapping approach. Overall, the performance of the MT model in both types of tests indicates its robustness with respect to noisy option prices. Table 4 . We tabulate the deciles of τ y = |H 
Pricing Results
For the sake of consistency with the empirical finance literature, we include in-sample and out-of-sample pricing results for the six models and four data sets considered in this paper. Our main conclusion from this section is that neither in-sample nor out-of-sample pricing results are predictive of hedging results. Many of the empirical studies cited in Section 1 may benefit from reexamination in light of this finding.
In-Sample Pricing Errors
In Table 5 , we present in-sample pricing results for the three overconstrained L 2 models. Overall, the in-sample results show that the optimization methods we have used produce reasonable values for the regression coefficients β. The general trend of the in-sample results is that, among the overconstrained methods, Heston's model does the best job of minimizing regression residuals. As Heston's model contains five parameters, two more than the MT model and four more than the Black-Scholes model, this result is not surprising. See Table 6 for the robust MT method's in-sample errors. While the regression residuals themselves are not substantially different than those obtained from the overconstrained L 2 MT method (see Table 5 ), the β's that we obtain from the robust MT method are truly different than those obtained via other procedures. We omit from Table 6 the in-sample errors for the two practitioner's methods: in these cases, the regression residuals are zero to four decimal places, as expected. Table 5 . For each of four data sets (in boldface), we present in-sample pricing errors for the three models studied in Section 6.1: the Black-Scholes model, the MT model, and Heston's model. All three models are fit to data using overconstrained L 2 regression procedures.
The out-of-sample pricing errors corresponding to these tables are given in Table 7 . This table corresponds to the discussion of in-sample errors in Section 8. Table 6 . For each of four data sets (in boldface), we present in-sample pricing errors for the robust MT method that utilizes the pseudo-Huber loss function. The out-of-sample pricing errors corresponding to these tables are given in Table 7 in the manuscript. This table corresponds to the discussion of in-sample errors in Section 8.1. Table 7 shows out-of-sample pricing errors for each of the four data sets described earlier. All entries of Table 7 are computed in the following way. First, we compute the out-of-sample pricing error for each option in the indicated data set. We then bin options into moneyness-maturity categories. We include "Overall" bins that denote either all options, options binned only by moneyness, or options binned only by maturity. Finally, we calculate the mean absolute error in each bin. All LIFFE errors are in Euros (e), while all SPX errors are in US dollars ($).
Examining the results in the top half of the table, we learn that for LIFFE options, regardless of whether the underlying asset pays a dividend, Heston's model gives smaller overall errors than either the Black-Scholes or MT models. We also see that for SPX options from either 2009 or 2010, the MT model's overall errors are the smallest. We see a clear difference in model performance between index and individual equity options, justifying the inclusion of both data sets in this work.
Looking at the results in the top half of the table in more detail, we see:
• For the entire LIFFE data set that includes dividend-paying underlying assets (LIFFE118), Heston's model does not outperform the MT model in all moneyness-maturity bins. However, if we examine only the LIFFE data for options on non-dividend-paying underlying assets (LIFFE25), Heston's model has substantially smaller out-of-sample pricing errors than the MT model in all bins.
• For the LIFFE118 data set, the overall out-of-sample pricing errors for Heston's model are 22%
and 7% less than for the Black-Scholes and MT models, respectively. For the LIFFE25 data set, the overall out-of-sample pricing errors for Heston's model are 49% and 38% less than for the Black-Scholes and MT models, respectively. Finally, Heston's model does not possess the best overall errors for SPX options, and in this case the underlying asset does pay dividends.
Putting these results together, we see that the performance of Heston's model differs for options on dividend-paying versus non-dividend-paying underlying assets.
• For the two LIFFE data sets, the MT model has a smaller out-of-sample pricing error than the Black-Scholes model in every moneyness-maturity bin. For the SPX data sets, the MT model has a smaller out-of-sample pricing error than the Black-Scholes model in most moneyness-maturity bins. This confirms and substantially extends prior results on the superiority of the MT model to the Black-Scholes model [1, 2] .
In the bottom half of Table 7 , we present out-of-sample pricing errors for the practitioner's Black-Scholes method, the robust MT method, and the practitioner's MT method. The main finding here is that the practitioner's MT method's performance is very close to that of the practitioner's Black-Scholes method. In many bins, the practitioner's MT method gives errors that are smaller by a few cents, but never by a large margin. At the same time, both practitioner's methods clearly outperform the robust MT method. Table 7 . For each of six models and four data sets (given in boldface), we provide out-of-sample pricing errors binned by moneyness and maturity. Rows and columns separate options by moneyness (m = S 0 /K) and maturity (time to expiration in days), respectively. Errors for LIFFE and SPX options are in Euros (e) and USD ($), respectively. The results are discussed in detail in Section 8.2. Comparing these out-of-sample pricing results against those in the top half of Table 7 , we reach the following conclusions:
• Across all four data sets, the practitioner's MT scheme clearly outperforms both the robust MT method as well as the overconstrained L 2 method for the MT model. This is true not only for overall errors, but is also true for nearly every moneyness-maturity category. While strike-and maturity-dependent volatilities are inconsistent with the assumptions in the MT stochastic model, they do lead to the smallest out-of-sample errors. For those whose sole objective is to minimize out-of-sample pricing errors, the practitioner's MT method is the best of the three MT methods.
• On each of the four data sets, the practitioner's MT method makes significantly smaller out-of-sample pricing errors than Heston's model. This is true not only for overall errors, but also in each individual moneyness-maturity category.
• Between the two overconstrained methods for fitting the MT model, the robust method has smaller overall errors on the LIFFE data sets and on the 2010 SPX data set, while the L 2 method has smaller overall errors on the 2009 SPX data set. For LIFFE options, if we focus our attention on short-and medium-term options, the robust method performs noticeably better than the L 2 method; the L 2 method is the superior method for long-term options. These statements do not carry over to the SPX data set, indicating again the difference between tests for individual equity options and index options.
Conclusions
Because the MT model consistently yields the least out-of-sample hedging errors, in overall categories and in almost all moneyness-maturity bins, the MT model should be considered a viable alternative to established models such as Heston's model and the Black-Scholes model.
The MT model achieves its superior hedging performance with two fewer regression coefficients than Heston's model. While the in-sample pricing errors decrease as a function of model complexity, the out-of-sample hedging errors are minimized by a model with three parameters (MT) rather than five (Heston) , implying that Heston's model overfits the data.
We found that Heston's model prices options more accurately when the option's underlying asset pays no dividend. This contrasts with the MT model, which hedges equally well for options on dividend-paying and non-dividend-paying assets.
Suppose we take the point of view that Heston's model is not the best stochastic volatility model. We can still conclude that accounting for short-term memory in the underlying asset process-even in the simple, discrete-time setting of the MT model-yields significant reductions in out-of-sample hedging errors. This conclusion can be applied to any model. For instance, one could build short-term memory of the underlying asset into a sophisticated stochastic volatility model, thereby producing a model that may be superior to the MT model considered here.
Among all the methods we considered, the practitioner's MT method makes the smallest out-of-sample pricing and hedging errors. This procedures allows the MT model parameters to depend on an option's strike and maturity, leading to an increase in the number of effective model parameters, and escaping the assumptions/constraints of the underlying asset process (7) . Therefore, the practitioner's MT method is the method of choice for those who seek to minimize errors leaving other considerations aside.
This procedure of applying the previous day's strike/maturity-dependent implied parameters to pricing or hedging tasks on the current day could, in principle, be carried out for any option pricing model, including Heston's stochastic volatility model. However, our study shows that while this procedure leads to substantial improvements in out-of-sample pricing for both the Black-Scholes and MT models, it does not improve both models' hedging performance equally. The practitioner's MT model makes much smaller out-of-sample hedging errors than the practitioner's Black-Scholes model.
Four of the methods we considered do not allow model parameters to depend on an option's strike and maturity. Among these methods, the robust MT method makes the smallest out-of-sample hedging errors, at practically no additional computational cost compared to the overconstrained L 2 MT method.
Compared to the practitioner's MT method, the robust MT method sacrifices performance for parsimony. The particular loss function (15) we considered is one of many robust loss functions that can be used; our results showing that the regression residuals follow a distribution with heavier-than-Gaussian tails indicate that some robust regression technique for fitting the MT model may yield a much larger improvement over the L 2 method.
One of the advantages of considering a data set that spans several years is that one can assess long-term trends in model performance. Over the period of time we considered, Heston's model produces hedges that, on a daily basis, are less consistent and hence riskier than the hedges produced by the MT model. This conclusion, which stems from fine-grained results displayed in Figure 1 and discussed in Section 6.1, are important from a risk management perspective. We prefer a model that is consistently wrong by a small amount to a model that is wildly inconsistent, even if it is occasionally more accurate. An overly narrow focus on errors averaged across time obfuscates this point.
Option prices themselves are themselves uncertain. We used bootstrapping to quantify how the uncertainty in option prices is propagated to the regression coefficients. What we found is that the MT model achieves better hedges than Heston's model, even with noisy regression coefficients that are estimated from option prices with generalized hyperbolic noise. This is a rigorous test of the MT model's performance, indicating again its consistency.
There are other insights that we take away from our analysis of the data. Regarding the general methods by which option pricing models are tested, we found that pricing errors by themselves are not indicative of the out-of-sample hedging errors committed by any of the three models: Black-Scholes, Heston, or MT. In a similar vein, the results obtained by analyzing S&P 500 index options do not by themselves indicate what happens when we analyze LIFFE individual equity options. Overall, the large volume of data we have analyzed has led to more conclusive insights into the MT model than would have been possible with smaller data sets. Given the results obtained here, we welcome further large-scale testing of the MT model. 
Using Equation (8), we express F MT (x, β MT ) as Note that x 1 , . . . , x 4 are given in Equation (9) We also know that ∂l 1 /∂σ + = √ ∆t and ∂l −1 /∂σ − = √ ∆t. To completely specify the partials of µ 1,2 with respect to l −1,1 we only need the partials of the tree probabilities q −1,1 with respect to σ ± .
We calculate: ∂q −1,1 ∂σ ± = − √ ∆te σ ± √ ∆t e r∆t − 2e 
