The x-ray mass-attenuation coefficient of copper was measured at 108 energies between 5 and 20 keV using synchrotron radiation. The measurements are accurate to between 0.09 and 4.5 %, with most measurements being accurate to better than 0.12%. The imaginary component of the form factor of copper was also determined after subtracting the attenuation contribution due to scattering. Measurements were made over an extended range of experimental parameter space, allowing us to correct for several systematic errors present in the data. These results represent the most extensive and accurate dataset of their type for copper in the literature and include the important and widely studied region of the K-edge and x-ray absorption fine structure. The results are compared with current theoretical tabulations as well as previous experimental measurements and expose inadequacies in both.
I. INTRODUCTION
X-ray attenuation is widely used to investigate everything from broken bones ͓1͔ to the structure of atoms ͓2͔. Direct measurements of the attenuation coefficient can be used to investigate the bonding and local structure of materials as in x-ray absorption fine structure ͑XAFS͒ and near-edge structure ͓3͔. Secondary processes such as Auger electron emission and fluorescence radiation are also also used to investigate biological, molecular, surface and solid state properties ͓4,5͔. The diverse range of physical processes involved in x-ray attenuation are reflected in the many techniques it has spawned. The x-ray mass-attenuation coefficient and form factor can be calculated using atomic wave functions and quantum electrodynamics. High-accuracy experimental measurements of the mass-attenuation coefficient provide a critical test for these theoretical approaches. The two theoretical tabulations of x-ray form factors and mass-attenuation coefficient s recommended by the National Institute of Standards and Technology ͑NIST͒ are FFAST ͓6,7͔ and XCOM ͓8͔. Significant discrepancies exist between the two tabulations, particularly in the region of absorption edges ͓9͔. Additionally, previous high-accuracy absolute measurements of the massattenuation coefficient have been discrepant from both tabulations by up to 10% ͓9-12͔.
There have been numerous previous measurements of the x-ray mass-attenuation coefficient of copper using a variety of techniques and x-ray sources over a wide range of energies. Many of these measurements were published without estimates of their uncertainties, but of those that did include such estimates, most reported experimental uncertainties in the 0.5 to 3 % range ͑see Table I͒. Figure 1 plots all the measurements of copper available to us that included uncertainty estimates in the energy range of interest. Table I summarizes the details of these experiments, including the x-ray source, energy range, and reported accuracy. The measurements disagree with one another by up to 20% and ten standard deviations.
The most accurate previous determination of the massattenuation coefficient of copper was that of Chantler et al. ͓13͔ which covers 84 energies between 8.9 and 20 keV. It is instructive to compare the results of the Chantler dataset with the five datasets from Table I which include more than two measurements between 8.9 and 20 keV. Only one of those five datasets, that of Murty et al. ͓14͔, agrees with Chantler et al. to within two standard deviations, and significant discrepancies exist between the Chantler dataset and the remaining four. The strong disagreement between different experimental determinations of the mass-attenuation coefficient indicates the presence of unquantified systematic errors and an underestimation of experimental error bars.
Frustrated by discrepancies between reported values of the x-ray mass-attenuation coefficient, the International * chantler@unimelb.edu.au Union of Crystallography inaugurated the X-ray Attenuation Project. The aim of this project was to establish reliable and accurate techniques for measuring the x-ray mass-attenuation coefficient that "minimize systematic error" ͓27,28͔. One of their conclusions was that "systematic errors are present in tables which are based on experimental data" and pointed to harmonic contamination, detector effects such as dead time, and excessive beam divergence as possible culprits ͓27͔.
Although systematic errors can be reduced by careful consideration of the experimental setup, they cannot be completely eliminated. The effect of systematic contributions to experimental measurements can be assessed by making measurements over an extended range of experimental parameter space. The magnitude of these systematic effects can then be determined and an appropriate correction and uncertainty contribution can be applied to the data.
In this article we present measurements of the x-ray massattenuation coefficient of copper at 108 energies between 5 and 20 keV. The results are accurate to between 0.09 and 4.5 % with most measurements being accurate to better than 0.12%. The imaginary component of the form factor of copper was also determined from the mass-attenuation coefficient after subtraction of the scattering contribution and is accurate to between 0.095 and 4.5 %.
This paper presents measurements of the x-ray massattenuation coefficient and derivation of the imaginary component of the form factor of copper, and represents a threefold improvement in accuracy over the previous measurements cited in this paper. Below the absorption edge, between 5 and 8.9 keV, this work is more than five times more accurate than the previous measurements ͓23͔. These results have low enough uncertainty to critically test the different theoretical tabulations of form factors and massattenuation coefficient s and will also be useful as a standard in their own right for XAFS, crystallographic, and medical applications.
II. EXPERIMENTAL DETAILS
The mass-attenuation coefficient of copper was measured to high accuracy using the X-ray extended range technique ͑XERT͒ ͓13,29͔. The measurements were made using bending-magnet synchrotron radiation at beamline 20B of the Photon Factory in Japan.
A. Experimental technique
The XERT is a technique for high-accuracy measurement of mass-attenuation coefficients, form factors and x-ray absorption fine structure ͑XAFS͒. It has been used on a variety of sample types and has produced the most accurate measurements of the mass-attenuation coefficient in the literature ͓9͔.
An essential prerequisite for high-accuracy measurements of this type is the careful consideration of systematic errors, such as those due to scattering, fluorescence and the attenuation of the detectors and air path ͓30͔; these effects are inherent in all attenuation measurements made in transmission geometry. The use of a synchrotron source and crystal monochromation lead to systematic errors due to the finite energy bandwidth of the x rays ͓31͔ and the presence of harmonic energies ͓32͔.
In the XERT, measurements are carried out over an extended range of experimental-parameter space in order to test for systematic errors affecting the measurements. In this experiment, the parameters varied over an extended range were sample thickness, x-ray energy, measurement time, detector linearity, sample orientation, and detector angular acceptance. Probing these parameters over an extended range allowed us to recognize and correct several systematic errors that were present in our data ͑see Sec. V͒.
A schematic of the experimental setup is shown in Fig. 2 . The energy of the x-ray beam was selected by a detuned Matched 186 mm ion chambers were placed upstream and downstream of the copper samples and run in serial-flow mode using nitrogen gas. The use of matched ion chambers ensured maximum correlation between the upstream and downstream detectors and helped to correctly normalize synchrotron intensity instability-leading to an improvement in accuracy ͓36,37͔. Each measurement was repeated at least ten times so that a well-defined precision could be associated with each measurement.
The sample stage held three copper foils and was configured so that it could translate along and rotate about the horizontal and vertical axes perpendicular to the beam. Accurate translational control was essential so that the synchrotron beam could be positioned on the sample reliably and reproducibly. Rotating the sample stage allowed us to detect and correct for any small misalignment of the sample compared to the ideal orientation perpendicular to the beam.
Daisy wheels ͓32͔ were mounted between the sample stage and the two ion chambers. Three circular apertures were cut into the perimeter of the daisy wheels, subtending solid angles of 1.05, 4.07, and 25.4 msr ͑millisteradian͒. These apertures were used to collimate the scattered and fluorescent photons thereby controlling the angular acceptance of the detectors. Fifteen aluminium foils were mounted around the perimeter of the daisy wheels and had thicknesses that varied over several orders of magnitude. These foils extended the measured thickness range and therefore provided additional information about the thickness dependence of any systematic errors.
B. Samples
The six copper-foil samples used in the experiment were supplied by Goodfellow and ranged in thickness from 5 to 100 m. The foils were securely mounted in bevelled Perspex holders that tightly held the edges of the samples. purities on the measured mass-attenuation coefficient s is discussed in Sec. V A.
The mass of each sample was determined by repeated weighing on a microgram scale ͑resolution 1 g͒ to an accuracy of between 0.001 and 0.04 %. The areas of the samples ͑nominally 25 by 25 mm͒ were measured using a Mitutogo PJ300 optical comparator ͑resolution 5 ϫ 5 m 2 ͒ to an accuracy of between 0.03 and 0.04 %. The mass and area measurements were used in Sec. IV for the absolute determination of the mass-attenuation coefficient.
III. THE RELATIVE MASS-ATTENUATION COEFFICIENT
The relative mass-attenuation coefficient ͓ ͔͓t͔ of a sample is measured in transmission geometry using the BeerLambert equation
͑1͒
I 0 and I are the ion chamber current measured by the upstream and downstream detectors, respectively. These quantities were measured simultaneously in order to normalize any fluctuations in the intensity of the synchrotron beam. The treatment of dark current and the assignment of uncertainties to the relative mass-attenuation coefficient were similar to those reported in Ref. ͓9͔ .
Equation ͑1͒ can be solved to determine the relative massattenuation coefficient of all the matter between the front of the upstream ion chamber and the front of the downstream ion chamber. In order to remove the contributions to the attenuation due to the airpath and detectors, two measurements must be made. Measurements were taken with the sample in place and with the sample removed and then the relative mass-attenuation coefficient of the sample was calculated using ͓9,13͔
where the subscripts IC1, A, and S refer to the upstream ion chamber, airpath, and sample, respectively. Calculating the attenuation of the sample using Eq. ͑2͒ corrects for any small differences in efficiency and electronic gain of the two ion chambers.
A. Extended energy measurements
Measurements of the relative mass-attenuation coefficient were made at 108 energies between 5 and 20 keV. This energy range included the copper K edge at 8.9 keV and the associated fine structure ͑XAFS͒ just above it. In these regions, measurements were made with smaller energy steps so that the fine structure was well characterized. Figure 3 plots the measured relative mass-attenuation coefficient against energy. At each energy, measurements of at least three sample thicknesses were made. Sample changes were coordinated so that, where possible, the relative attenuation satisfied an extended Nordfors criterion ͑0.5ഛ ͓ ͔͓t͔ ഛ 5͒ ͓13,38͔.
B. Determining the photon energies
Measurements of the mass-attenuation coefficient require an accurate and robust method to determine the energy of the beam used in the attenuation measurements. We determined the energy using a powder diffractometer and two powder standards with well characterized lattice parameters. The two NIST powder diffraction standards-Si ͑640b͒ ͓34͔ and LaB 6 ͑660͒ ͓35͔-were chosen because they were the most accurate powder diffraction standards available.
A nominal x-ray energy was assigned to each measurement based on the encoder reading from the motor controlling the angular movement of the monochromator crystals. While these encoder energies have been shown to be precise, they typically contain offset and scaling errors and do not provide an accurate measurement of the x-ray energy ͓39͔.
Energy calibration measurements were typically made every 1 to 2 keV but were not performed at every energy where an attenuation measurement was made. The discrepancy between the nominal and calibrated energies displayed a linear relationship with the nominal x-ray energy being up to 70 eV lower than the calibrated energy ͑see Fig. 4͒ . The energy of the K edge is an important parameter in XAFS and it is notable that the nominal energy was incorrect by 20 eV at the edge. A detailed description of the energy calibration performed for this experiment is given in Ref. ͓39͔. A linear model was used to describe the difference between the nominal and calibrated energies; the parameters of this model were determined using a least squares fitting procedure. The best-fit parameters were used to determine the calibrated energy of every measurement in the experiment. The accuracy of the resultant interpolated, calibrated x-ray energies was between 0.3 and 0.6 eV. A full tabulation of the x-ray energies and their associated uncertainties is given in Table III .
IV. ABSOLUTE DETERMINATION OF THE MASS-ATTENUATION COEFFICIENT OF COPPER
The x-ray mass-attenuation coefficient was determined on an absolute scale ͑cm 2 / g͒ using the full-foil mapping technique ͓40,41͔ for the two thickest foils. The determination was made at the highest possible energy in order to minimise systematic errors associated with the absorption edge and harmonics. The full-foil mapping technique has been described in detail elsewhere ͓40,41͔.
The process used here to determine the absolute massattenuation coefficient can be summarized as follows. The average mass per unit area of the sample ͓t͔ ave was determined accurately ͑0.04%͒ by dividing the mass of the sample by its area. Measurements of the attenuation were then performed during a raster scan across 195 points on the surface of the sample ͑see Fig. 5͒ . After removing the contribution to the attenuation made by the sample holder, the results of the full-foil mapping were used to compute the average relative mass-attenuation coefficient of the sample ͓ ͔͓t͔ ave . This was then divided by the average mass per unit area to determine the absolute mass-attenuation coefficient.
A. Removal of the holder attenuation
All of the copper foils were mounted in bevelled Perspex holders. At some points measured during the full-foil mapping the beam passed through the holder, contributing up to a The difference between the calibrated x-ray energy and the nominal x-ray energy is plotted. The calibrated energies were determined using powder diffraction measurements performed on two standard powders. Below 11 keV only the LaB 6 powder diffraction patterns produced useful results. further 15% to the attenuation. Figure 5 plots the value of the relative mass-attenuation coefficient across the surface as measured during the raster scan of the foil. The profile of the circularly bevelled holder attenuation is clearly visible. The effect of the attenuation of the holder is removed with the aid of a model of the attenuation of the sample and holder. The model is analogous to that used in Ref. ͓40͔ , where the sample is modeled as a wedge-shaped block ͑with y undulation͒ and the holder is modeled from its design ͔͓t͔ of the surface and holder combination was measured during a raster scan across the surface of the sample. The relative mass-attenuation coefficient is plotted on the vertical axis; the horizontal axes represent the position of the x-ray beam. The shape of the bevelled holder can be seen in the attenuation. drawings. The model was fitted to the full-foil mapping data and the results of the fit were used to subtract the contribution to the attenuation made by the holder.
The residuals resulting from the model fit to the measured attenuation of the sample and holder combination are shown in Fig. 6 . The bevel has considerable circular structure and the absence of circular artifacts from the residuals indicates that the beveled holder was modeled successfully and that the attenuation of the holder removed.
B. Determination of [ ][t] ave
A 2 mmϫ 1.5 mm synchrotron beam was used to measure the attenuation of most of the sample. Some areas at the edge of the sample were not measured during the raster scan. An estimate of the attenuation of every point on the sample is required to accurately determine the average attenuation. Since the attenuation of the sample is position dependent, we must calculate a population mean rather than relying on sampling techniques. The average attenuation was calculated from the full-foil mapping data
where ͓ ͔͓t͔ x is the attenuation of the sample in the region with its center at x, and A x is the area of this region. A T is the total area of the sample. This sum must be performed over a set of regions that form a complete partition of the sample area.
A small region at the corners and on the edge of the sample was not directly measured during the raster scan of the sample; the attenuation of these regions was taken from the model described earlier. The uncertainty associated with these points is of a similar magnitude to the residuals ͑1-2 %͒. The directly measured points had an uncertainty that was always less than 0.1%.
Using the method outlined above ͓ ͔͓t͔ ave at an energy of 20 088 eV was calculated to be 2.8192Ϯ 0.0034 for sample 100 m ͑a͒; 2.8145Ϯ 0.0036 for sample 100 m ͑b͒.
C. Absolute mass-attenuation coefficient
We can now determine the mass-attenuation coefficient of copper at 20 088 eV. This is done by dividing ͓ ͔͓t͔ ave by ͓t͔ ave . The uncertainty in the determined value is dominated by the uncertainty associated with undersampling. The massattenuation coefficient of the two samples was determined to be 33.406Ϯ 0.042 cm 2 / g for sample 100 m ͑a͒; 33.503Ϯ 0.044 cm 2 / g for sample 100 m ͑b͒. These values are in reasonable agreement and were combined to yield a final determination of the mass-attenuation coefficient of copper at 20 088 eV of 33.453Ϯ 0.031 cm 2 / g. This corresponds to an accuracy of 0.092%.
D. Thickness propagation
The absolute determination of the mass-attenuation coefficient of copper can be used to convert the relative attenuation data from Sec. III into data on an absolute scale ͑cm 2 / g͒. This process can be thought of as a scaling or equivalently as a determination of the integrated column density ͓t͔ of each sample.
The full-foil mapping technique was performed on the two thickest samples; the integrated column density of the other samples was determined by demanding self consistency. The remaining integrated column densities and their associated uncertainties were determined using a least squares fitting routine that minimised the 2 deviation between the ͓ ͔ measurements taken on the different samples. Figure 7 plots the determined mass-attenuation coefficient and its residuals. The clear influence of systematic errors can be seen in the residual plot, particularly in the edge region and at 12 keV. Correcting for these systematic errors will be the subject of Sec. V. FIG. 6 . The residuals resulting from the fit of the areascan data to the model of the attenuation of the sample and holder. Black areas are those that differ from the model by the greatest magnitude while white areas are those in best agreement. The absence of circular artifacts indicates that the holder removal process was successful.
FIG. 7. The mass-attenuation coefficient of copper is plotted against energy. Each sample and aperture measurement is plotted separately in the top panel. A weighted mean was calculated at each energy and the residuals from that mean are plotted in the lower panel of the figure. Some systematic discrepancies can be seen, particularly at the edge where they reach 8% ͑the y axis has been cropped͒.
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V. CORRECTING FOR SYSTEMATIC ERRORS
We observe a number of systematic errors affecting our determination of the mass-attenuation coefficient. The systematic errors were identified by their dependence on experimental parameters such as foil thickness, aperture size, and energy.
A. Impurities
The copper foils used in the experiment were nominally 99.99% pure except for the 5 m sample which was 99.97% pure. The manufacturer lists a typical assay of impurities to be 2 -100 ppm lead, 4 -50 ppm silver, 1 -100 ppm potassium, and 1 -25 ppm calcium. All other contaminants ͑alu-minium, bismuth, boron, chromium, iron, magnesium, manganese, silicon, sodium, and tin͒ were at a level of less than 10 ppm each.
The effect of impurities on our measurements was modeled using tabulated values of the mass-attenuation coefficient ͓6͔. A worst case scenario was modelled for the 99.99% pure samples, where the sample was assumed to contain an unusually large amount of high-Z impurities. The foils were assumed to be contaminated with 100 ppm lead and 50 ppm silver, representing a total contamination 50% higher than the maximum expected value. For 20 keV x rays this level of contamination produced an insignificant change in the massattenuation coefficient of 0.01%. The modelled effect of impurities was largest just below the edge where the massattenuation coefficient changed by up to 0.05%. The uncertainty contribution to the mass-attenuation coefficient due to impurities was included assuming the worst case scenario described above but was not significant at any energy.
B. Harmonics
A synchrotron beam contains a spectrum of energies. In most experiments the beam is passed through a monochromator in order to select the desired energy from the spectrum. However, the monochromation process is never perfect and the resultant beam may contain higher harmonic energies ͓32͔. In this experiment, a monolithic silicon 111 doublecrystal monochromator was used that allowed through odd multiples of the fundamental energy. In spite of detuning, we indeed detected the presence of two energies-the fundamental and third harmonic.
We determined the effective harmonic content at every measurement energy by measuring the attenuation of 15 aluminium foils with thicknesses ranging from 10 to 4000 m that were mounted around the perimeter of the daisy wheels. The method of analysis used was similar to that of Ref. ͓32͔, where a detailed description can be found. Significant harmonic content was detected below 8 keV and is plotted in Fig. 8 .
A correction was applied to the measured massattenuation coefficient based on the determined harmonic content in the beam. The magnitude of the correction was calculated using values of the aluminium mass-attenuation coefficient taken from the FFAST tabulation ͓7͔. The correction was thickness dependent and was up to 0.4% for the thickest sample at 5 keV. The uncertainty contribution was calculated based on the uncertainty in the determined harmonic content and assuming an uncertainty of 5% in the FFAST tabulation. This uncertainty due to harmonics was only significant for the three lowest energies in the experiment where it contributed no more than 0.11%.
The effective harmonic content can be converted to the more fundamental harmonic photon percentage. The harmonic photons percentage increased as the energy was decreased and was highest at 5 keV where ͑0.103Ϯ 0.004͒% of the x rays in the synchrotron beam were harmonic photons of energy 15 keV.
C. Saturation
Data collected at 11 and 12 keV were affected by "counter saturation" in the upstream ion chamber. Counter saturation occurs when the ion chamber amplification is too high and leads to the ion chamber signal becoming capped at a maximum value ͑in this case 10 6 counts pers͒ ͓9͔. The upstream ion chamber signal varied quite smoothly against energy so that it was possible to recover the saturated ion chamber readings. The average value of the upstream ion chamber is plotted against energy between 13 and 16 keV in Fig. 9 . The data point at 10 keV was included after correct- ing for an amplifier gain change that reduced the count-rate by a factor of ten. An exponential model with two parameters was fitted to the data and the resultant line of best fit and uncertainties are plotted in Fig. 9 . The count rates in the upstream ion chamber at 11 and 12 keV were determined using this model.
Measurements of the relative mass-attenuation coefficient were successfully recovered from the saturated data using the interpolated upstream ion chamber current. The saturation recovery process and the consequent loss of correlation between the two ion chambers lead naturally to relatively large uncertainties of the recovered relative mass-attenuation coefficient measurements. The recovered measurements were around 100 times less accurate than similar unsaturated measurements but remain valuable since no other measurements were available at these two energies.
D. Energy drift
There is a strong systematic effect in our data in the edge and XAFS regions that is caused by a consistent drift of the x-ray energy. Energy drift was seen whenever the monochromator angle was altered and had a time constant of several hundred seconds. This slow drift in the x-ray energy was not reflected in the nominal energy calculated from the monochromator angle encoder reading. The observed effect of energy drift had an exponential form as a function of the time after an energy change and is plotted in Fig. 10 .
Energy drift can occur when there is a change in the heat load of a region of the monochromator ͓42͔. Previous characterisation of energy drift induced by changes in the heat load show that it follows an exponential form with a time constant that can reach hours ͓43͔. The energy drift could also have been caused by a weak physical link between the crystal and the motor that might cause overdamped mechanical drift of the monochromator angle.
The change in the measured mass-attenuation coefficient ⌬ ͓ ͔ due to energy drift can be described by the equation
where ⌬ E is the energy drift and ‫͓ץ‬ ͔ ‫ץ‬E is the gradient of the mass-attenuation coefficient with respect to energy.
In Fig. 10 , the measured mass-attenuation coefficient is plotted against the time since the last monochromator change for a nominal energy of 9008 eV. The measured attenuation increased as the energy drifted lower. The time dependence indicates that the x-ray energy exponentially approached a stable value with a time constant of approximately 500 s.
An exponential model of the energy drift was developed with two parameters. One described the energy drift at t =0 and the other was a time constant. The initial energy drift was assumed to be linearly dependent on the magnitude of the last monochromator change.
This model was fitted to the data using a LevenbergMarquardt nonlinear least-squares fitting routine yielding best-fit parameters and uncertainties. The time constant was found to be 470Ϯ 100 s while the magnitude of the energy drift was fitted to be 0.1176Ϯ 0.0098 of the previous monochromator change. The fitted model described the structure of the discrepancy well ͑see Fig. 11͒ .
The best-fit model was used to correct for the effect of energy drift on the mass-attenuation coefficient measurements. This correction projected the measurements affected by energy drift onto the energy of the measurement made at the latest time. Hence we were able to assess the size of the effect and the robustness of the correction. The solid line in Fig. 11 was calculated using this correction and shows that the effect of energy drift was well accounted for. This correction was large ͑up to 16%͒ particularly for measurements made in the edge region taken shortly after a monochromator change. Outside the XAFS and edge regions the effect of energy drift was negligible due to the vanishing gradient.
The uncertainty in the mass-attenuation coefficient due to energy drift was calculated from the fitted parameter uncertainties. The uncertainty in the mass-attenuation coefficient due to energy drift was between 0.1 and 0.5 % in the XAFS FIG. 10 . The measured mass-attenuation coefficient is plotted against the time since the last monochromator change for a nominal energy of 9008 eV. The measured attenuation is increasing as the energy drifts downwards because the gradient of the massattenuation coefficient is negative in the region around 9008 eV. FIG. 11 . The difference in mass-attenuation coefficient measured at two different times is plotted against energy for the 10 m sample. The measurements were taken approximately 480 s apart at most energies. The modeled discrepancy due to energy drift is plotted as a solid line and fits the measured discrepancy well.
region and between 0.5 and 1.3 % in the edge region and is the limiting error for most measurements in these two regions.
E. Other systematics
The XERT has previously been used to determine the bandwidth of a synchrotron beam by measuring the thickness dependence of the attenuation of samples at the absorption edge ͓31͔. We employed the same technique and produced a null result for bandwidth. This implies that-in this experiment-the effect of bandwidth was much less significant than that of energy drift. Bandwidth has its greatest effect on attenuation measurements in the XAFS and edge regions where there is a large uncertainty caused by energy drift in our data. Relative to the size of the energy-drift uncertainty, the effect of bandwidth was insignificant.
Some previous XERT experiments have observed a systematic error due to fluorescence radiation and scattering ͓30͔ ͑other XERT experiments did not ͓9,11͔͒. These effects were modeled but did not improve the self consistency of our data. The effect of fluorescence radiation and scattering was therefore negligible in this experiment.
VI. TABULATION OF RESULTS
Table III presents measurements of the mass-attenuation coefficient as well as the imaginary component of the form factor fЉ at 108 energies between 5 and 20 keV. At each energy the mass-attenuation coefficient was determined by a weighted mean of the measurements taken on all samples and apertures. Figure 12 plots the mass-attenuation coefficient in the region of the absorption edge and XAFS between 8.9 and 9.4 keV.
The imaginary component of the form factor quantifies the photoelectric absorption of a material. Photoelectric absorption is the dominant contributor to the x-ray massattenuation coefficient for copper for the energies in Table  III , with scattering contributing less than 5%. The photoelectric mass-absorption was calculated from the measured total mass-attenuation coefficient by subtracting the contribution to the attenuation due to Rayleigh and Compton scattering.
The scattering contribution was calculated by taking the average of the FFAST ͓6͔ and XCOM ͓8͔ tabulations of the Rayleigh plus Compton attenuation coefficient with the resultant uncertainty assumed to be the difference between the two tabulations divided by ͱ 2. The scattering uncertainty contributed between 0.05 and 0.13 % to the photoelectric absorption and is only significant in the region just below the edge.
The imaginary component of the atomic form factor fЉ was calculated using
where ͓ ͔ PE is the photoelectric attenuation coefficient, m a is the atomic mass, r e is the classical electron radius, h is Planck's constant, and c is the speed of light ͓44͔.
This paper used samples of metallic ͑solid-state͒ copper, but are an excellent approximation to the atomic result outside the edge regions. The equivalence of solid-state and atomic mass-attenuation coefficient outside the edge and XAFS regions has been suggested and illustrated for cadmium ͓12͔. Therefore, our measurement of the form factor can be viewed as approximating the atomic form factor of copper, except at the edge and in the XAFS region between 8.9 and 9.5 keV where solid-state effects are dominant.
Measurements of the mass-attenuation coefficient prove useful for XAFS and as a standard XAFS spectrum. XAFS analysis does not require absolute measurements of the mass-attenuation coefficient; for current modeling it conventionally requires high-accuracy relative measurements. Therefore the uncertainty due to the absolute thickness determination ͑0.092%͒ can be subtracted from the total uncertainty when the data from Table III is used in XAFS analyses. The uncertainty in the mass-attenuation coefficient was dominated by the contribution due to the absolute calibration, so subtracting this reduces the uncertainty greatly.
The first column of Table III gives the calibrated x-ray energy in keV and the uncertainty in the last significant digit͑s͒ is given in brackets. Column two tabulates the value of the mass-attenuation coefficient in cm 2 / g with the uncertainty in brackets. Column three gives the uncertainty in the mass-attenuation coefficient as a percentage of its value. The fourth column lists the imaginary component of the form factor along with its uncertainty in brackets. A breakdown of the contributions to the uncertainty of the energy, massattenuation coefficient and imaginary component of the form factor is given in Table IV .
VII. COMPARISON WITH OTHER MEASUREMENTS AND THEORY
It is instructive to compare the new results of this paper with previous measurements. Our results show excellent agreement with those of Chantler et al. ͓13͔ across the entire common energy range ͑Fig. 13͒. Despite the small uncertainties of both datasets ͑0.33% median uncertainty for Chantler FIG. 12 . The absorption edge and fine structure ͑XAFS͒ can be seen in the mass-attenuation coefficient between 8.9 and 9.4 keV. The uncertainties in these measurements are too small to be plotted as error bars on the scale of this graph.
et al. ͓13͔͒, the r 2 between them is 0.62. The two experiments were performed at the same beam line, but with different beam optics. It is notable that these two experiments used a different method for the absolute calibration of the mass-attenuation coefficient ͑full foil vs partial foil͒. Also, a number of the copper foil samples used in this experiment were not used in the earlier experiment, including one of the foils used for the absolute calibration. The excellent agreement of these two datasets suggests that with good experimental technique, careful consideration of systematic errors and proper treatment of uncertainties, one can produce highaccuracy measurements of the mass-attenuation coefficient with realistic uncertainty estimates.
We also compared our results to all the measurements presented in Fig. 1 . Most of these previous measurements did not have an equivalent measurement in this work, so each point was interpolated to the nearest energy in our dataset. Below the K edge there have been no experiments of similar accuracy to the present work. Of the seven datasets with more than two points in the energy range 5 to 8.9 keV, only Hopkins et al. ͓15͔ and Sandiago et al. ͓26͔ are in any agreement with the present work ͑a r 2 of less than 5 within that energy range͒.
It is interesting to compare our measurements of the mass-attenuation coefficient of copper with earlier theoretical tabulations. A comparison with the two theoretical tabulations recommended by NIST is given in Fig. 14 . Far above the absorption edge both the FFAST and XCOM tabulations agree with the experimental data to within 1%, corresponding to their estimated uncertainty. In fact XCOM agrees to within two times the experimental uncertainty ͑or about 0.3%͒ in this region. The current data also agrees with the FFAST tabulation to within its own uncertainty estimates of 10% just above the K edge and 1% far from the K edge ͓6,7͔.
A large and systematic difference of up to 8% ͑FFAST͒ and 10% ͑XCOM͒ exists between our measurements and the theoretical tabulations in a region that extends several keV above the copper K edge. The theoretical value is much lower than the experimental value, with the discrepancy increasing as the K edge is approached. Similar discrepancies The scatter of the data points between 9 and 10 keV is mainly caused by the fine structure in the attenuation coefficient ͑i.e., XAFS͒. The results of the two experiments are in excellent agreement with one another.
FIG. 14. Percentage discrepancy between the results presented in this work and the major theoretical tabulations of the massattenuation coefficient. The data is presented as the percentage difference from the FFAST tabulation. The results of this work are plotted with error bars, the XCOM tabulation is plotted as a solid line and the FFAST tabulation is the dashed line. The scatter of the data points between 9 keV and 10 keV is the result of comparing an atomic calculation with a solid-state measurement ͑i.e., XAFS͒. have been observed above the K edges of silver ͓10͔, molybdenum ͓9͔, and tin ͓11͔. Of particular interest is the fact that Kodre et al. ͓12͔ observed a similar discrepancy in both solid and vapourous cadmium, suggesting that solid-state effects are not the cause of this discrepancy. The disagreement between the two theoretical results also points to a theoretical origin for this systematic difference with experiment.
Between the edge and 7.5 keV, FFAST appears more accurate with a discrepancy of about 1% corresponding to the claimed theoretical uncertainty. However, the trend for both tabulations in this region is not consistent and suggests that greater theoretical investigation of this system is required.
Below 7.5 keV, the FFAST tabulation appears to have a smooth but slowly increasing discrepancy towards softer energies. The XCOM tabulation is consistently 1-3 % different from experiment and agrees better in this region.
The availability of high accuracy measurements of the mass-attenuation coefficient, such as those presented in this work are challenging the predictive power of the current theoretical tabulations. The current theoretical tabulations of attenuation coefficients and form factors have been shown to need further investigation, particularly near absorption edges. In the time since these tabulations were published, computing power has increased by an order of magnitude. An opportunity exists to make use of this computer power to produce new tabulations that challenge the accuracy achievable using current experimental techniques.
VIII. CONCLUSION
The x-ray mass-attenuation coefficient and imaginary component of the form factor of copper was measured at 108 energies between 5 and 20 keV. The accuracy of the measurements ranged between 0.09 and 4.5 % with most points being accurate to between 0.09 and 0.12 %.
There were a number of systematic errors present in the data that were observed and-where possible-corrected for. Subsets of the experimental data were effected by harmonics, ion chamber saturation, energy drift, and impurities in the sample.
Comparison of our results with previous measurements revealed deficiencies in previously published experimental results. In particular, a poor or nonexistant consideration of systematic errors as well as the underestimation of experimental uncertainties are common failings of past datasets. The results of this paper were also compared with theory, exposing some inadequacies in current tabulations.
