Calibration is the process of mapping raw sensor readings into corrected values by identifying and correcting systematic bias. Calibration is important from both off-line and on-line perspectives. Major objectives of calibration procedure include accuracy, resiliency against random errors, ability to be applied in various scenarios, and to address a variety of error models. In addition, a compact mapping function is attractive in terms of both storage and robustness. We start by introducing the nonparametric statistical approach for conducting off-line calibration. After that, we present the non-parametric itatistical percentile method for establishing the confidence interval for a particular mapping function.
INTRODUCTION
Sensor calibration is an inevitable requirement due to the natural process of device decadence and imperfection. It is particularly important in wireless distributed sensor networks, because it is difficult to conduct manual calibration. Calibration is a technically challenging task mainly due to the existence of random noise and the absence of suitable error models. In addition, in many applications there are constraints in terms of latency. The direct ramification is that in these situations the calibration procedure has to be conducted rapidly within a certain time frame.
Our goal is to study calibration within the framework of distributed sensor systems. The main technical objectives include proposing several calibration error models, collecting and analyzing real-life sensor data required for calibration, identifying relevant metrics for high quality calibration, developing off-line and on-line calibration procedures, providing sound statistical evaluation mechanisms to measure how well the calibration procedures work, and conducting comprehensive calibration simulations and experiments using optical sensors.
The rest of the paper is organized in the following way. We survey the state-of-the-art calibration techniques and some of the most recent developments in related fields in Section 2. After that, we discuss the point-lights equation-based. In Section 4, we introduce the off-line calibration technique, and apply the pointlights model as an example to illustrate the procedure. The on-line calibration technique is presented in Section 5 , using the pointlights model as an a demonstration case study.
RELATED WORK
In this Section, we briefly survey the related work along the following lines: sensor data calibration, statistical modeling, nonlinear programming and function minimization.
Wireless sensor networks have the potential of serving as the bridge between the current lntemet and the physical world. In order to have accurate and reliable data, effective mechanisms and techniques for calibration are of prime importance. 
PRELIMINARIES
Before we present the off-line and on-line calibration procedure, in this Section, we state the adopted models, abstractions and
assumptions.
From a network topology point of view, we assume a stationary wireless sensor network that is densely deployed. This assumption is parlicularly crucial in the case of on-line calibration where sensors rely on each other to calibrate themselves. More specifically, a densely deployed network provides sufficient amount of data redundancy, which is the basis of on-line calibration, Sensing devices can be quite different in their response characteristics to stimuli. One can model the errors in the measurements by classifying them into two major categories: systematic bias and random noise. Bias is the systematic offset in the amplitude of sensor readings from the true value. We assume that all sensors have constant bias, which means that each sensor is always off by a constant amonnt from the true value. Noise represents the random component in the error. The sources of noise are external events that influence sensor readings, hardware noise, or other unpredictable transient events. We assume the random noise added in our measurements follow the Gaussian distribution with mean 0 and sigma 3 [17] .
We use the point-lights model as an example to demonstrate both the off-line and the on-line calibration procedures. All the simulation and experimentations are conducted with respect to the point-lights model. The formulation of point-lights model is stated as follows:
INSTANCE: A set of n light sensors S where for each node si E S, i = l,..,n, has the position (x,,, ysi, zSJ; each sensor has intensity measurement I,!.
QUESTION:
Assuming that k point-light sources in the environment is known, for each light I ; . j = I, ..., k, find the position (x,,, yg, z,;), and the intensity of the source I,,. Figure I shows the irradiance of a point light source. Equation ( In both off-line and on-line experimentations, the data is recorded using a miniature silicon solar cell that converts light impulses directly in to electrical charges (photovoltaic) and a photoconductor. The silicon solar cell generates its own power and does not require any external bias unlike other conventional photo diodes or transistors. More specifically, this silicon cell is mounted on a 0.78cm x 0.58cm x 0.18cm thick plastic carrier and generates about 400mV in moderate light, which is similar to a typical room. An Extech model 407026 commercial digital light meter is also used in the off-line calibration. Detailed description of the light appliances can be found in [23] .
OFF-LINE CALIBRATION
In this Section, we introduce the off-line calibration technique. We use light sensing as a demonstrative example. After we state the problem formulation and analyze the procedure, we apply the percentile resubstitution method in order to obtain the confidence interval. Finally, the experimental results are presented.
Problem Formation
In the context of off-line calibration, the collected data has two components: raw sensor readings and data captured by highquality and high-cost light meters measuring the same set of stimuli at essentially the same positions and the same angles. The second set of data sewes as the standards of what the low-cost sensors should measure. The goal of the off-line calibration is to find a compact function that provides the mapping from the raw sensor reading to the correct values. In order to avoid over-fining and ensure accuracy, the function should simultaneously use a small number of parameters and should have low prediction error. The formal problem definition is stated as follows:
INSTANCE: A set of pairs of real numbers S = ((ri, cij I rieR= (rl, r2 ,..., rJ, cisC=(c,, c2 ,.._, a}} where R is the data produced by low-cost sensors; and corresponding C is the data produced by high-accuracy instrument, integer K, and TOLpredefined tolerance constant expressed as a real number are given.
QUESTION Is there a calibration functionm) that satisfies the following conditions:
(ii) m) employs no more than K parameters Figure 2 shows a sensor's pair-wise sensor readings and meter readings over a period of time. The raw sensor readings are shown along the x-axis, which corresponds to set R, the calibrated highquality light meter readings are shown along the y-axis, which corresponds to set S.
Experimental Results
We have tried a number of alternatives to solve the problem, including fining using the linear .least square technique and employing a number of polynomial and logarithmic functions as parameters. However, the residual discrepancy resulted was too large according to the standard hypothesis validation test. Finally we found that it is beneficial if the data points are separated into two sets, namely [O 5 ri 5 3751 and (375 5 ri 5 16001. It was sufficient to fit each interval using a separate linear fuuction. Figure 3 shows the data points along with the two fined calibration function stated in Table 1 . Figure 3 . Mapping of sensor readings and meter readings using piece-wise fitted calibration functions
Solution Evaluation
After calibration functions are established, we applied the nonparametric statistical percentile method to obtain the confidence interval for the Calibration functions. More specifically, given a specific R (sensor reading) value, we compare what the calibration fuwtion predicts with what C (calibrated light meter) reads, and construct the number of occurrence histogram based on a number of different instances generated. 
ON-LINE CALIBRATION
In this Section, we introduce the collaborative on-line calibration technique. While the technique is generic in the sense that it can be applied to a great variety of phenomena and types of sensors, we demonstrate it for the case of point-light sources and light sensors. The technique does not require the presence of accurate light meters to serve as standards as in the case of off-line procedure. We utilize redundancy in sensor deployment in order to enable the calibration process. The technique is also generic with respect to any function of calibration discrepancy. For the sake of simplicity and clarity, we restrict our attention on the case where each sensor reading only has constant bias. We first discuss how the problem can be formulated as an instance of nonlinear function minimization. The section is concluded by presenting both experimental and simulation results as well as their evaluation using percentile method.
Problem Formation
We first distinguish the notion of measured and calculated intensities. The measured intensity is simply the sensor reading; the calculated intensity is the result obtained applying equation (4). In the perfect situation where there is no error present (both systematic and noise), the readings are identical. However, the presence of error is inevitable. Therefore, the measured intensity is not necessarily equal to the real intensity. Equation (4) can therefore be rewritten as equation (5). IM-. denotes the measured intensity, B, denotes the systematic error that we are trying to correct, and denotes the random noise. The summation of these three terms equal to IR-rj, which denotes the real intensity.
Furthermore, we rewrite equation ( 5 ) in another form:
This equation contains five unknown: the coordinates of light source j (XI,, y~,. z e ) ; the intensity of light j I,,; and finally the bias associated with scnsor i Bi. Since the goal is to minimize the discrepancies, the objective function should be defined as a function of all G.
obj:
min f ( E , )
Once the objective function is specified (we used various vector norms for this purpose), we rely on the conjugate gradient-based nonlinear function minimizer [I51 to solve the problem instance.
Note that for a given set of sensor measuements at time t, this formulation results in an under-determined sit of equations since any solution to the model can bivially he satisfied by setting all E parameters equal to the discrepancy between the physical sensor measurement and the corresponding value enforced by the phenomenon model (equation (4) ). In order to adequately constrain this problem, we introduce the concept of time steps, (e.g. consider measurements from different times t . and ts). More specifically, the objective function is now minimizing E,'S of all sensors at multiple time instances instead ofjust one time instance as in the case of equation (6) It is easy to identify the necessary conditions to solve this system of nonlinear equations under the assumption that we need at least as many equations' as there are variables. The nnhowns (or variables) include the cwrdinates (xi, y,, zi) of all k light sources and their corresponding intensities (I,,) and the systematic biases (Bj) of all n sensors. Therefore, given k light source, n sensors, and m time steps, the total number of unknown variables is (4k*m+n). For each time step, four new variables (xi, y,, z,, I,,) are added to the system. However, the biases for n sensors remain the same for all time steps. At the same time, for each time step, exactly one equation can be written for each of the n sensors, therefore, there are total (m*n) equations in the system. The condition specified in (13) must hold true for this system to have solutions. Rewriting inequality (13) to express n in terms of k and m yields inequality (14). Note that in order to obtain high-quality solution, usually more number of equations than number of variables is needed due to the nonlinear nature of the formulation instance and the presence of random noise. 
Experimental Results
Figure 6 through Figure 8 show the normalized accuracy when there are a total of I, 2, and 3 light sources present in the environment. We randomly selected n points in the environment, then applied the light source solution solved by non-calibrated and the calibrated sensors to estimate what the light intensity was at each of these n points. We then compared both solutions to the hue intensity at these n points. In our experiments, we chose n = 100. One hdrizontal axid indicates different number of sensors in the environment; the other horizontal axis shows various number of time steps considered when the instance is solved. The normalized accuracy is obtained by normalizing the intensity accuracy predicted for the n points by calibrated sensors against the solutions by non-calibrated sensors with resDect to the hue intensities. More specifically, Figure 7 . Normalized calibration accuracy for the case of 2 light sources li,c is the intensity predicted for point i by the calibrated sensors; li,Nc is the intensity predicted for point i by the non-calibrated sensors; and lR is the real intensity at point i. Note that as this ratio approaches to 0, it has meaning the calibration process is effective compensating the bias; if the ratio goes above 1, it has meaning the calibration process actually makes the bias worse.
All simulations are conducted under the condition of 25% systematic bias and random noise that follows the Gaussian distribution with mean 0 and sigma 3. 
Solution Evaluation
The confidence interval can be obtained in two ways. In simulation environment when the true correct location and intensity are .available, the confidence interval is obtained by constructing histograms with the center equal to the true location and intensity. However, even in the real-world experiments, confidence interval still can be conducted. 'It is obtained by applying the resubstitution method where we solve a number of different instances created by considering only a randomly selected subset of readings. As an example, Figure 9 and Figure  10 show the interval of Confidence histogram for light source location and intensity error respectively, when I light, 8 sensors are present in the environment with 2 time steps:As, Figure 9 indicates, 60% of the time, light source location determined by the calibrated sensors are within the interval of 
SUMMARY
We introduced two approaches for calibrating wireless sensor network data. Off-line calibration takes the advantage of the use of high-quality high-cost meters as standards to calibrate inaccurate sensors. We used piece-wise least-squares method to obtain the best fitting mapping function. ,On-line calibration can be organized within sensors themselves without the'existence of standards. More specifically, it does not require additional accurate instruments (or sensors) present. On-line calibration is formulated as a ,nonlinear function minimization instance and solved by applying the conjugate gradient-based solver. In addition, we applied non-parametric statistical methods to obtain confidence intervals for all results. Both techniques are demonstrated on light sensors.
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