Abstract. The multigraded Hilbert scheme parametrizes all homogeneous ideals in a polynomial ring graded by an abelian group with a fixed Hilbert function. We prove that any multigraded Hilbert scheme is smooth and irreducible when the polynomial ring is Z[x, y], which establishes a conjecture of Haiman and Sturmfels.
Introduction
Hilbert schemes are the fundamental parameter spaces in algebraic geometry. Multigraded Hilbert schemes, introduced in [HS] , consolidate many types of Hilbert schemes including Hilbert schemes of points in affine space, toric Hilbert schemes, G-Hilbert schemes for abelian G, and the original Grothendieck Hilbert scheme. The collection of all multigraded Hilbert schemes contains many well-documented pathologies. In contrast, this paper identifies a surprisingly large subcollection of multigraded Hilbert schemes that are both smooth and irreducible.
To be more explicit, let S be a polynomial ring over Z that is graded by an abelian group A. A homogeneous ideal I ⊆ S is admissible if, for all a ∈ A, the Z-module (S/I) a = S a /I a is a locally free with constant finite rank on Spec(Z). The Hilbert function h S/I : A → N is defined by h S/I (a) := rank Z (S/I) a . Given h : A → N, Theorem 1.1 of [HS] shows that there is a quasiprojective scheme Hilb h S parametrizing all admissible S-ideals with Hilbert function h. Our main result is: Theorem 1.1. If S = Z[x, y] is graded by an abelian group A, then for any function h : A → N the multigraded Hilbert scheme Hilb h S is smooth and irreducible. This theorem proves the conjecture in [HS, Example 1.3] and [MiS, Conjecture 18.46] . Since Spec(Z) is the terminal object in the category of schemes, the theorem also extends, via base change, to the category of B-schemes where B is any irreducible scheme.
The hypothesis that S has two variables is essential in Theorem 1.1. Example 1.4 of [HS] demonstrates that multigraded Hilbert schemes can be reducible when S has three variables. Even if one restricts to the standard Z-grading, Theorem 1.2 of [CEV 2 ] shows that irreducibility fails; this also shows that the corank two result for toric Hilbert schemes [MT, Theorem 1.1] does not extend to all multigraded Hilbert schemes. Remarkably, especially when compared with the connectedness of the Grothendieck Hilbert scheme [H1, Corollary 5.9] , Theorem 1 of [San] shows that multigraded Hilbert schemes can be disconnected. This evidence indicates that irreducibility of Hilb h S is rather exceptional.
Similarly, one does not expect a general multigraded Hilbert scheme Hilb h S to be smooth. Indeed, the philosophy in [Vak, §1.2] suggests that most multigraded Hilbert schemes contain complicated singularities. For example, Theorem 1.1 of [Vak] establishes that every singularity type of finite type over Spec(Z) appears on some Hilb h S when S has at least five variables. With this in mind, Theorem 1.1 provides a surprisingly comprehensive, but certainly not exhaustive, class of smooth and irreducible multigraded Hilbert schemes.
We were particularly inspired by [Eva] , although each basic step in the proof of Theorem 1.1 has a counterpart in at least one of the following papers: [H1, Fog, Iar, Ree, Par, Hai, Mal, Hui, MT, PS, Fum] . The basic steps in the proof are:
(i) We prove that either Hilb (iii) We establish that the dimension of the tangent space is constant along these rational curves. (iv) We show that the distinguished point on Hilb h S is nonsingular. In all four steps, the combinatorial structure of the arguments allows us to work over an arbitrary field k, so we are able lift our results to multigraded Hilbert schemes over Z.
The first step, which appears in §2, shows that the multigraded Hilbert scheme Hilb h S parametrizing codimension-one ideals naturally splits into a product of a multigraded Hilbert scheme parametrizing equidimensional ideals of codimension one and a multigraded Hilbert scheme parametrizing ideals of higher codimension. This is tantamount to proving that there exists a functorial homogeneous factorization of the ideals with Hilbert function h : A → N. Among the papers listed above, only [Fog, §1] solves an analogous problem. Nevertheless, our factorization is striking because the primary decomposition of an ideal needed not be homogeneous when the grading group A has torsion; see [MiS, Example 8.10 ]. We establish this decomposition when S is a polynomial ring over k with an arbitrary number of variables. In the two variable case it plays a crucial role by reducing the proof of Theorem 1.1 to the study of schemes Hilb h S parametrizing ideals with finite colength. As a result, the remaining three steps assume that S = k[x, y] and h : A → N has finite support.
In §3, we distinguish a point on Hilb h S by imposing a partial order on the set of all monomial ideals with Hilbert function h : A → N. The distinguished point corresponds to the maximum element in this poset, which we call the lex-most ideal. In the standard Z-grading, the lex-most ideal coincides with the lex-segment ideal and corresponds to the lexicographic point on the Hilbert scheme. The larger class of lex-most ideals is required because lex-segment ideals do not necessarily exist for a general A-grading; see Example 3.13. In contrast with the standard-graded case, a lex-most ideal may not have extremal Betti numbers among all ideals with a given Hilbert function; see Example 3.14. The uniqueness of the lex-most ideal is the most novel aspect of the second step.
To complete the second step, we exhibit a chain of irreducible rational curves connecting each point on Hilb h S to the distinguished point. Each curve comes from the Gröbner degenerations of a binomial ideal. The binomial ideals, which are edge ideals in the sense of [AS] , arise from certain tangent directions. To designate a tangent direction, we use a combinatorial model for the tangent space to Hilb h S at a point corresponding to a monomial ideal. Our model extends the "cleft-couples" in [Eva, §2] and generalizes the "arrows" in [Hai, §2] . Unlike [Mal] and [PS] , we cannot restrict to Borel-fixed ideals because such ideals do not exist for arbitrary gradings. This approach has the advantage of proving that Hilb h S is rationally chain connected. The third step, found in §4, identifies the tangent space to Hilb h S at each point along these rational curves with a linear subvariety of affine space. Finding the dimension of the tangent space is thereby equivalent to computing the rank of an explicit system of linear equations. Despite the conceptual simplicity, the inevitable combinatorial analysis is rather intricate. If we were working over an algebraically closed field of characteristic zero, then we could bypass this step by combining [Ive] and [Fog, Theorem 2.4] . Dealing with an explicit system of equations remarkably yields a higher level of generality.
For the fourth and final step, we demonstrate that the point on Hilb h S corresponding the the lex-most ideal is nonsingular. This superficially resembles the smoothness of the lexicographic point in the original Grothendieck Hilbert scheme; see [RS, Theorem 1.4] . From the previous step we know the dimension of the tangent space to Hilb h S at the distinguished point. To show that Hilb h S has the correct dimension at this point, it suffices to embed an affine space of the correct dimension into a neighborhood of the distinguished point. Following [Eva, Proposition 10], we achieve this in §5 by building an appropriate ideal that has the lex-most ideal as an initial ideal. The last section of the paper also contains the proof of Theorem 1.1.
Earlier work on the geometry of multigraded Hilbert schemes Hilb h S restricted either the possible grading groups A or the possible Hilbert functions h : N → A. In contrast, Theorem 1.1 limits only the number of variables. Indeed, our set-up deliberately includes gradings, called nonpositive [MiS, Definition 8.7] , of S for which the grading group A has torsion or rank Z S a = ∞ for some a ∈ A. Unsurprisingly, the nonpositive gradings are the primary source of technical challenges. In fact, all four steps would be substantially easier if one excluded these cases.
Our success within this general framework leads to new questions: Can one characterize a larger collection of connected multigraded Hilbert schemes? When the polynomial ring S has more than two variables, does there exist a unique lex-most ideal? Do the maximal elements in the poset of monomial ideals with a given Hilbert function correspond to a nonsingular points?
x < y is denoted by > − . For an ideal I ⊆ k[x, y], in > + (I) and in > − (I) are the initial ideals of I with respect to > + and > − .
Factoring Multigraded Hilbert schemes
We show in this section that the scheme Hilb h S naturally splits into a product of a multigraded Hilbert scheme parametrizing equidimensional codimension-one ideals and a multigraded Hilbert scheme parametrizing ideals with codimension greater than one. Let k be a field, let A be an abelian group, and let S := k[x] = k[x 1 , . . . , x N ] be an A-graded polynomial ring with N 2. Unlike the other sections, we do not assume that N = 2 in this section of the paper. We begin with a description of the multigraded Hilbert schemes parametrizing principal ideals.
Lemma 2.1. Let f ∈ S be a homogeneous polynomial of degree d ∈ A such that the ideal I := f is admissible. If h : A → N is the Hilbert function of S/I and m := h(d), then
Proof. To begin, assume that dim k S 0 < ∞. By [MiS, Theorem 8 .6], we have dim k S a < ∞ for all a ∈ A, and S 0 = k. Thus the Hilbert function h S : A → N given by h S (a) = dim k S a is well-defined. Multiplication by f produces the short exact sequence
for any ideal J with Hilbert function h : A → N. Applying this analysis to an element g ∈ J d , we conclude that J = g , so all ideals with Hilbert function h : A → N are principal and generated in degree d. Hence, Hilb h S parametrizes the one-dimensional subspaces of S d ; in the language of [HS, §3] , the set {d} is very supportive. Therefore, we have Hilb h S ∼ = P m . Secondly, assume that dim k S 0 = ∞. The hypothesis that I is admissible places significant restrictions on S 0 . Let x u be the initial term of f with respect to some monomial order on S. By [Eis, Theorem 15.3] , the monomials not divisible by x u form a k-basis for S/I. Since I = f is admissible, all but finitely many monomials in S 0 are divisible by x u . It follows that S 0 has a homogeneous system of parameters consisting of a single element, so the Krull dimension of S 0 is 1. The ring S 0 is a normal semigroup ring by [MiS, page 150 ], so we deduce that S 0 = k[x v ] for some monomial x v ∈ S. We next examine the S-module structure of the graded component S d . Let r ∈ N be the largest nonnegative integer with u − rv ∈ N N and set w := u − rv. Let x w ′ be another monomial of degree d. Since dim k (S/I) d < ∞, all but finitely many monomials in S d are divisible by x u . Hence, the monomial x w ′ +sv is divisible by x u for all s ≫ 0, so for such s we have w ′′ := (w ′ + sv) − (w + rv) = (w ′ − w) + (s − r)v ∈ N N with deg(x w ′′ ) = 0. Thus w ′′ = ℓv for some ℓ ∈ N and so w ′ − w is a multiple of v. By the construction of w this multiple must be nonnegative, so S d has k-basis {x w+sv : s ∈ N}. Finally, any monomial ideal with Hilbert function h must contain x w+mv . Since x u has Hilbert function h, we have r = m and there is only one monomial ideal with this Hilbert function; in the language of [HS, §3] the set {d} is very supportive. Therefore, Hilb h S parametrizes the ideals of the form
The next lemma contains the necessary algebraic preliminaries for factoring multigraded Hilbert schemes. The proof is complicated by our need to work over polynomial rings with coefficients in an arbitrary Noetherian k-algebra.
Lemma 2.2. Let K be a Noetherian k-algebra, let R := K ⊗ k S be the A-graded polynomial ring with coefficients in K, and let I be a R-ideal. If J is the intersection of the codimension-one primary components of I and Q := (I : J), then J and Q are homogeneous, J is a locally principal K-module, and I = JQ. Moreover, if Spec(K) is connected and I is admissible, then both J and Q are admissible ideals.
Remark 2.3. The empty intersection of ideals equals R by convention, and N 2, so J = 0. If K is a unique factorization domain, then J is simply generated by a greatest common divisor of any generating set for I. This follows from observation that in a unique factorization domain a primary ideal whose radical has codimension one is principal.
Proof of Lemma 2.2. We first show that J is homogeneous. Since we may assume that deg : N N → A is surjective, the structure theorem for finitely generated abelian groups
It suffices to show that J is homogeneous with respect to each summand of A. The codimension-one primary components of I are homogeneous with respect a torsion-free grading by [Bou, IV §3.3 Proposition 5], so J is also homogeneous with respect to a torsion-free grading. The case A = Z/mZ remains. Consider an integral extension k ′ of the field k containing an m th root of unity ω, and set R ′ := k ′ ⊗ k R. Let I ′ := k ′ ⊗ k I and let J ′ be the codimension-one equidimensional component of I ′ . From the intrinsic descriptions J = {f ∈ R : codim(I : f ) 2} and
Thus, it is enough to show that J ′ is homogeneous with respect to a (Z/mZ)-grading. To accomplish this, fix generators for J ′ . For a generator f ∈ R ′ , we write f = a∈A f a where each f a is homogeneous of degree a ∈ A. We may assume that the generating set for J ′ has been chosen so that f a does not lie in J ′ if f = f a and f a = 0. Consider the automorphism φ :
Since φ permutes the set of codimension-one primary components of I ′ , we have φ(
has fewer homogeneous parts. Iterating this procedure, it follows that one of the nonzero f a lies in J ′ which means that f is itself homogeneous. Therefore, J ′ has a homogeneous set of generators and J is homogeneous. Next, consider p ∈ Spec(K) and let k(p) := K p /pK p be the residue field at p. It follows from Remark 2.3 that J ⊗ K k(p) is generated by the greatest common divisor of a generating set for I ⊗ K k(p). Since the ideal pR p lies in the Jacobson radical of R p := R ⊗ K K p , Nakayama's Lemma implies that J p := J ⊗ K K p is generated by a single element f , so the ideal J is a locally principal K-module and f ∈ pR p .
To complete the first part, we examine Q := (I : J). Since I and J are homogeneous, the ideal Q is as well. To see that I = JQ, it suffices to regard these ideals as K-modules and work locally. Suppose that p ∈ Spec(K) and
Because f either generates a codimension-one ideal or is a unit, it is not a zerodivisor,
It remains to show that J and Q are admissible ideals. Let d := deg(f ) ∈ A. Since the homogeneous generator f of J p is not zerodivisor, there is a short exact sequence of
Multiplication by f also produces the short exact sequence
The admissibility of I guarantees that (R p /I p ) a is a finite rank free K p -module for all a ∈ A. The sequence (2.3.1) splits, so (R p /Q p ) a is free K p -module of finite rank and (R p /J p ) a has finite rank. Since rank is upper semicontinuous, (R/I) a has constant rank on Spec (K) , and Spec(K) is connected, we conclude that (R/Q) a and (R/J) a have constant rank on Spec(K) for all a ∈ A.
Before factoring multigraded Hilbert schemes, we record a geometric observation.
Lemma 2.4. Given a function h : A → N, there is a constant c = c(h) such that, for each Noetherian k-algebra K, every admissible ideal I ⊆ S ⊗ k K with Hilbert function h has codimension c.
Proof. Let K be a Noetherian k-algebra and let I ⊆ S ⊗ k K be an admissible ideal with Hilbert function h : A → N. By restricting to the torsion-free component of A and the induced Hilbert function, it is enough to prove the result when A = Z r . Suppose that P ∈ Ass(I). We first claim that p := P ∩ K is a minimal prime ideal in K. Since P is an associated prime of I, there exists f ∈ R := S ⊗ k K such that P = (I : f ), so lf ∈ I for all l ∈ p. Since (R p /I p ) a is a free K p -module for all a ∈ Z r , we have either f /1 = 0 or l/1 = 0 in R p /I p . The first possibility would contradict p = (I :
Hence all primes in Spec(K) contained in p must contain l. Because l was an arbitrary element of p, we deduce that p is a minimal prime.
The codimension of I in R is the minimum of the codimensions of prime ideals in R containing I. If P is a minimal prime ideal containing I, then P ∈ Ass(I).
is the residue field at p. Applying this to a prime ideal P satisfying codim(I, R) = codim(P, R), we see that codim(I,
with Hilbert function h : A → N, the proof reduces to the case in which K is a field.
In this case, we have codim(I, R) = dim R − dim I = N − dim in(I) for any monomial initial ideal in(I) of I. Therefore, it suffices to observe that the dimension of a monomial ideal M is determined by its Hilbert function with respect to a Z r -grading. For any a ∈ Z r , consider the function h a : N → N defined by h a (n) := h(na). By combining Theorem 1 in [Stu] with an appropriate Stanley decomposition of M (cf. [MaS, §3] ), we see that the function h a agrees with a quasipolynomial of degree d a for n ≫ 0 and the dimension of M is r + max{d a : a ∈ Z r }.
The following theorem is the key result in this section.
Theorem 2.5. Let H be a connected component of Hilb h S . There exists a Hilbert function
, and H ′ parametrizes admissible ideals with codimension greater than one.
To establish this decomposition, we use the associated functors of points; see [EH, §VI] . Let h Z be the functor of points determined by a scheme Z. For a k-algebra K, we have h Z (K) := Hom(Spec(K), Z). From this point of view, a morphism of schemes Z → Z ′ is equivalent to a natural transformation h Z → h Z ′ of functors. Since the schemes in Theorem 2.5 are all locally Noetherian over k, we may assume that their associated functors of points map from the category of Noetherian k-algebras to the category of sets.
By definition [HS, §1] , the scheme Hilb h S represents the Hilbert functor Hilb
Proof of Theorem 2.5. Consider the ideal sheaf I on H × A N which defines the universal admissible family over H with Hilbert function h : A → N. If I is zero, then the theorem is trivially true, so we may assume that I = 0. Let J be the intersection of the codimension-one primary components of I . Since H is connected, Lemma 2.2 shows that J and Q := (I : J ) are admissible. Let h ′ : A → N and h ′′ : A → N be the Hilbert functions associated to Q and J respectively. Lemma 2.2 also shows that J is locally principal over H, so h ′′ is the Hilbert function of some principal S-ideal. The degree of the local generator for J is constant, because H is connected. By combining these observations with Lemma 2.1, we see that X := Hilb
Given an R-ideal I corresponding to a K-valued point of H, there is a map Spec(K) → H such that I is the pull-back of I . Using this map to pullback J and Q, we obtain ideals J ∈ h X (K) and Q ∈ Hilb
To construct the inverse of Φ, consider K-valued points of X and H ′ corresponding to R-ideals J ′ and Q ′ respectively. Our choice of Hilbert functions h ′ , h ′′ : A → N together with Lemma 2.4 show that Q ′ has codimension greater than one and J ′ has codimension at most one. The proof of Lemma 2.1 establishes that J ′ is a locally principal K-module,
It suffices to regard these ideals as K-modules and work locally. Suppose that Q
then Lemma 2.2 implies that I = JQ, where Φ(I) = (J, Q), so I lies in the image of Ψ. Therefore, the unique connected component of Hilb h S containing the image of Ψ is H, and Ψ :
To finish the proof, we observe that Φ and Ψ are mutually inverse. In the last paragraph we showed that Ψ•Φ is the identity on H, so it suffices to check that if J ′ and Q ′ correspond to K-valued points of X and H ′ , then J ′ is the codimension-one equidimensional part of 
, xy, y 2 . Since Theorem 1.1 establishes that Hilb h S is irreducible, it follows from Theorem 2.5 that Hilb
S parametrizes all ideals x 2 y 3 + c 1 xy 2 + c 2 y with c 1 , c 2 ∈ k.
Rationally Chain Connected
In this section, we prove that Hilb h S is rationally chain connected when k is a field, S = k[x, y], and |h| := a∈A h(a) < ∞. Indeed, we show that there exists a distinguished monomial ideal in S, called the lex-most ideal, and a finite chain of irreducible rational curves on Hilb h S connecting any point to the point corresponding to this lex-most ideal. The key to exhibiting these curves is a combinatorial model for the tangent space to Hilb h S at a point corresponding to a monomial ideal.
Consider a monomial ideal M in S with Hilbert function h : A → N and let the monomials
. , x pn y qn be the minimal generators of M where p 0 > · · · > p n 0 and 0 q 0 < · · · < q n . The ideal M has finite colength if and only if p n = 0 = q 0 . An arrow associated to M is a triple (i, u, v) ∈ N 3 where 0 i n, the monomial x p i y q i is a minimal generator of M, and x u y v is a standard monomial for M with the same degree as x p i y q i . Because x u y v ∈ M, we must have either u < p i or v < q i . We visualize an arrow (i, u, v) as the vector Remark 3.1. Despite similar nomenclature, our definition of an arrow is different from [Hai, Proposition 2.4 ], [Hui, §2] and [MiS, §18.2] . In these sources, an 'arrow' refers to an equivalence class of vectors; the equivalence relation arises from certain horizontal and vertical translations. By fixing the tails of our arrows at minimal generators of M, we are choosing elements in each equivalence class. The 'significant arrows' defined below are in bijection with the nonzero equivalence classes. This strategy follows [Eva, §2] .
Arrows are classified by their direction and position of their head relative to M. To indicate the direction, we say that an arrow (i, u, v) is positive if u > p i , nonnegative if u p i , nonpositive if v q i , or utterly insignificant if both u < p i and v < q i . The second aspect of our classification is determined by the monomial x u y v which we regard as the head of the arrow (i, u, v) . A nonnegative arrow (i, u, v) is significant if i > 0 and
We denote by T 0 (M) the set of all nonnegative significant arrows of M. The subset of T 0 (M) consisting of all positive significant arrows plays a central role and is denoted by T + (M). Similarly, we call a nonpositive arrow significant if i < n and x u y v−q i +q i+1 ∈ M, and denote by T 0 (M) the set of all nonpositive significant arrows of M. An arrow is simply significant if it belongs to T (M) := T 0 (M) ∪ T 0 (M), and insignificant otherwise. As the notation suggests, the significant arrows index a basis for the tangent space to Hilb h S at the point corresponding to M; see §4. Remark 3.2. By definition, every utterly insignificant arrow is insignificant. If (i, u, v) is an utterly insignificant arrow, then we have deg(
In either case one variable has torsion degree, which also implies that dim k S 0 = ∞.
Next, we associate an irreducible rational curve on Hilb
To describe this curve, we define the α-edge ideal to be
where t ∈ k. By construction, the S-ideal I α (t) is homogeneous with respect to the A-grading and M = I α (0). We occasionally regard I α (t) as a family of ideals over the base
Example 3.3. If A = 0 and M = x 4 , x 2 y, y 2 , then
The insignificant arrows are (0, 0, 0), (0, 1, 0), (1, 0, 0), (1, 1, 0), (2, 0, 0) and (2, 1, 0). The next result justifies our choice of generators for I α (t). We write > − for the lexicographic monomial order on S = k[x, y] with x < y, and δ i,j is the Kronecker delta.
, then the defining generators of I α (t) form a minimal Gröbner basis with respect > − and M = in > − I α (t) . Moreover, there is an index σ such that 0 σ < k, ℓ + p k−1 p σ , m + q k q σ , and the syzygies of I α (t) are generated by y −q i−1 +q i e i−1 − x p i−1 −p i e i − δ i,k tx ℓ+p k−1 −pσ y m+q k −qσ e σ for 1 i n where e 0 , . . . , e n is the standard basis for the A-graded free S-module
Proof. Since the minimal generators of M are the initial terms with respect to > − of the defining generators of I α (t), it suffices to show that these generators form a Gröbner basis. By Buchberger's criterion [Eis, Exercise 15 .19], we need only prove that certain S-polynomials reduce to zero modulo the generators of I α (t), namely those for pairs of generators corresponding to the minimal syzygies of M. For any monomial ideal in the ring S = k[x, y], Proposition 3.1 of [MiS] shows that the minimal syzygies correspond to adjacent pairs of minimal generators. The S-polynomial between any pair of monomials is always zero. For any pair of adjacent binomial generators in I α (t), the S-polynomial is
where k < i n. Hence, the final S-polynomial to examine is
Since α ∈ T + (M), we have ℓ > 0 and m < 0, so the monomials
is divisible by at least one of the monomials x pσ y qσ for σ < k. Therefore, the final S-polynomial reduces to zero modulo the generators of I α (t). The assertion about the syzygies of I α (t) then follows from [Eis, Theorem 15 .10].
Example 3.5. If A = 0, M = x 4 , x 2 y, y 2 and α = (1, 3, 0) ∈ T + (M) as in Example 3.3, then the syzygies of the α-edge ideal I α (t) are generated by ye 0 −x 2 e 1 −xte 0 and ye 1 −x 2 e 2 ; here σ = 0. ⋄ Example 3.6. If A = 0, M = x 7 , x 6 y, x 5 y 2 , x 4 y 3 , x 2 y 4 , y 6 , and α = (4, 3, 2) ∈ T + (M), then the syzygies of the α-edge ideal I α (t) := The next lemma records a well-known geometric interpretation for Gröbner bases. We write > + for the lexicographic monomial order on S = k[x, y] with x > y.
Lemma 3.9. Given an S-ideal I corresponding to a point on Hilb h S , the Gröbner degenerations of I with respect to > + and > − describe an irreducible rational curve on Hilb h S containing the points corresponding to I, in > − (I) and in > + (I).
Proof. Proposition 15.16 in [Eis] gives a weight vector w ∈ Z 2 such that in w (I) = in > − (I) and in −w (I) = in > + (I). Applying Theorem 15.17 in [Eis] , we obtain a flat family of admissible ideals over P 1 in which the fibres over 0, 1 and ∞ are in > − (I), I and in > + (I) respectively. Since Hilb h S is a fine moduli space, this family gives a map from P 1 to Hilb h S whose image contains the points corresponding to I, in > − (I) and in > + (I).
We now apply Lemma 3.9 to describe the irreducible rational curve on Hilb h S associated to the positive significant arrow α ∈ T + (M).
Proposition 3.10. Let M be a monomial ideal in S. If α ∈ T + (M) and t = 0, then I α (t) has exactly two initial ideals, namely M = in > − I α (t) and M ′ := in > + I α (t) . Moreover, we have M ′ ≻ M and, on Hilb h S , the points corresponding to M and M ′ lie on an irreducible rational curve.
Proof. Let α = (k, ℓ + p k , m + q k ) and consider the vector [ ℓ m ] ∈ Z 2 . By construction, the ideal I α (t) is homogeneous with respect to the induced (Z 2 /Z[ ℓ m ])-grading of S. A polynomial in S that is homogeneous with respect to this grading has only two possible initial terms. Moreover, these two initial terms are given by > + and > − . Hence, there are only two equivalence classes of monomial orders with respect to I α (t). It follows that I α (t) has at most two distinct initial ideals. Lemma 3.4 establishes that M = in > − I α (t) . Lemma 3.9 shows that the Gröbner degenerations of I α (t) give with an irreducible rational curve on Hilb h S containing the points corresponding to M, I α (t) and M ′ , so it remains to show that M ′ ≻ M.
this means there exists a monomial x r y s ∈ S such that the number of standard monomials for M ′ with degree equal to deg(x r y s ) lexicographically less than or equal to x r y s is strictly less than the number of such standard monomials for M. Choosing x r y s to be the lexicographically smallest monomial with this property guarantees that x r y s ∈ M ′ , x r y s ∈ M and each monomial lexicographically less than or equal to x r y s with degree equal to deg(x r y s ) is either in both of M ′ and M or in neither monomial ideal. Because I α (t) is a binomial ideal, the remainder of x r y s on division by the Gröbner basis for I α (t) with respect to > + is a monomial, say
which is a contraction. Proposition 3.12. For a Hilbert function h : A → N with |h| < ∞, there exists a unique monomial ideal L h ∈ P h such that T + (L h ) = ∅. Thus, the poset P h has a unique maximal element.
We call the monomial ideal L h of Proposition 3.12 the lex-most ideal with Hilbert function h.
Proof of Existence.
Asserting h : A → N is a Hilbert function means that there exists an ideal I with Hilbert function equal to h. Hence, M = in > − (I) is a monomial ideal with Hilbert function h. There are only finitely many monomial ideals with Hilbert function h, so the poset P h has at least one maximal element. Proposition 3.10 shows that M ∈ P h is not maximal when T + (M) = ∅. Therefore, there is at least one monomial ideal L h ∈ P h with T + (L h ) = ∅.
Proof of Uniqueness. We induct on |h|. Proposition 3.10 shows that only monomial ideals with no positive significant arrows can be maximal elements of P h . Suppose that the monomial ideal M = x p 0 y q 0 , . . . , x pn y qn is a maximal element of P h , so T + (M) = ∅. Since |h| < ∞, M has finite colength and p n = 0 = q 0 . If |h| = 0 or 1, then 1 or x, y respectively is the unique monomial ideal in P h , so the base case of the induction holds.
For the induction step, we examine the ideal (M : y). The minimal generators of (M : y) are either x p 0 , x p 1 y q 1 −1 , . . . , y qn−1 when q 1 > 1 or x p 1 , x p 2 y q 2 −1 , . . . , y qn−1 when q 1 = 1. As a preamble, we prove that T + (M : y) = ∅. If there exists a pair (x p i y q i −1 , x u y v−1 ) corresponding to a positive significant arrow of (M : y), then i > 0, u − p i > 0, and
The definition of the ideal quotient implies that x u y v ∈ M, and
Hence, (i, u, v) ∈ T + (M) = ∅ which is a contradiction. Additionally, the short exact sequence
A → N is the Hilbert function of (M : y), so the induction hypothesis ensures that (M : y) is unique. Therefore it suffices to show that all the maximal elements of P h contain the same power of x as a minimal generator.
To complete the proof, we assume that M is chosen so that the power of the minimal generator x p 0 is maximal among all the maximal elements of P h . We break our analysis into two cases. First, suppose that there is no standard monomial x u y v of M with degree equal to deg(
is the number of standard monomials for M of degree deg(x p 0 −1 ) that are pure powers of x. Moreover, x p 0 −1 must be the ℏ th such monomial. For any M ′ ∈ P h , there must be at least ℏ standard monomials of degree deg(x p 0 −1 ) that are pure powers of x. As a result, x p 0 −1 is standard for all M ′ . From our choice of M, we conclude that all the maximal elements of P h contain x p 0 as a minimal generator in this case. For the second case, suppose that there is a standard monomial x u y v of M with degree equal to deg(
Since there exists a minimal generator of M dividing x u y v+1 , there is an index i > 0 such that p i u < p i−1 and q i = v + 1. If u < p 0 − 1 then we have (i, p 0 − 1 + p i − u, 0) ∈ T + (M) = ∅ which is a contradiction. Hence, we may assume that u = p 0 − 1 which implies that (v + 1) deg(y) = deg(y v+1 ) = 0. Now, consider a hypothetical monomial x r y s ∈ S satisfying deg(x r y s ) = deg(x p 0 −1 ) and r < p 0 − 1. Since the ideal M has finite colength, there is a ζ v + 1 such that x r y ζ ∈ M and x r y ζ−1 ∈ M. Thus, there is 0 ξ v with deg(x r y s ) = deg(x r y ζ−ξ ), because deg(y v+1 ) = 0. If 1 j n is the index such that p j r < p j−1 and ζ = q j , then we have deg(x p j y q j ) = deg(x p 0 −1−r+p j y ξ ), so (j, p 0 − 1 − r + p j , ξ) ∈ T + (M) = ∅ which is a contradiction. In other words, the hypothetical monomial x r y s cannot exist. Since h deg(x p 0 −1 ) > 0, we deduce that x p 0 −1 must be a standard monomial for all M ′ ∈ P h . From our choice of M, we again conclude that all the maximal elements of P h contain x p 0 as a minimal generator in this case. We end this section with its central result. A scheme is rationally chain connected if two general points can be joined by a chain of irreducible rational curves; see [K, §IV.3] . 
Proof. Consider a point on Hilb
h S corresponding to a monomial ideal M. We first exhibit a finite chain of curves associated to positive significant arrows connecting the points on Hilb
, then Proposition 3.10 produces an irreducible rational curve associated to α which contains the points corresponding M and M ′ . Proposition 3.10 also shows that M ′ ≻ M in P h . If M ′ = L, then we may repeat these steps. Since Proposition 3.12 shows that the lex-most ideal L h is the unique maximal element in P h , this process terminates with a curve that contains the point corresponding to L h . Thus, for every pair of points on Hilb h S corresponding to monomial ideals, there is a connected curve containing both points for which every irreducible component is a rational curve associated to a positive significant arrow.
For each closed point on Hilb h S , we produce an irreducible rational curve containing this point and a point corresponding to a monomial ideal. If the ideal I ′ corresponds to a point on Hilb h S , then Lemma 3.9 shows that the Gröbner degenerations of I ′ give an irreducible rational curve on Hilb h S which contains the points corresponding to I ′ and in > − (I ′ ). Therefore, for every pair of closed points on Hilb h S there is a connected curve, in which every irreducible component is rational, that contains both points.
Tangent Spaces
This section relates the combinatorics of the significant arrows to the geometry of the multigraded Hilbert scheme. Given a monomial ideal M in S = k[x, y] with Hilbert function h : A → N satisfying |h| < ∞, fix α ∈ T + (M) and let I α (t) be the α-edge ideal defined in (3.2.2). We prove that for all t ∈ k the significant arrows of M index a basis for the tangent space to Hilb h S at the point corresponding I α (t). To accomplish this, we first identify the tangent space to Hilb h S at the point corresponding to I α (t) with an explicit linear subspace. Proof of Proposition 4.1. For simplicity, set I := I α (t). Lemma 3.4 shows that the given generators of I form a minimal Gröbner basis with respect to > − , and Proposition 3.10 together with [Eis, Theorem 15.3] shows that the standard monomials of M form a k-basis for S/I. By [HS, Proposition 1.6] , the tangent space is isomorphic to Hom S (I, S/I) 0 where 0 ∈ A. Given ψ ∈ Hom S (I, S/I) 0 , the i We next describe this system of equations. Since Lemma 3.4 provides a generating set of syzygies for I, we see that ϕ ∈ Hom S (I, S/I) 0 if and only if we have 0 = y
where the sums run over all x u y v ∈ M and c i u,v = 0 when the triple (i, u, v) fails be an arrow. Lemma 3.4 also shows that the defining generators for I form a Gröbner basis such that in > − (I) = M. By taking the normal form with respect to the generators of I, these equations produce an equation for each triple (i, u, v) such that 1 i n and x u y v ∈ M. To be more explicit, observe that the coset in S/I containing x u y v ∈ M can have more than one element only when x u y v ∈ x ℓ+p j y m+q j : j k . Let b u,v be the largest nonnegative integer such that x u−κℓ y v−κm ∈ M for 0 < κ b u,v . Since α ∈ T + (M), we have ℓ > 0, so u − jℓ < 0 for j ≫ 0, and thus b u,v < ∞. With this notation, the set {x u−µℓ y v−µm : 0 µ b u,v } consists of all the monomials in S which reduce to x u y v modulo the generators of I. Hence, the equation labelled by (i, u, v) is
It follows that the tangent space is isomorphic to the linear subvariety of A r cut out by these homogeneous linear equations.
4 , x 2 y, y 2 , and α = (1, 3, 0) ∈ T + (M) as in Example 3.5, then the subspace in Proposition 4.1 is cut out by: (i, u, v) . By convention, we set F (j, r, s) = 0 if r < 0, s < 0 or x r y s ∈ M.
Lemma 4.5. If x u y v ∈ M with u < p i−1 and v < q i − q i−1 , then we have the relation
Proof. We first consider the summands with j σ. Since we have the inequalities v < q i and v − q i + q j < q j q σ m + q k , the monomials x u−p i−1 +p j−1 y v−q i +q j−1 and x u−p i−1 +p j y v−q i +q j do not belong to x ℓ+p j y m+q j : j k . Hence, we have
so the first part of the relation (4.5.4) telescopes to 
To begin, we consider j = n. The only equations that might contain c n r,s have the form Next, suppose that σ < j < n. We first show that c j r,s appears in at most two equations of the form (4.1.3). Specifically, if x r y s−q j +q j+1 reduces modulo I α (t) to the standard monomial x r+µℓ y s−q j +q j+1 +µm for some µ ∈ N, then the variable c j r,s appears in the equation F (j + 1, r + µℓ, s − q j + q j+1 + µm) with coefficient t µ . Otherwise x r y s−q j +q j+1 reduces to zero modulo I α (t) and the variable c j r,s does not appear in an equation of the form F (j + 1, r ′ , s ′ ) for any r ′ , s ′ ∈ N. Similarly, if the monomial x r+p j−1 −p j y s reduces modulo I α (t) to the standard monomial
Otherwise x r+p j−1 −p j y s reduces to zero modulo I α (t) and the variable c j r,s does not appear in an equation of the form F (j, r ′ , s ′ ) for any r ′ , s ′ ∈ N. In summary, the variable c j r,s appears in at most two equations of the form (4.1.3) and when it appears the coefficient is uniquely determined.
To complete this case, we show that if the variable c j r,s appears in the double sum (4.5.5) then it appears twice: once with coefficient t ν and once with coefficient −t ν . The equation F (j + 1, r + µℓ, s − q j + q j+1 + µm) occurs in the double sum if and only if
Similarly,
Rearranging these equations, it follows that c j r,s appears in double sum only if
either ν := µ + λ and the coefficient of c j r,s is t ν or ν := µ ′ + λ ′ and the coefficient of c j r,s is −t ν . On the other hand, if (4.5.6) holds for some ν ∈ N, then we have
Since u < p i−1 and v < q i , the monomials x u−p i−1 +p j y v−q i +q j+1 and x u−p i−1 +p j−1 y v−q i +q j do not belong to M, so both of the monomials x r y s−q j +q j+1 and x r+p j−1 −p j y s reduce modulo I α (t) to standard monomials of M. Hence, the variable c j r,s appears in twice in (4.5.5) with λ := ν − µ 0 and λ ′ := ν − µ ′ 0. We conclude that, when c j r,s appears in the double sum, it appears twice with the same coefficient in t but with opposite signs.
Lastly, assume that j = σ. In this case, the variable c σ r,s appears in at most three of the equations of the form (4.1.3); it could appear in F (σ+1, u−p i−1 +p σ −µℓ, v−q i +q σ+1 −µm) with coefficient t µ for some µ 0, in
, and in
with coefficient −t µ ′′ +1 for some µ Proof. Since Proposition 4.1 establishes that the tangent space is cut by all of the equations F (i, u, v) , it suffices to show that the F (i, u, v) with u < p i−1 and v < q i − q i−1 can be written as a linear combination of equations F (i ′ , u ′ , v ′ ) not of this form. We induct on q i − q i−1 − v. If 0 q i − q i−1 − v, then the claim is vacuously true. Otherwise, consider the expression for F (i, u, v) given by Lemma 4.5. For j > i, we have v−q i +q j −λm q j −q j−1 , because m < 0 implies that q i − q j−1 + λm 0. Hence, the only terms in this expression that might not be in G have the form F (i, u − λℓ, v − λm). But these terms can be written as a linear combination of the elements of G by the induction hypothesis. 
for appropriate µ ′ , µ, µ ′′ ∈ N; (C0) also guarantees that the initial term is the variable accompanying the smallest exponent of t.
As a first step in constructing the bijection, we show that every insignificant arrow corresponds to the initial term of an element in G. We divide the analysis into three cases.
appears as a nonzero term in
is an utterly insignificant arrow, then we have u < p i p j for j i and v < v − q i + q i+1 < q i+1 q j for j > i, so x u y v−q i +q i+1 ∈ M. Hence, the variable c i u,v appears as a nonzero term in F (i + 1, u, v − q i + q i+1 ) ∈ G. Hence, (C0) and (C3) establish that in
By combining these three cases, we get an injective map from the insignificant arrows of M to the elements of G.
To establish that this map is a bijection, we show that the initial term of each element of G corresponds to an insignificant arrow. Again, there are three cases. Fix
nonnegative case. If u p i−1 , then we have the inequalities u > u In each case, the initial term of F (i, u, v) is an insignificant arrow. Moreover, if we have (i, u, v) = (j, r, s) with F (i, u, v), F (j, r, s) ∈ G, then F (i, u, v) and F (j, r, s) have different initial terms. Therefore, we have a bijection between the insignificant arrows of M and the initial terms of the elements of G.
Since the initial terms for the elements of G are relatively prime, they form a Gröbner basis with respect to > I . Therefore, T (M) indexes a basis for the tangent space to Hilb h S at the point corresponding to I α (t) for all t ∈ k.
Example 4.10. If A = 0, M = x 4 , x 2 y, y 2 , and α = (1, 3, 0) ∈ T + (M) as in Example 4.7, then Theorem 4.9 shows that the tangent space to the appropriate multigraded Hilbert scheme at the point corresponding to I α (t) is isomorphic to subspace cut out by G : = F (1, 0, 1), F (1, 1, 1), F (2, 2, 0), F (2, 3, 0), F (2, 0, 1), F (2, 1, 1 Next, suppose that the polynomials f i+1 , . . . , f n are defined, with j k=1 g k dividing f j for i + 1 j n. Given (i, u, v) ∈ T 0 (L h ), we have x u y v−q i +q i+1 ∈ L h , so the minimal monomial generator x p j y q j divides x u y v−q i +q i+1 for some index j such that i < j n. Let ε = ε(i, u, v) := max{j : x p j y q j divides x u y v−q i +q i+1 } and, for 0 i < n, define
Since i+1 k=1 g k divides f j for all j > i, it follows that f i ∈ R with i k=1 g k dividing f i . Repeating this process, we can define f i ∈ R for 0 i n. Moreover, the equation y −q i +q i+1 in > + (f i ) = in > + (g i+1 f i ) = x p i −p i+1 in > + (f i+1 ) establishes that in > + (f i ) = x p i y q i . With this notation, we define the ideal I := f 0 , . . . , f n ⊆ K [x, y] .
We next show that in > + I ⊗ K k(p) = L h ⊗ K k(p) where k(p) := K p /pK p is the residue field of the point p ∈ Spec (K) . Since the minimal generators of L h are the initial terms with respect to > + of the defining generators of I(p) := I ⊗ K k(p), it suffices to show that these generators form a Gröbner basis. By Buchberger's criterion [Eis, Exercise 15 .19], we need only prove that the S-polynomials reduce to zero modulo the generators of I(p) for pairs of generators corresponding to the minimal syzygies of L h . The minimal syzygies of a monomial ideal in R(p) := R ⊗ K k(p) = k(p) [x, y] Since the initial terms of all the summands in the last expression are less than the monomial y −q i−1 +q i in > + (f i−1 ), we conclude that this S-polynomial reduces to zero modulo the generators of I(p). It follows from [Eis, Theorem 15.3 
] that h : A → N is the Hilbert function of R(p)/I(p).
We now use this to show that I is admissible. Since we have dim k(p) R(p)/I(p) a = h(a) for all p ∈ Spec(K), Nakayama's Lemma implies that the K p -module (R p /I p ) a requires at most h(a) generators. However, the rank of the K p -module (R p /I p ) a is also bounded above by dim k(0) R(0)/I(0) a and the Hilbert function at the generic point 0 ∈ Spec(K) also equals h(a). Hence, (R/I) a is a locally free K-module of constant rank h(a) on Spec(K). The map τ : A d → Hilb h S determined by the admissible R-ideal I is injective, so the dimension of the image is d.
We conclude with the proof of the main result.
Proof of Theorem 1.1. We first show that Hilb h S is nonsingular when S = k[x, y] and k is a field. An ideal in S = k[x, y] with codimension greater than one has finite colength. Hence we may assume, by Theorem 2.5, that |h| := a∈A h(a) < ∞. Given a closed point on Hilb h S , Lemma 3.9 shows that the Gröbner degenerations of the corresponding ideal I ′ give an irreducible rational curve on Hilb h S that contains the points corresponding to I ′ and in > − (I ′ ). Since the dimension of the tangent space is upper semicontinuous, it suffices to demonstrate that each point on Hilb h S corresponding to a monomial ideal is nonsingular. Theorem 3.15 establishes that the points on Hilb h S corresponding to monomial ideals lie on a curve C in which the irreducible components are associated to positive significant arrows. It follows from Theorem 4.9 that the dimension of the tangent space is weakly increasing as we move along C from a point corresponding to a monomial ideal to the point corresponding to L h . Proposition 5.1 proves that the point corresponding to L h is nonsingular. We conclude that dimension of the tangent space is constant along C and Hilb h S is nonsingular. Theorem 3.15 also establishes that Hilb h S is connected, so it follows that Hilb h S is irreducible.
To complete the proof, let S = Z[x, y] and let η : Hilb h S → Spec(Z) be the canonical map. To show η is smooth, it suffices by [EGA, Theorem 17.5 .1] to demonstrate that η is flat and, for each p ∈ Spec(Z), that the fiber η −1 (p) is smooth over the perfect field Z p /pZ p . Since each fiber η −1 (p) is Hilb h Z/p [x,y] (for example, see [HS, Lemma 3.14] ), combining the first paragraph with [EGA, Corollaire 17.15.2] shows that each fiber is smooth. The lex-most ideal on each fiber produces a section of η, which implies that η is surjective. The image of this section is irreducible, since Spec(Z) is, and the first paragraph also shows the fibers η −1 (p) are all irreducible as well, so it follows that Hilb h S is irreducible. Hence, the underlying reduced scheme (Hilb h S ) red is irreducible and dominates Spec(Z), so [H2, Proposition III.9.7] establishes that the canonical map (Hilb 
