Given a sufficient statistic for a parametric family of distributions, one can estimate the parameter without access to the data itself. However, the memory or code size for storing the sufficient statistic may nonetheless still be prohibitive. Indeed, for n independent data samples drawn from a k-nomial distribution with d = k − 1 degrees of freedom, the length of the code scales as d log n + O(1). In many applications though, we may not have a useful notion of sufficient statistics and also may not need to reconstruct the generating distribution exactly. By adopting a Shannon-theoretic approach in which we consider allow a small error in estimating the generating distribution, we construct various notions of approximate sufficient statistics and show that the code length can be reduced to d 2 log n + O(1). We consider errors measured according to the relative entropy and variational distance criteria. For the code construction parts, we leverage Rissanen's minimum description length (MDL) principle, which yields a non-vanishing error measured using the relative entropy. For the converse parts, we use Clarke and Barron's asymptotic expansion for the relative entropy of a parametrized distribution and the corresponding mixture distribution. The limitation of this method is that only a weak converse for the variational distance can be shown. We develop new techniques to achieve vanishing errors and we also prove strong converses for all our statements. The latter means that even if the code is allowed to have a nonvanishing error, its length must still be at least d 2 log n.
I. INTRODUCTION
The notion of sufficient statistics is a ubiquitous concept in statistics and information theory [1] , [2] . Consider a random variable X ∈ X whose distribution P X|Z=z depends on an unknown parameter z ∈ Z. Typically in detection and estimation problems, we are interested in learning the unknown parameter z. In this case, it is often unnecessary to use the full dataset X for this purpose. Rather a function of the data Y = f (X) ∈ Y usually suffices. If there is no loss in the performance of learning Z given Y relative to the case when one is given X, then Y is called a sufficient statistic relative to the family {P X|Z=z } z∈Z . We may then write
or more simply that X − Y − Z forms a Markov chain in this order. Because Y is a function of X, it is also true that I(Z; X) = I(Z; Y ). For concreteness in our discussions, we often regard the family {P X|Z=z } z∈Z as an exponential family [3] This class of distributions is parametrized by a set of natural parameters {z i } and a set of natural statistics {Y i (x)}, which is a function of the data. The natural statistics or maximum likelihood estimator (MLE) are known to be sufficient statistics of the exponential family. In many applications, large datasets are prevalent. In particular, the one-shot model described above will be replaced by an n-shot one in which the dataset consists of n independent and identically distributed (i.i.d.) random variables X n = (X 1 , . . . , X n ) each distributed according to P X|Z=z where z is unknown. If the support of X is finite, the distribution can be regarded as a k-nomial distribution and the empirical distribution or type [4] of X n is a sufficient statistic for learning z. However, the number of types with denominator n on an alphabet with k values is [4] 
Thus, the memory size required to learn the parameter z or distribution P X|Z=z is at least Θ(n k−1 ). Can we do better than a memory size of Θ(n d )? The answer to this question depends on the strictness of the recoverability condition of P X|Z=z . If P X|Z=z is to be recovered exactly, then the Markov condition in (1) is necessary and no reduction of the memory size is possible. However, if P X|Z=z is to be recovered only approximately, we can indeed reduce the rate of the memory size. This is the motivation for the current paper.
A. Main Contributions and Techniques
We provide a precise Shannon-theoretic problem formulation for compression for the model parameter z with an allowable asymptotic error δ ≥ 0 on the reconstructed distribution. This error is measured under the relative entropy and variational distance criteria. We use some of Rissanen's MDL ideas for encoding in [5] , [6] to show that the memory size can be reduced to approximately Θ(n d 2 ) resulting in a coding length of d 2 log n + O (1) . Note that Rissanen [5] , [6] did not explicitly provide the decoders for the problem he considered; we explicitly specify various decoders. Moreover, assuming that the parametric family of distributions is an exponential family [3] , we also improve on the evaluations that are inspired by Rissanen. In particular, for exponential families, we propose codes whose asymptotic errors measured according to the relative entropy criterion are equal to zero. Furthermore, we consider two separate settings known as the blind and visible settings. In the former, the encoder can directly observe the dataset X n ; in the latter the encoder directly observes the parameter of interest z. The differences between these two settings are discussed in more detail in [7, Ch. 10] . The visible setting may appear to be less natural but such a generalized setting is useful for the proofs of the converse parts. Yang, Chiribella and Hayashi [8] only considered the special case of the qubit model. They also only considered the blind setting. We consider both blind and visible settings and show, somewhat surprisingly, that the coding length is essentially unchanged.
Another contribution in our work is in the strengthening of the converse in [8] . In our strong converse proof for the relative entropy error criterion, we employ the Pythagorean theorem, a fundamental concept in information geometry [9] . Furthermore, we use Clarke and Barron's formula [10] , [11] to provide a weak converse under the variational distance error criterion. This clarifies the relation between our problem and Clarke and Barron's formula [10] , [11] . We significantly strengthen this method to obtain a strong converse; in contrast [8] only proves a weak converse.
II. PROBLEM FORMULATION AND MAIN RESULTS
Let X be a set and let P(X ) denote the set of distributions on X . We consider a family of distributions {P X|Z=z } z∈Z ⊂ P(X ) parametrized by a vector parameter z ∈ Z ⊂ R d . We assume that n i.i.d. random variables X n = (X 1 , . . . , X n ) each taking values X and drawn from P X|Z=z . The underlying parameter Z, which is random, follows a distribution μ(dz), which is absolutely continuous with respect to the Lebesgue measure on R d . We will often use the following notations: Given conditional distributions P X|Y and P Y |Z , respectively let the joint and marginal probabilities conditioned
A. Definitions of Codes
Observe that this definition of a code is similar to that for source coding except that the decoder outputs distributions on X n instead of length-n strings in X n . We often consider a more relaxed condition for the encoder as follows.
Any blind encoder f b,n can be regarded as a special case of a visible encoder f v,n because f v,n can be written as follows
B. Error Criteria
The performance of any code is characterized by the coding length log M n = log |Y n | and the error. To define an error criterion, we notice that the reconstructed distribution on X n is ϕ n · f v,n (z) which is defined as ϕ n · f v,n (z) (x n ) = y∈Yn Pr {f v,n (z) = y} ϕ n (y) (x n ). Hence the code has a smaller error when ϕ n · f v,n (z) is closer to P n X|Z=z for each z ∈ Z. To evaluate the difference, consider an error function F whose inputs are distributions. The error is defined as
For a blind code, we similarly define
We denote the errors in the blind and visible cases [7, Ch. 10] with the variational distance P −Q 1 as ε (1) b and ε (1) v resp. Similarly, we denote the in the blind and visible cases with the relative entropy D(P Q) as ε (2) b and ε (2) v resp.
C. Definitions of Minimum Compression Rates and Properties
Definition 3 (Minimum Compression Rate). Let δ ≥ 0. We define the minimum compression rate for blind codes for a given parametric family {P X|Z=z } z∈Z as
where i = 1, 2 denotes whether the error function is the variational distance or relative entropy respectively. In a similar manner, we define the minimum compression rate for visible codes to be R
. For any 0 ≤ δ ≤ δ and i = 1, 2, we have
where (7) follows from Pinsker's inequality because D(P Q) → 0 implies P − Q 1 → 0.
D. Main Results
Let J z be the Fisher information matrix of the parametric family {P X|Z=z } z∈Z . Before we state the main results of this paper, we consider the following assumptions:
holds [9] . We also assume compact convergence for (9). (iii) (Asymptotic Efficiency) There exists a sequence of estimatorsẑ n =ẑ n (X n ) for the parameter z such that
(iv) (Local Asymptotic Normality) Fix a point z ∈ Z and letẑ ML (X n ) be the MLE of z given X n . Define h z (X n ) = √ nJ
Gaussian probability density function. The local asymptotic normality condition [12] - [14] reads
for any vector z ∈ R d . (v) (Local Asymptotic Sufficiency) Let Z be the random variable corresponding to the parameter z and let Y be the corresponding MLEẑ ML (X n ). The local asymptotic sufficiency condition [12] - [14] reads
Theorem 1. Assuming (i), (ii), (iv) and (v),
Assuming (i), (ii),
Assuming (i), (ii), (iv), and (v),
Assuming (i), (ii), and (iii),
Furthermore, if (i) holds and {P X|Z=z } z∈Z is an exponential family [3] , (16) can be strengthened to
Proofs of a subset of the statements above are provided in Sections IV and V. The detailed proofs of all parts can be found in [15] . Remarks on and implications of the theorem are detailed in the following section.
III. CONNECTION TO SUFFICIENT STATISTICS AND EXPONENTIAL FAMILIES
We discuss the implications of Theorem 1 by relating it to the notion of sufficient statistics [2, Sec. 2.9].
A. Exact and Approximate Sufficient Statistics
Suppose that the blind encoder f b,n is a deterministic function. When Y = f b,n (X n ) is a sufficient statistic relative to {P X|Z=z } z∈Z [2, Sec. 2.9], P n X|Z=z,Y =y (x n ) does not depend on z, i.e., Z − Y − X. In this case, we can choose the decoder ϕ n : Y n → P(X n ) to be ϕ n (y) := P n X|Z=z,Y =y . Now, noting that P n X|Z=z ({x n : f b,n (x n ) = y}) = f b,n · P n X|Z=z (y) for every y in the memory Y n , we have
Thus regardless of which error metric we choose, we will attain zero error between ϕ n · f b,n and P n X|Z=z . However, as we will see, if P X|Z=z is an exponential family the memory size exceeds that prescribed by Theorem 1. As a result, we allow a small error in reconstructing the distribution per (5) .
B. Background on Exponential Families
A parametric family of distributions {P X|Z=z } z∈Z is called an exponential family [3] if
where A(z), the log-partition function is defined as
are known as the natural statistics or sufficient statistics of the exponential family. For any exponential family, there is an alternative parametrization known as the moment parametrization [3] . There is a one-to-one correspondence between the natural parameter z and the expectation parameter
Hence, to estimate z, one can first estimate the moments η(z) = (η 1 (z), . . . , η m (z)) ∈ H := {η(z) : z ∈ Z} and then use the one-to-one correspondence to obtain z.
C. An Example: k-nomial Distributions
We now consider k-nomial distributions which form an exponential family with natural statistics
The vector of natural statistics Y (x) := (Y 1 (x), . . . , Y k−1 (x)) allows us to recover information about z [9] . Given n i.i.d. data samples from P n X|Z=z , the exponential family can be written as
m (x n )). The dimension of the exponential family m = k − 1. The total number of possibilities of Y (n) (x n ) is n+k−1 k−1 . This is also the total number of n-types [4] on an alphabet of size k. In this case, the required memory size is log |Y n | = log n+k−1 k−1 = 2017 IEEE International Symposium on Information Theory (ISIT) (k − 1) log n + O (1) . Note that k − 1 = d, the dimension of Z. Thus, the pre-log coefficient is d, which is twice as large as what the results of Theorem 1 prescribe if we allow for a small error in the reconstruction of the generating distribution.
IV. PROOFS OF DIRECT PARTS OF (14) AND (16) IN THEOREM 1 Lemma 1. Assuming (i), (ii), we have R
In addition, assuming (i), (ii), and (iii), R
Proof of Lemma 1. We first prove statement for the blind case. Then we describe how to modify the argument slightly to show the visible case. Fix a lattice span t > 0 and consider Z n,t := t √ n Z d ∩ Z ⊂ Z. Given the MLEẑ n :=ẑ ML (X n ), we consider the closest point
That is, for this blind encoder, the memory Y n is taken to be Z n,t and the encoder is f b,n (X n ) := z n,t (ẑ ML (X n )), i.e., we first compute the MLE then we approximate it with a point in a finite subset Z n,t using the formula in (25). The decoder is the map from the parameter z n,t to the distribution P n X|Z=zn,t . The coding length is clearly log |Z n,t | = d 2 log n+O (1) , where the dependence on t is in the O(1) term. Now, for any r > 0 and any norm · , we have the inequality 2 a, b ≤ r a 2 + 1 r b 2 . Applying this inequality to the norm 1 2 · Jz with a ≡ẑ n −z and b ≡ z n,t −ẑ n , we obtain
We now estimate the error as follows:
In (27) we used Jensen's inequality and the convexity of the relative entropy; in (28) we used the Euclidean approximation of the relative entropy in (9) (Assumption (ii)); in (29) we used the previously stated inequality; in (30) we used (10) (Assumption (iii)); and in (31) and (32) we used the definition of the lattice Z n,t resulting in the bound |z n,t,i −ẑ n,i | ≤ t √ n for all i and n. Now since n ∈ N is arbitrary,
Since t > 0 is arbitrary, we may take t → 0 so the second term vanishes. Next, since r > 0 is arbitrary, we may take r → 0 so the first term converges to the asymptotic error bound of d 2 . For the visible case, since the encoder has z, we replaceẑ n by z. Hence, the first terms in (29)-(33) equal 0.
V. PROOFS OF THE STRONG CONVERSE PARTS OF (13) AND (14) where (36) is an application of the Pythagorean theorem [9] . For the first term in (36), we note that since |Y n | is n d 2 (1− ) , |S n, | = |{ϕ n (y) : y ∈ Y n }| ≤ |Y n | = n d 2 (1− ) . For any z ∈ Z, let the closest distribution in S n, have parameter z ∈ Z. Since Z ∈ R d is bounded, we can estimate the (order of the) 2 distance between z and z , i.e., Δ := z − z . If z is a point in general position in Z, then Δ is of the same order as r, where r is the largest radius of the n d 2 (1− ) disjoint spheres contained in Z. Since the volume of spheres of radius r in R d is proportional to r d , K d · r d · n d 2 (1− ) ≥ vol(Z). Since vol(Z) does not depend on n and Δ = Θ(r), Δ = Ω(n − 1 2 (1− ) ).
At the same time, by the Euclidean approximation of relative entropy in (9) , D(P n X|Z=z P n X|Z=z ) = Ω(n z − z 2 ) = Ω(n ). Thus the first term in (36) scales as
