One of the main concepts in pattern recognition is clustering. This technique is used as important knowledge discovery tools in modern machine learning process. Clustering of high-performance companies is very important not only for investors, but also for the creditors, financial creditors, stockholders, etc. Hence, firms' clustering is considered as one of the important issues in Tehran Stock Exchange (TSE). To this end, we have used financial statement data of three industries in TSE for the year 2012. After selecting profit criteria (attributes) and prioritizing them using AHP, k means clustering algorithm is used to classify these companies. Also, to obtain the optimal number of clusters, different validity measures are presented. The identification of clusters of companies of TSE can be exploited to improve planning and get to more comprehensive decision making about companies.
Introduction
The purpose of any investor is to seek desirable investment opportunities for maximizing profit. Nowadays, investing in companies stocks needs financial knowledge, profitable stock selection and efficient use of capital. On the other hand, one of the important human activities is to classify complex phenomena by using their characteristics. Clustering or cluster analysis is the main method of classification (Sharma, 1996) . This technique has many applications in various sciences. Mirkin (1996) defined it as ''a mathematical technique designed for revealing classification structures in the data collected in the real world phenomena" (Nanda et al. 2010) . Clustering is used to divide a data set into classes using the principle of maximizing the intra class similarity and minimizing inter class similarity. It means that, clusters are formed so that objects which are similar are grouped together and objects that are very different fall into other clusters (Babu et al. 2012 ). Cluster analysis is not the ultimate goal of research; rather it is . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K 2 beginning for another works. In this paper, after determining criteria and prioritizing them by using Analytic Hieratical Process (AHP), we demonstrate well known clustering technique namely K-means as well as some validity indexes to obtain the optimal number of clusters. The rest of this paper is organized as follows. Section 2 describes relevant literature review. Section 3 explains methodology of research. Section 4 shows main findings. Finally, in Section 5 conclusion is presented.
Literature review
In this section, concept of cluster, different methods of clustering and related works are briefly reviewed.
Clustering
Clustering is an unsupervised classification process (Gan and Wu, 2007; Liu et al. 2010; Pakhir et al. 2004) . The aim of clustering is to find structure in data set. Cluster is collection of objects with similarity between them and dissimilarity to the objects in other clusters. Unlike classification, clustering doesn't rely on predefined classes (Hajizadeh and Shahrabi, 2010) . Clustering has applications in several fields like math, multimedia, marketing (customers segmentation based on their similarities), meteorology, geology, medical, etc (Gan and Wu, 2007) . First time, Tryon in 1939 used this term for grouping similar objects. There are two categories-crisp (or hard) and fuzzy (or soft) -for Clustering methods (Gan and Wu, 2007 ; Halkidi and Batistakis, 2001; Pakhir et al. 2004) . In crisp clustering, data set is divided into distinct clusters. It means that data belongs to exactly one cluster. In fuzzy clustering, data belong to more than one cluster. It means that associated with each element is a set of membership levels. Hierarchical and Partitional algorithms are two categories of crisp clustering algorithms (Gan and Wu, 2007) . Hierarchical clustering techniques divide the data set into smaller subsets and the result is a hierarchical structure of groups known as dendrogram. Partitional clustering techniques partition the data set into desired number of sets in a single step. They are based on minimizing an appropriate objective function.
Clustering techniques and stock market
There are some papers within literature that used various clustering methods in the field of financial markets and showed comparison of various clustering techniques. For example, Doherty et al. (2005) used TreeGNG, a hierarchical clustering algorithm, on a time series of share closing prices to identify groups of companies that cluster into clearly identifiable groups. Rashidi and Analoui (2007) proposed a modified k-means clustering algorithm to cluster stock market companies, based on similarity measure between time series. This algorithm is applied to the analysis of the Dow Jones (DJ) index companies, in order to identify similar temporal behavior of the traded stock prices. To cluster financial markets, Also, Basalto et al. (2005) applied chaotic map clustering algorithm to the analysis of the Dow Jones index companies, in order to identify similar temporal behavior of the traded stock prices. . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K Nanda et al. (2010) used stock returns at different times from the stocks of Bombay Stock Exchange for the fiscal year 2007-2008 in order to manage portfolio. Results of analyses indicated that K-means cluster analysis builds the most compact clusters as compared to SOM and Fuzzy C-means for stock classification data. Also, K-means clustering minimize portfolio risk. Shin and sohn (2004) used K-means, self-organizing map (SOM), and fuzzy K-means clustering techniques to segment stock market brokerage commission customers. Results of analysis showed that fuzzy K-means cluster analysis is the most robust approach for segmentation of customers. According to the literature reviewed, we could see that there are very few studies and researches in clustering stock market companies. In this paper we consider the K-means technique for clustering stock market companies and weigh the selected criteria. Also, we will use validity indexes to find the optimal number of clusters.
Methodology Determination industries and Selection criteria
In the literature of cluster analysis, two terms are used: objects (cases) and criteria (attributes).The purpose of this paper is to cluster companies (here called objects) -in three industries of TSE. These industries consist of automotive industry; cement and metal industries. Factors that affect the choice of the companies in each industry are (1) Dissemination of financial data, (2) Being active in TSE for the year of 2012.therefore, 87 companies are selected. Also criteria are quantitative or qualitative variables that objects are categorized based on them. So the first step is to determine appropriate criteria for clustering. To this end, by interviewing with several of the capital market experts, five profitability ratios are selected. These ratios cause easier analysis. In Table 1 , variables definition is showed. 
Prioritization of criteria (weighing)
In this step a list of the relative weights, importance, or value, of the criteria calculates. There are different methods for determining weights. In this paper, analytic hierarchal process (AHP) is used. In the following, a review of AHP as well as implementation of this technique is explained. . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K 4 
Analytic hierarchal process (AHP)
The analytic hierarchy process (AHP) was introduced by Thomas L. Saaty in the 1970s. It is a multi-criteria decision-making (MCDM) approach (Saaty, 2012; Vaidya and Kumar, 2006) . Process of AHP consists of 5 stages:
1. Determining a Hierarchical Tree: AHP uses a multi-level hierarchical structure that comprises a goal, criteria (and sub criteria) and options.
2.
Finding priority of the criteria: AHP uses a set of pairwise comparisons to calculate the relative weights of importance of the criteria.
3.
Scoring of options based on each criterion: in this stage like stage 2, pairwise comparison of options in terms of each criterion carry outs. Then, the ratings are normalized and averaged.
4.
Obtaining Consistency Ratio (CR): The important stage is to obtain a CR to measure how consistent the judgments have been relative to large samples of purely random judgments. It is noteworthy that consistency ratio should calculate for each of pairwise comparisons. The CR should be ≤ 0.1. It means that, if the CR is much in excess of 0.1, the judgments are untrustworthy and the pairwise comparison is valueless and it must be repeated.
5.
Calculating the final score: Finally, the option scores are combined with the criterion weights to make a final score for each option. Sometimes, there are two or more decision makers (DMs). So, geometric mean method should be used to aggregate individual judgments. According to this algorithm, in this paper, hierarchal tree contains of two levels:
 object (Prioritization of selected criteria for clustering companies of three industries in TSE) and;  criteria ( five selected criteria) Then based on decision tree, a questionnaire prepared and five experts completed it. In this paper, AHP is implemented in the software Expert Choice (EC). Calculated consistency ratio by software is 0.06 that represents the relative consistency of decision makers' judgments. Table 2 shows the results of using geometric mean to obtain group judgment. Also, in Table 3 output of software is represented. 
Determining appropriate method for companies clustering
The K-means is one of the most popular clustering algorithms (Hajizadeh and Shahrabi, 2010; Halkidi and Batistakis, 2001; Kanungo and Netanyahu, 2002; Pakhira et al. 2004 ). This clustering algorithm was first described by Macqueen (1967) (Gan and Wu, 2007) . This algorithm is a partitioning clustering or non hierarchical method that splits dataset (objects) into k clusters (Gan and Wu, 2007 ; Jain, 2010; Wu, 2002) . Stages of k-means clustering algorithm are described as follows:
 Initial stage: Partition the objects into k cluster randomly.  Repetition stage: -Calculate the center of each cluster as the mean of the data.
-Compute distance (like Squared Euclidean distance) from each object to each cluster.
-Compute objective function know as squared error function given by:
["K": the number of cluster center, "n": the number of data in  Improvement stage: -Assign each object to the cluster with the nearest center.  Stop stage: This process continues until no object move clusters or the value of objective function doesn't reduce. In this paper, due to plurality of data, SPSS software is used.
Validity
Cluster analysis is an unsupervised method and one of the biggest problems with Clustering is identifying the optimum number of clusters (Gan and Wu, 2007; Liu et al.2010) . Therefore, determining the appropriate number of clusters for a data set is generally an important process. To obtain the optimal number of clusters, some kind of clustering results validation is necessary (Liu et al.2010; Pakhira et al. 2004 ). There are different indexes and functions to provide validity . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K 6 measures. These indexes provide a clear picture on the optimal number of clusters. Generally, validity indexes are measures for assessing the results of clustering (Gan and Wu, 2007) . In the following, some of validation indexes review briefly.
Davies-Bouldin index:
The lower the value, the better the cluster structures (Halkidi and Batistakis,2001; Maulik and Bandyopadhyay, 2002; Nanda et al. 2010; Pakhira et al. 2004; Vendramin et al, 2010) . Modified Hubert's statistic (MH): The higher the value, the more compact clusters (Bezdek, 2002) . Silhouette index: Better quality of a clustering is indicated by a larger Silhouette value (Chen et al. 2002; Liu et al. 2010; Vendramin et al, 2010 ).
Dunn's index (DI):
This index is proposed to use for the identification of ''compact and wellseparated clusters". Large values indicate the presence of compact and well-separated clusters (Halkidi and Batistakis,2001; Nanda et al. 2010; Pakhira et al. 2004 ).
R -Squared index (RS):
This index is to measure the dissimilarity of clusters. It measures the degree of homogeneity degree between groups. The values of RS range from 0 to 1. The value near 1 means that there is significant difference among the clusters (Halkidi et al. 2002) . SD Validity Index: this index defines based on average scattering and total separations. Lower SD index means better clustering (Halkidi et al. 2002; Liu et al,2010) . RMSSTD (root -mean -square standard deviation) index: it is the variance of the clusters and it measures the homogeneity of the clusters. The lower RMSSTD value means better clustering (Liu et al,2010) . In this paper, we give more importance to Davies-Bouldin, Silhouette, and Dunn's indexes. The validity indexes calculated by Machaon CVE (one of the powerful software in calculating cluster validation and finding the optimal number of clusters). Table 4 shows validity indexes of K-means clustering. This calculation is done just for metal industry. The results of two other industries are the same. From Table 4 we can infer that number of clusters can be 2 for optimal clustering of the data set.
Main findings
The result of implementing k-means method by using SPSS software is presented in Table 5 . The table contains the number of cases in each cluster and final cluster centers for three industries. . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K 7 Also, in Table 6 companies located in each cluster as well as the object's distance from the cluster center is displayed. Output of software only shows that each company located in what cluster (1 or 2). But given that all attributes (criteria) used in clustering are profitability ratios and these ratios analyze the level of success of company to make profit and provide it through income, sales and investment. So, the higher amounts of these ratios express proper performance of the company. Therefore, Based on outputs of software and attributes amounts, two clusters-appropriate and inappropriate performance identified. Since, all attributes are profitability ratios, the analysis will be easier. Identifying company's situation can help executive managers to make a better decision and improve their planning. The reason of implementing cluster analysis for each separated industries is that effect of factors such as inflation, economic sanctions, etc. isn't the same for industries.
Conclusions
The purpose of this paper was to segment active companies of three industries-cement industry, metal and automotive and parts industries-in Tehran Stock Exchange (TSE), using financial ratios and cluster analysis. There are various financial ratios such as liquidity ratios, leverage ratios, profitability ratios and efficiency or activity ratios but, in this research, profitability ratios highlighted and used for clustering. So, five criteria selected. The result of criteria weighing by analytic hierarchal process showed that ROA is first priority between other ratios in this research and EPS, ROE, and Profit to sales ratio and Operating profit margins are in the next places in sequence. K-means algorithm, one of the most popular methods, used for companies' clustering. Before implementing k-means, determining the appropriate number of clusters for a data set is an important process. So, different indexes introduced and three validity indexes (Davies-Bouldin index, Dunn's index and Silhouette index) calculated and optimal number of clusters determined. The data set for companies listed in TSE collected from financial information databases. We considered data for the year 2012. The results of clustering listed in the main finding section. All companies located in two clusters. Given the economical and political conditions, including sanctions as well as the result of this research, most of companies located in cluster 1. . 201 January ; 5 uwait Chapter of Arabian Journal of Business and Management Review Vol. 4, No. K 
