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Abstract 
We show that for any orthogonal polynomials {P,(x)}~o satisfying a spectral type differential equation of order N 
(>~2) 
N 
LN[y](x) = ~ &(x)y(i)(x) = 2,y(x), 
i--I 
{Pn(x)}~0 must be essentially Hermite polynomials if and only if the leading coefficient EN(x) is a nonzero constant. 
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I. Introduction 
Consider a spectral type differential equation of order N ( t> 1 ) 
N N i 
LN(y)(x)  = Z ~(x)y(i)(x) = Z Z {ijxJy(O(X) = ,~ny(X) 
i=1 i=1 j=0 
(1) 
where f,-/ are constants, fN(X)~ O, and 
2. = nell + n(n -- 1)f22 +""  + n(n -- 1) . . . (n  -- N + 1)fNN. 
When N = 2, Bochner [1] showed that there are essentially (i.e., up to a linear change of variable) 
only four distinct orthogonal polynomial systems atisfying Eq. (1), which are classical orthogonal 
polynomials of Jacobi, Bessel, Laguerre, and Hermite (see also [3, 6]). Later, Krall [2] found nec- 
essary and sufficient conditions for an orthogonal polynomial system (OPS) to satisfy Eq. (1). Due 
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to Littlejohn [7] (see also [4]), we can state Krall's theorem as: For an OPS {P,(x)}~= o relative to 
a regular moment functional a, the following are all equivalent: 
(i) {P,(x)}~o satisfies the differential equation (1). 
(ii) a satisfies N + 1 functional equations 
N 
i=j 
O<<,j<,N (f0(x) --- 0). (2) 
(iii) a satisfies r = [I(N + 1)] functional equations 
N 
Rj[o-] = Z ( -1 ) i (  i - j  -1 )  i=2j+l j (~/0") ( i -2 j - l )  = 0, O<<.j<~r- 1. (3) 
Moreover, if any one of the above equivalent conditions holds, then N = 2r must be even. In 
particular, {P,(x)}~= o is a classical OPS if and only if o- satisfies 
= 0 (4) 
for some polynomials ~(x)~0 and fl(x) with deg(~)~<2 and deg(f l)= 1 (see [5, 9]). In this case, 
{ P,(x ) } ~ o satisfies 
L[y](x) = ~(x)y"(x) + fl(x)y'(x) = n[½(n - 1)a"(x) + fl'(x)]y(x) = my(x).  (5)  
It is also shown in [5] that {P,(x)}~o is a classical OPS if and only if {P,(x)}~o satisfies the 
differential equation (1) with f / (x)= 0 for 1 <<.i<<.r- 1. Using these results, we find a new charac- 
terization of Hermite polynomials through the higher order differential equation (1): If an OPS 
{Pn(x)}~0 satisfies the differential equation (1) with dN(x) a nonzero constant, then {P,(x)}~o must 
be Hermite polynomials (after a suitable linear change of variable). Moreover, in this case, the 
differential equation (1) must be a linear combination of iterations of a second order differential 
equation of type (5). 
2. Main result 
By iterating Eq. (5), we can see that any classical orthogonal polynomials may satisfy the differ- 
ential equation (1) for any N ~> 2. Conversely we have: 
Proposition 1. Assume that {P,(x)},~ o & a classical OPS satisfying the differential equation (5). 
l f  {Pn(x)}~= o also satisfies a differential equation (1) of order N = 2r (r>~ 1), then LN[-] is a linear 
combination of iterations of L[. ]. 
We first need a lemma. 
Lemma 2. I f  the differential equation (1) of order N = 2r has an OPS {P,(x)}~o relative to a as 
polynomial solutions, then dZl (x) + . . .  + ff(x) ~ O. 
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Proof. Assume (l(x) - . . .  = dr(X) - O. Then, we have from (2) 
Z( - -1 ) i  (¢ )  (~itT) ( i - j ,  = - -1 )  i (~itT) (i-r) : O, O~j~l " ,  
i=r I_ i=r 
so that 
2/" 
~-~(-1) i (~)( f i t r ) ( i - r )=o,  O<<.j<<.r. (6) 
i=r 
We may view (6) as a homogeneous system of r + 1 linear equations for (~(x)tr, (f~+l(x)a)',..., 
(~2r(X)(r) (r). Since det[( - 1 ); {i'~ ]2r,r ~jJJi=r,j=0 = +1, (d/(X)a) (i-~) = 0, r<<.i<<.2r, SO that E/(x)tr = 0, r<<.i<<.2r. 
Since tr is regular, E~+~(x) - .-- ---- f2r(X) -- O, which is a contradiction. [] 
Proof of Proposition 1. Assume that {P,(x)}~0 satisfies the differential equations (1) and (5). Then 
{P,(x)},~ 0 also satisfies 
MN[y](x) = ~:jLqyl(x) = ~ mi(x)y(i)(x) = (~:~m +""  + ~r,;)y(x) 
j= l  i=l  
for any constants {xj}~=l, where m~(x) is a polynomial of degree ~<i, 1 <<.i<<.2r. Consider the fol- 
K r . lowing system of equations for { J}j=l- 
]AiK 1 "q- ]A21¢2 "~- ' ' "  "q- IA;Kr = 2i, 1 <<.i <<.r. (7) 
l~ r . Since p,, ¢ p~ for m ¢ n, det[/~/]~j=~ ¢ 0 so that the system (7) has a unique solution { J}j=l Then 
(LN--MN)[P,](x)=~_~(~.(x)--m~(x))P~O(x)= 2,--  Xj#~ P,(x), n>~O. 
i= |  j= l  
In particular, 
N 
(L~ - M~)[P.](x) = ~ (~(x) - mi(x))P~)(x) = O, 0 <.n <.r 
i=1 
so that ~(x) = m~(x), 1~i<,r. Hence LN[.] = MN['] by Lemma 2. [] 
When deg(~)=0 and deg(f l)= 1, we may transform, via a suitable linear change of variable, 
Eq. (5) into 
y"(x) - 2xy'(x) = -2ny(x), (8) 
which has Hermite polynomials {H,(x)}~0 as solutions. 
Theorem 3. Let {P,(x)}~o be an OPS relative to a satisfying the different&l equation (1). Then 
{P,(x)}n~ o is Hermite polynomials (after a suitable linear change of variable) if and only if the 
leading coefficient fN(x) is a constant. 
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Proof. The necessity follows immediately from Proposition 1. Conversely, we may assume that 
e,(x) = r-l and set &-r(x) = b(x). Then, g satisfies (cf. (3)) 
R,_, [CT] = d - /3(x)0 = 0 (9) 
so that D is a semi-classical moment functional of class s = deg(/?) - 1 (20) (see [8, 91). Hence, 
we only need to show that s = 0, that is, deg(P) = 1. We may assume Y 22 since if Y = 1, then 
deg(/?) = deg(& ) = 1. Let k ( 3 1) be the smallest integer such that G(x) = 0, 0 <j d k - 1 and 
e,(x) $0. Then 1 d k <r by Lemma 2. We have from (2) 
(&T)“-~’ = 0, O<j<k - 1. (10) 
We may rewrite ( 10) as 
(&+k~)(~) = -F(-l)i (j) (&T)(‘-~), O<j<k - 1, (11) 
i=2k 
which we may view as a linear system of equations for (&+,@)(i), O<i< k - 1. Since det[(- 1 )ifk 
(i)“)]&& = f 1) we have from (11) 
i=2k i=2k 
2 Ci(&)“-2k’ 
(k) 
for some constants Ci, 2k <i d2r. Hence, we have by (9) 
&(x)g = (+)a)(k) = (n(x)@(x) + 4(x))o 
for some polynomials n(x) $0 and 4(x) with deg(4) < deg(Qk). Therefore, deg(6k) = deg(rc) + 
kdeg(P)<k so that deg(P)=l. 0 
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