The existence of positive solutions is considered for the Dirichlet problem
Introduction
Existence of positive solutions for p-Laplacian problems depending on the gradient has been attracting considerable interest among researchers of elliptic PDE's, but no general method to deal with this kind of problem has been established. The dependence on the gradient requests a priori bounds on the solutions and in their derivatives, what brings additional difficulties. In general, this problem is not suitable for variational techniques and thus topological methods (as fixed-point or degree results) and/or blow-up arguments are normally employed to solve it ( [8, 14, 18] ).
In the case of the Laplacian (i.e., p = 2) an interesting combination of variational and topological techniques (precisely, a combination of the mountain pass geometry with the contraction lemma) was first used in [7] and has motivated some works (e.g., [3] ). Basically, an iteration process is constructed by freezing the gradient in each iteration and (variationally) solving the resulting problem. Then, Lipschitz hypotheses in the variables u and v are made on f (x, u, v) in order to guarantee the convergence in W 1,2 0 (Ω) of the obtained sequence of solutions. The same approach for the p-Laplacian with p > 2 seems to be not directly adaptable, since the natural extension of the Lipschitz conditions to obtain the convergence of the iterated solutions leads f to be a Hölder function with exponent greater than 1 in both variables u and v.
In [8] , the authors discuss the existence of positive solutions for quasilinear elliptic equations in annular domains in R N and, in particular, the radial Dirichlet problem in annulus. (Therefore, the problem is transformed into an ordinary differential equation.) In that paper, f satisfies a superlinear condition at 0 and a local superlinear condition at +∞. The growth of the nonlinearity f in relation to the gradient is controlled by a Bernstein-Nagumo condition and a local homogeneity type condition in the second variable. The existence of solutions is guaranteed by applying the Krasnosel'skii Fixed Point Theorem for mappings defined in cones.
In this paper we consider the existence of positive solutions for the Dirichlet problem in two parameters in a smooth, bounded domain Ω ⊂ R N (N > 1):
where ∆ p u := div (|∇u| p−2 ∇u) is the p-Laplacian operator for p > 1, λ and β are positive parameters, a and b are positive constants satisfying a+b ≤ p−1, ω 1 (x) and ω 2 (x) are nonnegative weights and 1 < q ≤ p.
By applying the sub-and super-solution method for problems involving the gradient ( [2, 6] ), we treat first the sublinear case 1 < q < p and, in Theorem 5, we prove the existence of at least one positive solution u ∈ C 1,τ (Ω). The case q = p is more demanding and our approach makes q → p − in the solution obtained in Theorem 5. Our result is stated in Theorem 7.
As a consequence of the study of problem (1), we realized that the core of the proof of Theorem 5 could be generalized to handle the Dirichlet problem
f is a nonnegative, continuous function satisfying simple hypotheses and Ω ⊂ R N is a bounded, smooth domain, N > 1.
Our proof of existence of a positive solution for (2) might be considered as a unification of arguments dispersed in various papers, but it also handles nonlinearities that depend on the gradient in the p-growth case, which is remarkable. As in our treatment of problem (1), it is a consequence of the sub-and super-solution method for quasilinear equations involving dependence on the gradient. To apply the method, a condition of the Bernstein-Nagumo type is always assumed; in [2] the nonlinearity f is a Carathéodory function (i.e., measurable in the x-variable and continuous in the (u, v)-variable) such that
This assumption is merely technical and can be chosen as any hypothesis that guarantees the existence of a solution of (2) from an ordered sub-and super-solution pair. We have taken for granted the growth condition (H1), following [2] . Since this condition is also related to the regularity of a weak solution, it is by no means surprisingly that assumptions of the same type are also found in papers that do not apply the sub-and super-solution method.
Most of the articles dealing with sub-and super-solution method for problems with the pLaplacian and nonlinearity depending on the gradient aim to improve the method itself and applications of the method are rare. One of the exceptions is the work of Grenon [11] , where problem (2) -with different hypothesis -is solved by analyzing two symmetrized problems. From the existence of two nontrivial super-solutions V 1 and V 2 for those problems follows the existence a super-solution U 1 and a sub-solution U 2 for (2), with U 2 ≤ U 1 . (The article [4] also applies the sub-and super-solution method for a nonlinearity f depending on the gradient. However, the obtention of a sub-solution follows a quite different method.)
The work [15] also applies the sub-and super-solution method and deals with a problem that depends on the gradient of the solution in a special form. However, by applying a change of variable, the problem is transformed into one that does not depends on the gradient and the usual method of sub-and super-solution is then applied. (See also Example 13.) Contrasting with the majority of papers on the subject -in which many hypotheses are normally assumed on the nonlinearity -our assumptions on f are very simple. Besides (H1), they consist of hypotheses (H2) and (H3), which we now describe.
Let ω = 0 be a continuous, nonnegative function and λ 1 be the first eigenvalue of the Dirichlet problem for −∆ p with weight ω in the domain Ω, that is, λ 1 is the least positive number such that
for some u ∈ W 1,p 0 (Ω), u > 0 in Ω. Our assumptions on the nonlinearity f depend on the chosen weight function ω.
Our assumption (H2) is a standard sublinear condition: near u = 0 + the values of the nonlinearity f (x, u, v) must be greater than λ 1 u p−1 ω(x). We show that this assumption produces, for each ǫ > 0, a positive sub-solution u ǫ , whose sup norm becomes small when ǫ decreases. If the nonlinearity f depends only on (x, u), this is a well known fact; to our knowledge, if the nonlinearity f depends on (x, u, ∇u), this fact was overlooked in previous papers.
The last assumption, (H3), is that f , restricted to a suitable compact set, is bounded from above by a special multiple of the weight ω. This approach follows [5] , where (2) was also independent of the gradient. We show that this hypothesis produces a super-solution U for (2) with u ǫ < U, for ǫ small enough.
The paper is organized as follows. In Section 2, we summarize some results about the pLaplacian with Dirichlet boundary conditions.
In Section 3 we prove our results about problem (1) , that is, Theorems 5 and 8.
In Section 4 we state and prove our main result about the abstract problem (2) , that is, Theorem 9.
In the special case f (x, u, v) = ω(x)g(u, |v|), with ω > 0 continuous, hypotheses (H2)-(H3) are interpreted in Section 5. There, we also consider problem (2) for the parameter dependent nonlinearity
We prove the existence of λ * > 0 such that, in this case, (2) has a solution for all λ ∈ [0, λ * ]. Observe that no restriction on the value of p > 1 or on the dimension N is assumed.
In this example, our result follows directly from Theorem 9, but the arguments are standard and can be found, for nonlinearities of the type
and 1 < q < p, e. g. in the articles [12, 13] . (With a different method, the same problem is considered in [10] .)
Preliminaries
In this section we recall some basic results in the theory of the p-Laplacian equation with Dirichlet boundary condition and present technical results that will be used in the rest of the paper. Let Ω be a bounded, smooth domain in R N , N > 1.
in Ω in the case of a sub-or super-solution) and
A pair (u, u) of sub-and super-solution is ordered if u ≤ u a.e.
We remark that, if the nonlinearity f satisfies (H1), then
The following Theorem is a simpler version of a result of Lieberman proved in [17, Theorem 1] by using techniques developed by DiBenedetto [9] and Tolksdorf [19] .
is a weak solution of the Dirichlet problem
where f is a Carathéodory function such that
for positive constants Λ and M. If u ∞ ≤ M, then there exists 0 < α < 1, depending only on Λ, p and N such that u ∈ C 1,α Ω ; moreover,
where C is a positive constant that depends only on Λ, p, N and M.
We now state, in a version adapted to our paper, the result that give basis to the method of sub-and super-solution for equations like (4). The existence part is a consequence of Thm. 2.1 of Boccardo, Murat and Puel [2] . The regularity part follows from Theorem 2, while the minimal and maximal solutions are consequence of Zorn's Lemma, as proved in Cuesta Leon [6] :
N → R be a Carathéodory function satisfying (H1). Suppose that (u, u) is an ordered pair of sub-and super-solution for the problem (4).
Then, there exists a minimal solution u and a maximal solution v of (4), both in
(By minimal and maximal solution of (4) we mean that, if w is a solution of this problem and u ≤ w ≤ u, then u ≤ w ≤ v.)
A problem involving two parameters
In this section we consider the existence of positive solutions for the following problem in two parameters in the smooth, bounded domain Ω ⊂ R N (N > 1):
where λ and β are positive parameters, a and b are positive constants satisfying a + b ≤ p − 1, ω 1 (x) and ω 2 (x) are nonnegative weights and 1 < q ≤ p.
In the case q = p, we remark that the problem (4) 
In our approach to problem (4) the solution φ of the torsional creep problem
plays an important role. It is well-known that φ ∈ C 1,τ Ω and φ > 0 in Ω. We define the positive constants α = φ 1−p ∞ and µ = ∇φ ∞ / φ ∞ , where · ∞ stands for the sup-norm and φ stands for the solution of the torsional creep problem (5) with
Let λ 1 and u 1 be, respectively, the first eigenvalue and positive eigenfunction associated to the weight ω 1 , with u 1 ∞ = 1. Thus,
We begin by considering problem (4) in the case 1 < q < p. In this sublinear case, bounds for the sub-solution and ordering of the sub-and super-solution pair follows from a simple lemma.
Lemma 4 It hold α ≤ λ 1 and
Proof. Since u 1 = φ = 0 on ∂Ω and
it follows from the comparison principle applied to u 1 and λ
Therefore, the passing to maximum values yields
implying that α ≤ λ 1 . Thus,
Theorem 5 Suppose a + b = p − 1 and 1 < q < p. If λ > 0 and 0 ≤ β < α µ b , then (4) has at least one positive solution u ∈ C 1,τ (Ω) satisfying the bounds
Proof. We consider
We also have
Thus,
Since u = 0 on ∂Ω, we conclude that u is a positive super-solution of (4).
We define u = εu 1 , where ε = λ λ 1
and since u = 0 in ∂Ω, we conclude that u is a positive sub-solution of (4). By applying Lemma 4 and the comparison principle we obtain the ordering u ≤ u. In fact, we have
since (7) implies that αM p−1 ≥ λM q−1 and, therefore, M ≥ (λ/α) 1/(p−q) .
Corollary 6
Suppose a + b < p − 1 and 1 < q < p. If λ > 0 and β > 0, then (4) has at least one positive solution u ∈ C 1,τ (Ω) satisfying the bounds
where M > 0 satisfies the equation
Proof. The proof above remains valid in this case. In fact, it easy to check that for any λ > 0 and β > 0 the equation
u 1 is a sub-solution for (4) and u ≤ u since αM p−1 ≥ λM q−1 . We now deal with the Dirichlet problem (4) in the case q = p and a + b = p − 1. Our approach considers q → p − .
Proof. For each 0 < q < p fixed, let us denote by v q the positive solution of (4) given by Theorem 5. Thus, multiplying the equation
Thus, since 0 ≤ u q ≤ 1 we have that
for some positive constant Λ which does not depend on q. So, we can apply Theorem 2 to guarantee that u q ∈ C 1,τ Ω and that u q 1,τ ≤ C for some positive constant C which does not depend on q.
Therefore, by taking a sequence q n → p − , the compactness of the immersion C 1,τ Ω ֒→ C
1 Ω implies that, passing to a subsequence, u qn → u β in C 1 Ω and λ qn → λ β . Thus, the continuity of the operator −∆ −1 p yields that λ β and u β satisfy (8) . Moreover, it follows from (9) that 0 < α − βµ b ≤ λ β ≤ λ 1 . Since u β > 0 we must have λ β < λ 1 . This follows from the following fact: if λ ≥ λ 1 , then u ≡ 0 is the only nonnegative solution of (8) . Indeed, if u is a nonnegative solution of (8) for some λ ≥ λ 1 , then we can write
Hence, by a consequence of Picone's identity (see [1] and also [5] , Lemma 8.1) we obtain h ≡ 0 and thus, u ≡ 0 in Ω.
The abstract problem
From now on we consider the following problem
We begin stating precisely our hypotheses on the nonlinearity f . For this, for a chosen (continuous) weight function ω = 0, let φ ∈ C 1,τ (Ω) ∩ W 1,p 0 (Ω) be the solution of the problem
As before, we have that φ ∈ C 1,τ (Ω) and φ > 0 in Ω. Let λ 1 and u 1 be the first eigenvalue and eigenfunction of the p-Laplacian with weight ω, that is,
We assume that u 1 is positive and u 1 ∞ = 1. We set, as in our approach in the previous section,
and
Remark 8 It follows from Lemma 4 that α ≤ λ 1 . However, is not difficult to verify that α < λ 1 ([5, Section 8]).
We assume that, besides (H1), the continuous nonlinearity f satisfies, for an arbitrary constant M > 0,
where
In Section 5, hypotheses (H2) and (H3) are interpreted in a particular situation. As mentioned before, hypothesis (H1) might be changed for any hypothesis that produces a solution of (10) from an ordered sub-and super-solution pair of this problem. However, we do believe that adequate arguments of extension and truncation might produce (H1) from (H3). In fact, if we have a priori estimates for the gradient of uniformly bounded solutions of (10), the hypothesis (H1) is not necessary. For example, in [4] , where the case f (x, u, v) = ω(x)f (u, |v|) and Ω = B r (a ball) is handled, all solutions u of (10) such that u ∞ ≤ M also satisfy ∇u ∞ ≤ µM.
We now state the main result of the paper concerning problem(10).
Theorem 9 Define u ǫ = ǫu 1 . If the nonlinearity f satisfies (H1) − (H3), the Dirichlet problem (10) has at least one positive solution
for all ǫ > 0 sufficiently small.
We prove this theorem in a sequence of simple results. 
Proposition 10 The function
Since U = 0 on ∂Ω, we are done.
Proposition 11 Define u ǫ = ǫu 1 for ǫ > 0. Then, for ǫ sufficiently small, u ǫ is a sub-solution for problem (10) .
Now, it follows from (H2) the existence of ǫ 0 > 0 such that
In particular, if 0 < ǫ ≤ min ǫ 0 , µM
Since u ǫ = 0 on ∂Ω, u ǫ is a sub-solution for (10) . Proof of the Theorem. It follows from Theorem 3 that we only need to verify that u ǫ ≤ U for ǫ > 0 sufficiently small.
The first inequality follows from (17) , while the second inequality follows from (H3) by applying (15) and (16) . Since u ǫ = 0 = U on ∂Ω, u ǫ ≤ U is a consequence of the comparison principle.
Applications
An abstract example of a nonlinearity f satisfying our hypotheses is given by
where ω is a continuous weight function defined in Ω and g(u, t) is a continuous function satisfying
and also
for some ǫ > 0,
for some M > 0. Note that (18) and (19) are hypotheses (H1) and (H2) for this particular, abstract example. Geometrically, the 2-variable function g(u, t) has its graph passing through a "rectangular box with a small step" in its floor, formed by the surfaces It is noteworthy that the box can be made sufficiently large by increasing M and its step can be made sufficiently small by decreasing ǫ. Moreover, g(u, t) could be zero at several values in this box.
From the proofs presented above we can see that, once fixed the weight ω, if the graph of g(u, t) passes through such a box, i.e., if g satisfies (18) and (19) and a growth condition like (H1), then the Dirichlet problem −∆ p u = ω(x)g(u, |∇u|), in Ω u = 0, on ∂Ω, has a positive solution u bounded by two functions determined only by ω and Ω.
Example 12
We consider the problem
where ω is a positive weight function, 1 < q < p and λ ∈ (0, ∞). We will show that there exists λ * (to be specified in the sequence) so that problem (20) has a positive solution for all λ ∈ (0, λ * ].
The nonlinearity f (x, u, v) = λω(x)u q−1 (1 + |v| p ) satisfies (H1) for all λ. Moreover, it satisfies (H2) uniformly for all v ∈ R N , since
In order to satisfy (H3), we must have
