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ALEXANDROV SPACES WITH INTEGRAL CURRENT STRUCTURE
M. JARAMILLO, R. PERALES, P. RAJAN, C. SEARLE, AND A. SIFFERT
ABSTRACT. We endow each closed, orientable Alexandrov space (X, d) with an integral current T
of weight equal to 1, ∂T = 0 and set(T) = X, in other words, we prove that (X, d, T ) is an integral
current space with no boundary. Combining this result with a result of Li and Perales, we show that
non-collapsing sequences of these spaces with uniform lower curvature and diameter bounds admit
subsequences whose Gromov-Hausdorff and intrinsic flat limits agree.
1. INTRODUCTION
There exist a wealth of notions for convergence of sequences of Riemannian manifolds, among
them are Ck,α-convergence (see e.g. [30]) and Gromov-Hausdorff convergence of metric spaces
[6]. More recently, Sormani and Wenger [38] introduced another notion of convergence, the in-
trinsic flat convergence of integral current spaces. This notion is based on the flat distance between
integral currents in Euclidean space developed by Federer and Fleming in [5], which was subse-
quently extended to metric spaces by Ambrosio and Kirchheim [1]. In [38] Sormani and Wenger
motivate the introduction of intrinsic flat convergence by the following example: spheres with
many splines that contain increasingly small amounts of volume converge in the intrinsic flat sense
to spheres but not in the Gromov-Hausdorff sense. There are numerous interesting applications of
intrinsic flat convergence, several of them to General Relativity (see e.g. [10], [11], [14], [15]).
The study of Alexandrov spaces has been largely motivated by the fact that they are a general-
ization of Riemannian manifolds with curvature bounded from below. The relationship between
Riemannian and Alexandrov geometry has been used repeatedly to solve difficult problems in Rie-
mannian geometry: for example, Perelman’s solution to Thurston’s Geometrization conjecture for
3-manifolds, where a structure theorem for 3-manifolds that collapse with a uniform lower curva-
ture bound played a crucial role (see [25], [26], [27]).
Examples of Alexandrov spaces are limits of Gromov-Hausdorff sequences of Riemannian man-
ifolds with sectional curvature bounded from below, as well as all quotients of Riemannian mani-
folds with a lower curvature bound under isometric group actions. It is a longstanding conjecture
that not all Alexandrov spaces belong to the closure of the space of Riemannian manifolds with a
lower curvature bound (see e.g. [13], [31]). However, since smooth oriented Riemannian mani-
folds of finite volume can be seen as integral current spaces, it is then natural to ask:
Which Alexandrov spaces can be endowed with an integral current structure?
In this paper we begin the study of this question by considering Alexandrov spaces without
boundary. We will prove the following theorem:
Theorem A. Let (X, d) be a closed, oriented, n-dimensional Alexandrov space with curvature
bounded below by κ. There exists an integral current structure T with weight equal to 1 defined on
X such that (X, d, T ) is an n-dimensional integral current space.
Li and Perales [16] studied sequences of integral current spaces (Xj , dj, Tj) such that ∂Tj = 0.
In the noncollapsing case they proved that if the integral current Tj has weight 1 and (Xj, dj) are
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Alexandrov spaces with uniform lower curvature and upper diameter bounds, then, the Gromov-
Hausdorff and intrinsic flat limits of the sequence (Xj , dj, Tj) agree.
Theorem 1.1. [16] Let (Xj, dj, Tj) be n-dimensional integral current spaces with weight 1 and no
boundary. Suppose that (Xj , dj) are Alexandrov spaces with nonnegative curvature and diam(X) ≤
D. Then either the sequence converges to the zero integral current space in the intrinsic flat sense
(Xj , dj, Tj)
F
−→ 0
or a subsequence converges in the Gromov-Hausdorff sense and intrinsic flat sense to the same
space
(Xjk , djk)
GH
−→ (X, d)
and
(Xjk , djk , Tjk)
F
−→ (X, d, T ).
Combining Theorem A with Theorem 1.1, the following theorem is then immediate.
Theorem B. LetXi be closed, oriented n-dimensional Alexandrov spaces with curvature bounded
below by κ. Suppose further that diam(Xi) ≤ D and the sequence is non-collapsing. Then theXi
can be made into n-dimensional integral current spaces such that a subsequence converges in the
intrinsic flat and Gromov-Hausdorff sense to the same metric space.
We note that the relationship between intrinsic flat limits and Gromov-Hausdorff limits of se-
quences has been studied previously. Sormani and Wenger [39] proved that the limits agree for
sequences of closed Riemannian manifolds with nonnegative Ricci curvature, diameter bounded
above, and volume bounded below by a positive constant. For the case of Riemannian manifolds
with boundary, Perales [24] has shown that under the same conditions the limits agree. Munn [21]
proved for closed Riemannian manifolds that this statement is also true when nonnegative Ricci
curvature is substituted by two sided bounds on the Ricci curvature. Matveev and Portegies then
showed that this result extends to sequences of manifolds with an arbitrary uniform lower bound
on Ricci curvature, and that the limiting current is essentially unique [18]. In particular, this tells
us that those Alexandrov spaces arising as limits of sequences of Riemannian manifolds with a
lower curvature bound admit an integral current structure.
Organization. The paper is structured as follows. In Section 2, we introduce the tools and results
necessary to the proof of Theorem A. In Section 3, we introduce a new definition of orientability in
Alexandrov spaces using strainers, which will allows us to define an oriented atlas for our spaces
in the sense of Federer (see Definition 2.3). Finally, in Section 4, we prove Theorem A.
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2. PRELIMINARIES
In this section we gather the definitions and tools we will need to prove Theorem A. In Sub-
section 2.1, we present basic material on orientation in rectifiable spaces, in Subsection 2.2 we
present the material we will need from Alexandrov geometry, and in Subsection 2.3 we go over
the definitions and basic tools we will need from the theory of Integral Current Spaces.
2.1. Countably Hn Rectifiable Spaces. In this subsection we establish properties related to ori-
entation of a countablyHn rectifiable space, whereHn denotes the n dimensional Hausdorff mea-
sure. We first recall the definition of such a space.
Definition 2.1 (CountablyHn Rectifiable Space). Given Borel measurable sets Ai ⊂ R
n, we say
that a metric spaceX is countablyHn rectifiable if and only if there exist countably many Lipschitz
maps ϕi : Ai → X such that
Hn(X \
∞⋃
i=1
ϕi(Ai)) = 0.
In defining an orientation on a countably Hn rectifiable space, we first need an atlas. We now
recall the definition of an atlas for a countablyHn rectifiable space, as given in Federer [4].
Definition 2.2 (Atlas of Rectifiable Space). For a countably Hn rectifiable space, X , a bi-
Lipschitz collection of charts {Ai, {ϕi}}, where ϕi : Ai ⊂ R
n → X , is called an atlas of X .
An orientation on a countably Hm rectifiable space is now defined via an oriented atlas as fol-
lows.
Definition 2.3 (Oriented Atlas). Suppose we have a countablyHn rectifiable space X . Then we
say that we have an oriented atlas if
det(∇(ϕ−1i ◦ ϕj)) > 0
for all overlapping charts almost everywhere on ϕj(Aj) ∩ ϕi(Ai).
Definition 2.4 (Orientation). An orientation on a countablyHn rectifiable space X is an equiva-
lence class of atlases where two atlases, {Ai, ϕi}, {A¯j , ϕ¯j} are considered to be equivalent if their
union is an oriented atlas.
Remark 2.5. Given an orientation, [{Ai, ϕi}], we can choose a representative atlas, {Ai, ϕi}, such
that the charts are pairwise disjoint, ϕi(Ai) ∩ ϕj(Ai) = ∅, and the domains Ai are precompact.
We call such an oriented atlas a preferred oriented atlas.
2.2. Alexandrov Spaces. Recall that a complete, finite dimensional length space (X, d) is an
Alexandrov space if it has curvature bounded from below (see e.g. [2]). Alexandrov spaces are
known to be locally compact [2]. Further, complete, locally compact, intrinsic metric spaces are
proper, that is, any bounded closed set in such a space is compact (cf. [33]). Recall that a metric
space is first countable. LetX be an Alexandrov space, then for any x ∈ X and for r ∈ Z+ consider
the countable exhaustion of X by metric balls Br(x). Since X is proper, each ball endowed with
the subspace topology is precompact and first countable and hence second countable. Further,
4 M. JARAMILLO, R. PERALES, P. RAJAN, C. SEARLE, AND A. SIFFERT
a metric space is second countable if and only it it is separable. Hence Alexandrov spaces are
separable.
In an Alexandrov space, the unit tangent space to a point is replaced with the space of directions,
Σx, which is defined to be the completion of the space of geodesic directions at x. Observe that Σx
is itself a compact Alexandrov space with curvature bounded below by 1. For p, q ∈ X , we will
denote the set of all directions at p corresponding to minimizing geodesics from p to q by ⇑qp. If
there is a unique minimizing direction between p and q, we will denote it by ↑qp.
We make the following distinction between types of points in an Alexandrov space, based on
its space of directions. That is, we call a point x ∈ X regular if Σx is isometric to S
n−1(1), the
(n−1)-dimensional unit round sphere, and singular otherwise. We will denote the set of all regular
points in X by RX and the set of singular points by SX .
Next we introduce a technical tool for the introduction of a local coordinate system, the so-
called strainers, originally defined in [3]. We use ∢(p, x, q) to denote the angle at x of the geodesic
triangle at∆(pxq) ⊂ X . We use ∢(µ, η) to denote the angle between the two directions µ, η ∈ Σp.
We use ∢˜(p, x, q) to denote the comparison angle, that is the angle of the geodesic triangle ∆˜(pxq)
in the simply connected n dimensional Riemannian manifold with constant sectional curvature
equal to κ,Mnκ.
Definition 2.6 (Strainers). Let X be an Alexandrov space. A point x ∈ X is said to be (n, δ)–
strained by the strainer {(ai, bi)}
n
i=1 ⊂ X ×X provided that for all i 6= j we have
∢˜ (ai, x, bi) > π − δ, ∢˜ (ai, x, bj) >
pi
2
− δ,
∢˜ (bi, x, bj) >
pi
2
− δ, ∢˜ (ai, x, aj) >
pi
2
− δ.
We say B ⊂ X is an (n, δ)–strained set with strainer {(ai, bi)}
n
i=1 provided every point x ∈ B
is (n, δ)–strained by {(ai, bi)}
n
i=1.
Following the convention in [2], if δ < 1/100n, then we call an (n, δ)-strainer an n-strainer.
Definition 2.7 (Strainer number). [2] The strainer number of an Alexandrov spaceX is the supre-
mum of numbers n such that there exists an n-strainer in X .
We will denote the set of all (n, δ)-strained points of X by RX(n,δ). In general, we will work
with the set RX(n,δ) rather than X itself, as many properties of X can be expressed in terms of
RX(n,δ). In particular, RX(n,δ) satisfies a number of very useful properties, which we detail below.
The following Theorem from [2] characterizes the set of (n, δ)-strained points.
Theorem 2.8 (10.8.23 in [2]). LetX be an n-dimensional Alexandrov space. Then for every δ > 0
the set of (n, δ)-strained points, that is, RX(n,δ), is an open dense set in X .
Moreover, we can also show that RX(n,δ) is path connected and hence connected, as follows.
Lemma 2.9. The set of (n, δ)-strained points, RX(n,δ), is path-connected.
Proof. Let x, y ∈ RX(n,δ). Consider γ : [0, 1] → X , a geodesic from x to y. By Theorem 1.1
in [32], it follows that the spaces of directions along the interior of a geodesic are isometric to
each other. Since both x and y are (n, δ)-strained, we can find open neighborhoods around x and
y that are also (n, δ)-strained and hence the interior points of γ are (n, δ)-strained and the result
follows. 
The theorem below shows that for δ sufficiently small, an (n, δ)-strained point has space of
directions, Σx, almost isometric to a round sphere.
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Theorem 2.10. [3] Let X be a complete (n− 1)-dimensional space with curvature≥ 1 which has
an (n, δ)-strainer {(ai, bi)}
n
i=1. Then for small δ > 0, X is almost isometric to the unit sphere
Sn−1(1), that is, there exists a homeomorphism f˜ : X → Sn−1(1) such that
||f˜(r)f˜(q)| − |rq|| < τ(δ)|rq|
is satisfied for any q, r ∈ X, where τ(δ) is a function satisfying limδ→0 τ(δ) = 0.
In fact, by Corollary 9.6 from [3], if we again choose δ sufficiently small, RX(n,δ) consists
entirely of interior points.
Corollary 2.11. [3] LetX be a complete (n−1)-dimensional space with curvature≥ 1 which has
an (n, δ)-strainer {(ai, bi)}
n
i=1. Then, for sufficiently small δ > 0,
(1) X has no boundary; and
(2) The set of (n, δ)-strained points in an n-dimensional Alexandrov space with curvature
bounded below are interior points.
Moreover, for every δ > 0, the set RX is contained in the set RX(n,δ). In fact, RX is the
intersection of the (n, δ)-strained points, as detailed in the theorem below.
Theorem 2.12. [2] The set of regular points,RX , in an Alexandrov spaces is dense and moreover is
an intersection of a countable collection of open dense sets. More precisely, RX = ∩i∈NRX(n,1/i).
Using the fact that the set of regular points is the intersection of the sets RX(n,1/i), the following
result is obtained in Otsu and Shioya [23].
Theorem 2.13. [23] Let X be an n-dimensional Alexandrov space. The set SX of singular points
inX is of Hausdorff dimension ≤ n− 1.
Corollary 2.14. [3] The Hausdorff dimension of X \RX(n,δ) is less than or equal to n− 1.
Proof. We have RX ⊂ RX(n,δ) and thusX \RX(n,δ) ⊆ SX . 
For the special case of Alexandrov spaces without boundary we get better results. The following
lemma gives us a restriction on the codimension of the the complement of RX(n,δ).
Lemma 2.15. Let X be an Alexandrov space X without boundary. Then the set X \ RX(n,δ) is of
Hausdorff codimension 2 or greater.
Proof. Suppose that there exists an (n− 1)-strained point. By Corollary 12.8 in [3], it follows that
an (n − 1)-strained point is also an n-strained point. Recall that if a (n, δ)-strained point exists,
then the Hausdorff dimension of X is at least n. This establishes a contradiction to Theorem 2.14
and thus there exists no (n− 1)-strained point. 
Corollary 2.16. The set of singular points, SX , in an Alexandrov space without boundary has
codimension 2 or greater.
The proof follows in an analogous fashion to that of Corollary 2.14 and we leave it to the reader.
Now, for each point x ∈ RX,(n,δ), there exist bi-Lipschitz maps in a neighborhood of x. If
x ∈ RX these Lipschitz constants can be made arbitrarily close to 1. In particular, we have the
following theorem (see Theorems 10.8.4, 10.8.18 and 10.9.16 in [2]).
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Theorem 2.17. [2] If x ∈ X is an n-strained point and n equals the local strainer number at
x, then x has a neighborhood which is bi-Lipschitz homeomorphic to an open region in Rn. A
bi-Lipschitz homeomorphism is provided by distance coordinates associated with any n-strainer.
Moreover the Lipschitz constants of this map and its inverse are not greater than 500n.
Theorem 2.18. [2] Let n ≥ 1 be an integer and ε > 0. Then there is δ > 0 such that every (n, δ)-
strained point in any n-dimensional Alexandrov space has a neighborhood which is bi-Lipschitz
homeomorphic to an open region in Rn. Moreover the Lipschitz constants of this map and its
inverse are bounded by 1− ǫ and 1 + ǫ.
We can now use Theorem 2.18 to construct an atlas for an Alexandrov space that will be com-
patible with the definition of an atlas for a countablyHn rectifiable space (see Definition 2.2).
Theorem 2.19. Given ǫ > 0, there exists an atlas {Ai, {ϕi}} ofX such that ϕi : Ai → RX(n,δ) are
bi-Lipschitz with uniform bi-Lipschitz constants bounded between 1 − ǫ and 1 + ǫ. Furthermore,
the images of the ϕi can be made to be disjoint.
Proof. Since open subsets of separable metric spaces are separable, it follows that RX(n,δ) is sepa-
rable. Let {xi}i∈I be a countable, dense collection of points in RX(n,δ). Around each xi ∈ RX(n,δ),
construct an open neighborhood Uxi and a bi-Lipschitz map fxi : Uxi → R
n, as in Theorem 2.18.
The union ∪i∈IUi covers all of RX(n,δ) since the {xi}i∈I are dense in RX(n,δ).
We can now construct a countable collection of maps on the set of (n, δ)-strained points,RX(n,δ).
We define ϕi : fxi(Uxi)→ X by
ϕi = f
−1
xi
.
SettingA1 = fx1(Ux1) and Ai = fxi(Uxi \
⋃i−1
j=1Uxj) for i > 1we obtain Borel sets and can restrict
the ϕi to these to obtain bi-Lipschitz functions with disjoint images. Thus we have constructed an
atlas, {Ai, {ϕi}}, which is countable, whose maps are bi-Lipschitz, whose images are disjoint and
such that almost every point in X is covered by this atlas. 
In order to make sure the charts in an atlas for an Alexandrov space satisfy the Federer definition
of orientability (see Definition 2.3), we will need to be able to differentiate distance functions.
However, in our case, we only require the directional differentiability of distance functions. In
particular, for f = distp, we have
(2.1) dpf(vs) = −min
ξ∈⇑qp
〈vs, ξ〉 := −〈vs,⇑
q
p〉.
We also recall the following lemma of Lytchak [17]:
Lemma 2.20. Let f : X → Y and g : Y → Z be Lipschitz maps with f(x) = y and g(y) = z. If
f is differentiable at x and g is differentiable at y, then g ◦ f is differentiable at x with differential
Dx(g ◦ f) = Dyg ◦Dxf .
Finally, we recall the Bishop and Bishop-Gromov inequalities for Alexandrov spaces here, as
they will be needed for the proof of Theorem A.
Theorem 2.21 (Bishop inequality). [2] Let X be an n-dimensional Alexandrov space of curvature
≥ κ, then for every x ∈ X and every r > 0
Hn(Br(x)) ≤ Vκ(r),
where Hn(Br(x)) is the n-dimensional Hausdorff measure of the ball of radius r > 0 centered at
x and Vκ(r) is the volume of a ball of radius r in the space formM
n
κ.
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Theorem 2.22 (Bishop-Gromov inequality). [2] LetX be an n-dimensional Alexandrov space of
curvature ≥ κ. Then for every x ∈ X the ratio
Hn(Br(x))
Vκ(r)
is nonincreasing in r. In other words, if R > r > 0, then
Hn(BR(x))
Vκ(R)
≤
Hn(Br(x))
Vκ(r)
.
2.3. Integral Current Spaces. The aim of this subsection is to review the definition ofm-dimensional
integral current space as defined by Sormani-Wenger [38]. In order to do so we review previous
definitions given in [1] such as m-dimensional current, m-dimensional integer rectifiable current
and m-dimensional integral current. Moreover, we list basic results about currents and current
spaces.
Let (Z, d) be a metric space. Define Dm(Z) to be the collection of (m+ 1)-tuples of Lipschitz
functions where the first entry function is bounded, that is,
Dm(Z) := {(f, π) = (f, π1..., πm) | f, πi : Z → R Lipschitz and f is bounded} .
If Z = Rm, then a basic example of an m-dimensional current there is [h] : Dm(Rm) → R
where h : A ⊂ Rm → Z is an L1 function, and [h] is given by
[h] (f, π) =
∫
A⊂Rm
hf det (∇πi) dx.
For easy reference, we begin with a list of notations that will be explained below:
Mm(Z) ={m− dimensional currents on Z},
Im (Z) ={m− dimensional integer rectifiable currents on Z},
Im (Z) ={m− dimensional integral currents on Z}.
We note that
Im (Z) ⊂ Im (Z) ⊂Mm(Z).
We are now ready to define an m-dimensional current, its mass, and the associated operators of
boundary, pushforward and restriction.
Definition 2.23 (Current). Let Z be a complete metric space. A multilinear functional T :
Dm(Z)→ R is called an m-dimensional current if it satisfies the following:
(1) If there is an i such that πi is constant on a neighborhood of {f 6= 0} then T (f, π) = 0.
(2) T is continuous with respect to the pointwise convergence of the πi for Lip(πi) ≤ 1.
(3) There exists a finite Borel measure µ on Z such that for all (f, π) ∈ Dm(Z)
|T (f, π)| ≤
m∏
i=1
Lip(πi)
∫
Z
|f | dµ.
In the following definitions, Z will always denote a complete metric space.
Definition 2.24 (Mass). The smallest Borel measure that satisfies Part (3) in the previous definition
is called the mass measure of T and is denoted by ‖T‖. The mass of T is given by
M(T ) := ‖T‖ (Z) =
∫
Z
d‖T‖.
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Definition 2.25 (Boundary). Let T ∈Mm(Z). The boundary of T , denoted by ∂T , is the function
∂T : Dm−1(Z)→ R given by
∂T (f, π1, ..., πm−1) = T (1, f, π1, ..., πm−1) .
Remark 2.26. The boundary of a current need not be a current itself. Indeed, by Remark 2.47 in
[38] the following holds: let φ : K ⊂ Rm → Z be a chart where K is compact and Z a metric
space. Then ∂φ#[1K] is a current if and only ifK has finite perimeter.
Definition 2.27 (Pushforward). Let T ∈ Mm(Z) and ϕ : Z → Z
′ be a Lipschitz map. The
pushforward of T , ϕ#T : D
m(Z ′)→ R, is the function given by
ϕ#T (f, π1, ..., πm) = T (f ◦ ϕ, π1 ◦ ϕ, ..., πm ◦ ϕ).
Note that, by construction, ϕ# commutes with the boundary operator, that is,
ϕ#(∂T ) = ∂(ϕ#T ).
Recall also that in [1] it was proven that the pushforward of a current is a current, that is, ϕ#T ∈
Mm(Z
′).
Definition 2.28 (Restriction). Let T ∈Mk(Z) and let ω = (g, τ1, . . . , τm) ∈ D
m(Z), withm ≤ k
(ω = g if m = 0). The restriction of T to ω is the (k −m)-dimensional current in Z, denoted by
T ω, given by
T ω(f, π1, . . . , πk−m) = T (fg, τ1, . . . , τm, π1, . . . , πk−m).
Definition 2.29 (Integer Rectifiable Current). Let T ∈ Mm(Z). We say that T is an m-
dimensional integer rectifiable current, that is, T ∈ Im (Z), if it has a current parametrization,
consisting of parametrizations and weight functions, ({ϕi}, {θi}), satisfying the following condi-
tions.
(1) The set of parametrizations ϕi : Ai ⊂ R
m → Z is a countable collection of bi-Lipschitz
maps such that all Ai are precompact Borel measurable with pairwise disjoint images.
(2) The weight functions, θi ∈ L
1 (Ai,N), are defined so that the following equalities hold:
T =
∞∑
i=1
ϕi#[θi] and M (T ) =
∞∑
i=1
M (ϕi#[θi]) .
Using the above definition, the mass measure can then be rewritten as
‖T‖ =
∞∑
i=1
‖ϕi#[θi]‖.
The following lemma from [38] gives us criteria for when two m-dimensional integer currents
are equal. Before stating the lemma, we need the following definition for the weight of a current,
T . Let θT : Z → N ∪ {0} be the L
1 function, called the weight of T , given by
(2.2) θT =
∞∑
i=1
θi ◦ ϕ
−1
i 1ϕi(Ai).
Lemma 2.30. [38] Let T and T ′ be two m-dimensional integer currents defined on a complete
metric space Z with current parametrizations ({ϕi}, {θi}) and ({ϕ
′
i}, {θ
′
i}), respectively. Let Ai
andA′i be the domains of the chartsϕi andϕ
′
i, respectively. Then T = T
′ if the following conditions
are satisfied.
ALEXANDROV SPACES WITH INTEGRAL CURRENT STRUCTURE 9
(1) The symmetric difference between ∪ϕi(Ai) and ∪ϕ
′
i(A
′
i) has zero m-dimensional Haus-
dorff measure.
(2) In all overlapping sets we have
det(∇(ϕ−1i ◦ ϕ
′
j)) > 0 and det(∇(ϕ
′−1
i ◦ ϕj)) > 0.
(3) The functions θT and θT ′ agreeH
m almost everywhere on Z.
Definition 2.31 (Integral Current). Let T ∈ Im(Z). Then we call T an m-dimensional inte-
gral current, that is T ∈ Im(Z), provided ∂T is an (m − 1)-dimensional current, that is ∂T ∈
Mm−1(Z).
Recall that them-dimensional density of a Borel measure µ at z ∈ Z is defined as
lim
r→0
µ(Br(z))
ωmrm
,
where ωm denotes the volume of the unit ball in R
m. We now define the lower density of a Borel
measure, which we will use to define the canonical set of a current. With the canonical set defined,
we will arrive at a definition of an integral current space.
Definition 2.32 (Lower Density). The m-dimensional lower density, Θ∗m(µ, z), of a Borel mea-
sure µ at z ∈ Z is defined as
Θ∗m(µ, z) = lim inf
r→0
µ(Br(z))
ωmrm
,
where ωm denotes the volume of the unit ball in R
m.
We now define both the canonical set and arrive at a definition of an integral current space.
Definition 2.33 (Canonical Set). Let T ∈Mm(Z). The canonical set of T , denoted by set(T), is
defined as
set(T) = {z ∈ Z : lim inf
r→0
‖T‖(Br(z))
ωmrm
> 0}
where ωm denotes the volume of the unit ball in R
m.
In the next lemma we see that the mass measure of an integral current T is concentrated in
set(T).
Lemma 2.34. [1] Let T ∈ Im (Z) with current parametrization ({ϕi}, {θi}). Then there is a
function
λ : set(T)→ [m−m/2, 2m/ωm]
satisfying
Θ∗m(‖T‖, x) = θT (x)λ(x),
such that
‖T‖ = θTλH
m set(T),
where ωm denotes the volume of an unitary ball in R
m and θT is defined as in Equation (2.2).
We can now define an integral current space. Recall that this is the type of space we construct
in Theorem A and consider sequences of them in Theorem B.
Definition 2.35 (Integral Current Space). Let (Z, d) be a metric space and T ∈ Im(Z¯). If
set (T) = Z then (Z, d, T ) is called anm-dimensional integral current space.
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Finally, we give the definition of intrinsic flat distance between two m-dimensional integral
currents [38]. This distance together with the Gromov-Hausdorff distance is used in Li-Perales’s
Theorem 1.1 and Theorem B.
Definition 2.36 (Intrinsic Flat Distance). Let (Xi, di, Ti), i = 1, 2, be twom-dimensional integral
current spaces. Its intrinsic flat distance is defined as
(2.3) dF((X1, d1, T1), (X2, d2, T2)) = inf{M(U) +M(V )},
where the infimum is taken over all complete metric spaces Z, all isometric embeddings ϕi : Xi →
Z and all currents U ∈ Im (Z) and V ∈ Im+1 (Z) that satisfy
(2.4) ϕ1#(T1)− ϕ2#(T2) = U + ∂V.
Sormani-Wenger proved that dF is a distance in the class ofm-integral current spaces whose set
is precompact. We recall that dF((X1, d1, T1), (X2, d2, T2)) = 0 if and only if there is an isometry
ϕ : X1 → X2 that preserves orientation, ie, ϕ#(T1) = T2.
In general, the intrinsic flat limit of a sequence of m-dimensional integral currents can exist
without the Gromov-Hausdorff limit having to exist. See [38] for examples. But when the Gromov-
Hausdorff limit exist and the mass of the currents in the sequence and the mass of their boundaries
are uniformly bound then the intrinsic flat limit exists and is contained in the Gromov-Hausdorff
limit (Theorem 3.20 in [38]). Note that the intrinsic flat limit either hasm Hausdorff dimension or
collapses to what is called the zero integral current space.
2.4. Homology Theory of Integral Currents. We define a Lipschitz k-simplex to be a Lipschitz
map σ : ∆k → X . Letting Ck(X) denote the usual group of k-singular chains onX , then C
Lip
k (X)
is the subgroup of Ck(X) with basis the singular Lipschitz simplices.
Yamaguchi defines the notion of a locally Lipschitz contractible space in [40] to be a metric
space for which small metric balls are contractible to a point via a Lipschitz homotopy. It is
clear, for example, that Alexandrov spaces are locally Lipschitz contractible. He then shows that
the singular homology of a locally Lipschitz contractible space, X , is isomorphic to its Lipschitz
homology, that is,H sing∗ (X ;Z) is isomorphic to H
Lip
∗ (X ;Z).
In [19], Mitsuishi defines an integral current on a locally Lipschitz contractible space as follows.
Given a Lipschitz k-simplex f : ∆k → X , we define the integral k-current [T ] ∈ Ick(X) to be
T = f#[∆
k], where Ick denotes the integral currents on X with compact support. The Z-linear
extension
[·] : CLipk (X)→ I
c
k (X)
then gives us a chain map and a chain complex on X , denoted by Ic•(X). We let H∗(I
c
•(X);Z)
denote the corresponding homology theory. Finally, Theorem 1.3 of [19] (see also Theorem 9.3 in
Mitsuishi [20]) proves that
H sing∗ (X ;Z)
∼= HLip∗ (X ;Z)
∼= H∗(I
c
•(X);Z).
Note that, by definition, Hk(I
c
k(X);Z) = ker(∂k)/Im(∂k+1), that is, the kth Integral Current
homology corresponds to the quotient of the k-dimensional integral currents whose boundary is 0
mod out by the images of the k + 1-dimensional integral currents.
Finally, it is proven in Theorem 1.17 [20] that Im(∂k+1) is trivial for k = n, thus the following
holds.
Theorem 2.37. [20] Let X be an n-dimensional closed, orientable Alexandrov space. Then,
{T ∈ In (X) | ∂T = 0} = Hn(In (X) ;Z) ∼= H
sing
n (X ;Z)
∼= Z.
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In particular, there is a non-trivial integral n-current onX .
3. ORIENTATION OF ALEXANDROV SPACES VIA STRAINERS
The goal of this section is to prove that on an n dimensional oriented Alexandrov space without
boundary, using the bi-Lipschitz homeomorphisms of Theorem 2.17, we can construct an oriented
atlas on the set of (n, δ)-strained points, RX(n,δ), in the countably H
n rectifiable space sense.
Since RX(n,δ) is open and dense in X , this will give us an oriented atlas of X in the countablyH
n
rectifiable space sense.
3.1. Defining a topological orientation on RX(n,δ). We recall the definition of an orientation for
a topological space.
Definition 3.1 (Z Orientation System). A Z orientation system for a topological manifold X
consists of the following two elements:
(1) An open cover {Ui} of X;
(2) For each i, a local orientation αi ∈ Hn(X,X \Ui) ofX along Ui such that if x ∈ Ui ∩Uj ,
then
ιUix (αi) = ι
Uj
x (αj),
where
ιUx : Hn(X,X \ U)→ Hn(X,X \ x)
is the canonical homomorphism induced by inclusion.
Definition 3.2 (Z-orientable). We will say a space X is orientable in the topological sense, if it
has a Z orientation system.
In order to talk about orientability for Alexandrov spaces, we must first understand what non-
orientability means. We distinguish between two important cases: we call an Alexandrov space
locally orientable if every point has an orientable neighborhood, and locally non-orientable other-
wise. Alexandrov spaces are unlike manifolds in that they can have arbitrarily small neighborhoods
which do not admit an orientation (see Petrunin [32]). In particular, if x ∈ X has a non-orientable
space of directions Σx, then no neighborhood of x is orientable. We call such a space locally non-
orientable. Equivalently, we see that a point is locally orientable if its space of directions Σx is
orientable.
On compact Alexandrov spaces, one uses singular cohomology with integer coefficients (cf.
Grove, Petersen [7]) to study orientability. It is easy to see by excision and Perelman’s Stability
theorem [28] (see also [12]), that Hn(X,X \ {x}) ∼= Hn−1(Σx). Thus, if H
n−1(Σx) ∼= Z, then
we say that X is locally orientable at x, and a choice of generator for Hn−1(Σx) is called a local
orientation at x. Using Theorem 2.10, the following Lemma is immediate.
Lemma 3.3. Let x ∈ X be an (n, δ)-strained point with strainer {(ai, bi)}
n
i=1 for a point x ∈ X .
Then for sufficiently small δ > 0, RX(n,δ) is locally orientable at x.
We define orientability of a closed Alexandrov space, X , in terms of the existence of a funda-
mental class, that is, X is orientable if for every x ∈ X , Hn(X,X \ {x}) → Hn(X) ∼= Z is
an isomorphism. Recently, Mitsuishi [20] has shown that closed, orientable Alexandrov spaces
satisfy Poincare´ Duality, so we can equivalently define orientability via a top class in homology.
With this definition of orientability, we can then show that RX(n,δ) is orientable.
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Lemma 3.4. Let X be an n-dimensional Alexandrov space. Given δ > 0, if X is orientable in the
topological sense, then RX(n,δ) is also orientable in the topological sense.
Proof. Recall first that RX(n,δ) is open and dense in X . If X is orientable in the sense of Defi-
nition 3.2, then we have an open cover {Ui} of X such that the local orientations coincide in the
intersection of any two of the sets in the cover. 
Remark 3.5. Note that in [9], Harvey and Searle show that an Alexandrov space is orientable if
and only X(n), the top stratum, itself a topological manifold, is orientable. We have shown that if
X is orientable, then RX(n,δ) ⊂ X
(n) is also orientable. In fact, our proof of Lemma 3.4 shows
that if X(n) is orientable then RX(n,δ) is. However, the reverse implication seems difficult to prove
directly, since X(n) \RX(n,δ) may not even be a CW complex.
We now show that a topological orientation on an Alexandrov space X without boundary in-
duces an orientation in the sense of Federer.
Theorem 3.6. Given an n-dimensional Alexandrov space X without boundary, oriented in the
topological sense, then the set RX(n,δ) is oriented in the sense of countablyH
n rectifiable spaces,
that is, there exists a bi-Lipschitz collection of charts {Ai, {ϕi}}, where ϕi : Ai ⊂ R
n → RX(n,δ)
such that
det(∇(ϕ−1i ◦ ϕj)) > 0
for all overlapping charts almost everywhere on ϕj(Aj) ∩ ϕi(Ai).
Before we begin the proof of Theorem 3.6, we need Lemma 1.4 from [36], which shows us that
a strainer is very close to being orthogonal.
Lemma 3.7. [36] Let B ⊂ X be (l, δ)–strained by {(ai, bi)}
l
i=1 . For any x ∈ B and i 6= j,
π − δ < ∢ (ai, x, bi) ≤ π,
pi
2
− δ < ∢ (ai, x, bj) <
pi
2
+ 2δ, and
pi
2
− δ < ∢ (bi, x, bj) <
pi
2
+ 2δ, pi
2
− δ < ∢ (ai, x, aj) <
pi
2
+ 2δ.
Moreover, the same result holds for the comparison angles.
The following lemma allows us to create the required charts for the proof of Theorem 3.6.
Lemma 3.8. For x ∈ RX(n,δ) and ǫ > 0, let {(ai, bi)}
n
i=1 and {(ci, di)}
n
i=1 be (n, δ)–strainers for
a neighborhood Ux ⊂ X of x. Let
φa, φc : Up → R
n,
be given, as in Theorem 2.19 by
φa(y) = (dist(a1, y), · · · , dist(an, y)) and φc(y) = (dist(c1, y), · · · , dist(cn, y)),
where y ∈ Ux and the bi-Lipschitz constants of φa and φc are bounded between 1 − ǫ and 1 + ǫ.
Then
(1) The transition functions
φa ◦ φ
−1
c : φc (Ux)→ φa (Ux)
φc ◦ φ
−1
a : φa (Ux)→ φc (Ux)
are differentiable almost everywhere.
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(2) If v ∈ Σx is a direction where both φa and φc are differentiable and orientation preserving
as in Part (2), then the change of basis matrix, M , of d (φa ◦ φ
−1
c ) with respect to the
standard basis satisfies
1− τ(δ) ≤ det(M) ≤ 1 + τ(δ),
where τ(δ) is a function satisfying limδ→0 τ(δ) = 0.
(3) If RX(n,δ) is oriented, then after possibly interchanging a1 with b1, φa is orientation pre-
serving.
Proof. Note first that by Theorem 5.4 [3] (cf. Theorem 10.8.18 of [2]) both φa and φc are bi-
Lipshitz and hence differentiable almost everywhere and we obtain Part (1).
To prove Part (2), recall from Definition 11.3 in [3] that the component functions (φa)i and (φc)i
of φa and φc are directionally differentiable almost everywhere. By definition of the derivative of a
distance function (see Display 2.1), it follows that the ith components of the directional derivatives
of φa and φc are given almost everywhere by
Dv (φa)i = − cos(∢(⇑
ai
x , v)) and Dv (φc)i = − cos(∢(⇑
ci
x , v)),
(cf. Example 11.4 in [3]).
Further, it follows from the definition of the directional derivative that for almost every y ∈ Ux
we have
(dφa)y
(
⇑aiy
)
= −ei.
Note then that
d(φa ◦ φ
−1
c )φc(y)(ei) =
[
cos∢(⇑aiy ,⇑
cj
y )
]
i,j
(ei),
and hence
M =
[
cos∢(⇑aiy ,⇑
cj
y )
]
i,j
.
However, by the last inequality of Lemma 3.7, we have for every y ∈ Ux and for i 6= j∣∣∣∢ (⇑aiy ,⇑ajy )− π2
∣∣∣ < 2δ and
∣∣∣∢ (⇑ciy ,⇑cjy )− π2
∣∣∣ < 2δ.
Thus, we may choose oriented, orthonormal bases, {vi}
n
i=1, and {wi}
n
i=1, for R
n ⊇ Σy, such that
|∢(⇑y)
ai , vi)| < 2δ and |∢(⇑
ci
y , wi)| < 2δ,
noting that the vectors vi and wj need not all be elements of Σy. The change of basis matrix from
{vi}
n
i=1 to {wi}
n
i=1, with respect to the standard basis in R
n, is given by [cos∢(vi, wj)]i,j and has
determinant 1.
Applying the triangle inequality twice, we have |∢(⇑aiy ,⇑
cj
y )− ∢(vi, wj)| < 4δ. Hence
1− τ(δ) ≤ det(M) ≤ 1 + τ(δ)
and Part (2) is proven.
We now prove Part (3). Note by Lemma 3.7 , it follows that
(3.1) π − 2δ − ∢(⇑a1y ,⇑
aj
y ) ≤ ∢(⇑
b1
y ,⇑
aj
y ) ≤ π + 4δ − ∢(⇑
a1
y ,⇑
aj
y ).
Since we have a consistent top class at every point, we have a global orientation on X . If the
orientation induced by the map φa coincides with the global orientation, we do not change the map
φa. If it is not, then by interchanging a1 with b1, it follows immediately by Inequality 3.1 that the
newly defined φa will be orientation preserving. 
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Lemma 3.9. Let X be an Alexandrov space. Given δ > 0 as in Theorem 2.10, if X is oriented in
the topological sense, then on RX(n,δ) there exists charts given by strainers {(Ui, φi)} such that at
almost every point of Ui ∩ Uj ,
det(∇(φi ◦ φ
−1
j )) > 0.
That is, there exists an oriented atlas on X satisfying Definition 2.3.
Proof. For each p ∈ RX(n,δ), there exists Up and {(ai, bi)}
n
i=1, an (n, δ)–strainer for Up. By Part
(3) of Lemma 3.8, we may choose each φp to be orientation preserving. Then {(Up, φp)}p∈RX(n,δ)
is an orientation preserving atlas for X .
Let Up ∩ Uq 6= ∅ for p, q ∈ RX(n,δ), where {(ai, bi)}
n
i=1 and {(ci, di)}
n
i=1 are the corresponding
(n, δ)−strainers, respectively, for Up and Uq. By Part (2) of Lemma 3.8, It follows that
det(∇(φp ◦ φ
−1
q )) > 0,
wherever it is defined. Since p and q were arbitrarily chosen, the result follows. 
4. THE PROOF OF THEOREM A
In this section, we assume that (X, d) is an orientable, n-dimensional closed Alexandrov space
with curvature bounded below by κ. We will construct a n-dimensional integral current structure
T of weight 1 on (X, d) in two steps. First, we define a n-dimensional integer rectifiable current
structure T on (X, d). Second, we prove that (X, d, T ) is indeed an n-integral current space, by
showing that ∂T = 0 and that set(T) = X. See Theorem 4.6 and Corollary 4.8.
4.1. Construction of an integer rectifiable current on (X,d). In this subsection, we complete
the first step of the proof of Theorem A by proving Theorem 4.1 below. That is, we will construct
a n-dimensional integer rectifiable current T on X . To do so, we utilize the existence of charts for
points that are (n, ǫ)-strained as described in Section 2.
Theorem 4.1. Let (X, d) be a n-dimensional oriented Alexandrov space with curvature bounded
below by κ and diameter bounded above byD. Then there exists a n-dimensional integer rectifiable
current space (X, d, T )with weight 1, that is, θT = 1. Moreover, T is unique in the sense of Lemma
4.5.
The proof of Theorem 4.1 follows once we have proven the following four lemmas.
Lemma 4.2. Let (X, d) be a n-dimensional oriented Alexandrov space with curvature bounded
below by κ. Then T : Dn(X)→ R given by
T =
∞∑
i=1
ϕi#[θi] =
∞∑
i=1
ϕi#[Ai]
is a multi-linear functional, where ϕi : Ai → X are bi-Lipchitz maps with mutually disjoint images
and Ai ⊂ R
n are Borel sets, as constructed in Theorem 2.19.
Proof. By Theorem 2.19, there exist a countable collection of bi-Lipschitz maps ϕi : Ai → X
with Ai ⊂ R
n precompact Borel measurable subsets.
On each Ai, define the weight function θi : Ai → N by θi = 1Ai , where 1Ai denotes the indicator
function on Ai. Set [Ai] = [1Ai] as in Example 2.17 of [38], that is [Ai] : D
n(Rn)→ R
[Ai](f, π1, . . . , πn) =
∫
Ai⊂Rn
f det (∇πi) dL
n.
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Then define T as follows:
T =
∞∑
i=1
ϕi#[θi] =
∞∑
i=1
ϕi#[Ai].
The first step consists in proving T (f, π) ∈ R for (f, π) ∈ Dn(X), that is, T (f, π) is finite.
Note that for each j ∈ N we know that Tj := ϕj#[Aj] : D
n(ϕj(Aj)) → R is a current. Thus, by
(3) in Definition 2.23, there exists a finite Borel measure µj such that
|Tj(f, π)|≤
n∏
i=1
Lip(πi)
∫
ϕj(Aj)
|f |dµj.
The preceding inequality in particular holds true for the mass measure ‖Tj‖ of Tj .
By the triangle inequality we thus get
|T (f, π)|≤
∞∑
j=1
|Tj(f, π)| ≤
∞∑
j=1
(
n∏
i=1
Lip(πi))
∫
ϕj(Aj)
|f |d‖Tj‖
Hence
|T (f, π)|≤ (
n∏
i=1
Lip(πi))‖f‖∞
∞∑
j=1
‖Tj‖(ϕj(Aj)).(4.1)
We now proceed by proving that the right hand side of the above inequality is finite. Note
‖ϕj#[θj]‖ ≤ Lip(ϕj)
nϕj#‖[1j]‖ = Lip(ϕj)
nϕj#(L
n) = Lip(ϕj)
nϕj#(H
n),(4.2)
and
ϕj#(H
n)(ϕj(Aj)) = H
n(Aj).
Since ϕj is bi-Lipschitz, we have
Hn(Aj) ≤ Lip(ϕ
−1
j )
nHn(ϕj(Aj)).
Consequently, by Equation (4.2) we have
‖ϕj#[θj]‖(ϕj(Aj)) ≤ Lip(ϕj)
n Lip(ϕ−1j )
nHn(ϕj(Aj)).
Finally, we get
∞∑
j=1
‖ϕj#[θj]‖(ϕj(Aj)) ≤
∞∑
j=1
Lip(ϕj)
n Lip(ϕ−1j )
nHn(ϕj(Aj))
≤ c(n)
∞∑
j=1
Hn(ϕj(Aj))
= c(n)Hn(∪ϕj(Aj))
≤ c(n)Hn(X)
≤ C(n, κ,D),
where c(n) = Lip(ϕj)
n Lip(ϕ−1j )
n is a constant depending only on n by Theorem 2.19 and
C(n, κ,D) is a constant depending only on the dimension n, the curvature bound κ and the di-
ameter bound D given by Bishop Volume Comparison Theorem 2.22. Combining the preceding
inequality with (4.1) we get that T (f, π) is finite.
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Finally, the multilinearity of T follows from the fact that each summand, ϕi#[Ai], is multilinear.

We now prove that T is indeed a current.
Lemma 4.3. The multilinear functional T defined as in Lemma 4.2 is a current.
Proof. We must verify that Definition 2.23 is satisfied. Property (1) in Definition 2.23 follows
easily. Indeed, if there exists a neighborhood on which πi is constant, then since ϕi#[Ai] is a
current we have ϕi#[Ai](f, π) = 0 for all i ∈ N. Hence, T (f, π) = 0.
Next we show property (2) in Definition 2.23. We have to prove that limi→∞ T (f, π
i
1, · · · , π
i
n) =
T (f, π1, · · · , πn), whenever π
i
k converges pointwise to πk inX , where Lip(π
i
j) ≤ C for some con-
stant C. By the above considerations we know that
∑∞
j=1|Tj(f, π
i
1, · · · , π
i
n)|< ∞, consequently
the sum
∑∞
j=1 Tj(f, π
i
1, · · · , π
i
n) converges absolutely. Since Tj is a current, for each j ∈ N we
have limi→∞ Tj(f, π
i
1, · · · , π
i
n) = Tj(f, π1, · · · , πn). We thus can commute the infinite sum and
the limit and hence obtain the claimed equality
lim
i→∞
T (f, πi1, · · · , π
i
n) = lim
i→∞
∞∑
j=1
Tj(f, π
i
1, · · · , π
i
n)
=
∞∑
j=1
lim
i→∞
Tj(f, π
i
1, · · · , π
i
n)
=
∞∑
j=1
Tj(f, π1, · · · , πn) = T (f, π1, · · · , πn).
Finally, we show property (3) in Definition 2.23. By the above considerations we have
|T (f, π)|≤
∞∑
j=1
|Tj(f, π)|≤
n∏
i=1
Lip(πi)
∫
ϕj(Aj)
|f |dµj.
We define µ =
∑∞
j=1 µj , which defines a finite Borel measure on X since the sets ϕj(Aj) are
disjoint. Thus we get
|T (f, π)|≤
∞∑
j=1
|Tj(f, π)|≤
n∏
i=1
Lip(πi)
∫
X
|f |dµ,
and hence (3) is established. Thus T is a current. 
Lemma 4.4. The current T as defined in Lemma 4.3 is an integer rectifiable current.
Proof. We have to check that T satisfies the conditions of Definition 2.29. By Lemma 4.3, it
suffices to show thatM(T ) =
∑∞
j=1M(Tj). Since we have ‖T‖(ϕj(Aj)) = ‖Tj‖(ϕj(Aj)) for all
j ∈ N, we get
M(T ) = ‖T‖(∪ϕj(Aj)) =
∞∑
j=1
‖T‖(ϕj(Aj)) =
∞∑
j=1
‖Tj‖(ϕj(Aj)) =
∞∑
j=1
M(Tj),
where we used that the sets ϕj(Aj) are disjoint. It followsM(T ) =
∑∞
j=1M(Tj). 
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Lemma 4.5. Suppose that T and T ′ are two integer rectifiable currents defined on (X, d) with
current parametrizations ({ϕi}, {1Ai}) and ({ϕ
′
i}, {1A′i}) constructed using the (n, δ)-strained
points as described in Theorem 2.19. Assume that these two atlases belong to the same maximal
oriented atlas of RX(n,δ). Then T = T
′.
Proof. We apply Lemma 2.30 to prove that T equals T ′.
Since RX(n,δ) ⊂ ∪ϕi(Ai) ⊂ X and RX(n,δ) ⊂ ∪ϕ
′
i(A
′
i) ⊂ X , it follows that the symmetric
difference between ∪ϕi(Ai) and ∪ϕ
′
i(A
′
i) is actually contained in SX . Therefore, by Theorem
2.13, the symmetric difference has zero n-dimensional Hausdorff measure.
Furthermore, since {(Ai, ϕi)} and {(A
′
i, ϕ
′
i)} are contained in the same maximal oriented atlas,
it follows that
det(∇(ϕ−1i ◦ ϕ
′
j)) > 0 and det(∇(ϕ
′−1
i ◦ ϕj)) > 0.
Finally,
θT (x) =
∞∑
i=1
θi ◦ ϕ
−1
i (x)1ϕi(Ai)(x) = 1
and
θT ′(x) =
∞∑
i=1
θ′i ◦ ϕ
′−1
i (x)1ϕ′i(A′i)
(x) = 1
for all x ∈ RX(n, δ). Thus by Lemma 2.30, T = T
′. 
4.2. (X,d,T) is an integral current space. In this subsection we prove that (X, d, T ) is a n-
dimensional integral current space. In order to do this, we first prove that ∂T = 0. We accomplish
this by showing that the integral current T ′ defined on X , for which ∂T ′ = 0 as in Mitsuishi [20]
is, in fact, equal to the integer rectifiable current we define in Theorem 4.6 below. We then prove
that set(T) = X in Corollary 4.8. With these two steps, we have completed the proof of Theorem
A.
Theorem 4.6. Let (X, d) be an n-dimensional closed Alexandrov space, T the n-current defined
in Theorem 4.1 and T ′ the n-current that generates the group {S ∈ In (X) | ∂S = 0} = Z from
Theorem 2.37. Then, either T = T ′ or T = −T ′. Hence, ∂T = 0.
Proof. We will prove the theorem using Lemma 2.30. Recall, that by definition we have
T =
∞∑
i=1
ϕi#[Ai] and T
′ =
N∑
i=1
fi#[∆
n].
We first prove Condition 1 of Lemma 2.30. By the definitions of T and T ′, RX(n,δ) ⊂
⋃∞
i=1 ϕi(Ai)
and X =
⋃N
i=1 fi(∆
n), respectively. Then we have
∪Ni=1fi(∆
n)∆ ∪∞i=1 ϕi(Ai) = ∪
N
i=1fi(∆
n) \ ∪∞i=1ϕi(Ai)
⋃
∪∞i=1ϕi(Ai) \ ∪
N
i=1fi(∆
n)
⊂ X \RX(n,δ).
By Theorem 2.13,Hn(X \RX(n,δ)) = 0. Hence,
Hn(∪Ni=1fi(∆
n)∆ ∪∞i=1 ϕi(Ai)) = 0,
which establishes the first item of Lemma 2.30.
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Next we prove Condition 2 of Lemma 2.30. We must show that T and T ′ have the same orien-
tation, that is, in all overlapping sets we have
det(∇(ϕ−1i ◦ fj)) > 0 and det(∇(f
−1
i ◦ ϕj)) > 0.
The orientation on T ′ is given by a generator ofHn(X ;Z) and by Lemma 3.4 this provides us with
an orientation on RX(n,δ) = ∪
∞
i=1φi(Ai) ∩
∑N
i=1 fi#[∆
n]. It then follows by Lemma 3.9 that it
defines an orientation on both (X, d, T ) and (X, d, T ′) as desired.
Finally, we prove Condition 3 of Lemma 2.30. By definition of T , θT = 1 on ∪
∞
i=1ϕi(Ai)
which has full measure in X . Now, since {S ∈ In (X) |∂S = 0} = Hn(X ;Z), the restriction
fi| ◦
∆n
is injective. Then, θT ′ = 1 on
⋃N
i=1 fi(
◦
∆n) = X \
⋃N
i=1 fi(∂∆
n). Since ∂∆n has (n − 1)-
Hausdorff dimension, then its n-Hausdorff measure equals zero. Since the fi are Lipschitz maps,
then Hn(
⋃N
i=1 fi(∂∆
n)) = 0. Hence, θT ′ equals 1 almost everywhere in X. Hence, θT = θT ′
almost everywhere.
Thus, T = T ′, and the result follows. 
In the next lemma we show that the regular points ofX are contained in set(T). The subsequent
corollary shows set(T) = X.
Lemma 4.7. Let (X, d) be a n-dimensional Alexandrov space with curvature bounded below by
κ. Let T be an integer current structure on X defined as in Proposition 4.1. Let p ∈ RX(n,δ), then
the following hold.
(1) The point p is contained in set(T). That is, the n-dimensional lower density of ‖T‖ at p is
positive.
(2) The density of ‖T‖ at a regular point p is equal to 1.
Proof. From the definition of set(T) we have to prove that
lim inf
r→0
‖T‖(Br(p))
ωnrn
> 0.
Since p is a (n, δ)-strained point ofX , Theorem 2.17 states that there is a neighborhood Up of p
and a bi-Lipschitz map
f : Up → W ⊂ R
n
such that
(4.3) Lip(f)−1d(x, y) ≤ d(f(x), f(y)) ≤ Lip(f)d(x, y),
for all x, y ∈ Up.
Given ϕ : Y → Z a Lipschitz map and S an n-dimensional current defined on Y it follows from
Inequality (2.4) in [1] that
(4.4) ϕ#‖S‖ ≥ (Lip(ϕ))
−n‖ϕ#S‖.
Let r0 ∈ R be such that Br0(p) ⊂ Up. Applying Inequality 4.4 to the function f and T , for any
r ≤ r0 we have
‖T‖(Br(p)) = f#‖T‖(f(Br(p))) ≥ Lip(f)
−n‖f#T‖(f(Br(p))).
Using Inequality 4.3, we obtain
Br Lip(f)−1(f(p)) ⊂ f(Br(p)).
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Then
‖f#T‖(f(Br(p))) ≥ ‖f#T‖(BrLip(f)−1(f(p))) = ωnr
n Lip(f)−n,
where the equality comes from Up ⊂
⋃∞
i=1 ϕi(Ai) which gives ‖f#T‖ = L
n in f(Up). Putting
together the last two inequalities we obtain
(4.5) ‖T‖(Br(p)) ≥ ωn Lip(f)
−2nrn.
We conclude that
lim inf
r→0
‖T‖(Br(p))
ωnrn
≥ Lip(f)−2n > 0.
Thus p ∈ set(T) and so Part (1) is established.
We now prove Part (2). Using once again Inequality 4.3, we obtain
f(Br(p)) ⊂ Br Lip(f)(f(p)).
We apply (4.4) with ϕ = f−1 and S = f#T . Since (f
−1)#f#T = T we thus get
‖T‖(Br(p)) ≤ Lip(f)
−n‖f#T‖(f(Br(p))) ≤ Lip(f)
−n‖f#T‖(BrLip(f)(f(p)))(4.6)
= Lip(f)−nωnr
n Lip(f)n = ωnr
n.
Since p is a regular point, Lip(f) can be made arbitrarily close to 1 in Inequality (4.5). Then, by
Inequalities (4.5) and (4.6) we get,
lim
r→0
‖T‖(Br(p))
ωnrn
= 1.
Hence the density of ‖T‖ at p is equal to 1. 
Corollary 4.8. Let (X, d) be an n-dimensional Alexandrov space with curvature bounded below
by κ. Let T be the integer current previously defined on X . Then X = set(T).
Proof. This proof follows almost exactly the last part of the proofs given in Theorem 7.1 [39] and
Theorem 0.1 [16], where is shown that under certain conditions the Gromov-Hausdorff limit and
the intrinsic flat limit of a sequence agree.
By Lemma 2.34, for x ∈ X we have
(4.7) ‖T‖(Br(x)) =
∫
Br(x)
θT (y)λ(y)dH
n set(T),
where θT : set(T)→ N∪ {0} is an integrable function with θT > 0 in set(T) and λ : set(T)→ R
is a non-negative integrable function that satisfies λ ≥ n−n/2. Using this last inequality and θT = 1
we obtain
(4.8) ‖T‖(Br(x)) ≥ n
−n/2Hn(Br(x) ∩ set(T)).
Furthermore, by Lemma 4.7 we knowRX ⊂ set(T) ⊂ X. Therefore,H
n(set(T) \RX) = 0 and
thus we obtain
(4.9) Hn(Br(x) ∩ set(T)) = H
n(Br(x) ∩ RX) = H
n(Br(x)).
Then by Equation (4.8) and Equation (4.9) we get
(4.10)
‖T‖(Br(x))
ωnrn
≥
n−n/2Hn(Br(x))
ωnrn
.
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For κ ≥ 0, using the Bishop-Gromov volume comparison theorem for Alexandrov spaces, The-
orem 2.22, we have for R > r > 0:
Hn(Br(x)) ≥ r
nHn(X)/Rn.
It follows that lim infr→0 ‖T‖(Br(x))/ωnr
n ≥ n
−n/2rnHn(X)
ωnrnRn
> 0.
For κ < 0, using once more the Bishop-Gromov volume comparison theorem for Alexandrov
spaces, Theorem 2.22, with R > r > 0, we have:
Hn(Br(x)) ≥
Hn(BR(x))
Vκ(R)
Vκ(r),
where Vκ(r) and Vκ(R) denote respectively the volumes of the r-ball and the R-ball in the space
formMnκ . Thus, from inequality (4.10) we get
‖T‖(Br(x))
ωnrn
≥ n−n/2
Hn(BR(x))
Vκ(R)
Vκ(r)
ωnrn
.
Now, Vκ(r) ≥ V0(r) = ωnr
n by Bishop’s Inequality (see Theorem 2.21). It follows that
lim inf
r→0
‖T‖(Br(x))/ωnr
n ≥ n−n/2
Hn(BR(x))
Vκ(R)
> 0.
This shows that X ⊂ set(T). 
Remark 4.9. The current we have constructed is canonical in the sense that if the Alexandrov
space, X , consists only of regular points, that is, if it is a smooth manifold, then λ = 1 and the
current T (ω) =
∫
X
ω has weight equal to 1. Hence, ‖T‖ = Hn = Ln = VolX .
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