Abstract. Considering the stochastic theta method, in this work we discuss modified solvers for finding the solution of Itô stochastic differential equations in the strong sense. It is observed that the proposed variations are implicit with better stability behaviors. Finally, the derived schemes are tested numerically to confirm the efficiency.
Introduction
Let us take into account the numerical approximation of R d -valued stochastic processes, which satisfy an Itô Stochastic Differential Equation (SDE) of the form below dX t = f (t, X t )dt + (t, X t )dW t = b 0 (t, X t )dt + 
where W k t , k = 1, . . . , m denote real and pairwise independent standard Brownian motions, adapted to the filtration (F t ) t∈[t 0 ,T] on the underlying probability space (Ω, F , P). The initial value X 0 is assumed to be F 0 -measurable and to have finite second moment. We also assume that the drift and diffusion coefficient functions b k : [t 0 , T] × R d → R d are measurable and fulfill the usual Lipschitz conditions such that (1) has a unique solution (see e.g. [3] and [10] ).
Recently, there is an increasing interest in the stability analysis of some solvers for SDEs (see e.g. [13] and the references therein). The main reason to this interest lies in the fact that for most of the nonlinear SDEs or multi-dimensional SDEs, typical solvers with not reasonably small step size in the the time direction explode and could not capture the nonlinearity or the stiffness of the problem. Due to this many of the explicit solvers such as (explicit) Euler-Maruyama (EM) [4] 
fail to converge, where h i+1 = t i+1 − t i is the length of the i + 1-th interval. There is an evidence that the dynamics of prices for financial instruments exhibit nonlinearity, which cannot be adequately supported solely by typical numerical solvers. Note that only a limited class of SDEs admit explicit solutions, therefore there is a need for the development of approximate methods. Some of such computational methods can be extracted from [5] , where convergence of explicit numerical methods is considered. It is worth noting that, in [8] , stability of stochastic EM method has been studied.
Without loss of generality, we consider d = 1. Hence, the Stochastic Theta Method (STM) can be defined as
wherein θ ∈ [0, 1], ∆t i = t i+1 − t i , and ∆W i ∼ N(0, 1) √ ∆t i . In this work, h = ∆t > 0 is the constant step-size. In the deterministic case, ≡ 0, (3) is called the Theta Method (TM) and the choice θ = 0 gives Euler's method, θ = 1 2 gives the trapezoidal solver, and θ = 1 gives the implicit, or backward Euler method.
The scheme (3) was discussed in [12] , where it is called the semi-implicit Euler method. In particular, taking θ = 0 gives the widely used EM method. Note that STM is a natural extension of TM.
It is known that STM converges at least with convergence rate γ = 1 2 in the strong sense, that is, there exists a constant C > 0 such that
where X is the analytic solution and X h is the numerical solution. Furthermore, this strong rate of speed has been obtained in terms of the norm
It is important to have some solvers at hand in which the rate of convergence (in the strong sense) is more than 1/2 while they could overcome on the stiff problems and are not too much dependent on the step sizes along the time direction. Pursuing these two needs are the principal objectives of this paper.
The rest of this work unfolds the contents in what follows. Section 2, discussed the stability of TM to show the capability of its methods for stiff problems. Note that by considering the numerical solution of the stochastic initial value problem (1) the stiffness is a combination of problem, solution method, initial condition and local error tolerances. In Section 3, we propose a computational scheme for solving Itô-type SDEs. Some implicit variations are also brought forward. Section 4 is devoted to the application of the contributed scheme in solving some SDEs numerically. The attained results uphold the effectiveness of the proposed scheme in a computational point of view. And finally, Section 5 draws a conclusion of this paper.
Deterministic Case
Linear stability theory arises from the study of Dahlquist's scalar linear test equation [14] :
as a simplified model for studying the initial value problem
Stability is described by examining a numerical method applied to (7) and obtaining the following recurrence relation
wherein z = hλ and S(z) is the (rational) stability function. The boundary of absolute stability is attained via taking into account the following area:
As a matter of fact, the fundamental idea is to study a computational scheme on the test problem (6) which is uncomplicated enough to allow analysis to be performed, but which retains features present in more general problems of interest. Now by solving the test equation (6) via the TM, we obtain the following iterative expression:
The recurrence relation (10) could express the stability regions of different one-step methods. For instance, for the case of explicit Euler method (θ = 0), the semi-implicit trapezoidal method (θ = 1/2), and the backward implicit Euler method (θ = 1), we obtain, respectively: The regions of stability for different methods extracted from the TM are illustrated in Figures 1-3 . In the figures, the gray color refer to the instability areas. We remark that the Linear Stability Boundary, also known as LSB, is often considered as the intersection with the negative real axis. For the explicit Euler method, it is LSB = −2. As an instance, for an eigenvalue of λ = −1, linear stability requirements mean that the step size needs to satisfy h < 2, which is a very mild restriction.
It is observed that the TM for θ = 1 is unconditionally stable for the entire left half-plane. The drawback is that a system of equations now has to be solved at each integration step. In fact, a root-finding algorithm must be embedded to the methods so as to extract the new approximated value X i+1 per cycle.
On the contrary, the low order of convergence for the TM makes its use limited in practical problems. To be more precise, it would be of obvious interest to contribute a computational scheme with higher convergence speed while its stability region is large enough to overcome the pitfalls of the higher order methods.
Accordingly, we wish to propose an algorithm for solving SDEs, which is of higher (strong) order and is implicit or consists of multi steps. This is the main motivation of this paper.
A Modification of the STM
Clearly, stiffness limits the effectiveness of explicit solution methods due to restrictions on the size of steps that can be taken. Hence, the purpose of this section is to present a variation of TM for solving SDEs as our main goal.
Generally speaking, there are two kinds of numerical stability for the SDE (1), namely, with respect to a sample path (strong sense), which is known as T-stability, and with respect to moments of the solution X t (weak sense), which is called as M-stability [12] .
However, the most important analysis is based on an extension of the test equation (6) to the stochastic environment. This procedure is based on applying the stochastic solver on the test equation
which is an asset model in math-finance ( (µ) < 0) and X 0 = 1, [2] . This is known as mean-square stability (MS-stability). This notion can be regarded as a stochastic version under the mean-square norm of the absolute stability for numerical methods of ordinary differential equations (ODEs).
The zero solution to (14) is said to be mean-square stable if lim t→∞ E[|X t | 2 ] = 0. where E(·) denotes the expected value, [9] .
Recently, a deep study has been carried out for the STM on the test equation (14) in [15] and showed the relationship of the choice of θ and mean-square exponential stability in the STM. In fact, one could observe from [15] that under the linear growth condition for the drift term, when θ ∈ [0, 1/2), the STM may preserve the mean-square exponential stability of the exact solution, but the counterexample shows that the STM cannot reproduce this stability without this condition. In the meantime, once θ ∈ (1/2, 1), without the linear growth condition for the drift term, the STM can create the mean-square exponential stability of the exact solution, but the bound of the Lyapunov exponent cannot be preserved. And lastly, with θ = 1, the STM can reproduce not only the mean-square exponential stability, but also the bound of the Lyapunov exponent.
Accordingly, we now study the following computational solver [1]
The interesting point in this computational scheme is that for the cases θ ∈ (0, 1], the extracted method is implicit and possess larger stability regions. Note that a similar reasoning as in Section 2 is valid for the application of (15) on the test equation (14) . Now, we have a revisit of the STM which has two strong points. First, it is implicit with a better stability region for the case θ = 1 and second it is of higher computational order γ = 1 in the strong sense. This is recognizable since for the case of θ = 0, (15) is simplified to the well-known method of Milstein discussed in [11] .
The scheme (15) with θ = 1 obeys of the dynamical (MS-stability) question that does lim i→∞ X i look like lim t→∞ X t ?
Before going on, we recall that if
Lemma 3.1. Let the drift and diffusion terms of an SDE are sufficiently smooth, measurable and satisfy the (usual) Lipshictiz condition with linear growth condition and finite second moment. Choosing θ ∈ [0, 1] in (15), the method is MS-stable when
where x = ∆tµ, and y = ∆tσ 2 and * stands for the conjugate of a complex number.
Proof. To provide the MS-stability region of (15) analytically, we first recall that the SDE (14) with X 0 = 1 is MS-stable if
On the other hand, applying (15) on (14) results in the following recurrence relation
wherein Z i ∼ N(0, 1). Now, the (Itô) stability function for the stochastic computational scheme can be deduced as
Now we choose
and
where x = ∆tµ, and y = ∆tσ 2 based on (20). Accordingly for the MS-stability, we could write
This yields to
Therefore, we acquire
which confirms the theoretical bound (17). This ends the proof.
It should be remarked that if (14) is mean-square stable, then it is automatically asymptotic stable. In addition, our analysis shows that the stability region tends to be improved by increasing the value of θ even outside the range of [0, 1], i.e., even choosing θ = 2 results in a method with better stability behavior in terms of x and y.
To clearly show the regions of stability, we illustrate these areas in terms of x-axis and y-axis in Now we are able to propose our new three-step scheme for solving SDEs according to (15) in what follows (θ 0 and better to be chosen as θ = 1):
To provide higher strong order schemes, we propose a theta-version of the high order scheme of Kloeden et al. [6] for scalar SDEs with 3 2 strong order as follows:
wherein the additional random variable ∆Z i is normally distributed with mean 0, variance E(∆Z . Note that ∆Z i can be generated as
. This implicit scheme is named as KSTM.
We provide our lemma for the mean square stability of (28) 
where x = ∆tµ, and y = ∆tσ 2 .
Proof. Just like Lemma 3.1, applying (28) on (14) results in
Now, the Itô stability function for KSTM can be written as
where x = ∆tµ, and y = ∆tσ 2 . Similarly, we should study the regions at which |P(Z i )| < 1. Accordingly for the MS-stability, we could write
Therefore, we acquire the theoretical bound (29). This ends the proof.
We have drawn the MS-stability regions of the proposed implicit solver (28) in Figures 6-7 . It is seen that although the strong order is 3/2, the stability region will not improve significantly by choosing even θ = 3/2 which is outside the interval [0,1] for KSTM. We can observe the computational order of convergence for (15) and (28) numerically in the next section using the dependance of the global truncation error on the step size. Toward this goal, we will use the fact that a function f (∆) = A∆ γ becomes linear in logarithmic coordinates. That is,
for logarithms to the base a 1. In this work, and so as to check the convergence order, we take steps of the form ∆ = a −k for k = 1, 2, . . ., and a > 1. This will be the goal of the next section to inquire into the computational order and efficiency of the presented variation of the modified STMs.
Experimental Results
Here, we show the numerical behavior of the methods extracted from (15) along with (27) for various choices of θ on some standard and hard nonlinear SDEs. By STM1, STM2, MSTM1, MSTM2, MSTM3, we refer to (3) with θ = 0, (3) with θ = 1, (15) with θ = 0, (15) with θ = 1 and (27), respectively. We furthermore do not include (28) in the numerical comparisons since by choosing values of θ in (0, 1] the stability region would not improve in an important manner.
In the tests made, double precision arithmetics has been used and 2 12 increments are used for reproducing the Wiener processes. We employ the computer algebra system Mathematica 8 in our calculations.
To compare the methods from the strong point of view, we report the mean values of the (absolute) error e(T) = |y(T) − Y(T)| at the end point T over k = 500 realizations. Example 4.1. As the first example, we take into account (14) with X(t 0 ) = 1, while the exact solution X t = exp µ − 1 2 σ 2 t + σW t , 0 ≤ t ≤ 1, µ = 4 and σ = 3.
In this experiment, the EM is stable only if ∆t < 17 16 . The results of comparisons are brought forward in Table 1 . The fits for the two-logarithm of the errors by decreasing the step sizes are given in Table 2 to show the slope of 1 for the MSTM1-MSTM3 in terms of strong convergence. t dW t ,
with the exact solution X t = X The results for this experiment are provided in Table 3 . Furthermore, we have found the best linear fit for the two-logarithm of the errors by decreasing the step sizes again. These results are shown in Table 4 . The slope of the lines clearly show γ = 1 for MSTM2 and MSTM3.
The numerical experiments were based on enough sample paths (k = 500) of the driving Brownian motion and are therefore of relevance with respect to investigating mean squared error rates.
However, to further show the consistent behavior of MSTM2 and MSTM3 in contrasts to the other schemes, we provide Figure 8 at which comparisons of the exact solution of numerical solution only for one sample path are given when ∆t = 1/4. Results show a good agreement between the theoretical discussion and the numerical behaviors for MSTM3.
From the numerical comparisons given in Tables 1-4 , it is clear that the accuracy in computing the approximated solution at the time T increases, showing stable nature of our proposed variations. Also, the presented implicit methods show consistent convergence behavior. The proposed method MSTM3 widely possess the numerical rate of convergence γ = 1. 
Conclusions
Several authors (see e.g. [7] and the references therein) proposed various numerical schemes for the SDE (1), which recursively compute sample paths (trajectories) of solution X t at the grid points. In this paper, we have tried to motivate our goal by finding a solver at which the convergence is high in the strong sense while it is implicit. This was done in the Section 3 when we discussed some modified versions of the STM.
Summarizing, we can conclude that the novel computational scheme (by varying 0 < θ ≤ 1) has a charming performance for solving Itô-type SDEs. In the applied examples, the new computational methods showed good stability and precision in the results.
There are many open questions regarding (asymptotic) stability of the scheme (27) and (28). For example, are the generalizations of our results to nonlinear SDEs possible? Investigating these queries could be considered for future studies.
