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Introduction
Macroeconomic crises often trigger adjustment processes characterized by painful deteriorations of economic growth. Well known examples are the lessons from the Mexican crisis in 1994 and the crises in Argentina in the 1990ies. The occurrence of macroeconomic crises involve often currency crises connected to large depreciations of exchange rates preceded in case of pegged exchange rates by a depletion of international reserves. Such turbulences causing abrupt changes in the terms of trade and other prices can induce demand driven boom-bust cycles linked to the observation of induced current account reversals. Links between these two crises phenomena, also incorporated in several theoretical models concerned with inflation stabilization, see Calvo and Vegh (1999) for an overview, have been analyzed by Milesi-Ferretti and Razin (2000) . The empirical literature nevertheless often captures crises episodes either via concentrating on large exchange rate and reserve level fluctuations, see e.g. Kaminsky and Reinhart, or via focusing on reversing current account balances, see e.g. Edwards (2004) . Ignoring the relationship between both crises phenomena several articles analyze the relationship of these specific crises indicators on economic growth. Using the econometric methodology of Arellano and Bond (1991) , Edwards (2001) highlights the negative impact of current account reversals on growth via controlling for indirect effects stemming from investment and the role large current account deficits play in financial crises episodes. Using a panel of six East Asian countries Moreno (1999) analyzes the large output contractions observed in the aftermath of crises episodes. Gupta et al. (2003) provide mixed evidence concerning whether currency crises have contractionary or expansionary effects on growth. Their analysis also establishes some stylized facts for currency crises. Currency crises on average cause an output contraction and revert growth to previous levels by the second year after the crises, but a considerable degree of heterogeneity is present. Currency crises occurring in the 1990ies do not have caused larger output contraction when compared to crises episodes in the 1970ies and 1980ies. Furthermore, larger emerging countries experience more contractionary crises than smaller ones. The idea of heterogeneity in the influence of crises depending on country specifics is also put forward by Edwards (2004) who finds that current account reversals are less severe for more open economies.
As stated above, Milesi-Ferretti and Razin (2000) analyze the empirical regularities of both crises phenomena. They observe that currency crises are often followed by reversal episodes. This observation poses two questions. First, are external currency crises inevitably followed by sharp reductions in current account deficits, and second, what is the effect of currency crises and reversals in current account balances on economic performance. Milesi-Ferretti and Razin (2000) answer these two questions using probit regressions for each type of crises measure and assess the impact of both events on economic growth by a "before-after" analysis regressing growth before and after the crises event on the binary indicators. Their main finding is that although currency crises are often followed by reversal episodes, both events exhibit distinct properties and show different influence on economic growth with reversal showing no systematic impact on growth, while currency crises cause a growth reduction. Also Komarek and Melecky (2005) provide a joint analysis of both crises. In their study they find in contrast to Milesi-Ferretti (2000) a systematic slowdown of economic growth given the occurrence of a current account reversal but no impact of currency crises on growth. Most costs of are involved for a country, when both crises occur simultaneously.
Given this empirical evidence on the influence of crises from models ignoring links incorporated by several theoretical models between the two crises indicators and economic growth, this paper fills some gaps in explaining crises and assessment of their influence on economic growth. The above cited literature either ignores the completely the links between currency crises and current account reversals, or does not account for intertemporal dependency between both crises. Furthermore, the estimated effect on economic growth is not controlled for possible sample selection. Shocks hitting economic growth may also affect the occurrence probability of crises. Ignoring this correlation would lead to biased estimates of the effect of crises on economic growth. Therefore, a joint model is needed to assess the effects correctly. Next to possibly sample selection, intertemporal links are incorporated via explicit consideration of sources of serial dependence. The proposed model framework addresses three sources of serial dependence for currency crises and current account reversals. First, serial dependence is considered via lagged crises, since the experience of past crises may affect the future occurrence probability of crises. Secondly, transitory shocks affecting the growth process and the occurrence of crises are incorporated via serial correlated errors. Thirdly, latent country specific factor possible stemming from unobserved variables may exhibit a persistent effect on crises and economic growth. This latent heterogeneity provides a source for serial dependence and possibly alters the interaction of crises and economic growth. This latent heterogeneity is captured via random coefficients within the growth equation and provides a country specific growth dynamic.
Also within the equations explaining the occurrence of crises random coefficients are considered, which capture different institutional settings and economic conditions within the countries. The notion that controlling for serial dependence is essential in binary models is discussed at full length by Hyslop (1999) . Falcetti and Tudela (2006) also discuss these issues and document the presence of heterogeneity and serial dependence in the context of explaining currency crises.
A further advantage of a joint modeling of economic growth, current account reversals, and currency crises with several sources of serial dependence is its capability to trace the effect of crises on economic growth over time. A shock causing the occurrence of a currency crises may simultaneously effect the growth process and the occurrence of a current account reversal. Also the next periods probability of a reversal may be altered thus rising the probability of a current account reversal in the next period thus causing further damage to economic growth. The incorporation of several sources for serial dependence allows thus a better approximation of cumulative output losses generated by the occurrence of crises.
Estimation is performed via maximum likelihood. As the likelihood function of the trivariate treatment type model given these features involves high dimensional integrals, estimation is performed using simulation techniques. To obtain accurate estimates an Efficient Importance Sampler following Liesenfeld and Richard (2007) is employed. The developed sampler incorporates the considered model features of serially correlated errors and country specific latent heterogeneity. It therefore enlarges the range of available Efficient Importance Sampler for multiperiod discrete choice models documented in the literature. The Efficient Importance Sampler is assessed within a simulation study and provides a huge (10 to 100fold) reduction of numerical simulation errors compared to the baseline GHK-sampler documented in Geweke and Keane (2001) . It therefore allows to evaluate 50 dimensional integrals with the required numerical precision.
The findings of this paper can be summarized as follows. Both types of crises are associated with a growth slowdown, which is linked for reversals to country size and trade openness. While neglecting endogeneity causes a upward bias for the estimated effect of current account reversals on economic growth, no significant sample selection bias is found for a currency crises. Furthermore, the results document the presence of unobserved heterogeneity and state dependence, which has to be taken into consideration to assess the determinants and costs of crises correctly.
The paper is organized as follows. Section 2 describes the employed data, introduces the applied definitions of the analyzed crises and reviews shortly the related theoretical literature. Section 3 presents the empirical models and the applied estimation methodology. The empirical results are given in Section 4. Section 5 concludes.
Data Description, Crises Definition and Theoretical Background
To investigate the relationship between the two crises phenomena and the circumstances which allow a country to hinder a spreading of crises on the real economy, the following data set is used. The definition of a current account reversal follows Milesi-Ferretti and Razin (1998). A reversal episode in period t is given when the current account balance in t is indeed a deficit and the average current account deficit in the periods t to t + 2 compared to the average current balance over periods t − 3 to t − 1 is reduced by at least 3%. A further restriction is that for a current account reversal the deficit level after the reversal does not exceed 10%. Since the use of moving averages allows to the same reduction to show up twice in the reversal indicator, the two periods following a reversal are excluded from bearing a further reversal. Moreover, the maximum deficit after a reversal is not allowed to exceed the minimum deficit before the reversal in order to classify the period as a reversal. The episodes of currency crises are taken from Glick and Hutchinson (2005) . They define a currency crises upon a monthly index of currency pressure, defined as a weighted average of real exchange rate changes and monthly reserve losses taken from the International Financial Statistics database. 2 A currency crises occurs, when changes in the pressure index exceed 5% and are larger than the country specific mean plus two times the country specific standard deviation. Dependence between the two crises indicators can be assessed via a χ 2 -test of independence, see Table ( 1) . While no significant contemporaneous dependence is found, lagged currency crises and present current account reversals show strong dependency, see also Milesi-Ferretti and Razin (2000) . This finding should be incorporated, when modeling the occurrence of crises and the effect of both crises on economic growth.
As explaining variables for growth and both types of crises, the following set is included as suggested by different theories. The lagged growth rate, the ratio of international reserves to broad money, investment proxied by gross fixed capital formation relative to GDP, current account deficits, trade openness, life expectancy at birth, GDP per capita in 1984 in 1000 US$, US real interest rates, and the OECD growth rates. Summary statistics are given in Table ( 2). The global variables, US real interest rates and OECD growth rates, capture the state of international financial markets and the state of the world business cylce affecting a countries access to international capital. The important role of the international borrowing constraint has been emphasized by Atkeson and Rios-Rull (1996) .
A theoretical link between investment, growth and current account balance is formalized in the balance-of-payments stages hypothesis in the work of Fischer and Franklin (1974) . Life expectancy serves as a proxy of productivity thus enhancing growth, while higher GDP per capita reflects a higher level of development, where higher developed countries are expected to grow at lower rates.
The ratio of international reserves to broad money (M2) functions as indicator of financial instutional development. On the one hand, a developed financial sector provides intermediary services, which should cause higher growth, on the other hand it should lower the risk of the considered crises.
The next paragraph provides some theoretical mechanisms for explaining the links and occurrence of both crises. The idea that both types of crises are closely interrelated is rooted in several theoretical 2 The weights are inversely chosen to the variance of each component, see Kaminsky and Reinhart (1999) for details. models established in the literature. These models, see e.g. Calvo and Vegh (1999) , deal with the matter of inflation stabilization. Macroeconomic stabilization programs aiming at disinflation are assumed to cause an output contraction either at the start of the program, when a money based stabilization is implemented, or, when an exchange rate based stabilization is chosen, a later recession is likely to occur at the end of the program, see Hoffmaister and Vegh (1996) for a discussion of the "recession-now-versus-recession-later" hypothesis. The choice of the nominal anchor is, besides a choice for the timing of recession, a choice between cumulative losses involved in these crises. Various models, see Calvo and Vegh (1999) for an overview, show that stabilization programs may cause in the presence of inflation inertia or lack of credibility a currency crisis, as a formerly fixed exchange rate breaks down, thus leading furthermore to a reversing current account balance. As illustrated by the seminal model of Krugman (1979) with a fixed exchange rate mechanism, a lower interest rate on international reserves would result in faster depletion of reserves, thus enhancing the losses in reserves causing possibly a currency crises. A run on international reserves may also cause a shortening in domestic credit, as the domestic aggregate money supply decreases, see for a short discussion Flood, Garber and Kramer (1996) . As argued by Milesi-Ferretti and Razin (2000) a shortening of external financing via rising world interest rates may cause a current account reversal in order to remain solvent. Decreases in domestic credit may cause a shortening in investment, especially in less developed countries (LDC), as these do not necessarily have full access to international financing.
Thus a shock altering domestic credit growth and/or access to international capital markets caused by capital market liberalization as analyzed by Glick and Hutchinson (2005) may lead to alterations in a country's exposure to both types of crises. Other shocks, e.g. a temporarily income shock caused by an uprise of international prices for commodities can also influence the exposure to crises. Such an income shock, which can be temporarily or permanent, may cause a reduction in current account deficits, see Kraay and Ventura (1997) for a more complete discussion. Alterations in export prices also effect the terms of trade, which can lead according to Tornell and Lane (1998) to ambiguous effects on current account balance.
This set of different theories provides the background for the empirical models used to assess the effect of crises on growth in the next section.
Model Description and Estimation
This section presents the applied panel frameworks used for the analysis. Also the employed estimation methodology is introduced. Starting point is a panel model, where the effect of both crises on economic growth is considered. Two forms of heterogeneity are taken into account. The costs of crises are linked to observable specifics of a country, and the model accounts for latent country specific heterogeneity stemming from unobservable factors. Several models incorporating these two forms of heterogeneity at different degrees are considered. Afterwards, a trivariate treatment type model is analyzed in order to capture the possible endogeneity of the event of crisis.
Panel Model
As a starting point a panel model for economic growth gr it in country i at time t ignoring possible endogeneity of both crises is considered. It takes the form
where D(i) denotes the first period available for country i and T (i) the last, X it are (weak) exogenous regressors discussed in the literature on growth and 1 y it and 2 y it indicate the occurrence of a currency and reversal crisis respectively. γ 1i ( 1 y it ) and γ 2i ( 2 y it ) are functions of the crisis events taking the
where the parameters δ j , j = {1, 2} measure the costs associated with the occurrence of both types of crises and the parameters ζ j , j = {1, 2} capture the influence of country specifics on costs. This setup allows to test several hypothesis, namely whether currency crises exhibit systematic influence on growth, and whether larger and more open economies suffer more from crises than smaller ones.
To control for country specific heterogeneity within the growth dynamics and the control variables, a random coefficient approach as suggested by Swamy (1971) , Swamy and Arora (1972) , and Swamy et al. (1988a, 1988b, 1989 ) is estimated. This random coefficient specification assumes a multivariate distribution for the parameters, which are assumed to bear unobserved country specific heterogeneity.
Hence, the random coefficients are specified as 4
thus allowing for correlation between the random coefficients via the covariance matrix Ω. Note that if X it incorporates country specific time invariant regressors besides the constant no random coefficient can be assigned to these. Also the crises indicators cannot be linked to a random coefficient as not all countries experience both crises. The modeling of unobserved heterogeneity via random coefficients provides a parsimonious, yet flexible structure. Specification of a fixed effects would in contrast increase the number of parameters rapidly.
Errors are assumed to follow a moving average process of order one in order to capture via serial correlation unobserved persistence, hence
3 Also a specification incorporating lagged crises indicators has been estimated. 4 Note that an interaction term between both types of crises measuring an additional effect was not significant in any specification. Note that random coefficients imply a heteroscedastic variance for the dependent variable gr it given
A maximum likelihood estimation is performed. Denoting the vector of all model parameters as θ, the corresponding log likelihood estimator is given aŝ
with t i denotes the number of observed periods for individual i, k the number of assigned random parameters, e i = gr i − X i β i − γ 1i (·) − γ 2i (·) and Σ i given as the covariance matrix of an MA(1) process of dimension t i . The integral within the log likelihood can be computed analytically.
The analysis of treatment measured via discrete variables in the above considered framework possibly ignores the endogeneity of both types of crises. Several frameworks suitable to cope with endogeneity and the induced bias in the parameter estimation have been suggested by Maddala (1983) . Furthermore, the macroeconomic character of the data asks for cautious specification of serial correlation within the probit equations explaining the occurrence of both crises. Thus high dimensional integration methods as documented in Geweke and Keane (2001) have to be used. The next section therefore presents a model framework dealing with the matter of endogeneity and gives the used estimation methodology.
Treatment Model
To capture the influence both types of crises exhibit on economic growth of a country, a trivariate treatment type model is used allowing for possibly endogeneity of both crises in order to prevent biased estimation. The seminal papers of Heckman (1978) and Heckman (1990) have suggested several model types coping with the endogeneity of one dummy variable. This approach given below extends the setting under consideration of random coefficients to two possible endogenous indicator variables. The growth equation given in Equation (1) is linked to two equations explaining the occurrence of both crises, which constitute a bivariate probit model given as
Equations (8) and (9) link the latent variables for currency crises and current account reversals to explanatory factors discussed in the literature. Via inclusion of the lagged binary variables, the model is able to deal with state dependence. Furthermore, as suggested by Falcetti and Tudela (2006) , serial correlation is modeled within the error terms, thus capturing correlation of shocks over time. Allowing for serially correlated errors hinders an improper treatment of the conditional relationship between future and past crises called spurious state dependence, see Hyslop (1999) .
Hence the errors are given as a bivariate autoregressive process of order one, modeled as 
With respect to the error structure of the three equations, a trivariate normal distribution is assumed
This quite general error structure allows to incorporate forms of serial correlation of shocks between the different equation, allowing for rich intertemporal dependencies. Furthermore, again heterogeneity stemming from differences with regard to the institutional background of countries are taken into consideration via random coefficients assigned to several variables with
Given this model setup one can state the selection bias occurring when endogeneity of the crises dummies is ignored as follows. Assume for simplicity the random coefficients as given and the absence of any serial correlation structure within the errors. The conditional expectation given the explaining variables and the occurrence of both crises can be expressed as
where the conditional expectation of the errors of the probit equation conditional on the event of crises has the form
where
and Pr( 1 u it > h, 2 u it > k)) is the joint probability derived from the bivariate normal distribution. 5 The expectation in Equation (13) is a bivariate extension of the well known Mills's ratio. Inclusion of Mill's ratio as a further regressor within a two step estimation procedure would also be possible but less efficient than a simultaneous estimation of all parameters. Thus ignoring sample selection induces a bias depending on the covariance parameters of the trivariate normal distribution.
The model shall be investigated via a (simulated) maximum likelihood estimation. The properties of the simulation based estimator have been analyzed by Gourieroux and Monfort (1996) .The likelihood contribution of country i conditional on the random parameter of the growth equation can be stated as
where i,t = ( 1 e it , 2 e it ) and f i· |gr i· denotes the conditional distribution of the latent errors given growth gr i· . The log likelihood is hence obtained as
As the likelihood contains integrals with up to fifty dimensions in the present application, an The next section gives the empirical results of the different models and discusses the determinants and costs of both types of crises.
Empirical Results
Within this section the estimation results for the different models are presented. The first subsection
gives the results for the univariate model, while the second is concerned with the bivariate treatment model, where possible endogeneity of crises is controlled. The estimates are obtained as described above by (simulated) maximum likelihood estimation and are based upon 500 draws. The MC errors are calculated using 20 different sets of common random numbers for estimation.
Panel Model
The estimates of the panel model described in Equations 1 to 4 are given in Table (3) and show an increase from 0.208 to 0.348 in model fitness, when heterogeneity in costs and country specific growth dynamic are considered.
Summarizing, the results presented so far document heterogeneity for the influence of reversals, but possibly lack the control for endogeneity of both types of crises. Thus the next section presents the results for a bivariate treatment model.
Treatment Model
The estimation results concerning the Bivariate Treatment model incorporating serial correlation and heterogeneity in the sense of Specification III of the previous section are given in Table (5) . 7 With respect to the determinants of both types of crises, an analysis based on a Bivariate Probit model provides similar results, which are given in Table ( 4) .
Considered determinants of both crises are lagged current account deficits, money reserves ratio, investment, life expectation, lagged economic growth, trade openness, lagged crises indicators, and the global variables, US real interest rates and OECD growth rates. The estimates suggest that higher current account deficits significantly raise the probability of a current account reversal, while
showing no significant influence on the occurrence probability of a currency crises. This finding is consistent with the analysis of current account sustainability, which has been triggered since the Mexican crises in 1994, see Milesi-Ferretti and Razin (1996), and Ansari (2004) . Global portfolio investment, as argued by Calvo (1998) , may be more sensitive to shocks given already high deficits.
Therefore, even smaller shocks are sufficient to render capital flows, thus enhancing current account reversals.
A lower ratio of international reserves to broad money increases significantly the probability of both types of crises. This finding can be linked to theoretical issues. In typical models of balance of payment crises as in Flood and Garber (1984) and Obstfeld (1994) , the crises occurs when the stock of reserves is depleted. Hence, the higher the reserves are, the later if at all, the crisis will occur. As Life expectancy as a proxy of productivity is estimated significantly for both types of crises.
Higher productivity may increase the export capabilities of a country. Its negative effect on the occurrence of currency crises might capture the stabilizing effect of a developed institutional background, which is also reflected in higher life expectancy. Although not significant, trade openness has a stabilizing effect on the occurrence of both types of crises, as a higher degree of trade openness allows a country to smooth domestic shocks. Investment, while also having no significant influence on the occurrence of currency crises, positively affects the probability of a current account reversal.
Higher investment as argued by Blanchard (2006) strengthens a countries ability to pay of current account deficits via raising exports. GDP growth, while not significant for both types of crises, exhibits negative influence on the probability of both crises. Higher growth can be a signal of a sound macroeconomic environment, which decreases the probability of financial crises. 7 Thereby some insignificant random coefficients have not been considered further.
The global variables, US real interest rates and OECD growth rates, which capture the influence of the international business cycle on the occurrence of crises in the analyzed set of (mostly) developing countries, effect the probability of experiencing a reversal positive and are both significant at conventional levels. Such an influence is in line with the theoretical strand of literature, which argues that a shortening of external finance capabilities enhanced by a rise in safe interest rates and higher growth rates in more developed countries signaling investment opportunities, leads either to capital outflow or a less inflow of capital, or both. In the context of current account reversals higher OECD growth rates may reflect higher exports of commodities, which is often a substantial fraction of export revenues for the analyzed countries. This channel has been emphasized by Obstfeld and Rogoff (2000) Cumulated output loss is conceptualized as
gr t | no shock in t = 0, X no shock .
The conditioning on two different sets of explaining variables is necessary in order to capture the reaction of the weak exogenous regressors on the shock as e.g. the ratio of reserves to broad money responds to the occurrence of crises.
The two profiles of regressors capturing the behavior of regressors in case of a shock are constructed as follows. In order to mimic the reaction of explaining variables in case of a shock in a representative manner, all crises episodes are monitored and the average for the variables is computed in the period of occurrence and the following periods. In case of no shock, the average is computed over the periods before the first crisis is observed. For the strict exogenous regressors capturing the state of global business cycle and world financial markets, two different scenarios are considered in order to capture a prosperous and a frail state of the world economy. Scenario I is characterized with high OECD growth rates and high US real interest rates, where high interest and growth rates are measure as the 75% quantile of the rates observed over the period 1975 to 2004.
Scenario II corresponds to a more fragile state of the world economy with low growth and interest rates set as the 25% quantiles of observed interest and growth rates. The expectations stating the cumulative output losses are calculated via simulation, see Appendix D for details.
The results are given in Table (7) and can be summarized as follows. Currency crises are less costly and cause only significant costs in the period of occurrence. Furthermore, the costs are higher when the world economy is in a favorable state. This reflects the opportunity costs of growth.
i.e. growth would have been high in absence of a currency crises. The costs in involved in a reversal are higher and are also significant in the period following the reversal episode. Profiles of growth given the occurrence of a crisis under the different considered global states are plotted in Figure   ( Also the allowed heterogeneity within the growth equations confirms the findings of the previous panel specification. The estimates characterize the present heterogeneity as a random effect, heterogeneous growth dynamics, and heterogeneity within the influence of investment. Overall the numerical MC errors are sufficiently small in to order to guarantee valid inference.
The two specifications presented here are consistent with the stylized facts discussed in the empirical literature on determinants of currency crises and current account reversals and their influence on economic growth. The estimation takes explicitly the endogeneity of both types of crises into account and documents higher costs for reversals when sample selection is taken into account. 
Conclusion and Outlook
with k denoting the number of random coefficients has the following solution. Since
Then the integral expression can be rearranged as
The above given quadratic forms in β i can simplified towards
Summing up over all individuals provides the likelihood of the model.
B -Estimation of Bivariate Treatment Model with Serial Correlation and Random

Coefficients via an Efficient Importance Sampler
In order to obtain accurate estimates of the integral quantities involved within the likelihood, an efficient importance sampler based on the GHK-simulator of Geweke (1991), Börsch-Supan and Hajivassiliou (1993) , and Geweke, Keane, and Runkle (1997) is employed. The Efficient Importance Sampler (EIS) for the Bivariate Treatment Model with serially correlated errors and random effects is based on Liesenfeld and Richard (2007) who establish an EIS sampler for the multiperiod multinomial probit model with serial correlation within the error terms. In contrast to the multinomial probit model the lower bound for integration is not for all time periods given as −∞. This asks for another handling of the integrating constant of the considered importance densities and for several refinements of the Efficient Importance sampler in order to obtain an efficiency gain.
The covariance structure of the model with serial correlation provides a setup in which not necessarily the nearest neighboring observation provides the most information about the sampling moments of the efficient sampler. Therefore, the integrating constant is ordered in such a way that each part containing only information from another time period is redirected to this very period. Importance Sampling based on the GHK procedure relies on proposal densities "which ignore critical information relative to the underlying correlation structure of the model under consideration, leading to potentially significant efficiency losses" (Liesenfeld and Richard (2007) , p. 2). Efficiency improvements are achieved by simple Least-Squares approximations.
The likelihood for country i takes via combining Equations (17) and (18) the form
where i,t = ( 1 e it , 2 e it ) and f i·|gri· denotes the conditional distribution of the latent errors given growth gr i· and random coefficients of all equations, which have to be integrated out afterwards. The integral of dimension 2t i approximates the probability of the observed crises indicators conditional on gr i· and the involved random coefficients within the probit equations, i.e.
This probability corresponds to a high dimensional integral over a multivariate normal distribution. Since the joint distribution of all errors for country i has a normal distribution with moments
where Σ 11 denote the covariance structure of a MA(1) process, and Σ 22 and Σ 33 give the covariance matrix of an AR(1) process, each of dimension T (i) − D(i) + 1. The matrices Σ 12 , Σ 23 , and Σ 23 are given as
Hence the conditional distribution of the errors within the probit equations has moments given as
i· is the realized residual of the growth equation given as gr i − X i β − X ran i β i − γ 1 (·) − γ 2 (·). Given these preliminaries, the integration problem can be rephrased employing the Cholesky factorization of the covariance matrix. The considered integral gives the likelihood contribution of the ith panel member.
For ease of notation indices referring to individual i are dropped. It is given as
where k − 0, k 1 and k 2 denote the number of random coefficients in the growth and probit Equations 1 and 2 respectively, φ() denotes the density of a standard normal distribution, f (gr) denotes the distribution of observed growth rates conditional on the random coefficients, f (α) denotes the joint unconditional distribution of the random effects, and the range of integration is given as
where L refers to the Cholesky decomposition of the Ω c ,
and
Denote η t = (α, x t ) The importance sampling densities are introduced as follows
where m t (x t |η t−1 ) denotes the conditional density of x t given η t−1 derived out of k t (x t )/χ t (η t ). The task is to find the moments of m t (·) and forms of the integrating constants χ t (·) and kernels k t (·) such that the closest possible fitting of the importance density is obtained. With respect to the importance density of the random effects the density is chosen in order to match the integrating constant left from the integration of the errors best. Note that parts of the integrating constants for the errors do only depend on the random effects and are hence directly incorporated in m 0 (·). The following paragraph will explicitly state the forms of all integrating constants and the conditional moments of the importance density.
In general the following form for k t (·) shall be considered
The forms of P t , q t and r t and the corresponding values of χ t (·) have to be considered for each period recursively. Furthermore, define for notational convenience
where µ c 1t , µ c 2t and µ c 3t are parts of the conditional mean µ c t and σ c t denotes the conditional moments of the conditional sampling densities for x t . Note that given this notation the integrating constant takes the general
The specific evolution of the integrating constants and the conditional moments are obtained via a backward recursion.
Period 2t i : k 2t i (·) is chosen such that a close match to D 2t i φ(x 2t i ) is achieved. In this case perfect fit can be achieved by setting P 2ti = e 2ti e 2ti , e 2ti = (0, 0, . . . , 0, 1) ∈ R 2t i +k 0 +k 1 +k 2 ,
This choice results in µ c 2t i = 0, where µ 1,2t i = 0, µ 2,2t i = (00), µ 3,2t i = (0 . . . 0) ∈ R 2t i −1 , and σ c 2t i = 1 and provides the corresponding integrating constant given as
Note that in period 2t i no part of the integrating constant can be isolated to depend solemnly on the random effects. This will be different in the following periods.
. Key part is to set the kernel
whereα 2ti−1 andβ 2ti−1 are obtained from the regression log (Φ(δ 2ti ω 2ti−1 )) =c 0 +c 1 ω 2ti−1 +c 2 ω 2 2ti−1 ,
This choice for k 2t i −1 (η 2t i −1 ) can be represented in the form given in Equation (18) by setting
Given this form for k 2t i −1 (η 2t i −1 ) the integrating constant is obtained via
Superscript I, II, III refer to partitions of the matrices P t and q t given as
Within the integration performed in Equation (19), the conditional moments used for sampling of x 2t i −1 are identified as
Period t : 2 → 2t i − 2: Given the results from period 2t i − 1 for the following periods a recursive relationship for the integrating constant and conditional moments can be established. The kernel k t (η t ) is given as
The corresponding conditional moments are given as
and the integrating constant takes the form
Period 1: For the first period the kernel k 1 (·) takes the form
Hence, the integrating constant takes the form
and the conditional moments are given as
Sampling of the random coefficients: Since the integrating constant in period 1 is a quadratic form of α, the kernel is given as
Note that via Υ, q α , and r α the distributions f (gr|α)f (α) are taken into account. The derivation is following the principles laid down in Appendix A. These parameters are given as
The moments are given as
and the integrating constant is given as
Given the EIS regression coefficients the estimate of the integral providing the likelihood contribution is obtained via collecting all integrating constants. It takes therefore the form
.
After discarding the terms included in the nominator and denominator, this expression can be restated aŝ 
Experiment I
The experiment has the following setup. A data set consisting out of one individual and different number of time periods T = (5, 10, 20, 50) is generated. Then the corresponding integral providing the log likelihood is evaluated for 1000 different sets of common random numbers. The integral is evaluated via GHK and GHK-EIS. The results for the simulated (negative) log likelihood are given in Table 1 below. Integral evaluation is based in 500 draws. The results indicate a 100fold reduction in the MC standard error across all considered scenarios. The obtained reduction rises as the number of time periods increases, while the observed MC error are larger, when the underlying serial correlation and correlation across equations is higher. For T = 5 the reduction is 5-10fold while for T = 50 the reduction is up to 100fold. The differences between the two samplers can be explained on basis of the bias, which the GHK-simulator displays for high dimensional integrals.
Experiment II
Experiment II checks whether the samplers deliver accurate Hessian matrices in order to have a correct assessment of the sample uncertainty, which is essential for testing, see Geweke et al. (1997) . Hence, data sets for the different parameter constellations were generated. Each data set is estimated with the same set of common random numbers and a period length of T = 20. Estimation is based on 50 draws for integration. Table 2 gives the results for the MC study. The columns report the true parameter value of the data generating process (DGP), the average parameter estimate, the standard deviation of parameter estimates, the root mean squared error, the mean absolute error, and the average standard error calculated via inversion of the Hessian matrix (first for GHK sampler, then for GHK-EIS sampler; from left to right). The results show for all three parameter scenarios that with respect to the mean parameters both samplers deliver average asymptotic standard errors, which are similar to the empirical standard deviations of the estimates. In general deviations between asymptotic and empirical standard deviations are smaller for the GHK-EIS procedure.
For the correlation and variance parameters, the performance of the GHK-EIS procedure is superior compared to the GHK procedure. Mean absolute deviations are smaller for correlation and variance parameters.
Also the mean asymptotic standard errors are in general closer to their empirical counterparts for correlation and variance parameters and all three parameter scenarios.
Experiment III
Experiment III checks the transmission of the numerical inaccuracy involved in the integration on parameter estimates for one data set. Therefore a data set under different parameter constellations is generated and repeated estimation is performed using different set of common random numbers (CRN) for integration. Table   3 shows hence for different parameter constellations the true values of the data generating process, the average estimates, and the involved MC errors for the different parameters and the bias. Estimation is based on 50 draws used for each integration. Performance measures are calculated with respect to pseudo true values, which are obtained via estimation based on S = 500 draws. The results suggest 10 to 100fold reduction in the numerical standard errors, which indicates a sharp increase in the accuracy of estimation for one data set and the involved testing. Notes: Asymptotic standard errors are given in parentheses; * * denotes significance at the one sided 1% level; * denotes significance at the one sided 5% level. Estimates are based on S = 500. M C errors are obtained via 20 independent replications. Notes: Scenario I corresponds to high OECD growth rates and high US real interest rates; Scenario II corresponds to low OECD growth rates and low US real interest rates; the last row gives the cumulated output losses over 4 periods. Note: MC-estimation of log-likelihood contribution for simulated data using the different parameter sets Notes: Scenario I corresponds to high OECD growth rates and high US real interest rates; Scenario II corresponds to low OECD growth rates and low US real interest rates.
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