Let P be a set of nodes in a wireless network, where each node is modeled as a point in the plane, and let s ∈ P be a given source node. Each node p can transmit information to all other nodes within unit distance, provided p is activated. The (homogeneous) broadcast problem is to activate a minimum number of nodes such that in the resulting directed communication graph, the source s can reach any other node. We study the complexity of the regular and the hop-bounded version of the problem (in the latter, s must be able to reach every node within a specified number of hops), with the restriction that all points lie inside a strip of width w. We describe several algorithms for both the regular and the hop-bounded versions, and show that both problems are solvable in polynomial time in strips of small constant width. These results complement the hardness results in a companion paper (de Berg et al. in Algorithmica, 2017).
Introduction
Wireless networks give rise to a host of interesting algorithmic problems. In the traditional model of a wireless network each node is modeled as a point p ∈ R 2 , which is the center of a disk δ( p) whose radius equals the transmission range of p. Thus p can send a message to another node q if and only if q ∈ δ( p). Using a larger transmission radius may allow a node to transmit to more nodes, but it requires more power and is more expensive. This leads to so-called range-assignment problems, where the goal is to assign a transmission range to each node such that the resulting communication graph has desirable properties, while minimizing the cost of the assignment. We are interested in broadcast problems, where the desired property is that a given source node can reach any other node in the communication graph. Next, we define the problem more formally.
Let P be a set of n points in R d and let s ∈ P be a source node. A range assignment is a function ρ : P → R 0 that assigns a transmission range ρ( p) to each point p ∈ P. Let G ρ = (P, E ρ ) be the directed graph where ( p, q) ∈ E ρ iff | pq| ρ( p). The function ρ is a broadcast assignment if every point p ∈ P is reachable from s in G ρ . If every p ∈ P is reachable within h hops, for a given parameter h, then ρ is an h-hop broadcast assignment. The (h-hop) broadcast problem is to find an (h-hop) broadcast assignment whose cost p∈P cost(ρ( p)) is minimized. Often the cost of assigning transmission radius x is defined as cost(x) = x α for some constant α. In R 1 , both the basic broadcast problem and the h-hop version are solvable in O(n 2 ) time [10] . In R 2 the problem is NP-hard for any α > 1 [9, 20] , and in R 3 it is even APX-hard [20] . There are also several approximation algorithms [2, 9] . For the 2-hop broadcast problem in R 2 an O(n 7 ) algorithm is known [3] and for any constant h there is a PTAS [3] . Interestingly, the complexity of the 3-hop broadcast problem is unknown.
An important special case of the broadcast problem is where we allow only two possible transmission ranges for the points, ρ( p) = 1 or ρ( p) = 0. In this case the exact cost function is irrelevant and the problem becomes to minimize the number of active points. This is called the homogeneous broadcast problem and it is the version we focus on. From now on, all mentions of broadcast and h-hop broadcast refer to the homogeneous setting. Observe that if ρ( p) = 1 then ( p, q) is an edge in G ρ if and only if the disks of radius 1/2 centered at p and q intersect. Hence, if all points are active then G ρ is the intersection graph of a set of congruent disks or, in other words, a unit-disk graph. Because of their relation to wireless networks, unit disk graphs have been studied extensively [1, 24] . In addition, they are a fundamental graph class in computational geometry, and their study goes back several decades [8] .
Let D be a set of congruent disks in the plane, and let G D be the unit disk graph induced by D. A broadcast tree on G D is a rooted spanning tree of G D . To send a message from the root to all other nodes, each internal node of the tree has to send the message to its children. Hence, the cost of broadcasting is related to the internal nodes in the broadcast tree. A cheapest broadcast tree corresponds to a minimum-size connected dominating set on G D , that is, a minimum-size subset Δ ⊂ D such that the subgraph induced by Δ is connected and each node in G D is either in Δ or a neighbor of a node in Δ. The broadcast problem is thus equivalent to the following:
given a unit disk graph G D with a designated source node s, compute a minimum-size connected dominated set Δ ⊂ D such that s ∈ Δ. The Connected Dominating Set problem is recognized as a fundamental problem fro wireless network design, see the survey [31] .
Given an algorithm for the broadcast problem, one can solve Connected Dominating Set in unit disk graphs by running the algorithm n times, once for each possible source point. (In fact, we only need to run the algorithm d min +1 times, where d min is the minimum degree of any vertex in the graph, since it suffices to try v and each of its neighbors as the source.) Consequently, hardness results for Connected Dominating Set in unit disk graphs can be transferred to the broadcast problem, and algorithms for the broadcast problem can be transferred to Connected Dominating Set in unit disk graphs at the cost of an extra linear factor in the running time. It is well known that Dominating Set and Connected Dominating Set are NP-hard, even for planar graphs [21] ,and they remain NP-hard in unit disk graphs [25, 28] . For any fixed d, both problems can be solved in 2 O(n 1−1/d ) time in unit balls graphs of R d , and even in more general intersection graphs [13] ; this running time is tight under ETH. The parameterized complexity of Dominating Set in unit disk graphs has also been investigated: Marx [26] proved that Dominating Set in unit disk graphs is W[1]-hard when parameterized by the size of the dominating set, and De Berg et al. [15] showed that for most natural geometric intersection graphs (including unit disk graphs), Dominating Set is contained in W [1] . (The definition of W [1] and other parameterized complexity classes can be found in the book by Flum and Grohe [19] .)
Knowing the existing hardness results for the broadcast problem, we set out to investigate the following questions. Is there a natural special case or parameterization admitting an efficient algorithm? Since the broadcast problem is polynomially solvable in R 1 , we study how the complexity of the problem changes as we go from the 1-dimensional problem to the 2-dimensional problem. To do this, we assume the points (that is, the disk centers) lie in a strip of width w, and we study how the problem complexity changes as we increase w. Such a restriction can be useful both from the applied and theoretical perspective: it may be useful to model ad-hoc networks along a street or highway [22] , while concentrating on narrow strips is a natural first step to getting approximation algorithms using the well-known shifting technique [23, 30] .
An important threshold in the width of the strip is w = √ 3
2 . This specific setup has been considered before for various problems [29, 32] . Such narrow strip unit disk graphs are a subclass of co-comparability graphs, also known as incomparability graphs. Co-comparability graphs are graphs that can be obtained from a given partially ordered set (P, ) by setting P as the vertex set and connecting pairs a, b ∈ P if and only if they are not comparable. In case of a narrow strip R × [0, √ 3 2 ] one can obtain a partial ordering on P by setting u v if and only if u and v are not connected in the unit disk graph and the x-coordinate of u is less than the x-coordinate of v [29] . It is routine to check that this relation is well-defined and transitive and that the co-comparability graph defined by (P, ) is exactly the unit disk graph of P.
Our Contributions Our first result is an algorithm for broadcasting in narrow strips without a hop bound.
Theorem 1
The broadcast problem inside a strip of width at most √ 3/2 can be solved in O(n log n) time.
As remarked earlier, this result implies an O(d min n log n) algorithm for Connected Dominating Set in narrow strip unit disk graphs, where d min is the minimum degree in the graph. We can compare this to O(mn), the running time that we get by applying the algorithm for the more general class of co-comparability graphs [5] . Since m = Ω(d min n), we get an almost linear speedup for the worst-case running time. If the graph is dense but has a constant-degree vertex, we even get a quadratic speedup, namely from O(n 3 ) to O(n log n).
The key step toward getting this algorithm is a structural lemma stating that, except in some small-diameter instances that can be handled separately, there is always an optimal broadcast tree that induces a path in the underlying unit disk graph. In this case, the problem boils down to computing a shortest path from the source to some specific sets of points that are "far enough" to the right or to the left of the source.
The hop condition in the h-hop broadcast problem has not been studied yet for co-comparability graphs to our knowledge. This condition complicates the problem considerably. Our result here is as follows.
Theorem 2 The h-hop broadcast problem inside a strip of width at most
The overall idea here is again to characterize optimal broadcasts. In each directionthat is, going to the right from the source, or going to the left-the optimal path without hop bound may already have at most h hops, in which case it is optimal. Otherwise, there may be points exactly h + 1 hops from the source that make it necessary to have multiple broadcasting points at h hops from the source. As a result, the broadcasting points form a tree-like structure, with the source as root and of depth h. To find such a tree, we use an adaptation of the Dreyfus-Wagner algorithm [17] for Steiner trees. For the case when the unit disk graph has a small diameter, our algorithm uses a subroutine for 2-hop broadcast, which may be of independent interest. Our subroutine is based on an algorithm by Ambühl et al. [3] for the non-homogeneous case, which runs in O(n 7 ) time. We improve the running time of that algorithm for the homogeneous case to O(n 4 ).
Finally, we investigate what happens for wider strips.
Theorem 3 The broadcast problem and Connected Dominating Set in unit disk graphs can be solved in n O(w) time on a strip of width w.
The algorithm is a fairly straightforward dynamic programming using a sliding window of constant width.
As we show in a companion paper [11] , this is likely best possible: we prove a matching lower bound of n Ω(w) , conditional on the Exponential Time Hypothesis (ETH), and prove that the problem is W[1]-complete when parameterized by the width w. As we show in the companion paper, we cannot hope to get such an algorithm for the h-hop broadcast problem, unless P = NP. 
Algorithms for Broadcasting Inside a Narrow Strip
In this section we present polynomial algorithms (both for broadcast and for h-hop broadcast) for inputs that lie inside a strip S := R × [0, w], where 0 < w √ 3/2 is the width of the strip. Without loss of generality, we assume that the source lies on the y-axis.
Let P be the set of input points. We define x( p) and y( p) to be the x-and ycoordinate of a point p ∈ P, respectively, and δ( p) to be the unit-radius disk centered at p. Let G = (P, E) be the graph with ( p, q) ∈ E iff q ∈ δ( p), and let P := P\δ(s) be the set of input points outside the source disk. We say that a point p ∈ P is leftcovering if pp ∈ E for all p ∈ P with x( p ) < x( p); p is right-covering if p p ∈ E for all p ∈ P with x( p ) > x( p); see Fig. 1 . We denote the set of left-covering and right-covering points by Q − and Q + respectively. Finally, the core area of a point
e., the disk of p covers a part of the strip that has horizontal length at least one. This is a key property of strips of width at most √ 3/2, and will be used repeatedly.
We
and L + i denote the points of L i with negative and nonnegative coordinates, respectively. We will use the following observation multiple times.
Observation 4 Let G = (P, E) be a unit disk graph on a narrow strip S.
(i) Let π be a path in G from a point p ∈ P to a point q ∈ P. Then the region
is fully covered by the disks of the points in π . (ii) The overlap of neighboring levels is at most 
Proof For (i), note that for any edge (u, v) ∈ E, we have that core(u) and core(v) intersect. Thus the union of the cores of the points of π is connected, and contains core( p) and core(q). Consequently, it covers [x( p) − 
Minimum Broadcast Set in a Narrow Strip
A broadcast set is a point set D ⊆ P that gives a feasible broadcast, i.e., a connected dominating set of G that contains s. Our task is to find a minimum broadcast set inside a narrow strip. Let p, p ∈ P be points with maximum and minimum x-coordinate, respectively. Obviously there must be paths from s to p and p in G such that all points on these paths are active, except possibly p and p . If p and p are also active, then these paths alone give us a feasible broadcast set: by Observation 4(i), these paths cover all our input points. Instead of activating p and p , it is also enough to activate the points of a path that reaches Q − and a path that reaches Q + . The resulting minimum broadcast set D contains a path π + from s to Q + . Let a + be the last point on π + that falls in L 1 . Since a + ∈ L 1 , we can remove any other vertices from π + that are between s and a + , and step directly from s to a + . That is, without loss of generality, we can assume that the first two points of π + are s and a + . Let q + = Q + ∩ π + . By part (iii) of Observation 4, the disks around the points of π + cover all points with x coordinates between 0 and x(q + ) + 1 2 ; and q + ∈ Q + implies that it covers all input points with x-coordinate higher than x(q + ) + Proof of Claim Consider a minimum broadcast set D that has a point in Q + , which exists by the previous claim. If there is a disk in D ∩ L − 2 , then we can reuse the previous argument for the other side, and get a broadcast set that contains a path π − from s to Q − . Otherwise, we need to be slightly more careful with our swap operations: we need to make sure not to remove a + . If a + / ∈ Q − , then we can again use the previous argument: it is possible to find another disk b, and corresponding uniquely covered pointsā + andb (see Fig. 3 ). Note that b ∈ δ(s) since we are in the case D ∩ L − 2 = ∅. We argue that b can be replaced with a + : removing b can not disconnect anything from s on either side, and δ(ā + ) covers all points covered by δ(b). Repeated swap operations lead to a minimum broadcast set D that contains points from both Q + and Q − .
Lemma 5
Let π − and a − be defined analogously to how π + and a + were defined above. Note that a + and a − might coincide. Since π + ∪ π − is connected and covers all points, we have D = π + ∪ π − . To finish the proof, it remains to argue that we can take π + and π − to be shortest paths to Q + and Q − . Suppose π + is not a shortest path to Q + . (The argument for π − is similar.) Then we can replace π + ∪ π − by π + ∪ π − , where π + is a shortest path from s to Q + . Since π + and π − share at most one point besides s, this replacement does not increase the size of the solution.
Lemma 6 below fully characterizes optimal broadcast sets. To deal with the case where Lemma 5 does not apply, we need some more terminology. We say that the disk δ(q) of an active point q in a feasible broadcast set is bidirectional if there are two input points p − ∈ L Proof Let opt be the size of a minimum broadcast set. First consider the case opt 4. By Lemma 5 it suffices to prove that there is an active point in L 2 . If L 3 = ∅ this is trivially true, so assume that L 3 = ∅. Since opt 4, it follows that L + 2 = ∅ otherwise activating the shortest path from s to the point with minimum x-coordinate is a feasible broadcast set of size at most 3. Similarly,
there is a minimum broadcast set with an active point in L 2 : we take s, a point from Q + ∩ L 1 , and a shortest path from s to the leftmost point (at most two more points). Thus we may assume that Q + , and similarly, Q − are disjoint from L 1 .
Let {s, p 1 , p 2 , p 3 } be a subset of a minimum broadcast set. If δ( p i ) is monodirectional, then letp i ∈ L 2 be a point uniquely covered by p i ; suppose thatp i ∈ S + (the proof is the same for the left side). Since p i / ∈ Q + , there is a point q ∈ L 1 that uniquely covers another pointq ∈ L 2 . We can swap p i forq and get the desired outcome.
If all of δ( p i ) are bidirectional, then we can do a double swap operation: deactivate both δ( p 1 ) and δ( p 2 ), and activate δ(a − ) and δ(a + ), where a − and a + are points 
Therefore, the new broadcast set obtained after the double swap is feasible, and the size remains unchanged, so it is a minimum broadcast set. Notice that a single swap or double swap results in a minimum broadcast set that has an active point in L 2 .
If the minimum broadcast set has size three, containing {δ(s), δ( p 1 ), δ( p 2 )}, then either both δ( p 1 ) and δ( p 2 ) are bidirectional, or at least one of them is monodirectional, so a single swap operation results in a minimum broadcast set with an active disk in L 2 , so there is a path-like minimum broadcast set by Lemma 5.
As it turns out, the bidirectional case is the most difficult one to compute efficiently. (It is similar to Connected Dominating Set in co-comparability graphs, where the case of a connected dominating set of size at most 3 dominates the running time.)
Lemma 7 In O(n log n) time we can find a bidirectional broadcast if it exists.
Proof Let P − := {u 1 , u 2 , . . . , u k } be the set of points to the left of the source disk δ(s), where the points are sorted in increasing y-order with ties broken arbitrarily. Similarly, let P + := {v 1 , v 2 , . . . , v l } be the set of points to the right of δ(s), again sorted in order of increasing y-coordinate. Define P 
Then the observation above can be restated as:
There is a bidirectional solution if and only if there are points p, p ∈ core(s)
Next we show how to find such a pair-if it exists-in O(n log n) time, once we have computed the values
Thus we are looking for a pair of distinct points p, p such that ξ( p) lies to the north-east of ψ( p ). We can find such a pair (if it exists) with a plane-sweep algorithm that sweeps a vertical line from right to left over the plane and maintains the highest point ξ( p) encountered so far.
It remains to show that these values can be computed in O(n log n) time.
Consider the computation of Z − ( p); the other values can be computed similarly. Let T be a balanced binary tree whose leaves store the points from P − in order of their y-coordinate. For a node ν in T , let F(ν) := {δ(u i ) : u i is stored in the subtree rooted at ν}. We start by computing at each node ν the intersection of the disks in F(ν). More precisely, for each ν we compute the region
is y-monotone and convex, and each disk δ(u i ) contributes at most one arc to
. Hence, we can compute the regions I (ν) of all nodes ν in T in O(n log n) time in total, in a bottom-up manner. Using the tree T we can now compute Z − ( p) for any given p ∈ core(s) by searching in T , as follows. Suppose we arrive at a node ν. If p ∈ I (left-child(ν)), then descend to right-child(ν), otherwise descend to left-child(ν). The search stops when we reach a leaf, storing a point u i . One easily verifies that if
Since I (ν) is a convex region, we can check if p ∈ I (ν) in O(1) time if we can locate the position of p y in the sorted list of y-coordinates of the vertices of ∂ I (ν). We can locate p y in this list in O(log n) time, leading to an overall query time of O(log 2 n). This can be improved to O(log n) using fractional cascading [7] . Note that the application of fractional cascading does not increase the preprocessing time of the data structure. We conclude that we can compute all values
In order to compute a minimum broadcast, we can first check for small and bidirectional solutions. To find path-like solutions, we first compute the sets Q − and Q + , and compute shortest paths starting from these sets back to the source disk. The path computation is very similar to the shortest path algorithm in unit disk graphs by Cabello and Jejčič [6] .
Lemma 8 Let P and Q be two point sets in
Proof A point q ∈ Q lies in p∈P δ( p) if and only if the distance from q to its nearest neighbor in P is at most 1. Hence we can compute Q ∩ p∈P δ( p) by computing the Voronoi diagram of P, preprocessing it for point location, and performing a query with each q ∈ Q. This can be done in O((|P| + |Q|) log |P|) time in total [14, 18] . To compute Q ∩ p∈P δ( p) we proceed similarly, except that we use the farthest-point Voronoi diagram [14] . 
The core of a point in R covers R, so it is sufficient to check whether any given point covers all points in
Thus we need to find the set (R ∩ P) ∩ p∈R ∩P δ( p) , which can be computed in O(n log n) time by Lemma 8.
Proof (of Theorem 1)
The algorithm can be stated as follows. It is best to read this pseudocode in parallel with the explanation and analysis below.
Broadcast-In-Narrow-Strip(s, P) 
δ( p) using Lemma 8, and set P := P \Q In order to execute step 1, we first check whether there is a minimum broadcast set of size one or two. This is very easy for size one: we just need to check whether the source disk covers every point or not in O(n) time. For size two, we can compute the intersection of all disks centered outside δ(s), and check whether any input point in δ(s) falls in this intersection. This requires O(n log n) time by Lemma 8. Finally, we need to check whether there is a feasible minimum broadcast with the bidirectional structure. Lemma 7 shows that this is also possible in O(n log n) time.
In steps 2 and 3, we compute a shortest s → Q + path backwards. We start from Q + , and put the points into different sets Q + i according to their hop distance to Q + : . Thus both loops require O(n log n) time. Finally, we note that we can easily maintain some extra information in steps 2-7 so the shortest paths we need in step 8 can be reported in linear time.
The 2-Hop Broadcast Problem
To compute a minimum-size broadcast set inside a narrow strip in the hop-bounded case, we will need a subroutine for the special case of two hops. For this we provide an algorithm that does not need that the points are inside a strip of width at most √ 3/2. Since this result is of independent interest, we provide it in a separate subsection.
Our algorithm is a modification of the O(n 7 ) algorithm by Ambühl et al. [3] . Their algorithm works for the case where one can use different radii for the disks around the points. For the homogeneous case that we consider (where a point is either active with unit radius or inactive) we obtain a better bound.
Theorem 10
There is an algorithm that finds a minimum 2-hop broadcast set in O(n 4 ) time.
The proof of this theorem uses a slightly different approach, and the theorem itself is referenced only once; the reader may want to skip the rest of this section on the first reading.
Proof
Let Q := {q 1 , . . . , q m } be the subset of points in P that are not covered by δ(s), where the points are numbered in counterclockwise order around s. We define [i, j] to be the set of indices {i, . . . , j} if i j, and we define [i, j] to be the set of indices {i, . . . , m, 1, . . . , j} if i > j. Furthermore, we define Q[i, j] to be the set of points with indices in [i, j]. Let Δ be the set of disks (excluding the source disk δ(s)) that may be useful in a minimum 2-hop broadcast. Obviously any point p ∈ P with δ( p) ∈ Δ must lie inside δ(s), because the broadcast is 2-hop. Moreover, δ( p) must contain at least one point q i ∈ Q to be useful.
We start by making sure that there is a feasible solution, so by checking that Q ⊆ Δ. The rest of the algorithm is a dynamic program, but we need several notations to describe it. The values A[i, j] of our subproblems are defined as follows:
A(i, j) := the minimum number of disks from Δ needed to cover all points in
We will prove later that the size of an optimal broadcast set (not counting the source disk, and assuming that we need at least two disks in addition to the source disks) is given by opt = min
Define Δ i to be the set of disks that can be used to cover a point q i ∈ Q, that is,
Let next(i) be the first index in the sequence , then there may be some points not covered, then it may cover some points again, and so on; see Fig. 7 where the angular ranges containing covered points are indicated in gray. We can thus define a set of maximal intervals that together form δ ∩ Q[i, j]: Now define I(i, j, δ) as
We claim that we now have the following recurrence:
We need to establish some key properties to prove the correctness of this recurrence. Let D be the set of active points in a minimum-size 2-hop broadcast. We call a disk δ( p) of an active point p an active disk. Let U(D) := {δ( p) : p ∈ D} be the union of the active disks.
Observation 11 The region U(D) is star-shaped with respect to the source point s, that is, for any point z in U, the segment sz is inside U(D).
Proof Let p ∈ D be a point such that z ∈ δ( p). Suppose for contradiction that there is a point t ∈ sz that lies outside U(D), and let be the perpendicular bisector of tz.
Since t / ∈ δ( p), point p lies on the same side of as z. Note that since t / ∈ δ(s), the disk δ(s) is entirely covered by the other half plane of . Thus p / ∈ δ(s), which is a contradiction since in a 2-hop broadcast set we have D ⊂ δ(s).
Let ∂U(D) be the boundary of U(D). By the previous observation, ∂U(D) is connected for 2-hop broadcast sets. Note that a point q ∈ Q can be covered by multiple active disks. We will assign a unique point pred(q) ∈ D whose disk covers q to each q ∈ Q, as follows. We call pred(q) the predecessor of q (in the given solution D) because pred(q) can be thought of as the predecessor of q in a broadcast tree induced by D. Let ray(q) be the ray emanating from s and passing through q, and consider the point z where ray(q) exits U(D). Then we define pred(q) to be the point that is the center of the active disk δ on whose boundary z lies (with ties broken arbitrarily, but consistently).
Recall that the points in Q are numbered in angular order around s, and consider the circular sequence σ (D) := pred(q 1 
( p ). This is a contradiction because ρ is disjoint from δ(s)\δ( p).
We are now ready prove the correctness of our algorithm. 
Next, we prove that the recursive formula (2) holds. We prove this by induction on the length of [i, j]. If i = j, then A(i, j) = 1 is correct since our initial feasibility check implies that there is at least one disk δ ∈ Δ that can cover q i . Now consider the case i = j. First we note that (A(next(i, δ), a) + A(b, j) ) |D|. We conclude that
A(i, j) 1 + min A(next(i), j), min δ∈Δ i (a,b)∈I(i, j,δ) (A(next(i, δ), a) + A(b, j)) .

Indeed, there is a disk covering Q[i, next(i) − 1] by definition of next(i) and we can cover Q[next(i), j] by A(next(i), j) disks by induction. Similarly, the definition of
I(i, j, δ) implies that any disk δ ∈ Δ i covers Q[i, next(i, δ) − 1] and Q[a + 1, b − 1].
By induction we can thus cover Q[i, j] by 1 + A(next(i, δ), a) + A(b, j) disks. To prove the reverse, let D be a minimum-size 2-hop broadcast for Q[i, j] and let p := pred(q i ). If p appears in the covering of Q[i, j] only once, then A(i, j) = 1 + A(next(i), j).
A(i, j) 1 + min A(next(i), j), min δ∈Δ i (a,b)∈I(i, j,δ) (A(next(i, δ), a) + A(b, j)) .
It remains to analyze the running time. The algorithm works by first computing next(i), next(i, δ) and I(i, j, δ) for each i, j and δ ∈ Δ. This can easily be done in O(n 4 ) time. Running the dynamic program using the recursive formula (2) then takes O(n 4 ) time, as we have O(n 2 ) entries A(i, j) that each can be computed in O(n 2 ) time. Finally, computing the optimal solution using Eq. (1) takes O(n 2 ) time. Hence, the overall time requirement is O(n 4 ), while the space required is O(n 2 ). Computing an optimal solution itself, rather than just the value of opt, can be done in a standard manner, without increasing the time or space bounds.
Minimum-Size h-hop Broadcast in a Narrow Strip
In the hop-bounded version of the problem we are given P and a parameter h, and we want to compute a minimum broadcast set D such that every point p ∈ P can be reached in at most h hops from s. In other words, for any p ∈ P, there must be a path in G from s to p of length at most h, all of whose vertices, except possibly p itself, are in D. We start by investigating the structure of optimal solutions in this setting, which can be very different from the non-hop-bounded setting.
As before, we partition P into levels L i according to the hop distance from s in the graph G. Recall that L If t < h then we can safely use our solution for the non-hop-bounded case, because the non-hop-bounded algorithm gives a solution which contains a path with at most t + 1 hops to any point in P. This follows from the structure of the solution; see Lemma 6. (Note that it is possible that the solution given by this algorithm requires t + 1 hops to some point, namely, if Q + ∪ Q − ⊆ L t .) With the t < h case handled by the non-hop-bounded algorithm, we are only concerned with the case t = h.
We deal with one-sided inputs first, where the source is the leftmost input point. Let G * be the directed graph obtained by deleting edges connecting points inside the same level of G, and orienting all remaining edges from lower to higher levels. A Steiner arborescence of G * for the terminal set L h is a directed tree rooted at s that contains a (directed) path π p from s to p for each p ∈ L h . From now on, whenever we speak of arborescence we refer to a Steiner arborescence in G * for terminal set L h . We define the size of an arborescence to be the number of internal nodes of the arborescence. Note that the leaves in a minimum-size arborescence are exactly the points in L h : these points must be in the arborescence by definition, they must be leaves since they have out-degree zero in G * , and leaves that are not in L h can be removed.
Remark 1
In the minimum Steiner Set problem, we are given a graph G and a vertex subset T of terminals, and the goal is to find a minimum-size vertex subset S such that T ∪ S induces a connected subgraph. This problem has a polynomial algorithm in co-comparability graphs [5] , and therefore in narrow strip unit disk graphs. However, the broadcast set given by a solution does not fit our hop bound requirements. Hence, we have to work with a different graph (e.g. the edges within each level L i have been removed), and this modified graph is not necessarily a co-comparability graph.
Lemma 14 below states that either we have a path-like solution-for the onesided case a path-like solution is a shortest s → Q + path-or any minimum-size arborescence defines a minimum-size broadcast set. The latter solution is obtained by Fig. 9 Two different arborescences, with vertices labeled with their level. The red arborescence does not define a feasible broadcast for h = 3, since it would take four hops to reach the top right node (Color figure  online) activating all non-leaf nodes of the arborescence. We denote the broadcast set obtained from an arborescence A by D A .
Lemma 14 Any minimum-size Steiner arborescence for the terminal set L h defines a minimum broadcast set, or there is a path-like minimum broadcast set.
Proof Let A be a minimum Steiner arborescence for the terminal set L h . Suppose that the broadcast set D A defined by the internal vertices of A is not an h-hop broadcast set. (If it is, it must also be minimum and we are done.) By the properties of the arborescence every point in D A can be reached in at most h − 1 hops. Hence, if there is a point p ∈ P that cannot be reached within h hops via D A then p cannot be reached at all via D A . Let i be such that p ∈ L i . Since L h ⊂ A, we know that i < h. Take any path from s to any point in L h−1 inside the arborescence. By Observation 4(iii), this path covers all lower levels. Hence, i h − 2, which implies p ∈ L h−1 .
Without loss of generality, suppose that p has the highest x-coordinate among points not covered by A. Let q be the point in P with the largest x-coordinate. If q ∈ L h−1 , then a shortest s → q path is a feasible broadcast set of size at most |A| that is path-like. Therefore, we only need to deal with the case q ∈ L h . Let p ∈ A be an internal vertex of the arborescence whose disk covers q. The arborescence contains an s → p path, which, by Observation 4(i), covers everything with x-coordinate up to
Since q has the maximum x coordinate, Observation 4(i) shows that the disks of a shortest s → p path form a feasible broadcast set, which is a path-like solution.
Notice that a path-like solution also corresponds to an arborescence. However, it can happen that there are minimum-size arborescences that do not define a feasible broadcast; see Fig. 9 . Lemma 14 implies that if this happens, then there must be an optimal path-like solution. The lemma also implies that for non-path-like solutions we can use the Dreyfus-Wagner dynamic-programming algorithm to compute a minimum Steiner tree [17] , and obtain an optimal solution from this tree. 1 Unfortunately the running time is exponential in the number of terminals, which is |L h | in our case. However, our setup has some special properties that we can use to get a polynomial algorithm.
We define an arborescence A to be nice if the following holds. For any two arcs uu and vv of A that go between the same two levels, with u = v, we have:
Intuitively, a nice arborescence is one consisting of paths that can be ordered vertically in a consistent manner, see the left of Fig. 10 . We define an arborescence A to be compatible with a broadcast set D if D = D A . Note that there can be multiple arborescences-that is, arborescences with the same node set but different edge sets-compatible with a given broadcast set D.
Observation 15
In a minimum broadcast set on the strip, the difference in xcoordinates between active points from a given level L i (i h − 1) is at most 
Lemma 16 Let p ∈ L i be a point in an optimal broadcast set D. Then there is a path of length i from s to p in G[D], the graph induced by D.
Proof We say that a vertex p ∈ L i ∩ D is bad if the shortest path in G[D] has more than i hops. Let p be a bad vertex of highest level among the bad vertices. If i = h, then the broadcast set is infeasible, thus
must have length h, consequently, p cannot be used in an h-hop path to any other point. Therefore, p can be deactivated. (Note that p itself remains covered since it was reachable in the first place.)
If p is on a lower level, then let π q be a shortest path in G [D] going to the last level, and let q ∈ π q ∩ L h−1 . Let π p be the shortest s → p path in G [D] . Note that π q covers all lower levels L h−2 using at most h hops. Since i is the highest level with a bad point, all points v ∈ D ∩ L i+1 have a shortest path in G [D] , and such a path cannot pass through p.
Since p is a necessary point in this broadcast, and it is already covered by the disks of π q in at most h hops, there must be a point p to which all covering paths of length at most h pass through p. Since all points of L h are covered by D ∩ L h−1 and L h−2 is covered by π q , the level of p has to be h − 1. A covering path to p has only bad vertices after p, so its point in L h−2 is bad. By the choice of p, we have p ∈ L h−2 , and since p is reached in exactly h hops, it also follows that p ∈ δ( p).
Note that p cannot be to the left of δ(q), since then π q would cover it in at most h hops; therefore,
is a feasible broadcast: it covers L h since points of L h could only be covered by D ∩ L h−1 , and it is easy to check that all points are covered in at most h hops. We arrived at a contradiction since D is smaller than
Lemma 17
Every optimal broadcast set D has a nice compatible arborescence. Let A be the directed graph defined by the edges pred( p) p for each p ∈ (D ∪ L h )\{s}. We show that A is a nice arborescence. By definition of the pred-function, each edge is between points at distance at most 1 that are in subsequent levels. Hence, the edges we add define an arborescence A on G * with terminal set L h . It remains to prove that A is nice.
Consider the edges of A going between points in L i−1 and points in L i . By drawing horizontal lines through each of the breakpoints of ∂ i−1 , the strip S is partitioned into horizontal sub-strips, such that two points from L i are assigned the same predecessor iff they lie in the same sub-strip. Number the sub-strips S 1 , S 2 , . . . in vertical order, with S 1 being the bottommost sub-strip. Let u j ∈ D ∩ L i−1 be the point that is the predecessor of the points in the sub-strip S j . To show that A is nice, it is sufficient to demonstrate that the sequence u 1 , u 2 , . . . is ordered by the y-coordinates of the points.
Suppose for a contradiction that this is not the case. Then there are points u j and u j+1 such that y(u j ) > y(u j+1 ). Let z be the breakpoint on ∂ i−1 between the arcs defined by δ(u j ) and δ(u j+1 ). Since z is in the right half circle of both δ(u j ) and δ(u j+1 ), we have max{x(u j ), x(u j+1 )} < x(z). Since |u j z| = |u j+1 z| = 1, the point z lies on the perpendicular bisector of u j u j+1 to the right of u j and u j+1 . Since y(u j ) > y(u j+1 ), the outer circle below the bisector is δ(u j+1 ) and the outer circle above the bisector is δ(u j ). This contradicts the ordering of the sub-strips.
Let q 1 , q 2 , . . . , q m be the points of L h in increasing y-order. The crucial property of a nice arborescence is that the descendant leaves of a point p in the arborescence form an interval of q 1 , q 2 , . . . , q m . Using the above lemmas, we can adapt the DreyfusWagner algorithm and get the following theorem.
Theorem 18
The one-sided h-hop broadcast problem inside a strip of width at most √ 3/2 can be solved in O(n 4 ) time.
Proof By our lemmas, we know that our solution can be categorized as path-like or as arborescence-based. We compute the best path-like solution by invoking the second part of our narrow strip broadcast algorithm, which runs in O(n log n) time. The output of this algorithm is a path with t or t + 1 hops (where t is the number of levels); thus, it is a minimum h-hop broadcast set if t < h, or if t = h and the path has length h. Otherwise there is no path-like h-hop broadcast set, so an arborescence defines a minimum h-hop broadcast set by Lemma 14. By Lemma 17, it is sufficient to look for a nice Steiner arborescence, and take the broadcast set defined by it. The algorithm to find a nice Steiner arborescence is based on dynamic programming. A subproblem is defined by a point p ∈ P and an interval of the last level (that is, an interval of the sequence q 1 , q 2 , . . . , q m , the points of L h ordered by y-coordinates). 
The number of subproblems is O(n 3 ), each of them requires computing the minimum of at most O(n) values. This results in an algorithm that runs in O(n 4 ) time. The minimum broadcast set size is M(s, [1, m] ); if we keep track of a representing arborescence for each subproblem, we can also return a minimum broadcast set without any extra runtime cost.
To prove correctness, we need to show that Eq. (3) is correct. The base case, i = j, is obviously correct, so now assume i < j. It is easily checked that M( p, [i, i] ) is at most the right-hand side of the equation. For the reverse direction, consider a nice optimal Steiner arborescence A for M ( p, [i, j] In the general (two-sided) case, we can have path-like solutions and arborescencebased solutions on both sides, and the two side solutions may or may not share points in L 1 . We also need to handle "small" solutions-now these are 2-hop solutionsseparately. We now analyze the possible structures of an optimal solution. Proof Suppose that there is no optimal 2-hop solution for P. Thus any optimal solution has active points on L 2 . Let π + and π − be shortest paths to Q + and Q − , respectively. If both π + and π − have at most h − 1 edges then everything can be reached in h hops. Hence, this is an optimal path-like solution (since it is minimal even for the non-hopbounded version).
Lemma 19
If π + has h + 1 hops and π − has at most h hops (note that the other case is symmetric), then there is no path-like h-hop broadcast for the right side of the input, that is, for the set P * := {P ∩(δ(s)∪S 0 )}. By Lemmas 14 and 17, any minimum-size nice arborescence of P * gives a minimum h-hop broadcast set for P * . Either there is a shortest s → Q − path whose L 1 -vertex is also in some minimum-size arborescence, or there isn't. In both cases, the resulting mixed solution must be optimal. Thus, if exactly one of π + and π − has h + 1 hops and the other has fewer hops, then there is a mixed optimal solution. Now suppose both paths have h + 1 hops. We now now consider an optimal solution D and extend the definition of the pred function (as described below) to conclude that D defines a nice arborescence. Let pred + be the previously defined function in
, and let pred − be the same function for the left side
Note that points in L 1 belong to both sides, but for a point p ∈ L 1 we have pred − ( p) = pred + ( p) = s, so this is not an issue. The arborescence defined by this function is nice on both sides by Lemma 17. In addition, since there is no path-like h-hop broadcast set on either side, the active points corresponding to this arborescence form a minimum h-hop broadcast set: by applying Lemma 14 on both sides, we see that the broadcast set corresponding to this arborescence covers all points.
Proof (of Theorem 2)
The best 2-hop solution can be found using our 2-hop broadcast algorithm from Theorem 10. The best path-like solution can be found by invoking the narrow-strip broadcast algorithm from Theorem 1, and checking if it satisfies the hop-bound. It remains to describe how to find the best mixed and arborescence-based solutions. 
Claim
where m + = |L + h |. To prove the claim, first assume that Equality (4) holds. Then the arborescences corresponding to each M-value on the right side are nice minimum arborescences rooted at s, p and s respectively-the fact that s is counted twice explains the -1 term-and so their union together with the edge sp is a minimum arborescence that uses p as as second point. On the other hand, if there is a minimum arborescence using p, then there is a nice one and the set of ancestors of p is an subsequence q i , . . . , q j of L 
. We can compute these values using the one-sided algorithm on both sides.
It will be convenient to generalize the definitions above as follows. First of all, we extend the definition of A + ( p, [i, j] ) to include all points p ∈ Pnot only the points in
We also need a third kind of subproblem. 
Note that on the right side of this formula, at least one of the summands is ∞ if p ∈ L 2 , and possibly for some points in L 1 as well. Since the formula is so simple, we do not need to compute these values explicitly. The only computation for this kind of subproblem is required at the source, for which we require a new notation. Let
The set sep(i, j, k, l) is a shorthand for the set of pairs (t, u) that separate the interval pair
Our formula for the source is the following:
where the first line represents the case when there is an optimal solution where s has at least two active neighbors, while the second line corresponds to the situation where s has only one active neighbor p. The initialization of the values is straightforward:
Once the one-sided subproblem values are computed, the above dynamic program can be initialized and computed in increasing order of ( j −i) + ( − k). The number of subproblems that we need to compute is O(n 4 ), each of which requires taking the minimum of O(n 2 ) values. This enables a running time of O(n 6 ). To prove the correctness of the algorithm, we only need to show that our formulas for L 1 and the source are correct. Again, the inequality A s,
. . . is trivial, so we only need to show that there is an optimal solution which has the desired structure.
We start with an optimal arborescence that is nice when restricted to both
, if the subproblem has a non-empty interval on both sides, then there is a branching at p. The arborescence can be partitioned into a left and right sub-arborescence, so Eq. (5) holds.
At the source, we only need to explain the case when there is a branching at s, the other case is trivial. Let p ∈ L 1 be the child of s that has the smallest y-coordinate. Since the left and right sub-arborescences are nice, the descendant leaves of p on the left form a starting slice [i, t] of the last level on the left, and the descendant leaves on the right form a starting slice [k, u] of the last level on the right. The rest of the intervals are descendants of the other branches. This demonstrates that the cost of the optimal arborescence can be written as
The overall algorithm computes the best feasible broadcast set of each type, if it exists: 2-hop, path-like, mixed (for both sides), and arborescence-based Since the minimum broadcast set must have one of these types, the minimum among these is a minimum h-hop broadcast set. The overall running time is O(n 6 ).
Broadcasting in a Wide Strip
We show that the broadcast problem remains polynomial in a strip of any constant width, or more precisely, it is in XP for the parameter w (the width of the strip). We begin by showing the following key lemma. Proof Let R be the set of points inside the strip that are at distance at most 1 from R; thus R is a 4 × w rectangle. We subdivide R into cells of diameter 1 by introducing a rectangular grid with side lengths 1/2 and √ 3/2. Overall, we get 8
cells in R . Let G be the unit disk graph spanned by the centers that fall in R . The points that fall into a grid cell form a clique in G. Let G be the graph that we get if we contract the vertices of G in each cell. Let T be a spanning tree of G . We can represent T in the original graph in the following way. For each edge uv ∈ E(T ) select vertices u , v of distance at most 1 from the cell of u and v respectively. We know that there are such points since otherwise uv could not be an edge in G . Since T has at most ( Suppose for contradiction that R ∩ D > 32w √ 3 + 14. We argue that D = (D\R) ∪ H defines a connected dominating set of smaller cost. By our analysis above, we see that the cost is indeed smaller, so we are left to argue that D is connected and dominating. Notice that D ∩ R can only dominate vertices that are inside R , so it is sufficient to argue that all vertices of G are dominated. This is easy to see because D has at least one point in each non-empty cell, and the points in each cell form cliques. It remains to argue that D is connected. Notice that the set of points in R ∩ D that had a neighbor in D which is outside R all lie in R \R, so these points are part of D . So it is sufficient to argue that V (G) ∩ D is connected. This follows from the fact that T is connected and the points of each cell form a clique in G.
Proof (of Theorem 3)
For the sake of simplicity, we start with the one sided case. It is a dynamic programming algorithm that has subproblems for certain 2 × w rectangles, and for each rectangle, all the possible dominating subsets with various connectivity constraints will be considered. More specifically, let k ∈ N, let U ⊆ P ∩ . We can only extend this subproblem if ∼ is compatible with ∼, i.e., is s 1 , s 2 ∈ U ∩ U , then s 1 ∼ s 2 ⇒ s 1 ∼ s 2 . We can find these potential subproblems by going through all subproblems A(k − 1, ., .), and for each of these, we can decide in polynomial time whether it is compatible with A(k, U , ∼). Overall, computing the solution of a single subproblem takes n O(w) time, so finding the optimal broadcast set in the one sided case can be done in n O(w) time.
For the two sided case, we need to include in the subproblem description the set of active points on both ends. The number of subproblems is still n O(w) , so the running time is also n O(w) .
Surprisingly, as we show in the companion paper, the h-hop version has no algorithm with running time n O(w) , unless P = NP.
Remark 2
The goal of our paper is to study the dependency of the complexity of the broadcast problem on the width w of the strip containing the point set P, and so the algorithm presented above is parameterized by w. When k, the size of the solution, is the parameter then one can get n O( √ k) running time by adapting an algorithm of Marx and Pilipczuk [27] . Their algorithm decides, given a set of n disks and a set Q of n points, if one can cover all the given points by a subset of k of the given disks. This algorithm can be used for Dominating Set on a unit disk graph, by letting the set Q coincide with the centers of the disks and scaling each disk by a factor 2. The algorithm of Marx and Pilipczuk is a separator-based divide-and-conquer algorithm. To turn it into an algorithm for Connected Dominating Set, we need to track the connectivity through the recursive calls. This can be done by using partitions on the vertices in the "boundary" of the current recursive call, as in [4, 12, 16] . Doing this does not increase the running time. Finally, we need to turn the algorithm for Connected Dominating Set into an algorithm for the broadcast problem. To this end we just need to make sure that when the separator contains the source s, then our guess for part of the solution in the separator includes the source point. This gives us an algorithm with running time n O( √ k) for the broadcast problem.
Concluding Remarks
