Abstract: This paper considers mixed, or random coefficients, multinomial logit (MMNL) models for discrete response, and establishes the following results: Under mild regularity conditions, any discrete choice model derived from random utility maximization has choice probabilities that can be approximated as closely as one pleases by a MMNL model. Practical estimation of a parametric mixing family can be carried out by Maximum Simulated Likelihood Estimation or Method of Simulated Moments, and easily computed instruments are provided that make the latter procedure fairly efficient. The adequacy of a mixing specification can be tested simply as an omitted variable test with appropriately defined artificial variables. An application to a problem of demand for alternative vehicles shows that MMNL provides a flexible and computationally practical approach to discrete response analysis.
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MIXED MNL MODELS FOR DISCRETE RESPONSE

Daniel McFadden and Kenneth Train
I. INTRODUCTION
Define a mixed multinomial logit (MMNL) model as a MNL model with random coefficients drawn from a cumulative distribution function G(;):
(1) P (ix,) = , L (i;x,)G(d;) with L (i;x,) = .
C C C
In this setup, C = {1,...,J} is the choice set; the x are 1×K vectors of functions of observed attributes of i lternative i and observed characteristics of the decision-maker, with x = (x ,...,x ); is a K×1 vector of 1 J random parameters; L (i;x,) is a MNL model for the choice set C; and is a vector of deep parameters C of the mixing distribution G. The random parameters may be interpreted as arising from taste heterogeneity in a population of MNL decision-makers. If the x contain alternative-specific variables, i then the corresponding components of can be treated as alternative-specific random effects. Alternately, the model may simply be interpreted as a flexible approximation to choice probabilities generated by a random utility model. The mixing distribution G may come from a continuous parametric family, such as multivariate normal or log normal, or it may have a finite support. When G has finite support, MMNL models are also called latent class models. Equation (1) describes a single decision, but extension to dynamic choice models with multiple decisions is straightforward, with mixing over the parameters of a product of MNL models for each component decision. The MMNL model was introduced by Boyd & Mellman (1980) and Cardell & Dunbar (1980) , although an earlier literature had considered the mathematically similar problem of aggregating the MNL model over a distribution of explanatory variables; see Talvitie (1974) , Westin (1974) , McFadden & Reid (1975) , and Westin & Gillen (1978) . There is a lengthy literature investigating various aspects of the MMNL model; see Beggs (1988) , Brownstone & Train (1998) , Dubin & Zeng (1991) , Enberg, Gottschalk, & Wolf (1990) , Follmann & Lambert (1989) , Formann (1992) , Gonul & Srinivasan (1993) , Jain, Vilcassim, & Chintagunta (1994) , Montgomery, Richards, & Braun (1986) , Revelt & Train (1998) , Steckel & Vanhonacker (1988) , Warren & Strauss (1979) , Train, McFadden, & Goett (1987) , and Train (1998 Train ( ,1999 . Chesher & Santos (1995) have developed specification tests for MMNL that are relatives of ones proposed here. This paper establishes the following results:
1 Under mild regularity conditions, MMNL models are random utility maximization (RUM) models, and any discrete choice model derived from a RUM model has choice probabilities that can be approximated as closely as one pleases by a MMNL model. (Section II) 1 Numerical integration or approximation by simulation is usually required to evaluate MMNL probabilities. Maximum Simulated Likelihood (MSLE) or Method of Simulated Moments (MSM) can be used to estimate the MMNL model. (Section III) 1 The adequacy of a mixing specification can be tested simply as an omitted variable test with appropriately defined artificial variables. (Section IV) 1 An application to a problem of demand for alternative vehicles shows that MMNL provides a flexible and computationally practical approach to discrete response analysis. (Section V)
II. A GENERAL APPROXIMATION PROPERTY OF MMNL
Economic theory often suggests that discrete responses are the result of optimization of payoffs to decision-makers: utility for consumers, profit for firms. The following discussion will be phrased in terms of utility-maximizing consumers. When unobserved heterogeneity in the population of consumers is accounted for, this will lead to a class of response models based on random utility maximization (RUM). A resource allocation to a consumer will specify quantities of goods and leisure, and for our particular interest the attributes of a discrete alternative, such as an automobile model. We will consider two sources of unobserved heterogeneity, features of alternatives that are not recorded by the analyst, and unmeasured consumer characteristics that determine preferences.
Let q = (g,l,z,) denote a consumer's resource allocation, where z is a vector of observed attributes and is a vector of unobserved attributes of a discrete alternative, g is a vector of quantities of other goods, and l is leisure. Assume that the domain of q is a compact rectangle in a finite-dimensional Euclidean space. Consumers have a vector of observed characteristics s and a vector of unobserved characteristics +; with (s,+) determining preferences over resource allocations. Assume that the domain of (s,+) is a compact subset of a finite-dimensional Euclidean space. This is not a substantive restriction for discrete choice analysis when the number of choice alternatives is bounded. Assume that consumer preferences over resource allocations, | , are complete and transitive, with the continuity property that s,+ if a sequence of allocations and consumer characteristics converges, (q 1,q 1,s1,+1) Y (q ,q ,s,+), and 1 2 1 2 satisfies q 1| q 1, then q | q . For fixed (s,+), this is the standard continuity condition on 1 2 1 2 s1,+1 s,+ preferences. Our condition extends this to require that consumers with similar characteristics will also have similar preferences Together, these assumptions imply that preferences can be represented by a utility function U (g,l,z,,s,+) that is continuous in its arguments; see Appendix Lemma 1. We next consider the stochastic properties of unobserved elements in this formulation of the consumer's problem. Let (6,:,%) denote a fundamental probability space, where : is the )-field of measurable subsets and % is a probability measure. Let T denote a subset of Ü , and X:6×T Y Ü m n denote a continuous random field; i.e., for each t T, X(#,t) is a random vector, measurable with respect to :, and for a set of 7 occuring with probability one, X(7,#) is a continuous function on T. We will often suppress the dependence of the random field on 7, and write it as X(t). A continuous random field has lim X(t) = X(t) with probability one, implying that X(t) converges in distribution to X(t) as t Y t1Yt t. The CDF of X(t) is F(x,t) = %({7 6| X(7,t) x}). We say that X has a regular canonical representation if there exists a continuous function h: [0, 1] ×T Y Ü and a uniformly distributed n n continuous random field J:6×T Y [0,1] such that X(t) = h(J(t),t) with probability one. We show in the n 1
Appendix that a continuous random field whose CDF admits a positive continuous density has a regular canonical representation. For example, if X(t) is a mean-zero Gaussian continuous random field with a definite covariance matrix 6(t), and 0 denotes the standard normal CDF, then 6(t) has a continuous Cholesky factor (t) and the mapping J(t) = 0((t) X(t)) is a uniformly distributed continuous random -1
field that inverts to the regular canonical representation X(t) = (t)0 (J(t)).
-1
A primitive postulate of preference theory is that tastes are established prior to assignment of resource allocations. Then, the distribution of + cannot depend on q, although in general it will depend on s. We assume that + = +(s) is a continuous random field with a regular canonical representation, and write it as +(s) = h (/(s),s), where /(s) is a uniformly distributed continuous random field. Then 0
The conditional indirect utility function (3) is modified in obvious ways if the consumer cannot choose work hours e, the 2 time requirement t for the discrete alternative is absent, or time required for consumption of other goods enters the time budget.
3 consumers with similar observed characteristics will have similar distributions of unobserved characteristics. Another primitive postulate of consumer theory is that the description of a resource allocation does not depend on consumer characteristics. Thus, consumers' tastes and perceptions do not enter the "objective" description of a resource allocation, although they will obviously enter the consumer's evaluation of the allocation. This postulate implies that the distribution of ! cannot depend on (s,), although it may depend on z. We will assume that is specified as a continuous random field with a regular canonical representation, and write it as (z) = h(J(z),z), where J(s) is a uniformly distributed continuous random field. Then discrete alternatives that are similar in their observed attributes will have similar distributions of unobserved attributes. Substituting the transformations h 0 and h into the definition of U, we can consider a canonical random utility model U(g,l,z ,s,J(z),/(s)) that j is continuous in its arguments, with J(z) and /(s) independently uniformly distributed continuous random fields.
Economic consumers make choices subject to dollar and time budgets. For discrete choice, if assigned a discrete alternative z, the consumer will choose goods g and leisure l to maximize utility subject to these budgets. If the alternative requires time t = -(z), the consumer's 24 hour/day time budget is 24 = l* + e + t, where e is hours worked and l* is hours of pure leisure. If only a portion of the time t devoted to the alternative is equivalent to work, then l = l* + (1-)t is the effective leisure entering the utility function. Suppose the consumer faces a dollar budget
where a is non-wage income, c is the cost of the discrete alternative, w is the wage, and p is the vector of goods prices. For the assigned alternative, maximum utility then satisfies (a-c,p,w,t,z,s,J(z) ,/(s))) = max U (g,24-e-t,z,s,J(z) ,/(s))) subject to a+ we = pg + c .
e,g
This function is a conditional indirect utility function, given the discrete alternative. With a monotone 2 transformation, we can assume that the range of utility is contained in the unit interval. For economic applications, it will be important to distinguish the market variables a, p, and w, which can be altered by economic policy, from the observed consumer characteristics included in s. Similarly, the market cost c of the discrete alternative which can be altered by policy is distinguished from z, while t is a component of z. An important implication of these distinctions is that for each realization of J(z) and /(s), the conditional indirect utility function is characterized by the standard economic properties that it is increasing in a -c, non-increasing in (p,w), and homogeneous of degree zero and quasi-convex in (a-c,p,w). It will be convenient as a shorthand in the following analysis to redefine z and s to absorb the market variables, and write the conditional indirect utility function as U(z,s,J(z),/(s)), keeping in mind that J(z) and /(s) will not depend on the market variable components of z and s. Let Z and S denote the domains of z and s, respectively, and note that they are assumed to be compact subsets of finitedimensional spaces. Consider choice over finite sets of discrete alternatives C = {z ,...,z }, distinguished by the consumer 1 J (and the observer) in terms of their observed attributes z which may include "brand names" or other j alternative-specific identifiers that influence the consumer's evaluation. We will interpret C as an
so that a realization / = /(s) and J = J(z ) for j = 1,...,J of the random elements in the model almost j j surely determines a unique choice. When U is continuously differentiable, a sufficient condition for this is that the Jacobian , have rank at least J-1, and that the support of (/,J ,...,J ) contain the space spanned by the Jacobian.
J
Ways to guarantee no ties include taste factors (determined by /) of the required dimension that interact with a full-rank array of alternative attributes, or a full set of alternative-specific effects (determined by the J ), or some combination. The following result establishes that MNL mixtures can closely j approximate a very broad class of RUM models that have zero probability of ties: The proof is given in the Appendix. The construction in the proof shows that the random coefficients in (1) can be taken to be continuous polynomial transformations of the uniformly distributed continuous random fields J(z) and /(s), and from the earlier discussion the indexing of these fields will exclude economic market variables. Then, the distribution of will not depend on observed variables except through the correlations across similar alternatives. One implication of the theorem is that MMNL can be used to approximate computationally difficult parametric random utility models simply by taking the distributions underlying these models, suitably scaled, as the mixing distributions. These can be interpreted as simulation approximations using a MNL kernel. For multinomial probit models, Brownstone & Train (1998) and Ben-Akiva & Bolduc (1996) find in Monte Carlo experiments that MMNL gives approximations that are as accurate and quick as direct simulation alternatives such as the Geweke-Hajivassiliou-Keane (GHK) simulator; see Hajivassiliou & Ruud (1994) .
The theorem is stated for a single choice, but applies by reinterpretation to multiple or dynamic choice applications by treating each possible portfolio of choices as a distinct alternative. Alternately, the theorem extends easily to a time-series of serially correlated RUM models approximated by serially correlated mixtures of a product of MNL models for the individual decisions: MMNL probabilities for a sequence of choices i from sets C for t = 1,...,T will have the form P (i ,...,i x,) = , - , Singer (1984, 1986) , and Heckman, Lochner, & Taber (1998) . In particular, a MMNL model in this form can approximate a dynamic choice model generated by a RUM model with a multivariate normal distribution of unobserved factors.
In the proof of the theorem, a polynomial approximation to the true random utility function is perturbed by adding scaled i.i.d. Extreme Value Type I disturbances , yielding MNL as the base model to which mixing is applied. At this step, one could have used other distributions for the , although most alternatives are not as computationally tractable as MNL. For example, one might take the to be scaled i.i.d. standard normal. When the mixing distribution is multivariate normal, this can be interpreted as the method for simulation of the MNP model proposed by Stern (1994) . Adopting i.i.d. standard normals for the base model adds one dimension of numerical integration, and requires computation of a product of univariate normal CDF's for each integration point and each decisionmaker. This requires more computation than a MNL base model; see Train (1995) . One can use classical orthogonal polynomials, Fourier series, neural nets, or wavelets as a basis x (z,s), k = 1,2,... k for the approximation. Judicious choice of a basis can make the approximation more parsimonious and easier to identify econometrically than simple polynomials, and may make it easier to impose or check monotonicity and quasi-convexity properties of a conditional indirect RUM. In applications, it is often desirable to make the leading terms in the basis expressions that occur in standard parametric economic consumer models such as a Stone-Geary specification. Then, a satisfactory approximation may be achieved without a large number of additional terms.
There are two approximation results available in the literature that are somewhat different than Theorem 1. Discrete choice models continuous in their arguments can be approximated by MNL models in which the scale value of each alternative is a general function of all variables for all choices; see McFadden (1984) . This approximation, sometimes called "mother logit", does not require that the discrete choice model come from a random utility model, and the MNL approximation is not guaranteed to be consistent with RUM. Thus, this approximation can be useful for testing a RUM/MNL specification against alternative models that are not necessarily RUM, but is not useful for approximations within the RUM family. Dagsvik (1994) establishes, for a general class of RUM that have a representation in which the random effect is additive and independent of (z,s), that the random utility process can be approximated by a generalized extreme value process. Specialized to the current problem, this shows that this class of random utility models can be approximated by generalized extreme value RUM. This is a powerful theoretical result, but its practical econometric application is limited
by the difficulty of specifying, estimating, and testing the consistency of relatively abstract generalized extreme value RUM. One limitation of Theorem 1 is that it provides no practical indication of how to choose parsimonious mixing families, or how many terms are needed to obtain acceptable approximations to P (iz,s).
C
However, Monte Carlo studies indicate that fairly simple mixing structures, with random coefficients following a factor analytic structure of relatively low dimension, and relatively simple mixing families, such as latent class models with relatively few classes, are sufficiently flexible to capture quite complex patterns of heterogeneity; see Bolduc, Fortin, & Gordon (1996) and Brownstone & Train (1998) . The specification tests described in Section IV are one practical adaptive approach to obtaining satisfactory approximations. In principle, one can combine a method of sieves for specification of the x variables i with a latent class structure for the mixing distribution G to develop a fully nonparametric approach to estimation of random utility models for discrete choice.
A second limitation of the theorem is that while it guarantees the existence of a satisfactory MMNL approximation, it leaves open the possibility that identification conditions for regular maximum likelihood estimates of the MMNL model may fail, or that estimates may blow up. The first possibility is the usual local and global identification problem, reduced but not eliminated by judicious choice of the basis and careful global search in estimation. The second possibility of estimates blowing up arises if the linear approximation and mixing distribution happen to be exact, so that the true random utility model satisfies U (z ,s,J,/) x with x a vector of polynomials in z and s and distributed G(;). maximand does not exist. This is rarely a practical problem, since any specification of x and G adopted in an application will almost certainly miss features of the true random utility model, and 5 will be determined by a search to achieve a best approximation to the influence of these omitted factors. Alternatively, if the exact model contains additive i.i.d. Extreme Value I components, the problem cannot arise. Suppose a random utility model U (z,s,J,/) and C = {z ,...,z }. Let F(uz,s) be the CDF 1 J derivatives of all orders with ; see Appendix Lemma 4. In practice, it is difficult to find CDFs satisfying this condition, and difficult to test the condition, so that the likely possibility that the model is not exact is the best guarantee for convergence of estimators..
III. SIMULATION OF THE MMNL MODEL
A tractable empirical form for the MMNL model P (ix,) = ,L (i;x,)G(d;) is obtained by C C taking = + , where is a K×1 vector of "mean" coefficients, is a K×M matrix of factor loadings, with exclusion restrictions for identification, and is a M×1 vector of factor levels that are independently distributed with a "standard" density f(). (This specification includes models with alternative-specific random effects: take x to include alternative-specific dummies and introduce factors j that load on these dummies.) Let vec(B) denote the operation that stacks the columns of an array B into a vector, define = vec(1), let 1 = (1,1) denote the vector of parameters of this model, and let o
denote an expectation with respect to the density of conditioned on the event that i is chosen; i.e., the density
Simulation of the MMNL Probabilities and their Derivatives
If the integral P (ix,) = E L (i;x,+) can be obtained analytically, or by computationally C C feasible numerical integration of low dimension, then conventional maximum likelihood can be used to estimate . Otherwise, it is possible to simulate P (ix,) and its derivatives, and use these simulation C approximations for statistical inference. Make Monte Carlo draws , p = 1,...,r, from f(). Let E p r denote an empirical expectation with respect to a simulation sample of size r. Then,
is a positive, unbiased estimator of P (ix,) that is continuous and continuously differentiable to all
which is again continuously differentiable to all orders in . This can be interpreted as importance sampling with draws from f() as the comparison density. The simulator E b() is not unbiased in ri general because of the appearance of the simulator P (ix,) in the denominator. Similarly, the C r simulator log P (ix,) of log P (ix,) is not unbiased because of the nonlinear transformation.
C C r
However, all the simulators above are consistent when r Y . It is possible to get unbiased, but no longer continuous, estimates of E b() using an acceptance/rejection procedure that accepts draws that ri would produce i as the choice. Some computations require the second derivatives of log P (ix,); these C are given in Appendix Lemma 5. In applications, these second derivatives can alternately be obtained by numerical differentiation of the formulas for the first derivatives. In the statistical procedures to be discussed next, it will be critical that the simulators satisfy a condition of stochastic equicontinuity, which requires that they not "chatter" as changes. This is easily accomplished by keeping the draws fixed during iterative procedures that adjust ; this can be done p by storing the or by regenerating them from fixed seeds. 
Maximum Simulated Likelihood Estimation (MSLE)
Maximum Simulated Likelihood Estimation (MSLE) finds an estimator that maximizes the N simulated log likelihood, E log P (ix,), with E denoting empirical expectation for a random sample N C N r of size N. Hajivassiliou & McFadden (1997) show that under mild regularity conditions and a stochastic equicontinuity property, and r#N Y as N Y , the MSLE estimator is asymptotically equivalent -1/2 N to the classical maximum likelihood estimator. However, estimators that are relatively free of simulation bias in moderate samples are likely to require r considerably larger than N . Monte Carlo 1/2 draws need not be independent across observations, or across the simulators of different derivatives that may be used in iterative search for . It is also possible to allow dependence across the different N simulation draws, provided there is sufficient mixing for them to satisfy an central limit property. In Train (2000) has found that patterned pseudo-random numbers such as Halton sequences give estimators that in Monte Carlo studies give lower mean square errors than independent random draws. We give an estimator for the asymptotic covariance matrix of only for the case of independent N simulators across observations. Define the arrays (6) () = -E / log P (ix,) and () = E {/ log P (ix,)}{/ log P (ix,)}1
As r Y , both ( ) and ( ) converge to 6 ( ) = E {/ log P (ix, )}{/ log P (ix, )}1 , associated with quasi-maximum likelihood estimation; see Newey & McFadden (1994 , p. 2160 . shows that under mild regularity conditions, including stochastic equicontinuity, the MSM estimator is consistent and asymptotically normal. It is not necessary for this result that r increase with N, so N long as the simulators of the generalized residuals are independent or satisfy a weaker condition that is sufficient for a central limit theorem to operate across observations. The array 4 ( ) ( ( )4 ( )
Method of Simulated Moments
consistently estimates the asymptotic covariance matrix of , where
The MSLE method is asymptotically efficient, but the computational advantages of the MSM method may offset the loss of statistical efficiency. The more highly correlated W (x,) with s ( ;x), the more These instruments are similar to instruments for the multinomial probit model proposed independently by Ruud (1996) . 3 9 obtain a computationally convenient instrument vector that is fairly highly correlated with s (;x), and i will as a consequence yield moderately efficient MSM estimates at low computational cost. Using the approach of Talvitie (1974) , make a second-order Taylor's expansion of the multinomial logit function L (i;x,+) in around = 0, and take the expectation of this approximation with respect to ,
expansion is not uniformly convergent, this is a poor approximation to the MMNL response probability itself. However, it provides an easily computed approximation to s ( ;x): Make a linear approximation i o log {1 + ½ tr(1Q )} ½ tr{1Q }, and take the gradient of the log of (8) can be set to simple MNL coefficient estimates and can be any matrix of full column rank that respects the exclusion restrictions present in the model. Limited Monte Carlo evidence suggests that use of these easily computed instruments will often yield MSM estimators with asymptotic efficiencies over 90 percent.
3
IV. SPECIFICATION TESTING
Because the MMNL model requires use of simulation methods, it is useful to have a specification test based solely on MNL model estimates that determine if mixing is needed. The next result describes a Lagrange Multiplier test for this purpose. This test has the pivotal property that its asymptotic distribution under the null hypothesis that the correct specification is MNL does not depend on the parameterization of the mixing distribution under the alternative. The parameter = 1 under both the null and the alternative. The parameter = 0.5 under the null 2 1 hypothesis, and under the alternative = 0.5 ± 1 w.p. 1/2. We carried out 1000 repetitions of the test 1 procedure for a sample of size N = 1000 and choices generated alternately under the null hypothesis and under the alternative just described, using likelihood ratio tests for the omitted variable z . The results 1i are given below:
Nominal Significance Level Actual Significance Level Power Against the Alternative 10% 8.2% 15.6% 5% 5.0% 8.2%
The nominal and actual significance levels of the test agree well. The power of the test is low, and an examination of the estimated coefficients reveals that the degree of heterogeneity in tastes present in this experiment gives estimated coefficients close to their expected values. Put another way, this pattern of heterogeneity is difficult to distinguish from added extreme value noise.
In the second experiment, the covariates are distributed as shown below: Nominal Significance Level Actual Significance Level Power Against the Alternative 10% 9.7% 52.4% 5% 3.9% 39.8%
In this case where mixing is across utility functions of different variables, the test is moderately powerful. It remains the case in this example that the estimated coefficients in the MNL model without mixing are close to their expected values.
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Testing the Adequacy of a Mixing Distribution.
Suppose one has estimated a MMNL model in which the MNL parameters = + are mixed by a base density f(), and the object is to test whether additional mixing is needed to describe the sample. The choice probability under the alternative is
where is a K×1 vector, is a factor loading matrix, is K×1 with mean zero and unit variances, is a k×1 vector of variances, K-T of which are maintained at zero, denotes the component-wise square 1/2 root, and X denotes the component by component direct product. The null hypothesis is that the data are generated by this model with = 0; i.e., a mixed MNL model with latent factors determining the choice probabilities, versus the alternative that up to T additional factors, with density h(), are needed.
The following theorem, proved in the Appendix, gives a Lagrange Multiplier test for this hypothesis: 
where all parameters are set to the base model estimates. A regression over alternatives and observations of the integer 1 on the variables v , w , and y for t = 1,...,T and an F-test for the i i ti significance of the variables in this regression is asymptotically equivalent to a Lagrange Multiplier test of the hypothesis of no additional mixing in the coefficients of x for t = 1,...,T. ti
In light of the Monte Carlo results in the base case of no mixing, one can expect this test to have relatively low power. Hence, for use as a diagnostic for model specification, one will want to err on the side of admitting too much potential heterogeneity, and use a rejection region with a large nominal significance level.
V. AN APPLICATION: DEMAND FOR ALTERNATIVE VEHICLES
The State of California suffers from air pollution generated by conventional gasoline-powered vehicles, and the State is in the process of mandating quotas for alternative-fueled vehicles: methanol, compressed natural gas (CNG), or electric. An important policy question is consumer acceptance of these alternative vehicles, and the extent to which subsidies will be necessary to stimulate consumer demand to the levels required by the quotas. Brownstone et al (1996) have carried out a conjoint analysis study of preferences between alternative vehicles. The study has 4654 respondents, each of whom was asked to choose among six alternatives. The alternatives were described in terms of the variables defined in Table 1 . We do not alter the variable transformations used in the original study, but note that the dependence of their specification on the price of an alternative and on income fails the quasi-convexity condition for conditional indirect utility that comes from economic consumer theory. An experimental design was used to select the offerings of six alternatives from 120 possible profiles, distinguished by four fuels (gasoline, methanol, CNG, electric), five sizes (mini, subcompact, compact, midsize, large), and six body types (regular car, sports car, truck, van, station wagon, sports utility vehicle). Table 2 gives a MMNL model estimated by Brownstone & Train (1998) . This model includes four random effects, associated with the following variables: Dummy for non-EV, Dummy for non-CNG, Size, and Luggage Space. The segment of the table headed "Variables" gives estimates of the parameters, and the segment headed "Random Effects" gives the factor loading on standard normal factors, with an independent factor for each of the random effects above. Then, the coefficients are estimates of the standard deviations of these random effects. The estimation uses 250 replications per observation, and MSLE. The parameter estimates show strong random effects, with magnitudes large enough to suggest that they are capturing correlation structure in unobservables in addition to variation in tastes. The variables and random effects included in this model are the result of a classical selection procedure that estimated alternative MMNL models and used a likelihood ratio test to select from them. A likelihood ratio test at the five percent level shows that this model fits significantly better than a simple MNL model (given in Table 3 ). The table gives estimates of the standard errors of the coefficients for 250 replications, and also for 50 replications. The columns headed "Asymptotic" give standard errors using ( ) . As noted in Section III, while this estimator is consistent, for moderate N N -1 r it can underestimate covariances and lead to the perverse conclusion that standard errors increase when the number of simulation draws rises. The columns headed "Robust" give standard errors using the recommended covariance matrix estimator ( ) ( ) ( ) . The "Robust" standard errors fall
with number of repetitions, as expected. In general, using the "Asymptotic" covariance formula with 250 replications results in a ten to twenty percent underestimate of standard errors of coefficients, compared to the "Robust" formula. Table 3 , Model 1, is a simple MNL model L (i;x,) fitted to the data; these estimates are taken from variables are not necessarily a reliable guide to the location of significant mixing, due to lack of independence, and due to the possibility of correlation across alternatives in unobserved attributes. However, the results (based on T-statistics exceeding one in magnitude) suggest that there may be taste variation in the following variable coefficients: Non-EV, Non-CNG, Size, Luggage space, Operating Cost, and Station Availability. The first four of these were included in the Brownstone-Train model in Table 2 ; the last two are additional factors where mixing may be present. Our specification testing procedure is easier and quicker than the Brownstone-Train method. All the factors identified in their search were picked up by our procedure, as were some additional candidates. Table 4 gives a MMNL model which includes the six random effects identified as possibly significant by the artificial variable test in Table 3 , using T-statistics greater than one in magnitude as the selection criterion. The MMNL estimates show that there is significant mixing in each of these factors. Likelihood ratio tests show that this model is a significant improvement on the model in Table 2 . Further exploration with additional factors in the MMNL model finds that there are several factor combinations that will fit as well or marginally better than the model in Table 4 , and that some of these combinations will place weight on factors that were excluded by the artificial variable selection procedure, and will lower the significance of some of the factors previously included. These results reflect the inherent difficulty of identifying the factor structure of unobserved utility from observed data on discrete choices, but may also indicate more conventional specification issues such as omitted observed variables or interactions.
VI. CONCLUSIONS
This paper has established that MMNL models, estimated using MSLE or MSM, provide a flexible and computationally practical econometric method for economic discrete choice that is postulated to come from utility maximization. First, a general approximation property is established. Second, estimation of parametric MMNL models by MSLE or MSE is shown to provide estimates with good statistical properties, and easily computed fairly efficient instruments are provided for MSE. Third, simply computed specification tests are developed that allow one to test for the presence of mixing, or for the presence of omitted mixing factors. Finally, an application to the demand for alternatively-fueled vehicles shows that the method can detect and estimate significant mixing effects which can have a strong effect on the pattern of substitutability across alternatives. Notes: Model 1 is from Brownstone & Train (1998) . * denotes the artificial variables with T > 1. Barten & Bohm (1982, p. 388-390) . But the level sets {(z1,s1) U(z1,s1) U(z,s)} and {(z1,s1) U(z1,s1) U(z,s)} are then closed by the hypothesized continuity property, implying that U is continuous on Z×S. * .
Lemma 2 at jumps when p B, a countable set that contains Z with probability zero. Then, F is almost surely continuous.
If F is strictly increasing, then A and B are empty.
Let (6,:,%) denote a probability space, T denote a subset of Ü , and X:6×T Y Ü denote a random field, m n measurable with respect to : for each t T, and almost surely measurable on T. We say that X admits a coordinate conditional probability structure at t if there exist conditional CDF functions F (x |x ,...,x ,t), i i 1 i-1 measurable in their arguments, such that for all y Ü , the CDF of X(t) can be written n F(y,t) = .
This condition follows from Fubini's theorem if F(x,t) has a density f(x,t), and will hold automatically if F is built up from conditional CDF functions. It can fail in pathological cases; see Billingsley (1986, p. 458) .
Lemma 3. Suppose X is a random field from T I Ü into Ü that admits a coordinate conditional probability ..,n-1 and X (t) = h (Z (t),...,Z (t),t) almost surely. Apply Lemma 2 to the random variable X (t) with
..,h (Z (t),...,Z (t),t),t). This yields a function n n 1 1 n-1 1 n-1 satisfying X (t) = h (Z (t),...,Z (t),t) almost surely. This completes the induction step. Finally, since X is a random n n 1 n field, almost sure continuity assures that the pointwise construction for each t T is measurable in t. When X has a positive continuous density f(x,t) on the interior of the rectangle X, the conditional CDF F (x x ,...,x ,t) is strictly increasing in x and continuous in all its arguments, so that an implicit function theorem
implies that the inverse function x = F (z x ,...,x ,t) is continuous in all its arguments, giving the last result of
the lemma.
Lemma 4. A necessary and sufficient condition for a random utility function over J alternatives with a multivariate CDF F(u) to have a representation U = W + J, where the components of J are independent of W and independent identically distributed Extreme Value I, is that F (-log(t ) ,...,-log(t )) be a multivariate Laplace / log P (ix,) = E {x ()1x () -x ()1x ()L (j;x,+)} -{/ log P (ix,)}{/ log P (ix,)}1
Proof: Direct computation.
Proof of Theorem 1:
Consider the random utility model U (z,s,J(7,z),/(7,s)), where J(7,z) [0,1] and * p /(7,s) [0,1] are uniformly distributed continuous random fields defined for 7 in a fundamental probability r space (6,:,%). For (z,z2) & and s S, define the set 2 A (z,z2,s) = {7$ $| U (z,s,J(7,z1),/(7,s)) -U (z2,s,J(7,z2),/(7,s)) 5/k}. that in a neighborhood of this radius U* varies by less than 1/k(z,z2,s). The almost sure continuity of J(7,z) and /(7,s) imply that the set B (z1,s) = {7$ $| sup |J(7,z*) -J(7,z1)| + sup |/(7,s*) -/(7,s)| < (z,z2,s)}, |U (z*,s*,J(7,z*1),/(7,s*)) -U (z*2,s*,J(7,z*2),/(7,s*)) 1/k. * * These neighborhoods cover the compact set & ×S. Therefore, there exists a finite subcovering. Let k* be the 2 larger of -log(/4J*) and the maximum value of k(z,z2,s) for the centers of the finite subcover. We have now established that each point (z*,z*2,s*) & ×S falls in some neighborhood in a finite cover with center (z,z2,s), 2 and satisfies U (z*,s*,J(7,z*1),/(7,s*)) -U (z*2,s*,J(7,z*2),/(7,s*)) 3/k(z,z2,s) 3/k* on a set of 7 that of a preference reversal between U and U for a pair (z ,z ) I C and s S; i.e., the set of 7$ $ and Ü such that * k 2 i j U (z ,s,J(7,z ),/(7,s)) > U (z ,s,J(7,z ),/(7,s)) and U (z ,,s,J(7,z ),/(7,s)) < U (z ,s,J(7,z ),/(7,s)). If
|U (z ,s,J(7,z ),/(7,s)) -U (z ,s,J(7,z ),/(7,s))| > 3/k*, then * * i i j j 0 > U (z ,s,J(7,z ),/(7,s)) -U (z ,s,J(7,z ),/(7,s)) = U (z ,s,J(7,z ),/(7,s)) -U (z ,s,J(7,z ),/(7,s)) + ( -)/k* k k *k *k 2 i i j j i i j j i j U (z ,s,J(7,z ),/(7,s)) -U (z ,s,J(7,z ),/(7,s)) -2/k* + ( -)/k* 1/k* + ( -)/k* , * * 2 2 i i j j i j i j and hence 1 -2 < -1/k*. The probability of this last event is (1 + e ) < /4J*, and from the previous argument k* -1 the probability that the conditioning event does not occur is at most 3/4J*. Then the probability of a preference reversal at (z ,z ,s) is at most /J*. Therefore, the probability of the event that the alternative in C that maximizes i j U differs from the alternative that maximizes U is at most J/J* . construction guarantees that with probability at least 1 -, U and U are maximized at the same alternative in * k C. Therefore, P (iz,s) from U and P (ix,) from U differ by at most . that has mean zero, component variances of one, and full rank over the specified components r, and X denotes 1/2 the component-by-component direct product. The parameterization is chosen to circumvent the problem that 1/2 a natural parameterization in terms of the standard deviations of the mixing density leads to a score that is identically zero under the null, as in Lee & Chesher (1986) and Newey & McFadden (1995 / P (ix,,) = , L (i;x,+ X)(x -x )G(d;) with x = x L (j;x,+ X), 1/2 1/2 C C i C C j C P (ix,,) = ½ , L (i;x,+ X)(x -x ) G(d;) .
Taking the limit as the 0, and using L'Hopital's rule on P (ix,,), one obtains t C / P (ix,,) = L (i;x, )(x -x ) and log P (ix,) = L (i;x, )(z -z ). before. Therefore, a LM test for the hypothesis = 0 is equivalent to a LM test for the hypothesis = 0 for the auxiliary variables z (). This test is readily computed by first estimating the base model using a simulation i procedure with specified starting seeds, then regressing (over observations and alternatives) the integer 1 on the scores / log P (ix,), vec(/ log P (ix,)), and log P (ix,) for t = 1,...T, and testing whether the sum C 1 C C r r r of squared residuals is significant according to a chi-square distribution with T degrees of freedom.
