Abstract. Nonsmooth operator equations in function spaces are considered, which depend on perturbation parameters. The nonsmoothness arises from a projection onto an admissible interval. Lipschitz stability in L ∞ and Bouligand differentiability in L p of the parameter-to-solution map are derived. An adjoint problem is introduced for which Lipschitz stability and Bouligand differentiability in L ∞ are obtained. Three different update strategies, which recover a perturbed from an unperturbed solution, are analyzed. They are based on Taylor expansions of the primal and adjoint variables, where the latter admits error estimates in L ∞ . Numerical results are provided.
Introduction
In this work we consider nonsmooth operator equations of the form
where the unknown u ∈ L 2 (D) is defined on some bounded domain D ⊂ R N , and Π [a,b] denotes the pointwise projection onto the set U ad = {u ∈ L 2 (D) : a(x) ≤ u(x) ≤ b(x) a.e. on D}.
Such nonsmooth equations appear as a reformulation of the variational inequality
Find u ∈ U ad s.t. u + G(θ)u − g(θ), v − u ≥ 0 for all v ∈ U ad . (VI θ )
Applications of (VI θ ) abound, and we mention in particular control-constrained optimal control problems. 
allows error estimates in L ∞ (D) while the other strategies do not. We therefore advocate to use update strategy (C 3 ).
As an important application, our setting accomodates linear-quadratic optimal control problems, where u is the control variable, S represents the control-to-state map associated to a linear elliptic or parabolic partial differential equation and G = S ⋆ S. Then (O θ ) are necessary and sufficient optimality conditions. We shall elaborate on this case later on.
In the context of optimal control, B-differentiability of optimal solutions for semilinear problems has been investigated in [4, 6] . We provide here a simplified proof in the linear case.
The outline of the paper is as follows: In Section 2, we specify the problem setting and recall the concept of B-differentiability. In Sections 3 and 4, we prove the Lipschitz stability of the solution map u[·] into L ∞ (D) and its B-differentiability into L p (D), p < ∞. Section 5 is devoted to the analysis of the adjoint problem, for which we prove B-differentiability into L ∞ (D). In Section 6, we discuss the application of the semismooth Newton method to the original problem and the problem associated with the derivative. We analyze the three update strategies (C 1 )-(C 3 ) in Section 7 and prove error estimates. In Section 8 we apply our results to the optimal control of a linear elliptic partial differential equation and report on numerical results confirming the superiority of the adjoint-based strategy (C 3 ).
Throughout, c and L denote generic positive constants which take different values in different locations.
Problem Setting
Let us specify the standing assumptions for problem (O θ ) taken to hold throughout the paper. We assume that D ⊂ R N is a bounded and measurable domain, N ≥ 1. By L p (D), 1 ≤ p ≤ ∞, we denote the usual Sobolev spaces on D. We write u, v to denote the scalar product of two functions u, v ∈ L 2 (D). The norm in L p (D) is denoted by · p or simply · in the case p = 2. The space of bounded linear operators from
) and its norm by · p→q .
The lower and upper bounds a, b : D → [−∞, ∞] for the admissible set are functions satisfying a(x) ≤ b(x) a.e. on D. We assume the existence of an admissible function u ∞ ∈ L ∞ (D) ∩ U ad . Hence, the admissible set
is nonempty, convex and closed but not necessarily bounded in L 2 (D). Π [a,b] denotes the pointwise projection of a function on D onto U ad , i.e.,
Finally, let Θ be the normed linear space of parameters with norm · and let θ 0 ∈ Θ be a given reference parameter. We recall two definitions: Definition 2.1. A function f : X → Y is said to be locally Lipschitz continuous at x 0 ∈ X if there exists an open neighborhood of x 0 and L > 0 such that
holds for all x, y in the said neighborhood of x 0 . In addition, f is said to be locally Lipschitz continuous if it is locally Lipschitz continuous at all x 0 ∈ X. Definition 2.2. A function f : X → Y between normed linear spaces X and Y is said to be B-differentiable at x 0 ∈ X if there exists ε > 0 and a positively homogeneous operator f
holds for all x ∈ X, where the remainder satisfies r(
The B-derivative is also called a directional Fréchet derivative, see [1] . Recall that an operator A : X → Y is said to be positively homogeneous if A(λx) = λA(x) holds for all λ ≥ 0 and all x ∈ X.
Let us specify the standing assumptions for the function g:
) satisfies the following smoothing properties with some δ > 0:
In addition, we demand that
and that
Finally, we assume that
Remark 2.3. For control-constrained optimal control problems, G = S ⋆ S where S is the solution operator of the differential equation involved. An example is presented in Section 8. If assumptions (1)-(2) and (5)-(7) hold only at a specified parameter θ 0 and (3)-(4) hold only in a neighborhood of θ 0 , the subsequent analysis remains valid locally.
In the sequel, we will need the B-derivative of a composite function. Lemma 2.4. Consider normed linear spaces X, Y, Z and mappings F : Y → Z, G : X → Y . Assume that the mapping G is B-differentiable at θ 0 ∈ X and that F is B-differentiable at G(θ 0 ). Furthermore assume that G is locally Lipschitz continuous at θ 0 and that F ′ (G(θ 0 )) is locally Lipschitz continuous at 0. Then the mapping H : X → Z defined by H = F • G is B-differentiable at θ 0 with the derivative
Proof. Applying B-differentiability of F and G we obtain
with the remainder terms r F and r G satisfying
respectively. Now let us write
Putting (2.1) and (2.2) together, we get an expression for the remainder term
Note that G ′ (θ 0 )(θ − θ 0 ) and r G are small in the norm of Y whenever θ − θ 0 is small in the norm of X. Since F ′ (G(θ 0 )) is locally Lipschitz continuous at 0, we can estimate
It remains to prove that the right-hand side, divided by θ − θ 0 X , vanishes for θ − θ 0 X → 0. This is true for r G Y . So we have to investigate r F Z :
Hence, the right-hand side vanishes for θ − θ 0 X → 0. And the proof is complete.
Combining locally Lipschitz continuity and B-differentiability, we can prove a useful continuity result for the B-derivative. Lemma 2.5. Consider normed linear spaces X, Y and the mapping G : X → Y . Let G be B-differentiable and locally Lipschitz continuous at θ 0 ∈ X. Then it holds
e. the B-derivative is continuous in the origin with respect to the direction.
Proof. By local Lipschitz continuity of G at θ 0 , there exist ǫ > 0 and L > 0 such that
Then, we have
and it follows that the right-hand side tends to zero as θ − θ 0 X → 0.
Lipschitz Stability of the Solution Map
In this section we draw some simple conclusions from the assumptions made in Section 2. We recall that our problem (O θ ) is equivalent to the following variational inequality:
We begin by proving the Lipschitz stability of solutions u[θ] with respect to the L 2 (D) norm.
Proof. Let θ ∈ Θ be given and let
hence F is strongly monotone. This implies the unique solvability of (VI θ ) and thus of (O θ ), see, for instance, [3] .
If θ ′ ∈ Θ is another parameter, then we obtain from (VI θ )
Inserting the term G(θ ′ )u − G(θ ′ )u and using the monotonicity of G(θ ′ ), we obtain
This proves the local Lipschitz continuity of u[·] at any given parameter θ: Suppose that θ and θ ′ are in some ball of radius ε around θ 0 such that, by Assumption (5),
By exploiting the smoothing properties of G(θ), this result can be strenghtened:
Proof. We use a bootstrapping argument to show that the solution
. By the properties of the projection, it follows from
We prove without loss of generality the local Lipschitz continuity of u[·] at the reference parameter θ 0 . Let θ and θ ′ be any two parameters in a ball of radius ε around θ 0 such that
Using the Lipschitz continuity of the projection, we obtain
for some c > 0 and hence the local Lipschitz stability for u[·] in L 2+δ (D) follows. Repeating this argument until 2 + nδ > p 0 , we obtain the local Lipschitz stability
B-Differentiability of the Solution Map
In this section we study the differentiability properties of the solution map u[·], which depend on the properties of the projection. We extend the results of [5] . Let us define a set I[a, b, u 0 ] by
The pointwise projection on this set is denoted by . We start with the proof of B-differentiability of the projection on the cone of non-negative functions.
And it holds
where
The claim for the case p = ∞ was proven in [5] . A counterexample was given there, which shows that the projection is not B-differentiable from
Proof of Theorem 4.1. Clearly, the function Π I[0,+∞,u0] is positively homogeneous. Let us define the function r as the remainder term
A short calculation shows that
holds, see also the discussion in [5] . It implies the estimate r(x) ≤ |u(x) − u 0 (x)|. Now suppose that 1 ≤ q < p ≤ ∞. It remains to prove
We will argue by contradiction. Assume that (4.5) does not hold. Then there exists ǫ > 0 such that for all δ > 0 there is a function u δ with u δ −u 0 p < δ and satisfying
Here, r δ is the remainder term defined as in (4.3). Let us choose a sequence {δ k } with lim k→∞ δ k = 0, u k = u δ k , and r k := r δ k . By Egoroff's Theorem, for each σ > 0 there exists a set D σ ⊂ D with meas(D \ D σ ) < σ such that the convergence u k → u 0 is uniform on D σ . It allows us to estimate
Here, the second addend needs more investigation. Let us define a subset
And we can proceed with
which is a contradiction to (4.6).
Now, we calculate the B-derivative of Π [a,b] using the chain rule developed in Lemma 2.4.
Proof. The projection Π [a,b] can be written as a composition of two projections on the set of non-negative functions as The chain rule yields the derivative
Here, we used the properties (4.1) of the projection Π I . It remains to prove that the right-hand side is equal to Π I[a,b,u0] (u − u 0 ). To this end, let us introduce the following disjoint subsets of D:
Let us denote by χ Di the characteristic function of the set D i . The projection Π I is additive with respect to functions with disjoint support, i.e.
The last equality follows from the third property of Π I in (4.1).
For the second set D 2 , we have
For the same reason, we get also
and the claim is proven.
Let us remark that the result of the last two Theorems is sharp with respect to the choice of function spaces:
for any p, as the following example shows. Take a = 0, b = +∞, D = (0, 1). We choose u 0 (x) = −1 and
otherwise.
In this case, the remainder term given by
As a side result of the previous theorem, however, we get for α ∈ (−∞, 1)
We are now in the position to prove B-differentiability of the solution mapping u[θ] of our non-smooth equation (O θ ).
is the unique solution of the non-smooth equation Now, let us take θ 1 ∈ Θ and
Let us investigate the difference u 1 − u 0 . We obtain by B-differentiability of the projection from
(4.9)
The remainder term r 1 satisfies
, G, and g, we get
Hence, we find for the remainder term
Let us rewrite (4.9) as
with a remainder term r *
We can interpret u r := u 1 − u 0 − r 1 as the solution of the non-smooth equation
So we can estimate
Using the assumptions on G, we obtain by Lemma 2.5
, see Proposition 3.2. Both properties imply
Combining (4.11)-(4.13) yields in turn
Finally, we have
p + r 1 p and consequently by (4.10) and (4.14) 
Proof. Here, we will follow the steps of the proof of the previous theorem. Let α be less than 1. The limiting factors in the proof are the remainder terms r 1 and r * 1 . We obtain for r 1 and r * 1 due to Remark 4.4 the property
Combining these with estimates (4.12)-(4.15) completes the proof.
Properties of the Adjoint Problem
In this section we investigate an adjoint problem defined by
If we interpret (O θ ) as an optimal control problem with control constraints, see 
2)
Proof. Due to the linearity of G, the B-derivative of H(θ) := G(θ)u[θ] at θ 0 , in the direction of θ, can be written as
D). The formula (5.2) is obtained by differentiating equation (D θ ).
We now discuss the use of the derivative of φ[θ] to obtain an update rule for the primal variable u[θ]. Suppose that u 0 = u[θ 0 ] and φ 0 = φ[θ 0 ] are the solutions of the primal and dual problems at the reference parameter θ 0 . We use the following construction as a first-order approximation of u[θ]:
We can prove that the L ∞ -norm of the remainder u[θ] −ũ[θ 0 , θ − θ 0 ], divided by θ − θ 0 , vanishes as θ → θ 0 . This is a stronger result than can be obtained using merely the B-differentiability. There, the remainder
vanishes only in weaker L
p -norms. We refer to Section 7 for a comparison of this advanced update rule with the conventional rules (C 1 ) and (C 2 ).
Proof. By construction, we have
We know already by Theorem 5. On the other hand, it is also easily possible to obtain φ
Hence the a posteriori computation of φ ′ involves only the application of G and G ′ and it is not necessary to solve any additional non-smooth equations. For optimal control problems the quantity φ ′ [θ 0 ](θ − θ 0 ) is closely related to the adjoint state of the problem belonging to u ′ [θ 0 ](θ − θ 0 ).
Computation of the Solution and its Derivative
In this section we address the question how to solve problem (O θ ) for the nominal parameter θ 0 and the derivative problem (O ′ θ0;θ ) algorithmically. In the recent past, generalized Newton methods in function spaces have been developed [2, 9] , where a generalized set-valued derivative plays the role of the Fréchet derivative in the classical Newton method. The semismooth Newton concept can be applied here, in view of the smoothing properties of the operator G(θ 0 ).
Let us consider the following nonsmooth equation:
It is easy to check that (6.1) holds if and only if u solves (O θ ) at θ 0 .
Following [2], we infer that F is Newton differentiable as a map from
The usual norm gap in the min and max functions is compensated by the smoothing properties of G(θ 0 ). The generalized derivative of F is set-valued, and we take
as a particular choice. Here,
are the so-called active and inactive sets, and χ A is the characteristic function of a measurable set A. A generalized Newton step F ′ (u) δu = −F (u) can be computed by splitting the unknown δu into its parts supported on the active and inactive sets. Then a simple calculation shows that
Proof. We only need to verify that the step on the inactive set I(u) is indeed uniquely solvable. This follows from the strong monotonicity of G(θ 0 ) + I, considered as an operator from L 2 (I(u)) to itself, compare the proof of Lemma 3. By the previous lemma, the generalized Newton iteration is well-defined. For a convergence analysis, we refer to [2, 9] . For completeness, we state the semismooth Newton method for problem (O θ ) below (Algorithm 1). Note that the dual variable Algorithm 1 Semismooth Newton algorithm to compute u 0 and φ 0 .
Set u n+1 := u n + δu 9:
10:
Set n := n + 1 12: end while 13: Set u 0 := u n and φ 0 := φ n φ 0 appears naturally as an auxiliary quantity in the iteration, so it is available at no extra cost. With minor modifications, the same routine solves the derivative
Similarly as before, we consider the nonsmooth equation 
so each can be computed from the other. 
Set u n+1 := u n + δu 10:
Set n := n + 1 13: end while
Update Strategies and Error Estimates
In this section, we analyze three different update strategies for the solution of (O θ ). Suppose that θ 0 ∈ Θ is a given reference parameter, and that u 0 = u[θ 0 ] is the unique solution of (O θ ) associated to this parameter. Our goal is to analyze strategies to approximate the perturbed solution u[θ] using the known reference solution u 0 and derivative information u
. Such strategies are particularly useful if they provide a reasonable approximation of the perturbed solution at lower numerical effort than is required by the repeated solution of the perturbed problem. We will see below that our strategies fulfill this condition to some degree. However, the full potential of these update schemes can only be revealed in nonlinear applications, where the solution of the derivative problem is significantly less expensive then the solution of the original problem. This deserves further investigation.
The three strategies we are considering are:
Apparently, all of the above yield approximations of u[θ] in the vicinity of θ 0 . Our main result is:
Theorem 7.1. The update strategies (C 1 )-(C 3 ) admit the following approximation properties:
Strategies (C 2 ) and (C 3 ) yield feasible approximations, i.e., C i (θ) ∈ U ad for i = 2, 3.
The error term for (C 2 ) is not larger than the term for (C 1 ).
Proof. Equation (7.1) follows immediately from the B-differentiability result for u[·], Theorem 4.5. For the second strategy, we have
by the Lipschitz property of the projection, and the result follows as before. Finally, (7.3) was proven in Corollary 5.3.
Corollary 7.2. Strategies (C 1 )-(C 3 ) admit the following approximation property:
Proof. For strategy (C 1 ), the claim was proven in Lemma 4.7 with α = 0. For (C 2 ), we estimate as in the proof of Theorem 7.1 and obtain
The claim for (C 3 ) follows directly from (7.3). In the next section, our findings are supported by numerical experiments.
Applications in Optimal Control
In this section, we present some applications of our results in the context of optimal control and report on numerical experiments. As an example, we treat a class of elliptic boundary control problems. The case of distributed control is simpler and therefore omitted. Numerical results are given which illustrate the performance of the update strategies analyzed in Section 7 and support the superiority of scheme (C 3 ).
Boundary Control of an Elliptic Equation.
Let us suppose that Ω ⊂ R N , N ∈ {2, 3} is a bounded domain with Lipschitz continuous boundary Γ. We define the elliptic differential operator
such that A is uniformly elliptic, i.e., y ⊤ A(x)y ≥ ̺|y| 2 holds uniformly in Ω with some ̺ > 0. We consider the elliptic partial differential equation with boundary control Ay + c 0 y = 0 on Ω
It is well known that (8.1) has a unique solution y = Su for every u ∈ L 2 (Γ). The adjoint operator S ⋆ maps a given f to the trace of the unique solution of
Lemma 8.1 (see [8] ). The following are bounded linear operators:
We set D = Γ and consider the elliptic boundary optimal control problem:
with γ > 0. For the parameter space, i.e., desired states, it is sufficient to choose Θ = L 2 (Ω) in order to satisfy the assumptions of Section 2. It is well known that for any given θ ∈ Θ, a necessary and sufficient optimality condition for (E θ ) is
which fits our setting (O θ ) with the choice
Using Lemma 8.1, one readily verifies the conditions of Section 2. Note that
is the usual adjoint state belonging to problem (E θ ), which satisfies (8.2) with f = −(Su[θ] − θ).
Numerical Results.
We will verify our analytical results by means of the following example: We consider as a specific choice of (8.1) −∆y + y = 0 on Ω ∂y ∂n = u on Γ
on Ω = (0, 1) × (0, 1). As bounds, we have a = −10 and b = 2. The control cost factor is γ = 0.1 and the nominal parameter is θ 0 (x 1 , x 2 ) = x 2 1 + x 2 2 . The discretization is carried out with piecewise linear and globally continuous finite elements on a grid with 3121 vertices and 5600 triangles, which is refined near the boundary of Ω, see Figure 8 .1. We refer to the corresponding finite element space as V h ⊂ H 1 (Ω) and its restriction to the boundary is B h . During the optimization loop (Algorithm 1), the discretized variables u and φ are taken as elements of B h while the intermediate quantities Su as well as the adjoint state −S ⋆ (Su−θ), before restriction to the boundary, are taken in V h . The computation of the active sets in the generalized Newton's method is done in a simple way, by determining those vertices of the given grid at which φ ≥ b (or ≤ a) are satisfied.
As a caveat, we remark that our convergence results (7.1)-(7.3) for the update strategies (C 1 ) through (C 3 ) cannot be observed when all quantities are confined to any fixed grid. The reason is that in this entirely static finite-dimensional problem, all L p -norms are equivalent and hence the numerical results show no difference in the approximation qualities of the different strategies.
In order to obtain more accurate results while keeping a fixed grid for the ease of implementation, we apply three postprocessing steps during the computation, see [7] . The exact procedure used is outlined below as Algorithm 3 and we explain the individual steps. Once the nominal solution u 0 ∈ B h is computed as described above (step 1:), the final u 0 ∈ B h is obtained by a postprocessing step, i.e., by a pointwise exact projection of the piecewise linear function φ 0 ∈ B h to the interval [a, b] , observing that the intersection of φ 0 with the bounds does not usually coincide with boundary vertices of the finite element grid (step 2:). The nominal solution is shown in Figure 8 .1 and 8.2. 
as in (7.1)-(7.3). In the enumerator, the L p (Γ) norms for p ∈ {2, ∞} are used. The scales in Figure 8 .3 are doubly logarithmic and they are the same for each of the plots.
Using the procedure for the discretized problems outlined in Algorithm 3, we observe the following results:
(1) The approximation error for strategy (C 2 ) is indeed smaller (approximately by a factor of 2) than the error using strategy (C 1 ), see Figure 8 .3 (first and second row), as expected from Theorem 7.1. 3) (right) in different L p (Γ) norms, plotted against the size of the perturbation θ i − θ 0 2 in a double logarithmic scale. Top row refers to strategy (C 1 ), middle row to (C 2 ), bottom row to (C 3 ). In each plot, the upper line corresponds to p = ∞, the lower to p = 2.
