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We analyze canonical fermion determinants, i.e., fermion determinants projected to a ﬁxed quark num-
ber q. The canonical determinants are computed using a dimensional reduction formula and are studied
for pure SU(3) gauge conﬁgurations in a wide range of temperatures. It is demonstrated that the center
sectors of the Polyakov loop very strongly manifest themselves in the behavior of the canonical deter-
minants in the deconﬁned phase, and we discuss physical implications of this ﬁnding. Furthermore the
distribution of the quark sectors is studied as a function of the temperature.
© 2011 Elsevier B.V. Open access under CC BY license.1. Introductory remarks
With the heavy ion experiments at RHIC, LHC and FAIR, Quan-
tum Chromodynamics with temperature and non-vanishing density
is currently a focus of attention. Of particular interest are non-
perturbative results for several questions, such as obtaining infor-
mation about the phase diagram, characterization of the different
phases, and a possible understanding of the mechanisms that drive
the various transitions. In principle lattice QCD allows for such
a non-perturbative approach, but numerical simulations at ﬁnite
density are plagued by serious phase cancellation problems.
Recently the canonical approach, where one works with a ﬁxed
net quark number, was addressed in various papers [1–10]. The
connection between the conventional grand canonical determinant
with a chemical potential and the canonical approach can be made
with a fugacity expansion where the expansion coeﬃcients are the
canonical determinants, i.e., fermion determinants projected to a
ﬁxed net quark number. Using a recently proposed dimensional re-
duction for the fermion determinant [6] we can numerically eval-
uate canonical determinants eﬃciently and study their properties.
Canonical determinants are not only objects that might provide
new and more eﬃcient strategies for simulating lattice QCD with
ﬁnite density, but also have interesting properties themselves. In
particular they transform in a simple way under center rotations
– a symmetry that is of crucial importance for understanding the
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Open access under CC BY license.high temperature phase transition of pure gauge theory. In this ar-
ticle we analyze the inﬂuence of center symmetry and its breaking
for the canonical fermion determinants and study the distribution
of the quark number as a function of temperature.
2. Canonical fermion determinants and dimensional reduction
In this article we work with Wilson’s lattice Dirac operator
D(μ) with chemical potential μ on lattices of size L3 × β , where
β is the inverse temperature in lattice units, i.e., the number of
lattice sites in time direction (see [6] for the details of our conven-
tions). The grand canonical partition sum Zgc is obtained as the
path integral over gluon (U ) and quark (q, q¯) degrees of freedom,
Zgc =
∫
D[U ,q, q¯]e−SG [U ]−S F [U ,q,q¯]
=
∫
D[U ]e−SG [U ] det[D(μ)]N fgc , (1)
where SG and S F denote the gauge and fermion (including μ)
parts of the action. In the second step we have integrated out the
N f ﬂavors of quarks and obtained the grand canonical fermion de-
terminant det[D(μ)]gc . The grand canonical fermion determinant
can be represented as a fugacity series,
det
[
D(μ)
]
gc =
∑
q
eqμβ det[D](q), (2)
where the sum runs over integer valued quark numbers q ∈
[−6L3,+6L3]. The expansion coeﬃcients det[D](q) are the canon-
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tion with respect to an imaginary chemical potential,
det[D](q) = 1
2π
π∫
−π
dϕ e−iqϕ det
[
D(μ = iϕ/β)]gc. (3)
Exploring the generalized γ5-hermiticity, γ5D(μ)γ5 = D(−μ)†,
one ﬁnds the relation det[D](−q) = (det[D](q))∗ between canoni-
cal determinants with positive and negative quark numbers q. For
vanishing quark number q = 0 the canonical determinant is real,
i.e., det[D](0) ∈ R.
The grand canonical determinant det[D(μ)]gc is a gauge in-
variant object and as such is built from products of closed loops
of gauge links on the lattice. The projection (3) to a ﬁxed quark
number q selects the subset of loops with a net winding num-
ber of q. This implies that the canonical determinant det[D](q) is
made from loops with a net winding number of q and thus trans-
forms in a simple way under center rotations, where at a ﬁxed
time slice x∗4 all temporal links are multiplied by a ﬁxed element
z of the center Z3 = {1, ei2π/3, e−i2π/3} of the gauge group, i.e.,
U4(x, x∗4) → zU4(x, x∗4). The transformation law is
det[D](q) −→ zq det[D](q) = zqmod3 det[D](q), (4)
i.e., det[D](q) picks up a phase which depends on the quark num-
ber q.
Using a domain decomposition technique it was shown [6] that
the grand canonical fermion determinant may be rewritten exactly
in a dimensionally reduced form,
det
[
D(μ)
]
gc = A0 det
[
1− H0 − eμβH+ − e−μβH†+
]
. (5)
Here A0 is a real factor which depends only on the background
gauge ﬁeld conﬁguration but is independent of the chemical po-
tential μ. H0 = H†0, and H+ are matrices that are built from prop-
agators on the domains of the lattice and live on only a single time
slice (see [6] for details). Thus the determinant in (5) is dimension-
ally reduced, i.e., the determinant is taken over a matrix with 12V
rows and columns, where V is the spatial volume and the fac-
tor 12 comes from the color and Dirac indices. We will explore the
dimensional reduction formula (5) to speed up the numerical eval-
uation of the canonical determinants with the Fourier integral (3).
We remark at this point that recently [8] a complete factorization
of the μ-dependence of the determinant was presented also for
the case of Wilson fermions – for staggered fermions such a result
has been known before [9]. After the complete diagonalization of
a reduced matrix this may be used to evaluate the determinant for
arbitrary many values of ϕ and a very eﬃcient determination of
the Fourier integral (3) with high precision may become possible.
3. Setting of the numerical analysis
In this Letter we study numerically the properties of the canon-
ical determinants det[D](q) using quenched ﬁnite temperature con-
ﬁgurations on 63 × 4,83 × 4 and 103 × 4 lattices. We work with
the Lüscher–Weisz gauge action [11] and for an estimate of the
scale we in some places use the lattice spacing determined in [12]
from the Sommer parameter. Our temperatures range between
0.7Tc and 1.43Tc , where we use the critical temperature deter-
mined in [13]. For the update we use a mix of overrelaxation
and Metropolis sweeps combined with a random center rotation to
update this symmetry of the quenched theory. The bare mass pa-
rameter of the Dirac operator was set to m = 100 MeV. All errors
we show are statistical errors determined with single elimination
Jackknife.The canonical determinants det[D](q) were computed by nu-
merically evaluating the Fourier representation (3). In the Fourier
integral we use the representation (5), which has the advantage
that the μ-dependent part is a determinant which is dimension-
ally reduced and thus allows for a numerical evaluation which
is of O(β3) = O(64) times faster (the terms H0 and H+ were
pre-calculated and stored in memory). The numerical evaluation
of the Fourier sums was done with 64 values of ϕ in the in-
terval [−π,+π ] using interpolation techniques. The logarithm of
det[D]gc exhibits a smooth behavior. We thus ﬁrst ﬁtted it with
local cubic spline functions. The exponential of this interpolating
function was then used as weight in the integral (3) leading to the
Fourier coeﬃcients. The integral was performed with the adaptive
trapezoidal rule. In various tests this approach turned out to be the
most stable and reliable one.
The correct implementation and accuracy of the evaluation of
the canonical determinants can be checked by comparing the fu-
gacity expansion (2) with a direct evaluation of det[D(μ)] for
individual gauge conﬁgurations. This test was implemented using
canonical determinants det[D](q) with quark numbers up to q = 10
in the fugacity expansion. With a cut of q = 10, for most of the
conﬁgurations one can reproduce det[D(μ)] with very good accu-
racy for a large range of parameter values: For temperatures up
to Tc the relative error typically ranges from 10−7 to 10−2 for
aμ ∈ [0,0.2], with the best results for smaller μ and the lower
temperatures. This behavior is to be expected, since both, increas-
ing the temperature or the chemical potential, populates higher
quark numbers q and terms from q-values larger than our maximal
value of q = 10 become important. For that reason, above Tc the
fugacity expansion with only terms up to q = 10 reproduces the
grand canonical determinant only with poor accuracy. We stress
that this is not a problem in principle, since for different (dynam-
ical) conﬁgurations (results will be reported elsewhere), where we
worked with 256 intermediate values in the Fourier integral and
used terms up to q = 40, the fugacity expansion reproduces the
grand canonical determinant very accurately also in the deconﬁned
phase.
We remark at this point, that we experimented also with a per-
turbative approach [6] for computing the canonical determinants
det[D](q) based on (5), and an alternative Fourier-based expansion
suggested in [2]. Both expansions necessarily have to be cut at
some order, and we found that for larger values of q, where the
cut has to be set to higher values, the two expansion methods are
not competitive with the Fourier method combined with dimen-
sional reduction. The problem is most severe for high temperatures
and larger volumes where contributions from high quark numbers
q are important.
4. Center properties of the canonical determinants
We begin our analysis of the canonical determinants by show-
ing in Fig. 1 scatter plots of the values of det[D](q) in the complex
plane. We compare q = 0,1, . . . ,5 on 83 × 4 lattices at two differ-
ent values of the gauge coupling, giving rise to an ensemble in the
center symmetric phase and one above Tc . The statistics is 1000
conﬁgurations for both temperatures, and in the T > Tc data points
we distinguish the phase θP of the Polyakov loop of the underlying
conﬁguration. Above Tc the Polyakov loop shows the well-known
pronounced concentration near the center phases eiθP ∼ 1, ei2π/3
or e−i2π/3. We refer to the three subsets of gauge conﬁgurations
with Polyakov loop phases eiθP near these three values as the real
and the complex center sectors.
The plots demonstrate that the canonical determinants clearly
distinguish between the center symmetric phase below Tc (top set
of plots in Fig. 1) and the center broken phase (bottom, T > Tc). In
E. Bilgici et al. / Physics Letters B 697 (2011) 85–89 87Fig. 1. Scatter plots in the complex plane for the canonical fermion determinants det[D](q) for q = 0,1,2, . . . ,5 in the center symmetric phase (top set of plots, T = 0.7Tc )
and the center broken phase (bottom, T = 1.43Tc ). The data are from 1000 conﬁgurations on our 83 × 4 lattices, and for the T > Tc data we also indicate to which center
sector the underlying gauge conﬁguration belongs; we use the phase θP of the Polyakov loop to deﬁne the sector.the center symmetric phase the values of the canonical determi-
nants scatter isotropically around the origin and the absolute val-
ues are small compared to the ones found above Tc . In the center
broken phase for q mod 3 = 0 we observe the characteristic center
pattern familiar from the Polyakov loop. This behavior may be un-
derstood as a consequence of the transformation properties (4) of
det[D](q) under center rotations, which either transform trivially (if
q mod 3 = 0), in the same way as the Polyakov (if q mod 3 = 1),
or as the conjugate Polyakov loop (if q mod 3 = 2). Thus one may
expect that the canonical determinants det[D](q) with q mod 3 = 0
behave similar to the Polyakov loop and the plots in Fig. 1 conﬁrm
this expectation (note the information on the center sectors of the
underlying gauge conﬁguration which we encode in the different
symbols used for T > Tc). We stress that the center pattern above
Tc for small values of q is much sharper than for the Polyakov
loop on a lattice of same size. This is due to the fact, that many
different loops and their products with total winding number q
contribute to det[D](q) and their self-averaging makes the cen-ter pattern more pronounced. A similar effect was found for the
dual chiral condensate which also consists of sets of loops with
a common net winding number [14–16]. We stress at this point
that below Tc , where the center symmetry is unbroken, the trans-
formation law (4) implies that det[D](q) = 0, unless q mod 3 = 0.
For canonical determinants with vanishing triality a non-isotropy
in the distribution – which is however hard to spot in the scat-
ter plots – can give rise to a non-zero value also below Tc . This
property reﬂects the fact that the baryon number has to be inte-
ger and fractional baryon number, i.e., colored degrees of freedom,
may emerge only in the high temperature phase where the center
symmetry is spontaneously broken.
Let us now discuss an important consequence of the strong
center pattern observed in the canonical determinants. The tran-
sition from the real center sector to the sector with θP  2π/3
may be implemented by a center rotation of the gauge conﬁgu-
ration with z = exp(i2π/3) ∼ exp(iθP ), and equivalently for the
other complex center sector. According to Eq. (4) the canonical
88 E. Bilgici et al. / Physics Letters B 697 (2011) 85–89Fig. 2. The average modulus of the determinant normalized relative to the q = 0 case, 〈|det[D](q)|〉/〈det[D](0)〉, as a function of q. In the l.h.s. plot we show the results for
temperatures up to Tc , and in the r.h.s. plot the results for temperatures above Tc . As we discuss in the text, the width of the distribution is related to the quark number
susceptibility evaluated at μ = 0. The data are from our 83 × 4 ensembles.Table 1
Results for 〈|det[D(μ)]|〉G in the real and complex center sectors at various values
of the chemical potential μ for our 83 × 4, T = 1.43Tc ensemble.
aμ θP  0 θP ∼ ±2π/3
0.00 0.175(15) × 1059 0.45(13) × 1053
0.05 0.212(19) × 1059 0.43(14) × 1053
0.10 0.379(36) × 1059 0.37(14) × 1053
0.20 0.447(51) × 1060 0.26(17) × 1053
0.40 0.109(27) × 1066 0.47(47) × 1053
0.60 0.48(27) × 1079 0.11(11) × 1055
determinants transform as det[D](q) → zq det[D](q) under this ro-
tation. Using this in the fugacity expansion (2) we obtain for the
grand canonical determinant in the different center sectors,
det
[
D(μ)
]
gc
∣∣
z =
∑
q
zq det[D](q)eμqβ. (6)
Exploring this equation we now discuss that in the high temper-
ature phase the grand canonical determinant must behave quite
differently in the different center sectors. Let us ﬁrst consider the
real center sector where z = 1. Then the fugacity expansion (6)
is a sum of essentially real and positive terms. The fact that for
θP = 0 the det[D](q) are essentially real and positive follows from
the scatter plots in Fig. 1.
The complex center sectors, on the other hand, are character-
ized by θP  ±2π/3. As discussed in the last paragraph, these
phases can also be obtained from the real sector by a center ro-
tation with z = exp(±i2π/3). Inserting these values of z into (6)
leads to relative complex phases in the fugacity expansion and
thus to cancellations. Consequently one expects that the values
of the grand canonical determinant are smaller for the complex
Polyakov loop sectors.
In order to study this effect we analyzed the expectation value
of the modulus of the grand canonical determinant, 〈|det[D(μ)]|〉G ,
again dividing the gauge conﬁgurations into the three center sec-
tors. 〈.〉G denotes the expectation value of pure gauge theory. Ta-
ble 1 shows the corresponding results for T = 1.43Tc . It is obvious
from the table, that for the complex center sectors the average
size of the grand canonical determinant is several orders of mag-
nitude smaller than for the real center sector. Thus the latter sector
receives a much larger weight in the path integral and thus is
selected by the system in the high temperature phase. In other
words, in full QCD the pure gauge conﬁgurations are weighted
with the determinants and thus the θP = ±2π/3 sectors are sup-pressed. When analyzing 〈|det[D(μ)]|〉G at low temperature, we
found essentially no discrepancy between the three center sectors.
We conclude that in the high temperature phase the selection of
the real center sector in the dynamical case can be understood as
a consequence of the center symmetry properties of the canonical
determinants.
5. Size distribution properties of canonical determinants
Analyzing scatter plots we established interesting properties for
the phase distribution of the canonical determinants at high tem-
perature, which, as we illustrated, is related to center symmetry.
Now we demonstrate that also the modulus of the canonical de-
terminants shows an interesting behavior.
We begin our discussion with Fig. 2, where we plot the aver-
age over the modulus of the canonical determinants 〈|det[D](q)|〉/
〈det[D](0)〉G as a function of q, normalized relative to the q = 0
determinant (which is real). In other words we study the aver-
age size of the canonical determinant for different q. In the l.h.s.
panel of Fig. 2 we show for the 83 × 4 ensembles the results in
the low temperature phase, while the r.h.s. is for high tempera-
ture. The distributions are symmetric around q = 0 (as they must
be since det[D](−q) = (det[D](q))∗) and show a Gaussian-like be-
havior as a function of q. The distribution is rather narrow for the
lowest temperature (T = 0.7Tc ) and widens as the temperature is
increased. Above Tc (r.h.s. panel) the widening of the distribution
with increasing T saturates, and the width of the Gaussian remains
almost constant above Tc .
In order to analyze the behavior of the width of the distri-
bution of det[D](q) , we ﬁt the data of Fig. 2 with a Gaussian
exp(−q2/2σ 2) where the width σ is the ﬁt parameter. Fig. 3
shows how σ 2/L3, i.e., the width squared normalized by the spa-
tial volume behaves as a function of T . The data show a strong
increase of σ 2/L3 near the critical temperature Tc . The increase is
more pronounced for the 83×4 lattice and smoother for the 63×4
data – the well-known rounding of critical behavior for ﬁnite vol-
ume. Our 103 × 4 result agrees well with the 83 × 4 data.
Let us now attempt an interpretation of the width σ using a
simple model: In Fig. 1 we found that for gauge conﬁgurations in
the real center sector the results for the canonical determinants
det[D](q) are either very small (below Tc ) or are close to the pos-
itive real axis (above Tc), such that we can ignore the phases of
the canonical determinants det[D](q) and identify 〈det[D](q)〉G ∼
〈|det[D](q)|〉G . Furthermore, as we have illustrated in Table 1, the
E. Bilgici et al. / Physics Letters B 697 (2011) 85–89 89Fig. 3. The square of the width of the distribution of the det[D](q) normalized by
the spatial volume, σ 2/L3, as a function of temperature.
contribution of the complex center sectors is highly suppressed.
Using the Gaussian from the last paragraph we ﬁnd 〈det[D](q)〉G ∼
〈det[D](0)〉G exp(−q2/2σ 2). Combining this with the fugacity ex-
pansion (2) and Z(μ) = 〈det[D(μ)]〉G for the grand canonical par-
tition sum, we ﬁnd χq = β−2∂/∂μ2 ln Z = σ 2. In other words, the
width of the distribution of the det[D](q) is related to the quark
number susceptibility χq evaluated at μ = 0, and Fig. 3 shows that
σ 2 indeed behaves as one expects for χq . In particular χq is an ex-
tensive quantity and the results for χq/L3 = σ 2/L3 from different
volumes should agree. Given the small volumes we can work with,
Fig. 1 illustrates this behavior rather well. This interpretation of
σ 2 ∼ χq of course ignores the back-reaction of the fermions which
is absent in our quenched gauge ensembles (compare the conclud-
ing discussion).
6. Summary and outlook
In this article we discuss the numerical evaluation and proper-
ties of canonical fermion determinants using Wilson fermions on
pure SU(3) conﬁgurations at ﬁnite temperature. We obtain a con-
siderable speedup in the evaluation of the canonical determinants
by implementing a domain decomposition approach which leads
to a dimensional reduction of the fermion determinant [6].
We evaluate the canonical determinants with quark numbers
q ∈ [−10,10], which for our lower temperatures and not too large
chemical potential is suﬃcient for a very accurate representation
of the grand canonical determinant through the corresponding fu-
gacity expansion. The obtained accuracy of the fugacity expansion
is an important test for the correctness of our implementation. For
larger chemical potential and high temperatures larger values of
the quark number q would be needed in the fugacity representa-
tion.
We then explore the physical properties of the canonical de-
terminants. Scatter plots of the canonical determinants show that
at low temperature the determinant values are small compared
to high temperatures and that they are distributed isotropically
in the complex plane. In the high temperature phase we observe
a pronounced center pattern for the canonical determinants and
show that this pattern behaves exactly as expected from the cen-
ter transformation properties of the canonical determinants. Based
on the observation that the center symmetry is so strongly man-ifest in the canonical determinants, we explain and numerically
conﬁrm that the grand canonical determinant is much smaller for
high temperature gauge conﬁgurations with complex phases of the
Polyakov loop. Thus the fact that the Polyakov loop comes out real
in dynamical simulations may be understood as a consequence of
center symmetry and its breaking.
Analyzing the distribution of the canonical determinants as a
function of the quark number, we ﬁnd for low temperatures a
Gaussian-like shape which widens as the temperature is increased.
Using a simple model description we relate the width of the dis-
tribution to the quark number susceptibility at μ = 0.
An important caveat must be kept in mind: The numerical re-
sults were obtained using ensembles from pure gauge theory and
thus a back-reaction of the fermions or of the chemical potential
is not taken into account in this analysis. In particular the distri-
bution of the quark sectors will change. Other aspects, such as the
center properties which are based on geometry (winding classes
of loops) may be expected to be universal. In order to understand
the back-reaction of the fermions a study where we explore the
properties of canonical determinants in conﬁgurations from a sim-
ulation with dynamical fermions is in preparation.
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