Abstract-It is known that for memoryless sources, the average and maximal redundancy of fixed-to-variable length codes, such as the Shannon and Huffman codes, exhibit two modes of behavior for long blocks. It either converges to a limit or it has an oscillatory pattern, depending on the irrationality or rationality, respectively, of certain parameters that depend on the source. In this paper, we extend these findings, concerning the Shannon code, to the case of a Markov source. We provide a precise characterization of the convergent versus oscillatory behavior of the Shannon code redundancy for a class of irreducible, periodic, and aperiodic, Markov sources. These findings are obtained by analytic methods, such as Fourier/Fejér series analysis and spectral analysis of matrices.
I. INTRODUCTION

R
ECENT years have witnessed a resurgence of interest in redundancy rates of lossless coding, see, e.g., [1] , [4] , [9] , [12] , [14] , [16] , [19] . In particular, in [19] Szpankowski derived asymptotic expressions of the (unnormalized) redundancy , which is the total excess average code length beyond the entropy, as a function of the block length , for the Shannon code, the Huffman code, and other codes, focusing primarily on the binary memoryless source (BSS), parametrized by -the probability of "1." An irregular behavior of was revealed in [19] , especially in the cases of the Shannon code and the Huffman code: when is irrational, converges to a constant (which is 1/2 for the Shannon code), as . When is rational, has a non-vanishing oscillatory term whose fundamental frequency and amplitude depend on the source statistics. More precisely, confining attention to the Shannon code, in [19] the redundancy (1) was analyzed for large , assuming that the source is a BSS. An extension (see also [12] ) of the result of [19] to a general -ary alphabet memoryless source, with letter probabilities , yields all are rational otherwise (2) where , , , is the fractional part of a real number (i.e., ), and is the smallest common multiple of all denominators of the rational numbers when presented as ratios between two relatively prime integers. This behavior was related in [12] to wave diffraction patterns of scattering from partially disordered media, where the existence/nonexistence of Bragg peaks depends on the rationality/irrationality of certain optical distance ratios.
Our goal here is to extend these findings to irreducible Markov sources. In doing so, we also provide a more complete analysis than in [12] and [19] . As will be seen, the extension to the Markov case is nontrivial, both from the viewpoint of the conditions for oscillatory behavior and from the aspect of the asymptotic expression of in the oscillatory mode. These depend strongly on the dominant eigenvalues and on the detailed structure of the matrix of transition probabilities. For example, in the oscillatory mode, unlike the memoryless case, where there is only one oscillatory term, in the Markov case, there are contributions from multiple oscillatory terms, and in the convergent mode, may converge to a constant other than 1/2 (see Example 2 below). Moreover, it turns out that the behavior of the redundancy depends on important dynamical properties of the Markov chain, such as reducibility/irreducibility and periodicity/aperiodicity.
We should point out that minimax redundancy and regret for the class of Markov sources were studied in the past-see, e.g., [9] , [14] . Interestingly, the minimax regret for memoryless and Markov sources does not exhibit the two-mode behavior of either convergent or oscillatory mode [4] . This dichotomy, of convergent versus oscillatory behavior, with dependence on rationality/irrationality of certain parameters, is a well-recognized phenomenon in mathematics and physics, ranging across a large variety of areas, including renewal theory, ergodic theory [6] , 0018-9448 © 2013 IEEE local limit theorems, and large deviations for discrete distributions [2] , [5] . This phenomenon was also observed in information theory [3] , [6] , [17] , [19] , but explored in some depth in recent work on discrete structures arising in analysis of algorithms [20] and information theory [4] , [20] .
Finally, we would like to draw the reader's attention to the fact that the analysis technique in this paper is potentially applicable for similar statistical analyzes in the context of other types lossless compression codes, like the optimum Huffman code (as a possible extension of some of the results in [19] The statistical analysis here can be helpful in analyzing the performance degradation due to round-off errors (see, e.g., [15] ). This has been one of the motivations for intensive research on mismatched decoding in general. 4) Analysis of digital trees and Lempel-Ziv schemes [8] as well as joint string complexity [10] for Markov sources. We should point out, however, that the rationality conditions in [8] and [10] are slightly different than here.
II. FORMULATION AND RESULTS FOR POSITIVE TRANSITION MATRICES
Throughout this paper, random variables will be denoted by capital letters (e.g., ), specific values they may take will be denoted by the corresponding lower-case letters (e.g., ), and their alphabets will be denoted by the corresponding calligraphic letters (e.g., ). Random vectors of length (e.g., ) will be denoted by capital letters superscripted by (e.g., ), and specific values of these vectors (e.g., ) will be denoted by lower-case letters superscripted by (e.g., ). Finally, the set of vectors of length , with components taking on values in , will be denoted by . Logarithms will always be understood to be taken w.r.t. the base will denote the indicator function. Consider a source sequence , ( positive integer), , governed by a first-order Markov chain with a given matrix of state-transition probabilities . The initial state probabilities will be denoted by ,
. The stationary state probabilities will be denoted by ,
. Denoting the probability of under this Markov source by , the redundancy of the Shannon code is (3) where denotes the expectation operator w.r.t. . Our main result in this section is the following (the proof appears in Section III).
Theorem 1: Consider the Shannon code of block length for a Markov source with a given vector of initial state probabilities and a positive state transition matrix . Define 
and (7) where and is the smallest common integer multiple of the denominators of , when each one of these numbers is represented as a ratio between two relatively prime integers. Then, there exists a positive sequence , which depends only on the source parameters, such that is upper bounded and lower bounded as follows: (8) (9) It should be pointed out that the choice of the index 1 in the conditioning of and , that appear in the definition of and in (6), is arbitrary. One may choose any other index in , as long as it is the same index in both places in the expression of , as well as in the second and third terms in the square brackets of (6) . Also, in (6) can be replaced independently by for any . Discussion: The theorem tells that in the oscillatory mode, asymptotically coincides with for most large values 1 of , provided that is irrational. This happens because if is irrational, then by Weyl's equidistribution theorem [11] , the sequences are uniformly distributed modulo 1 (i.e., their fractional parts fill the unit interval with a uniform density as exhausts the positive integers). Thus, for every fixed , for a fraction of the values of . This means that for , the 1 The statement " asymptotically coincides with for most large values of " means that for every , the fraction of values of , within the range , for which , tends to zero as . , is an asymptotic approximation of the probability that falls near an integer. The reason for this "uncertainty" around the integers is that these are the discontinuity points of , where convergence of trigonometric polynomials cannot be uniform. 2 These issues were admittedly overlooked 3 in [12] and [19] . The essential results therein are nonetheless reconfirmed here as a special case, upon carrying out a rigorous analysis.
The expression of the oscillatory case may not be appear intuitive. In [13, pp. 7-8] , an attempt is made to give some insight on this. Consider next the following example for using Theorem 1.
Example 1: Consider a Markov source for which the rows of are all permutations of the first row, . Now, assuming that are all rational, let be the least common multiple of their denominators when each one of them is expressed as a ratio between two relatively prime integers. Then, (10) where in the last step, we have used the fact that is integer and that has period 1. Thus,
It is not difficult to see why the conditions of Theorem 1 lead to the rationality condition herein. Note that the memoryless source is a special case where the rows of are all identical.
III. PROOF OF THEOREM 1
A. Preliminaries
Define the function as (12) and (13) where (14) Obviously, and are continuous, periodic functions, with period 1, and for every . Now, and have the following Fourier representations:
(15) and (16) Note that for any given integers and , and . These identities will be important later on, in order to return from the series expansions back to the original functions. The -th order Féjer approximations are given by (17) and (18) According to Fejér's theorem, as , these functions converge uniformly to and , respectively. In particular, following the proof of Fejér's theorem [18, p. 6 ] (see also [13] ), it is readily seen that for all three functions, , , and ,
is an upper bound on the approximation error when the first terms of the Fejér series are used. Thus, is defined as the smallest such that . Obviously,
We will make use of this simple inequality later on.
B. General Lower and Upper Bounds on
As for a lower bound, we have In a similar manner, we obtain the following upper bound:
Let us define now
and recall that depends on and . Obviously, for every fixed and , the double sum over and , in the expression of , tends to zero as since all terms contain a factor and by definition of these terms, only are included in the summation. Define and to be the minimizers 4 of . Then, obviously, as . Our upper and lower bounds now become 
C. Criteria for the Convergent and Oscillatory Modes
Considering the derived lower bound and the upper bound on ((31) and (32)), it is apparent that the key issue that distinguishes between the convergent mode and the oscillatory mode of , is to determine under what conditions the modulus of the dominant eigenvalue namely, the spectral radius of , denoted , is equal to unity and under what conditions it is strictly less than unity (obviously, it cannot be larger than unity). The former case is the oscillatory mode and the latter case is the convergent one. To this end, the following lemma, that appears in [7] (with minor modifications in its phrasing), proves useful. [7] (see also [8] , [10] ). The sufficiency is obvious since the matrix is similar to and hence has the same set of eigenvalues.
Consider the matrix in the role of of Lemma 1 (i.e., ) and the matrix in the role of . Since is assumed positive, then it is obviously nonnegative and irreducible. Since it is a stochastic matrix, . Also, by definition of , the elements of are the absolute values of the corresponding elements of , and so, all the conditions of Lemma Note that by setting in (37), we get (34) as a special case, which means that (37), applied to all , are all the necessary and sufficient conditions needed for . Now, a necessary and sufficient condition for (37) to hold for some integer , is that the numbers (38) would be all rational. 5 The choice of the first component of is arbitrary.
D. Bounds on in the Convergent and Oscillatory Modes
When some are irrational, then for all and , we have , and so, the second terms (i.e., the sums over ) in (31) and (32) and , all other eigenvalues have modulus strictly less than 1, and they contribute exponentially small terms to . Since is similar to , under the transformation matrix , , (see Lemma 1), then by (36), the right-and left eigenvectors associated with are, respectively,
and (41) Thus, the dominant term in becomes (42) where is defined as in Theorem 1. Combining this relation with (31), is further lower bounded as follows: (43) where is defined as the maximum approximation error of the function using terms of the Fejér series. We wish to show now that as . Let us assume that is sufficiently large, such that and are small enough to make not smaller than , and so, . Then, using (19) , (44) where the last inequality follows from (20) . Thus, in the last line of (43), is upper bounded by . The first two terms in the last expression of (43) form , as defined in Theorem 1. Now, for the absolute value of the fourth term, it is first observed that upon a standard algebraic manipulation under the assumption , we have (45) Thus, the fourth term of (43) is upper bounded by the weighted sum (with weights for each pair ) of terms, that are bounded as follows:
To bound the summand of the last expression, consider the following: for every positive , clearly, , and so, for every ,
which for , implies that the summand is bounded by 1, and hence the expression in the last chain of inequalities is further upper bounded by . Since , then , and we have (48) and so, the lower bound of Theorem 1 is obtained with . In the very same manner, the upper bound on is given by (49) (50) which is the upper bound of Theorem 1. Here, one has to bound also an expression similar to (46), but with being replaced by , and the bounding technique is similar. This completes the proof of Theorem 1.
IV. EXTENSIONS
We now discuss some extensions of Theorem 1. In particular, we drop the assumption that all transition probabilities must be strictly positive and first assume that corresponds to an irreducible aperiodic Markov source. Then we drop the aperiodicity constraint.
A. Irreducible Aperiodic Markov Sources
When some of the entries of the matrix vanish, then obviously, Theorem 1 cannot be used as the corresponding parameters are no longer well defined. Lemma 1, which stands at the heart of the proof of Theorem 1, can still be used as long as is irreducible, but more caution should be exercised. The key issue is still to determine whether there exist parameters and (and to find them if exist) that satisfy (51) but now these equations are imposed only for the pairs for which (as for the other pairs satisfy the conditions of Lemma 1 automatically anyway). For a general nonnegative matrix , it may not be trivial to determine whether (51) has a solution, and if so, to solve it. It is simpler to check directly if has an eigenvalue on the unit circle and then find using Lemma 1. This would lead to the following generalized version of Theorem 1. where (55) and (56) being the -th component of the right eigenvector of , which is associated with the dominant eigenvalue . The proof of Theorem 2 is very similar to that of Theorem 1, and hence we will not provide it here. In a nutshell, we observe that the Perron-Frobenius Theorem [7, p. 508, Th. 8.4.4] and Lemma 1 are still applicable. Then, we use the necessity of the condition and the fact that once this condition holds, the vector is the right eigenvector associated with the dominant eigenvalue . The following example may indicate that the irreducibility requirement is quite essential for Theorems 1 and 2 to hold.
Example 2: Reducible Markov source. Consider the case , where and , i.e.,
Assume also that and . Since this is a reducible Markov source, we cannot use Theorems 1 and 2, but we can find the redundancy in a direct manner: note that the chain starts at state "1" and remains there for a random duration, which is a geometrically distributed random variable with parameter . Thus, the probability of s (followed by s) is about (for large ) and so the argument of the function should be the negative logarithm of this probability. Taking the expectation w.r.t. the randomness of , we readily have
We see then that there is no oscillatory mode in this case, as always tends to a constant that depends on , in contrast to the convergent mode of Theorems 1 and 2, where the limit is always 1/2, independently of the source statistics. To summarize, it is observed that the behavior here is very different from that of the irreducible case, characterized by Theorems 1 and 2.
B. Irreducible Periodic Markov Sources
Consider now an irreducible periodic Markov source. The Perron-Frobenius theorem and Lemma 1 still hold. However, the matrix now has eigenvalues on the unit circle, namely, all the -th roots of unity [7, Corollary 8.4.6] , where is the period, i.e.,
Let and be the right-and the left eigenvectors of that are associated with . The analysis is similar as in the aperiodic case, except that we now have oscillatory terms, one for each eigenvalue on the unit circle. Indeed, suppose that for some , the matrix has a modulus-1 eigenvalue . Then, of course, (60) has eigenvalue 1. By definition, the entries of are still the absolute values of the corresponding entries of , as in Lemma 1. Thus, by this lemma, is similar to , and so it has the same eigenvalues as . Among them, the -th roots of unity , are eigenvalues of . Therefore, has the following eigenvalues on the unit circle: 
