A novel neural-inspired learning algorithm with application to clinical risk prediction  by Tay, Darwin et al.
Journal of Biomedical Informatics 54 (2015) 305–314Contents lists available at ScienceDirect
Journal of Biomedical Informatics
journal homepage: www.elsevier .com/locate /y jb inA novel neural-inspired learning algorithm with application to clinical
risk predictionhttp://dx.doi.org/10.1016/j.jbi.2014.12.014
1532-0464/ 2015 Elsevier Inc. All rights reserved.
⇑ Corresponding author at: 70 Nanyang Drive, N1.3-B2-09, Singapore 637457,
Singapore. Fax: +65 6791 1761.
E-mail addresses: darwintay@imperial.ac.uk (D. Tay), CLPoh@ntu.edu.sg
(C.L. Poh), r.kitney@imperial.ac.uk (R.I. Kitney).Darwin Tay a,b, Chueh Loo Poh b,⇑, Richard I. Kitney a
aDepartment of Bioengineering, Imperial College London, UK
bDivision of Bioengineering, Nanyang Technological University, Singapore
a r t i c l e i n f o a b s t r a c tArticle history:
Received 11 August 2014
Accepted 22 December 2014
Available online 6 January 2015
Keywords:
Cardiovascular disease
Classiﬁcation
Clinical risk prediction
Neural-inspired algorithmsClinical risk prediction – the estimation of the likelihood an individual is at risk of a disease – is a coveted
and exigent clinical task, and a cornerstone to the recommendation of life saving management strategies.
This is especially important for individuals at risk of cardiovascular disease (CVD) given the fact that it is
the leading causes of death in many developed counties. To this end, we introduce a novel learning algo-
rithm – a key factor that inﬂuences the performance of machine learning-based prediction models – and
utilities it to develop CVD risk prediction tool. This novel neural-inspired algorithm, called the Artiﬁcial
Neural Cell System for classiﬁcation (ANCSc), is inspired by mechanisms that develop the brain and
empowering it with capabilities such as information processing/storage and recall, decision making
and initiating actions on external environment. Speciﬁcally, we exploit on 3 natural neural mechanisms
responsible for developing and enriching the brain – namely neurogenesis, neuroplasticity via nurturing
and apoptosis – when implementing ANCSc algorithm. Benchmark testing was conducted using the
Honolulu Heart Program (HHP) dataset and results are juxtaposed with 2 other algorithms – i.e.
Support Vector Machine (SVM) and Evolutionary Data-Conscious Artiﬁcial Immune Recognition System
(EDC-AIRS). Empirical experiments indicate that ANCSc algorithm (statistically) outperforms both SVM
and EDC-AIRS algorithms. Key clinical markers identiﬁed by ANCSc algorithm include risk factors related
to diet/lifestyle, pulmonary function, personal/family/medical history, blood data, blood pressure,
and electrocardiography. These clinical markers, in general, are also found to be clinically signiﬁcant
– providing a promising avenue for identifying potential cardiovascular risk factors to be evaluated in
clinical trials.
 2015 Elsevier Inc. All rights reserved.1. Introduction
Cardiovascular disease (CVD) is an epidemic and major health
concern in today’s world. It is the leading causes of mortality in
many developed countries, such as the United States (U.S.) and
the United Kingdom (U.K.) [1,2]. To this end, an exigent clinical
task is the ability to accurately predict whether an individual is
likely to experience CVD in the near future so that appropriate
and personalized preventive/life saving strategies can be recom-
mended to the patient; an approach to reduce avoidable mortality.
This prediction of health related patient outcomes has receivedincreased recognition as an essential activity in clinical practice,
research and assessment [3]. In response to this escalating demand
for accurate, proactive and personalized prediction of disease risk,
machine learning techniques have been recognized as a possible
avenue to address this challenge. However, the development of
versatile and reliable machine learning-based prediction models
that allow clinicians to use in clinics/hospitals to instantly classify
patients’ risk remains a major medical screening conundrum [4].
One key factor that inﬂuences the performance of clinical risk pre-
diction models is the robustness to learn and generalizability of the
machine learning algorithm used. This dovetails with a phenome-
non known as the selective superiority problem [5] where every
learning algorithm has an inductive bias that would work reason-
ably well for some, but not all, datasets or application domains.
Therefore, to alleviate the aforementioned challenges, we intro-
duce a novel neural-inspired learning algorithm that has its own
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at risk of CVD.
The proposed machine learning algorithm – called the Artiﬁ-
cial Neural Cell System for classiﬁcation (ANCSc) – is inspired
by the characteristics exhibited by 3 natural phenomena respon-
sible for developing and enriching the brain function – namely (1)
neurogenesis, (2) neuroplasticity as a result of the dynamic
interplay between nature and nurture, and (3) apoptosis. These
mechanisms (among others) enable human to learn, identify, dif-
ferentiate and organize objects, patterns, sounds, concepts, etc.
This model of neural operations has many features in common,
generally in the ﬁeld of machine learning, to the task of classiﬁ-
cation – the problem of identifying which category an observation
belongs to, on the basis of a pre-speciﬁed set of data containing
observations with known category membership. Hence, these
neural processes – which to our knowledge have not been
exploited for the development of machine learning algorithms –
become an ideal candidate for the study and modeling of learning
systems.
Neurogenesis, in neuroscience, is the process by which new
neurons are generated in the nervous system from neural stem/
progenitor cells [6]. The generated neurons are not stagnant
throughout the life of a species and can be stimulated by behav-
ioral and environmental factors [7]. This is vital and necessary
for adapting the brain to any changing elements it encounters;
reﬁning the neural pathways and synapses essential for learning
and adapting to changes, and circumvent any undesirable side
effects. This process of molding and reshaping the brain in face
of changes in behavior, environment and neural processes is often
referred to as neuroplasticity [8]. Intentional exposure to new
environments and (supervised/guided) inculcation of desirable
information/behavior to a human (e.g. taught by an instructor)
may trigger neuroplastic changes as well. This process, considered
as nurturing, capitalizes on what the nature can provide
(i.e. the individuals’ innate qualities), enriches and leverages on
the individuals’ ability so that they can perform at their greatest
potential.
Motivated by the profound signiﬁcance of the aforementioned
mechanisms in human learning process, and the ability to auton-
omously trim off non-essential cells during human development
(commonly known as apoptosis), we implemented ANCSc algo-
rithm. In a nutshell, this algorithm bio-mimics the mechanisms
underlying the neuronal behavior associated with the process
of learning and interaction with the external environment. It
allows artiﬁcial neurons (i.e. candidate solutions) to (1) prolifer-
ate in the solution space (bio-mimicking neurogenesis), (2) pro-
gressively and independently reﬁne and adapt to the (data)
environment presented (bio-mimicking neuroplasticity as a
result of nurturing), and (3) survive or undergo programmed cell
death as part of an effort to construct a concise and efﬁcacious
classiﬁcation model (bio-mimicking apoptosis). The utilization
of these learning mechanisms is a novel contribution towards
the development of neural-inspired learning algorithms, and in
our opinion, would promote the development of robust classiﬁ-
cation models. Through this paper, we aim to suggest new
approaches that might be of value to the construction of learning
systems.
The predictive ability of ANCSc algorithmwas evaluated by con-
structing CVD predictive models using the Honolulu Heart Program
(HHP) dataset [9–11] – a prospective study of environmental and
biological causes of CVD. The performance of ANCSc algorithm
was juxtaposed against Support Vector Machine (SVM) [12–14]
and Evolutionary Data-Conscious Artiﬁcial Immune Recognition
System (EDC-AIRS) [15] algorithms in order to corroborate its
robustness to learn and generalize. SVM and EDC-AIRS algorithmswere selected in this assessment because they have been demon-
strated to yield competitive performance when tested with a
widely benchmarked heart disease dataset (i.e. Statlog Heart)
[15]. Experimental results indicate that ANCSc algorithm achieve
a reasonable classiﬁcation performance and outperforms both
SVM and EDC-AIRS algorithms in this clinical risk prediction task.
Further, we have analyzed the key clinical markers – identiﬁed
by the postulated risk prediction models – that are deemed to be
associated with CVD; an important aspect in clinical prediction
research.
The body of the paper is organized as follows. Section 2 pro-
vides a brief overview of neural processes that motivated the
implementation of ANCSc algorithm. A detailed description of
the proposed ANCSc algorithm is presented in Section 3. Materials
and methods used in this study are delineated in Section 4.
Performance of ANCSc, EDC-AIRS and SVM algorithms are offered
in Section 5. Section 6 discusses the key results and properties
associated with the algorithm. Finally, conclusions are drawn in
Section 7.2. Overview of neural processes
Neurons, a group of specialized impulse-conducting cells that
process and transmit information through electrical and chemical
signals, form the core components of the nervous system (e.g.
the brain). The human brain contains on average 86.1 billion neu-
rons [16], connected to each other to form neural networks. Com-
munication among the neurons occurs via synapses – specialized
connections between neurons that allow electrical and chemical
signals to be transmitted. This interaction among neurons is the
cellular basis for tasks like thinking and decision making. In partic-
ular, neurons are interconnected in smaller groups – called neuro-
nal pools – deﬁned on the basis of function (i.e. each neuronal pool
is responsible for enabling a speciﬁc function to be carried out)
[17].
New neurons are generated in the human brain from neural
stem/progenitor cells – a process called neurogenesis. It is most
active during prenatal development and declines sharply over
the adolescence period [6]. Neurogenesis in the adult brain occurs
primarily in two discrete areas – namely the dentate gyrus of the
hippocampus and the subventricular zone, along the lateral ventri-
cles. The number of new neurons added to an adult brain is depen-
dent on the rate of cell generation and the probability of cell
survival (i.e. generated cells might undergo programmed cell death
after a period of time – a phenomenon known as apoptosis) [6]. As
demonstrated in several studies, the rate at which neurogenesis
occurs is modulated by several intrinsic and environmental stim-
uli. Intrinsic regulators include age [18], gender [19] and genetic
factors [20] while environmental stimuli comprise of environmen-
tal enrichment [21], physical [22] and social [23] activities, stress
[24], smell [25] and diet [26]. It is noteworthy that adult neurogen-
esis, in any cases, occurs (during most part of the life) at a very low
rate [6,8]. Further, there is also growing evidence suggesting an
association between adult hippocampal neurogenesis to several
processes like neuro-inﬂammation, learning and memory. It has
been demonstrated that neuro-inﬂammation inhibits neurogenesis
in adult hippocampus [27] while increased hippocampal neuro-
genesis is potentially involved in ameliorated learning and mem-
ory [28–30]. Long-surviving neurons in the brain have been
postulated to be more stable and preserve the encoding of the
learned environment, whereas newly generated neurons are more
plastic – which allows the brain to adapt itself to the new environ-
ment (i.e. occurrence of neuroplasticity as a consequence of learn-
ing) [6].
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leability of the brain – usually observable as changes in neuronal
structure (e.g. changes in the position of the neurons) and
connectivity, functional changes in the brain and neurogenesis.
These changes typically occurs as a result of learning (e.g.
taught/nurtured by an instructor), training (e.g. practicing to
improve the ability to perform a task) and experience (e.g. expo-
sure to certain event or environment); rendering the brain capa-
ble of adapting to environmental dynamics [8]. It is noteworthy
that it has become increasingly evident that both neurogenesis
and neuroplasticity occur in the human brain throughout life;
instead of during prenatal development or juvenile period only
[7,31].
Apoptosis, the process of controlled cell death, is an important
feature that offers signiﬁcant advantages during an organism’s life-
cycle. It promotes healthy (e.g. nervous system) development
where defective apoptotic processes would be detrimental – lead-
ing to diseases like cancer (as a result of inadequate apoptosis) or
atrophy (as a consequence of excesses apoptosis).3. Artiﬁcial Neural Cell System for classiﬁcation (ANCSc)
algorithm
The details of ANCSc algorithm will be presented in this section.
It is a supervised classiﬁcation algorithm that bio-mimics how new
neurons are populated, reﬁned and maintained in the mammalian
brain. Through this process, it aims to ‘‘educate’’ the ANCSc classi-
ﬁcation model to learn (in an incremental manner) the key pat-
terns that underlie the training data.
To provide a comprehensive description of ANCSc algorithm,
Section 3.1 describes the key terms and parameters vital for the
understanding of the algorithm, while Section 3.2 provides a tour
of the training routine associated with the algorithm.
3.1. Key concepts and parameters
This subsection describes the deﬁnitions for the key terms and
parameters used in relation to the ANCSc algorithm.
3.1.1. Key terms
 Afﬁnity: The Euclidean distance between two artiﬁcial neurons
(feature vectors). In this implementation, this distance is
between 0 and 1 (where 0 represents high afﬁnity while 1 indi-
cates low afﬁnity).
 Apoptosis: The removal of artiﬁcial neurons from the artiﬁcial
cognitive system that mimics the naturally occurring and
genetically determined process of self-destruction of unwanted
cells. It is a regulated process that offers the advantage of
producing a parsimonious, yet accurate, artiﬁcial cognitive sys-
tem for performing classiﬁcation at the end of the training
routine.
 Artiﬁcial cognitive system: A collection of representative artiﬁcial
neurons (which evolve during the training process of ANCSc)
capable of describing the training data presented. Given
that communication among neurons (e.g. within a neuronal
pool) enables human to think or recognize objects, we propose
the use of KNN algorithm [32] to perform classiﬁcation (at the
end of each training cycle) due to their metaphorical similarity
– i.e. both deﬁnes a pool of elements for conducting a task of
interest.
 Artiﬁcial neuron: In neuroscience, neuroplastic changes (i.e.
slight changes in the position of the neurons) have been pro-
posed as the consequence of learning and memory formationin species like human [31]. To bio-mimic this phenomenon, we
metaphorically relate feature vectors with artiﬁcial neurons
developed in ANCSc algorithm which contribute to the forma-
tion of the artiﬁcial cognitive system. This metaphoric establish-
mentwasmade as both feature vector and artiﬁcial neuron – in a
sense – represent an entity that provides some form of informa-
tion. Synaptic connections between neurons are not considered
in order to simplify the construction of the learning model.
Artiﬁcial neurons can be added, modiﬁed or removed from the
postulated artiﬁcial cognitive system during ANCSc training
cycle.
 Artiﬁcial neuronal pool: A group of proximal artiﬁcial neurons
that describe a speciﬁc pattern determined within the data
problem presented. Its formation is regulated by the associated
classiﬁcation performance and deﬁned on the basis of cell
proliferation, adaptation and survival. The size of the artiﬁcial
neuronal pool determines the number of artiﬁcial neurons (i.e.
k value) to be used for classiﬁcation by KNN.
 Class: The category assigned to a given feature vector. For binary
classiﬁcation problems, each feature vector is assigned to one of
the 2 pre-deﬁned categories.
 Feature vector: An n-dimensional vector of categorical/numeri-
cal features that describe the characteristics of an object/
observation.
 Neuroplasticity: The adaptation of artiﬁcial neurons (i.e. modiﬁ-
cation of the feature vectors) in the artiﬁcial cognitive system
triggered by the process of learning and generalization. This
procedure aims to promote the generation of highly representa-
tive artiﬁcial neurons capable of describing the given data
environment.
 Testing data: A collection of data items – that represent observa-
tions/measurements of a subject of interests – used to estimate
the performance of the classiﬁcation model trained with the
training data. It is a distinct set of data that is used in an itera-
tive process to evaluate and improve the performance of the
trained model.
 Training data: A collection of data, similar to the testing data,
used to develop a classiﬁcation model. Training data are com-
monly used in various areas of information science for the dis-
covery of predictive relationship between the feature vector and
the class. In this particular context, they serve as the data envi-
ronment that promotes proliferation, adaptation and survival of
neural cells.
3.1.2. Key parameters
 Learning plateau threshold (LPT): A termination criterion which
deﬁnes the number of learning cycles that the ANCSc algorithm
would iterate for before termination. Improvement in classiﬁca-
tion accuracy (during a learning cycle) would reset this (integer)
parameter.
 Neural density (ND): This value, which ranges between 0 and 1,
aims to spread artiﬁcial neurons with high afﬁnity. This offers
the potential advantage of generating a set of representative
artiﬁcial neurons.
 Neurogenic space (NS): A parameter, used during the neurogen-
esis phase, which determines the size of the region at
which artiﬁcial neurons would develop in the fetal artiﬁcial cog-
nitive system. The value of this parameter ranges between 0
and 1.
 Neurogenic rate (NR): The rate at which artiﬁcial neurons are
generated during neurogenesis phase. The value of this param-
eter ranges between 0 and 1.
308 D. Tay et al. / Journal of Biomedical Informatics 54 (2015) 305–314Algorithm 1: Overview of ANCSc AlgorithmInput: D (training data)
T (testing data)Output: O (class label prediction)Initialization
Step 1: Set t = 1. Normalize D and T to the range [0,1].Neurogenesis Phase
Step 2: Populate a pool of artiﬁcial neurons P1 to form the
initial cognitive system C.
P1 is generated by searching for representative
data items in D, P1 # D.Step 3: A1 = accuracy of classiﬁcation model P1 when
evaluated with D.
Set t = t + 1.Neuroplasticity via nurturing Phase
Step 4: Identify pi 2 Pt that resulted in largest number of
misclassiﬁcation.
If class label of pi contradicts with NPS artiﬁcial
neurons at its neighborhood, removed pi from Pt.
Otherwise, generate centroid artiﬁcial neuron pj
among the NPS artiﬁcial neurons (with same class
label).
Add pj to Pt.Step 5: At = accuracy of classiﬁcation model Pt when
evaluated with D.
If At is greater or equals to best accuracy achieved
thus far, update C to Pt. Otherwise, discard Pt.
Set t = t + 1.Step 6: Scatter closely clustered pi 2 C. Resulting model
forms Pt.Step 7: At = accuracy of classiﬁcation model Pt when
evaluated with D.
If At is greater or equals to best accuracy achieved
thus far, update C to Pt. Otherwise, discard Pt.
Set t = t + 1.Step 8: If termination criteria are satisﬁed, proceed to Step
9. Otherwise, go to Step 4.Apoptosis Phase
Step 9: If eradication of pi 2 C does not deteriorate
classiﬁcation performance when evaluated with D,
remove pi from C.
Otherwise, keep pi.Evaluation
Step 10: Evaluate performance of classiﬁcation model C on
T. Generated class labels of T are assigned to O. Neuronal pool size (NPS): The number of artiﬁcial neurons that
should be used to determine the classiﬁcation of a given test
data item. This integer value is used as the k value parameter
required in KNN algorithm.
 Neuroplastic coefﬁcient (NPC): This parameter speciﬁes the
degree to which the generated artiﬁcial neurons migrate in
the artiﬁcial cognitive system. This offers an opportunity for
the artiﬁcial neurons to generalize and circumvent situation like
overﬁtting. The value of this parameter ranges between 0 and 1.
 Neuroplastic threshold (NPT): The number of cycles allowed for
ANCSc algorithm to generalize the artiﬁcial cognitive system
before termination. This (integer) parameter resets if there is
an improvement to the classiﬁcation accuracy.3.2. Training routine of ANCSc
This subsection provides a detailed description of the key rou-
tines, methods and equations proposed in ANCSc algorithm. The
canonical ﬂow of the algorithm is illustrated in Fig. 1 while Algo-
rithm 1 provides the corresponding pseudocode. In this implemen-
tation, all data are normalized using the equation below so that the
Euclidean distance between any 2 feature vectors is between 0 and
1.
f i ¼ f i  f
min
i
f maxi  f mini
where f i represents the normalized value for feature i, fi refers to the
measured value in feature i, and f mini (f
max
i ) denotes the minimum
(maximum) value in feature i.
The ANCSc algorithm consists of 3 key development phases –
namely neurogenesis, neuroplasticity via nurturing and apoptosis
phases. All steps proposed in ANCSc algorithm to develop the clas-
siﬁcation methodology – aiming to construct a reduced set of rep-
resentative artiﬁcial neurons for classiﬁcation – are explained
independently below.
3.2.1. Neurogenesis phase
The primary objective of this phase is to generate a reduced set
of representative artiﬁcial neurons (or data items) from the train-
ing dataset. This establishes the fetal artiﬁcial cognitive system
that would be reﬁned and enhanced in the later phases. It begins
the process of populating new artiﬁcial neurons by requiring the
speciﬁcation of 2 parameters – namely neurogenic space (NS)
and neurogenic rate (NR). It proceeds by searching for the region
(radius deﬁned by NS) that is most populated with data items
(within the training dataset). Upon ﬁnding it, a uniformly distrib-
uted subset of data items from that region is selected. This selec-
tion technique of uniformly distributed data item is similar to
the Kennard-Stone (KS) algorithm [33]. However, unlike KS algo-
rithm, we proposed that the number of data items (numNeurons)
to be selected be dynamically determined by the following
equation:
numNeurons ¼ kNSk  NR ð1Þ
where kNSk is the number of data items found within the region
deﬁned by NS, and NR is a user-deﬁned probability parameter that
determines the proportion of data items that would be selected as
artiﬁcial neurons for the development of the fetal artiﬁcial cognitive
system. This NR parameter is tantamount to the intrinsic and envi-
ronmental stimuli (described in Section 2) that regulate the rate of
neurogenesis in human brain.
Subsequently, all data items within the previously deﬁned
region are removed and the aforementioned process repeats to cre-
ate the fetal artiﬁcial cognitive system. At the end of this phase, a
set of representative artiﬁcial neurons would form the artiﬁcial
cognitive system. An illustration of this process is given in Fig. 2.
Finally, the classiﬁcation performance of the constructed fetal arti-
ﬁcial cognitive system is evaluated (using KNN – see evaluation
phase below) with the initial training data.
3.2.2. Neuroplasticity via nurturing phase
Neuroplasticity, as a consequence of nurturing, plays a signiﬁ-
cant role in promoting the construction of a robust classiﬁcation
model that promises enhanced performance over one that regurgi-
tates memorized patterns learned during the neurogenesis phase.
This phase was inspired by observation of how neuronal structures
change (i.e. change in the position of the neurons) in tandem with
healthy brain development, learning and memory formation.
Changes in connectivity among the neurons (i.e. synaptic connec-
Fig. 1. Canonical Flow of ANCSc Algorithm. The ANCSc algorithm consists of 3 key phases: neurogenesis, neuroplasticity via nurturing and apoptosis. During the neurogenesis
phase, the initial set of artiﬁcial neurons is created. These artiﬁcial neurons then evolve (through cell proliferation, adaptation and survival) in the subsequent 2 phase,
generating a set of representative artiﬁcial neurons capable of describing the underlying patterns of the data presented.
Fig. 2. Graphical Illustration of Neurogenesis Phase. (a) From the initial training data, the region (deﬁned by NS) that is most populated with data items is identiﬁed. (b) From
the identiﬁed region, artiﬁcial neurons are created using KS algorithm (in this example, numNeurons = 5). (c) Upon selection, data items within that region are removed. This
process is repeated.
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learning model.
The primary objective of this phase is to (1) grow artiﬁcial neu-
rons at locations that would contribute to better classiﬁcation per-
formance, (2) remove existing artiﬁcial neurons that exacerbate
the classiﬁcation performance, and (3) adapt engendered artiﬁcial
neurons to the input data environment to promote better classiﬁ-
cation performance. This phase begins by identifying the artiﬁcial
neuron that resulted in the largest number of misclassiﬁcations.
If the class of this artiﬁcial neuron (for example, it is class 1) con-
tradicts with most of the other artiﬁcial neurons (i.e. they are of
class 0) at its proximity, it is removed from the artiﬁcial cognitive
system. Otherwise, a new artiﬁcial neuron with the same class (as
those at its proximity) is generated at the centroid of those artiﬁ-
cial neurons, and added to the artiﬁcial cognitive system. A condi-
tion that must be satisﬁed for this addition is that the class of the
artiﬁcial neuron to be added must belong to the minority data
class. This is to encourage a balanced number of artiﬁcial neurons
(i.e. similar number of artiﬁcial neurons with class 0 and 1 labels)
to thrive in the developed artiﬁcial cognitive system. We hypothe-
size that this would potentially deliver a solution that could gener-
alize better.
An aging mechanism is implemented, ‘‘aging’’ the newly added
artiﬁcial neurons. This is to allow ‘‘younger’’ artiﬁcial neurons to
have an opportunity to be involved in the learning process (i.e.mim-
icking the concept – in neuroscience – that younger neurons in
human brain are more plastic [6]). If this phase resulted in an artiﬁ-
cial cognitive system that shows improved performance, itwould be
kept for future development. Otherwise, it would be discarded.
To better adapt the engendered artiﬁcial neurons to the input
data environment, closely clustered artiﬁcial neurons are scatteredapart if it does not compromise the resulting classiﬁcation perfor-
mance. This adaptation step begins by searching for the artiﬁcial
neuron (dNeuron) – within a region whose radius is deﬁned by
the neural density (ND) parameter – that is most populated with
other artiﬁcial neurons. Upon ﬁnding this artiﬁcial neuron, the
closest artiﬁcial neuron (cNeuron) afﬁliated to it (i.e. with highest
afﬁnity to dNeuron) is modiﬁed so that they are more distributed
apart. The degree of spread is determined by the neuroplastic coef-
ﬁcient (NPC) parameter and deﬁned with the following equation:
cNeuroni ¼ cNeuroni þ NPC  ðcNeuroni  dNeuroniÞ ð2Þ
where cNeuroni and dNeuroni are the ith attribute of cNeuron and
dNeuron, respectively. Through modicum adjustment of the artiﬁ-
cial neurons in the artiﬁcial cognitive system, we aim to promote
the construction of a more diverse set of representative artiﬁcial
neurons; sequella for mitigating the risk of overﬁtting. Similar to
the previous step, a (separate) aging mechanism is implemented.
This is to ensure that different artiﬁcial neurons that are densely
clustered together have a chance to deviate and generalize. Like-
wise, if this newly developed artiﬁcial cognitive system constructed
in this phase demonstrates ameliorated performance, it would be
saved. Otherwise, it would be removed from further consideration.
3.2.3. Termination of neuroplasticity via nurturing phase
The stopping criterion for neuroplasticity via nurturing phase is
reached if there is no improvement in the classiﬁcation perfor-
mance after LTP (a user-deﬁned value) iterations or the same clas-
siﬁcation performance is achieved consecutively after NPT (a user-
deﬁned value) iterations. Otherwise, neuroplasticity via nurturing
phase repeats, inculcating the artiﬁcial cognitive system with key
patterns that underlie the training data.
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Naturally occurring apoptotic processes are very important in
healthy development of organism. For example, apoptosis
occurs between the ﬁngers and toes of a human during the embry-
onic stage (which initially appears like duck’s webbed feet), giving
them the freedom to maneuver individually. Metaphorically, this
feature may offer ANCSc algorithm the ability to trim away redun-
dant neurons, delivering a concise and efﬁcacious classiﬁcation
model.
This process of removing redundant artiﬁcial neurons is carried
out upon termination of the neuroplasticity via nurturing phase. It
aims to eradicate redundant artiﬁcial neurons that do not contrib-
ute to the construction of an efﬁcacious and concise artiﬁcial cog-
nitive system, but instead exacerbate the overall performance. The
determination of which artiﬁcial neuron to apoptosize is governed
by 2 questions. First, whether the Euclidean distance of the artiﬁ-
cial neuron under examination and another artiﬁcial neuron in
the postulated artiﬁcial cognitive system is smaller than the prod-
uct of NS and NR? Second, whether removal of the neuron under
examination would contribute to an improved artiﬁcial cognitive
system? If the answer is ‘yes’ to both these questions then that
artiﬁcial neuron is removed. Otherwise, it remains in the artiﬁcial
cognitive system. This process would lead to a reduced set of rep-
resentative artiﬁcial neurons that is used for classiﬁcation (by
KNN).3.2.5. Evaluation phase
At the end of each training phase described above, KNN algo-
rithm is used to predict the class value of unseen data items. It
works by determining the k (deﬁned by NPS parameter) artiﬁcial
neurons closest to an unseen data item and adopting a majority
vote scheme to suggest the class value. This is similar to activating
the neurons in the corresponding neuronal pool – in human brain –
when one recall an event or object. Accuracy is used as the mea-Fig. 3. Proposed strategy for optimization of parameter set for binary class classiﬁcatio
common and independent set of parameters. The best performing model computed fromsurement metric to determine the performance of the artiﬁcial
cognitive system constructed.3.3. Data class-speciﬁc ANCSc parameters
Neurogenesis has been shown to occur in 2 distinct areas of the
brain, namely the dentate gyrus of the hippocampus and the ante-
rior part of the subventricular zone. Each area harbors a population
of neural stem/progenitor cells that divide and proliferate indepen-
dently. Moreover, each area is responsible for different function –
the hippocampus is claimed to be the putative area for information
storage while the subventricular zone is associated with the devel-
opment of the olfactory bulb. The occurrence of autonomous neu-
rogenesis in areas of the brain responsible for different function
suggests that decentralized development may be the strategy that
nature adopts.
These observations underscore the importance of locality and
task speciﬁc regulation. One approach to bio-mimic this computa-
tionally is to independently analyze and model each data class (i.e.
having an independent parameter set for each data class). This,
when applied to an immune-inspired algorithm [15], demon-
strated improved performance. Therefore a similar technique was
implemented in ANCSc algorithm. The parameters that orchestrate
the proliferation, adaptation and survival of the neural cells include
NS, NR, ND and NPC. Hence, these parameters were duplicated and
optimized independently for each data class. Genetic algorithm
(GA) [34] – a search heuristic inspired by natural evolution – was
employed to optimize these parameters.
Fig. 3 illustrates the canonical ﬂow of the strategy used to solve
binary classiﬁcation problems. Two sets of parameters were initial-
ized and optimized in parallel – namely a common set (i.e. a single
set of parameters used to model both data classes) consisting of 7
parameters and an independent set comprising 11 parameters.
Upon termination of the optimization process carried out by GA,n problems. Optimization using GA was conducted on ANCSc algorithm that has a
these two experiments was selected as the resulting classiﬁcation model.
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future unseen data items.Fig. 5. Contingency Table for McNemar’s Test. ‘a’ indicates the number of data
items misclassiﬁed by both algorithm 1 and algorithm 2; ‘b’ represents the number
of data items misclassiﬁed by algorithm 2 but correctly classiﬁed by algorithm 1; ‘c’
denotes the number of data items misclassiﬁed by algorithm 2 but correctly
classiﬁed by algorithm 1; ‘d’ dictates the number of data items correctly classiﬁed
by both algorithm 1 and algorithm 2.4. Materials and methods
4.1. Performance evaluation of ANCSc algorithm
The assessment of ANCSc algorithm was conducted by employ-
ing it (together with EDC-AIRS and SVM) as a technique to develop
predictive models for CVD risk prediction. Examination data of sub-
jects – from the HHP dataset – age between 46 and 55 were utilized
by the respective algorithms to perform 2-year CVD risk prediction
(i.e. estimation of whether an individual is likely to experience CVD
within their next 2 years). In order to fortify ceteris paribus exper-
imental design among the algorithms used in this evaluation (i.e.
ANCSc, EDC-AIRS and SVM algorithms), 3 consecutive optimization
steps – namely model selection, feature selection and feature
construction – were performed during the training phase for each
algorithm. This methodology is illustrated in Fig. 4. Genetic algo-
rithm (GA), unless otherwise stated, was utilized in this study to
optimize the parameters. The parameters of GA were determined
experimentally to work well for this clinical prediction problem
and the details are as follow: population size: 100; maximum gen-
eration: 100; ﬁtness function: accuracy obtained from classiﬁer;
natural selection: stochastic universal sampling; crossover type:
discrete recombination; crossover probability: 0.8; mutation rate:
1/P, where P is the number of parameters.
The ﬁrst step, model selection, aims to select the most potent
prediction model for this clinical prediction problem. GA was used
to optimize the parameters of ANCSc and EDC-AIRS algorithms
while uniform design (UD) [35] method was used to determine
the cost and gamma parameters required by SVM kernel (i.e. radial
basis function). UD approach was adopted for SVM as it has been
shown to produce promising results, and at the same time alleviate
the computational loads associated with the search for the optimal
cost-gamma pair [36]. The parameter details for SVM are kernel
function: radial basis function (RBF); cost: [25,213]; gamma:
[215,23]; for EDC-AIRS are seed: 1; clonal rate: 10; hyper-muta-
tion rate: 2; stimulation threshold: 0.9; initial memory pool size:
[0,200]; KNN value: [1,15]; afﬁnity threshold scalar: [0,1]; total
resource: [150,300]; Radiusdensity = [0,3]; Radiusmax = [0,3]; and
for ANCSc are seed: 1; NPS: [1,15]; LPT: [0,10]; NPT: [0,100];
NS: [0,0.5]; NR: [0,1]; ND = [0,0.5]; NPC = [0,0.5].
The feature selection step aims to identify informative clinical
markers that would contribute to the development of an accurate
and parsimonious prediction model. GA was used to carry out this
task and the set of clinical markers identiﬁed was passed to the
feature construction step. Feature construction is the process of
discovering unknown relationship between features and augments
the existing feature space with new composite features [37]. Carte-
sian Genetic Programming (CGP) [38], a highly effective form of
genetic programming that has demonstrated success in garnering
parsimony (i.e. more human-comprehensible) [39], was employed
to construct new features. The parameter details for CGP are
#inputs: feature dimension; #output: 1; #rows: 1; #columns:Fig. 4. Methodology employed for the development of clinical risk prediction model (
training data, is responsible for developing the prediction models. It consists of 3 distinct
developed prediction model is then validated for generalizability, during the validation10; arity: 2; levels back: 10; functions: {addition, subtraction, mul-
tiplication, division}.
Finally, the respective trained models were assessed using the
validation dataset (i.e. new data sample not used to train the
model). This validation phase is very important because reporting
results based on the training dataset may be overly optimistic and
prone to over-ﬁtting.
The performance yielded by ANCSc algorithm was (statistically)
compared to those achieved by SVM and EDC-AIRS algorithms. We
have chosen McNemar’s test to perform this statistical analysis as
it has been demonstrated to have low type 1 error [40]. To perform
this test, the algorithms were ﬁrst trained with the training data
and tested with the validation data. The predicted outcome for
each data item in the validation dataset was recorded and used
to construct the contingency table shown in Fig. 5. Referring to
the ﬁgure, if the sum of ‘b’ and ‘c’ is greater than 25, chi-square test
with 1 degree of freedom is used to perform the McNemar’s test.
Otherwise, to provide a better estimation of the small sample
(i.e. b + c 6 25), binomial distribution is used for (exact) McNe-
mar’s test. The 2 algorithms are considered to be statistically dif-
ferent if the p-value computed with McNemar’s test is smaller
than 0.05.4.2. Datasets
The Honolulu Heart Program (HHP) [9–11], initiated in 1965 by
the National Heart, Lung and Blood Institute (NHLBI) as a prospec-
tive study of environmental and biological causes of CVD among
Japanese Americans living in Hawaii, was analyzed in this study.
Subjects, followed for the development of CVD, collected between
1965 and 1968 (exam 1) were utilized as the baseline data. It con-
sists of 8006 Japanese-American men living on the island of Oahu,
Hawaii. At the time of study, participants received a comprehen-
sive examination (e.g. physical measures, medical history/lifestyle,
dietary, anthropometric measures, etc.). This resulted in 412 clini-
cal features being collected. Out of these participants, only individ-
uals (a total of 7383) who were free from angina pectoris (AP),
coronary insufﬁciency (CI) and myocardial infarction (MI) were
considered.
Cardiovascular events that occurred after the baseline examina-
tion (i.e. exam 1) were monitored through surveillance of hospital
discharges, subsequent examinations, death certiﬁcates andusing ANCSc, EDC-AIRS and SVM algorithms). The training phase, which uses the
steps which include model selection, feature selection and feature construction. The
phase, using the validation data.
(a) Model Selection Stage 
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ence cardiovascular diseases between exam 1 and exam 2 (which
occurred between 1968 and 1970). Cardiovascular diseases, in this
study, include AP, CI, MI, transient ischemic attack (TIA), stroke and
congestive heart failure (CHF). To establish a 2-year risk prediction
model, participants’ record was matched between exam 1 and
exam 2 (i.e. follow-up examination of participants not conducted
in exam 2 were removed). Finally, to mitigate class imbalance data
problem (i.e. the tendency of the algorithm overwhelmed by the
major class and ignores the minor one) [41,42], a balanced number
of cases and controls were randomly selected. In addition, uninfor-
mative features (i.e. features with constant value for all partici-
pants) were removed, resulting in a total of 370 clinical features
and 172 instances.
In order to perform an accurate assessment of the performance
of each algorithm, 70% of the baseline data (120 instances) was used
to develop/train the model (commonly referred to as the training
instances) while the remaining (common known as the validation
instances – 52 instances) was used to validate the developedmodel.(b) Feature Selection Stage 
(c) Feature Construction Stage 
Fig. 6. Progressive performance of ANCSc, EDC-AIRS and SVM algorithms at
different optimization steps. During the model selection stage, the parameters
associated with each algorithm were optimized independently. The complete
dataset is used in this stage and the performance obtained from 10-fold cross-
validation is presented in (a). During the feature selection stage, the respective
algorithm used the optimized parameters’ value computed (during the model
selection stage) to identify predictive features (using GA as the feature selection
technique). The performance of the most predictive subset of features obtained is
shown in (b). The respective reduced set of features obtained was subsequently
used in the feature construction stage to generate new predictive features (using
CGP as the feature construction technique). Classiﬁcation performance of each
algorithm using this newly discovered set of features is illustrated in (c).5. Experimental results
To evaluate the performance of ANCSc algorithm, we conducted
experiments related to CVD risk prediction using the HHP dataset.
Each algorithm was executed 3 times and consistent results were
achieved. During the training phase, model selection was con-
ducted ﬁrst and results – measured using performance metrics like
sensitivity (SN), speciﬁcity (SP) and balanced accuracy (BA) (i.e.
average between sensitivity and speciﬁcity) – were compared
against those achieved by SVM and EDC-AIRS algorithms (see
Fig. 6a). Empirical analysis indicates that ANCSc algorithm (SN:
72.1%; SP: 74.4%; BA: 73.3%) outperforms EDC-AIRS (SN: 60.5%;
SP: 70.9%; BA: 65.7%) and SVM (SN: 40.7%; SP: 60.5%; BA: 50.6%)
algorithms for all examined performance metrics. Next, feature
selection was conducted to identify informative clinical markers.
A total of 179, 174 and 168 features were identiﬁed to be informa-
tive to ANCSc, EDC-AIRS and SVM algorithms respectively. As illus-
trated in Fig. 6b, prediction models developed using ANCSc (SN:
75.6%; SP: 80.2%; BA: 77.9%) and EDC-AIRS (SN: 72.1%; SP: 83.7%;
BA: 77.9%) algorithms in general performed comparably but are
more competitive than SVM algorithm (SN: 57.0%; SP: 60.5%; BA:
58.7%). Finally, feature construction was conducted to generate
informative features that would enhance the performance of the
predictive model constructed. A total of 0, 1 and 8 features were
created for ANCSc, EDC-AIRS and SVM algorithms respectively. In
this case, EDC-AIRS algorithm (SN: 70.9%; SP: 89.5%; BA: 80.2%) per-
forms slightly better than ANCSc algorithm (SN: 75.6%; SP: 80.2%;
BA: 77.9%) while both ANCSc and EDC-AIRS algorithms outperform
SVM algorithm (SN: 61.6%; SP: 69.8%; BA: 65.7%) (see Fig. 6c). A
summary of these experimental results is provided in Table 1.
To assess the generalizability of the respective trained models,
evaluation was conducted using the validation dataset. Results,
as shown in Fig. 7, suggest that ANCSc algorithm (SN: 61.6%; SP:
86.1%; BA: 73.6%) outperforms both EDC-AIRS (SN: 66.7%; SP:
50.0%; BA: 58.3%) and SVM (SN: 47.2%; SP: 66.7%; BA: 56.9%) algo-
rithms. To corroborate this observation, McNemar’s test was con-
ducted. Statistical ﬁndings indicate that ANCSc algorithm
outperforms both EDC-AIRS (p-value: 0.022) and SVM (p-value:
0.019) algorithms. A summary of these results is provided in
Table 2.6. Discussion
We have developed a novel algorithm called ANCSc and applied
it to perform CVD risk prediction. ANCSc algorithm is a supervisedclassiﬁcation algorithm inspired by the importance and robustness
of several neural mechanisms (i.e. neurogenesis, neuroplasticity,
nurturing and apoptosis) that occur during the development of
the brain. These mechanisms have motivated us to capitalize on
an ensemble of learning/optimization techniques (like clustering,
under-sampling, evolutionary algorithm and instance-based learn-
ing) that – combined in accordance to the neural activities associ-
ated with brain development and learning – provides a good
classiﬁcation approach to the ﬁeld of machine learning.
The ﬁrst step of ANCSc algorithm (i.e. neurogenesis phase) gen-
erates the fetal artiﬁcial cognitive system by developing an initial
reduced set of representative artiﬁcial neurons. This is an impor-
Table 1
Performance summary of ANCSc, EDC-AIRS and SVM algorithms (training phase).
Stage Algorithm #Features Sensitivity (%) Speciﬁcity (%) Balanced accuracy (%)
Model selection ANCSc 370 0.721 0.744 0.733
EDC-AIRS 370 0.605 0.709 0.657
SVM 370 0.407 0.605 0.506
Feature selection ANCSc 179 0.756 0.802 0.779
EDC-AIRS 174 0.721 0.837 0.779
SVM 168 0.570 0.605 0.587
Feature construction ANCSc 179 0.756 0.802 0.779
EDC-AIRS 175 0.709 0.895 0.802
SVM 176 0.616 0.698 0.657
The performance measurements, obtained after different optimization stage combinations during the training phase (using 10-fold cross validation), are shown. The number
of features used by each algorithm during different optimization stage combinations is presented in the table as well.
Fig. 7. Performance of ANCSc, EDC-AIRS and SVM algorithms during validation
phase. These performance measurements were obtained by evaluating each trained
model (obtained after all optimization stages – i.e. model selection, feature
selection and feature construction – have been performed) using the validation
dataset.
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loads required to tune and ‘‘nurture’’ the postulated set of artiﬁcial
neurons carried out during the ‘neuroplasticity via nurturing’
phase. In this regard, the ‘neuroplasticity via nurturing’ phase opti-
mizes the artiﬁcial neurons in the fetal artiﬁcial cognitive system
by evolving them during each learning cycle through the growth
of new artiﬁcial neurons, performance of niche reﬁnement to exist-
ing ones and/or eradication of existing artiﬁcial neurons that hin-
der the inculcation process. Through this repeated learning
process, the aim is to ‘‘educate’’ the artiﬁcial cognitive system with
key patterns found within the training data; enabling the artiﬁcial
neurons to develop further and collectively realize their full poten-
tial. Termination of this learning algorithm proceeds with the
removal of redundant artiﬁcial neurons (i.e. apoptosis phase) that
potentially exacerbate the resulting classiﬁcation performance.
This is an important phase as it attempts to alleviate over-ﬁtting,
and fortify an effective and parsimonious prediction model.
To assess the robustness of ANCSc algorithm to learn and gen-
eralize, it was used to develop prediction model that aims to pre-
dict the risk of an individual experiencing CVD in the near future
– a highly coveted but elusive clinical task. Prediction performance
was compared with EDC-AIRS and SVM algorithms. Broadly, both
feature selection and feature construction improve the perfor-Table 2
Performance summary of ANCSc, EDC-AIRS and SVM algorithms (validation phase).
Algorithm #Features Sensitivity (%) Speciﬁcity
ANCSc 179 0.611 0.861
EDC-AIRS 175 0.667 0.500
SVM 176 0.472 0.667
a McNemar’s test was conducted between ANCSc algorithm and the algorithm the p-vmance of the prediction models during training phase. Speciﬁcally
with feature selection, ANCSc, EDC-AIRS and SVM algorithms
improve their cross-validation balanced accuracy by 6.28%, 18.6%
and 16.0% respectively while reducing the number of features
needed to develop the prediction model by 51.6%, 53.0% and
54.6% respectively. This reduction in the number of features
required is highly desirable as each clinical feature is often associ-
ated with a ﬁnancial cost, measurement time and/or risk for
obtaining it. Feature construction is yet another useful technique
for the development of clinical prediction model as it capitalizes
on features that are already obtained and generates new ones that
are capable of ameliorating the performance of the prediction
models. This inevitably saves cost and time while eradicating extra
burdens on the patients.
Referring to the experimental results, SVM performs poorly on
the HHP dataset during both the training and validation phases.
We believe that this is because of the presence of exceptional cases
in medical data that resulted in the poor performance of SVM.
ANCSc algorithm, on other hand, performs reasonably well during
both the training and validation phases. In particular, ANCSc algo-
rithm – in terms of balanced accuracy – is 20.8% and 22.7% better
than EDC-AIRS and SVM algorithms when evaluated using the val-
idation dataset. We hypothesize that the success of ANCSc algo-
rithm is because of its ability to handle exceptional cases and
optimize the neuronal cultures based on evolution, cooperation
and altruism proposed by the algorithm. Further, since ANCSc algo-
rithm uses KNN to perform prediction, it offers the advantage of
providing reasoning for the decision it has made for the new cases
the prediction model is inquired with – a highly desirable attribute
in medicine – by presenting (to the clinicians) representative cases
(from the developed cognitive system) that are most similar to the
new cases that need to be explained [43].
Key clinical markers identiﬁed by ANCSc algorithm include risk
factors related to diet/lifestyle, pulmonary function, personal/fam-
ily/medical history, blood data, blood pressure, and electrocardiog-
raphy. All these clinical markers in general – except for personal
history (e.g. age left parent’s home, wife present job, number of
older brothers/younger sisters, etc) to our knowledge – are also
identiﬁed as clinically signiﬁcant in the literature [44–48]. We
believe that personal history, a currently understudied factor,
could be viewed as an intricate element that contributes to the(%) Balanced accuracy (%) McNemar’s testa (p-value)
0.736 –
0.583 0.022
0.569 0.019
alue is associated with in the table.
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chronic stress factor, on other hand, is a risk factor for CVD [49].
The observation that these statistically signiﬁcant clinical markers
can also be clinically signiﬁcant provides a promising avenue for
identifying potential cardiovascular risk factors to be evaluated
in clinical trials.
One limitation of this work is the use of a single clinical risk pre-
diction task to evaluate ANCSc algorithm. This limits our power to
conclusively state the potential of ANCSc algorithm. However, it
does provide some insights into the robustness of the algorithm.
As part of our future work, we aim to apply ANCSc algorithm to
solve other challenging tasks.
7. Conclusions
We have presented a novel supervised learning algorithm
inspired by natural phenomena related to neurogenesis, neuro-
plasticity, nurturing and apoptosis. Leveraging on the fetal artiﬁcial
cognitive system developed from the input data environment,
ANCSc algorithm ‘‘nurture’’ it in an attempt to unleash its greatest
potential. Application of ANCSc algorithm to clinical risk prediction
has been carried out with promising results.
The learning approach postulated by ANCSc algorithm, in our
opinion, has potential for learning profound data structures and
producing a concise model capable of descripting the problem.
Additionally, it offers a novel learning methodology in which clas-
siﬁcation problems can be solved by approaching them from a dif-
ferent perspective.
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