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ABSTRACT
If a dynamic system has active constraints on the state vector and they are known,
then taking them into account during modeling is often advantageous. Unfortu-
nately, in the constrained discrete-time state-space estimation, the state equality
constraint is defined for a parameter matrix and not on a parameter vector as com-
monly found in regression problems. To address this problem, firstly, we show how
to rewrite the state equality constraints as equality constraints on the state matrices
to be estimated. Then, we vectorize the matricial least squares problem defined for
modeling state-space systems such that any method from the equality-constrained
least squares framework may be employed. Both time-invariant and time-varying
cases are considered as well as the case where the state equality constraint is not
exactly known.
KEYWORDS
Least squares; state equality constraints; state-space modeling; gray-box modeling;
constrained estimation.
1. Introduction
In some dynamic systems, dynamics evolve with variables satisfying inequality or
equality constraints (Goodwin, Seron, & de Dona´, 2005). For example, the species
concentrations are non-negative in chemical reactions (Massicotte, Morawski, & Bar-
wicz, 1995). Likewise, in the quaternion-based attitude representation, the attitude
vector must have unitary norm (Crassidis & Markley, 2003); and, for ground vehicle
tracking problems, the road networks can be viewed as equality constraints on the
trajectory (Xu, Li, Duan, & Lan, 2013). The combination of single or multiple cells
in biological processes may be represented as a compartment with constant volume
(Mohler, 1974). In addition, compartmental models have applications in classical cir-
cuit models, structural models and complex networks, among others, as pointed out
in Bernstein and Hyland (1993).
In this work, we are specifically concerned with linear state-space dynamic systems
satisfying linear equality constraints on the state vector. The scenario we have in mind
is the one in which we have dynamical data collected from the dynamic system as well
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as auxiliary information (written as equality constraints on the state vector) from first
principles. Consider the following examples: localization of a land vehicle for which
the road map represents a constraint on the trajectory (Xu, Li, Liang, & Duan, 2017);
the flight formation of two targets, where the distance between the targets is constant
(Xu et al., 2013); the monitoring of the nitrogen flow in a tropical forest where the
amount of nitrogen is constant (Walter & Contreras, 1999); the experiment of the wet
granulation of lactose with deionized water carried out in a ploughshare mixer with
constant volume (Lee et al., 2017); and an interconnected tank system for which prior
information on the total volume is available (Ho¨lzel & Bernstein, 2014).
At this point, one may argue that variable reduction (Ho¨lzel & Bernstein, 2014; Li,
2016) may be employed to avoid enforcing the equality constraint on the state vector.
However, this approach yields a reduced state vector with a different physical meaning,
which is not desirable in many applications. Moreover, if the equality constraint is time
varying, keeping a constant state vector parametrization is of interest.
In the last years, the problem of state estimation for both linear and nonlinear
equality-constrained dynamic systems has received great attention from the commu-
nity (Babacan, Ozbek, & Efe, 2008; Duan & Li, 2015; Rengaswamy, Narasimhan, &
Kuppuraj, 2013; Simon, 2010; Teixeira et al., 2008; Teixeira, Chandrasekar, Toˆrres,
Aguirre, & Bernstein, 2009; Xu et al., 2013, 2017). The problem of modeling such
systems is less often addressed (Li, 2016; Xu et al., 2013, 2017). In the latter works, a
two-step modeling procedure is employed. An unconstrained model (auxiliary dynam-
ics) is first obtained and, by projection, such model is fused with the state equality
constraint.
Parameter estimation with known equality linear constraints is a solved problem.
Auxiliary information such as static function, static gain, and fixed-point location,
can be written in the form of linear equality constraints on the parameters of NARX
(Nonlinear autoregressive with exogenous inputs) polynomial and RBF (Radial basis
function) network models, for instance (Aguirre, Alves, & Correˆa, 2007; Teixeira &
Aguirre, 2011). If the dynamics are time invariant, one may use the batch equality con-
strained least squares (Bjo¨rck, 1996; Draper & Smith, 1998). For problems in which
auxiliary information is uncertain, the compromise between prediction performance
and the equality constraint satisfaction is treated by means a tuning parameter in
Teixeira and Aguirre (2011). In Arablouei and Doganc¸ay (2015) the relaxed solution
of the batch equality constrained least squares is addressed to solve the same problem.
For a recursive solution, it suffices to use the classical recursive least squares with a
proper initialization as shown in Zhou, Zhu, Li, and You (2001); Zhu and Li (2007). For
convenience, in this work, we present this result using a different perspective in Propo-
sition 3.1. However, for time-varying systems, the equality parameter constraint must
be enforced at every time instant in the recursive least squares equations (Alenany
& Shang, 2013). In this regard Vincent and Chaumette (2018), exploring connections
between Kalman filter and least squares, enforce equality constraint on the Kalman
gain (Teixeira et al., 2008) in order to guarantee that the estimator is unbiased. Con-
versely, in this manuscript, we enforce constraints on the model matrices in order to
guarantee a model whose state vector satisfy an equality constraint.
If we assume that all state components are directly measured, then least squares
methods may be used to estimate the matrices of the linear state-space model. Other-
wise, subspace methods must be used (Alenany & Shang, 2013; Alenany, Shang, Soli-
man, & Ziedan, 2011; Privara, Cigler, Vana´, & Ferkl, 2012; Trnka & Havlena, 2009;
Wang, Zhang, & Zhao, 2018) with least squares as a possible internal step. Consider
the case of fully measured state vector, for which auxiliary information on the state
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vector is known in the form of an equality constraint. How to estimate the state matri-
ces of the system such that the free-run prediction of its state vector satisfies the known
equality constraint? To address this question (Problem 2.1), one must first be able to
mathematically map the equality constraint on the state vector onto an equality con-
straint on the state space matrices (parameters) to be estimated. In this manuscript,
this problem is solved for time-varying linear dynamic systems by adapting a result
from Teixeira et al. (2009); see Lemmas 4.1 and 4.2. However, the aforementioned
equality-constrained least-squares methods cannot be used to enforce such equality
constraints because, in this case, the constraint is defined for a parameter matrix and
not on a parameter vector as commonly found in regression problems; see Remark 4.
To circumvent this problem, we vectorize the matricial least squares problem defined
for modeling state-space systems using the vectorization operator and Kronecker prod-
uct as in Privara et al. (2012) such that the existing equality constrained least squares
framework may be employed; see Proposition 4.3. The contributions of this manuscript
are: (i) to address the two aforementioned problems as a single mathematical problem
and to solve such state-space modeling problem with state equality constraints, and
(ii) to explore the connections among the papers that address similar problems in the
literature (Alenany & Shang, 2013; Arablouei & Doganc¸ay, 2015; Teixeira & Aguirre,
2011; Zhou et al., 2001; Zhu & Li, 2007). Here both time-invariant and time-varying
cases are considered. Finally, as in Teixeira and Aguirre (2011), the case in which the
auxiliary information is uncertain is also addressed.
This document is organized as follows. Section 2 formulates the gray-box system
identification problem under investigation. In Section 3 we review known equality-
constrained parameter estimation methods for both time-invariant and time-varying
systems. Section 4 solves the problem formulated in Section 2, presenting the main
contributions of this manuscript. In Section 5, numerical examples illustrate the ap-
plicability of the proposed approaches. Finally, in Section 6, the concluding remarks
are discussed.
Notation is set as follows in this manuscript. In and 0m×n stand respectively for the
n-dimensional identity matrix and m×n-dimensional zero matrix. ⊗ is the Kronecker
product and vec is the vectorizer operator.
2. Problem Statement
Consider the linear discrete-time state-space system
xk+1 = Axk +Buk +Gwk, (1)
yk = xk + vk, (2)
where xk ∈ Rn is the state vector, uk ∈ Rp is the input vector, yk ∈ Rm is the
measured output vector, wk ∈ Rq, q < n, is the zero-mean process noise with covariance
Q ∈ Rq×q and vk ∈ Rm is the zero-mean measurement noise. Note that all the states
are assumed to be measured. Assume that the noise terms are mutually uncorrelated.
The matrices A ∈ Rn×n, B ∈ Rn×p and G ∈ Rn×q are not assumed to be known.
Assume that the system (1) is asymptotically stable. In addition, assume that the
state vector satisfies the equality constraint
Sxk = s, (3)
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where S ∈ Rnr×n, s ∈ Rnr×1 and 1 ≤ nr ≤ n−q is the number of constraints. Without
loss of generality, we assume that rank(S) = nr.
The state-space model (1)-(2) can be rewritten as
yTk+1 =
[
yTk u
T
k
] [ AT
BT
]
+ eTk+1, (4)
where
ek+1 , vk+1 −Avk +Gwk. (5)
Next, assume that sequences of uk and yk are known for k = 0, . . . , N , such that we
have
Y = XΘ + E , (6)
where
Y ,
 y
T
1
...
yTN
 , X ,
 y
T
0 u
T
0
...
...
yTN−1 u
T
N−1
 , E ,
 e
T
1
...
eTN
 ,
Θ ,
[
AT
BT
]
, (7)
where Y, E ∈ RN×n, X ∈ RN×(n+p) and Θ ∈ R(n+p)×n.
Define the least squares cost function
JLS(Θˆ) ,
(
Y − X Θˆ
)T (Y − X Θˆ) . (8)
Problem 2.1. The equality-constrained state-space modeling problem is to obtain the
minimizer ΘˆCLS of (8) such that the states xk of the corresponding process model (1)
satisfy the equality constraint (3).
Recall that this paper does not address the problem of state estimation, although the
parameter estimation problem under investigation can be recast as a state estimation
problem under proper assumptions.
3. Background on Equality-Constrained
Least Squares
3.1. Time-invariant case
Consider the linear regression model
zk = ψ
T
k−1θˆ + ξk, (9)
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where zk ∈ R is the measured output, ψk−1 ∈ Rnp is the known regressor vector,
ξk ∈ R is the residue, and θˆ ∈ Rnp is the unknown parameter vector to be estimated.
Recall that (9) may represent the dynamic model for a linear-in-the-parameters MISO
system. Assume that a set of N observations of z and ψ in (9) are available such that
we have
Z = Ψθˆ + Ξ. (10)
Assume that Ψ has full column rank such that Ψ is left invertible.
Now, assume that the parameters θˆ must satisfy a set of nr linear equality con-
straints given by
Dθˆ = d, (11)
where d ∈ Rnr and D ∈ Rnr×np with rank(D) = np. Next, define the least squares cost
function
JLS(θˆ) ,
(
Z −Ψθˆ
)T (
Z −Ψθˆ
)
. (12)
Then, the minimizer of (12) subject to (11) is given by Bjo¨rck (1996); Draper and
Smith (1998)
θˆCLS = PN (D)θˆLS + (Inp − PN (D))d¯, (13)
where
θˆLS = (Ψ
TΨ)−1ΨTZ, (14)
PN (D) , Inp − LD, (15)
L , (ΨTΨ)−1DT [D(ΨTΨ)−1DT ]−1, (16)
and
d¯ , DT (DDT )−1d (17)
is an offset. Therefore, the equality constraint DθˆCLS = d is exactly satisfied. The
estimator (14) is known as the classical least squares (LS) and (13) is known as the
equality-constrained least squares (CLS).
Remark 1. Augment the matrices in (10) and (12) by appending a weighted form
of the linear constraints (11). Then, the optimal solution θˆLS (13) is approximated by
the relaxed solution (Arablouei & Doganc¸ay, 2015)
θˆrCLS =
(
ΨTΨ + µDTD
)−1
(ΨTZ + µDTd), (18)
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where µ  1 is the weight associated to the constraints. If one tunes µ → ∞, then
θˆrCLS → θˆCLS. For applications in which the constraints (11) are not precisely known,
the relaxed solution (18) is indicated. Indeed, other related least squares approaches
may be used to solve this problem; see Teixeira and Aguirre (2011, Section 4.2).
In Zhou et al. (2001), the recursive counterpart of (13) is investigated. Interestingly,
Zhou et al. (2001) shows that the CLS and the LS have the same recursive formulas,
differing only at the initial values. In Zhu and Li (2007) it is shown how to initialize the
recursive least square equations in order to guarantee that the corresponding estimates
satisfy (11), ∀k. For mathematical convenience, Zhu and Li (2007) and Zhou et al.
(2001) derive the recursive equations using Greville formulas, yielding equations in a
non-standard format.
Next, for simplicity, we present the recursive counterpart of (13) in a more conven-
tional format. For k = 1, . . . , N , we have
Kk =
PCLS,k−1ψk−1
ψTk−1PCLS,k−1ψk−1 + 1
, (19)
θˆCLS,k = θˆCLS,k−1 +Kk
(
zk − ψTk−1θˆCLS,k−1
)
, (20)
PCLS,k =
(
Inp −KkψTk−1
)
PCLS,k−1. (21)
with initial values
θˆCLS,0 = PN (D)θ0 + d¯, (22)
PCLS,0 = PN (D)P0, (23)
where the projector PN (D) (15) guarantees that θˆCLS,0 and PCLS,0 are compatible
with (11) for any θ0 and P0. We point out that (19)-(21) correspond to the classical
recursive least squares (RLS). The next result proves in a simple way that, if the RLS
is properly initialized as in (22)-(23), then its estimates satisfy (11), ∀k. As mentioned
above, a similar result is presented in Zhu and Li (2007) using Greville formulas.
Proposition 3.1. Assume that the initial parameter estimates θˆCLS,0 and PCLS,0 are
given by (22)-(23) and are used to initialize the RLS equations (19)-(21). Then the
estimates given by (19)-(21) satisfy the time-invariant constraint DθˆCLS,k = d,∀k.
Proof. See Appendix A.
3.2. Time-varying case
Assume now that the parameters may vary with time such that (9) is replaced by
zk = ψ
T
k−1θˆk + ξk. (24)
Also, assume that θˆk satisfy the known time-varying constraint
Dkθˆk = dk. (25)
For k = 1, . . . , N , the recursive time-varying counterpart of (13) is given by Alenany
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and Shang (2013)
Kk =
PWLS,k−1ψk−1
ψTk−1PWLS,k−1ψk−1 + λ
, (26)
θˆWLS,k = θˆWLS,k−1 +Kk
(
zk − ψTk−1θˆWLS,k−1
)
, (27)
PWLS,k =
1
λ
(
Inp −KkψTk−1
)
PWLS,k−1, (28)
Lk = PWLS,kD
T
k [DkPWLS,kD
T
k ]
−1, (29)
θˆWCLS,k = (Inp − LkDk)θˆWLS,k + Lkdk, (30)
where 0  λ ≤ 1 is the forgetting factor. We refer to this method as the recursive
weighted constrained LS (RWCLS).
Remark 2. In Alenany and Shang (2013), part of the identification data is used to
estimate offline the initial parameters θˆWLS,0 and PWLS,0 for (26)-(30) by means of
the constrained batch algorithm (13). Instead, we suggest to initialize (26)-(30) as in
(22)-(23).
4. Equality-Constrained Least Squares for State-Space Modeling
In order to solve Problem 2.1, first it is necessary to map the constraint on the state
vector xk given by (3) to a constraint on the parameter vector Θ given by (7).
The next results address this point by indicating conditions for a state-space model
to have a state vector satisfying an equality constraint.
Lemma 4.1. (Teixeira et al., 2009, Proposition 3.1) For the system given by (1),
assume that
SG = 0nr×q, (31)
SA = S (32)
SB = 0nr×p. (33)
Then, for all k ≥ 1, Sxk = s, where s = Sx0.
Lemma 4.2. Assume that the state vector of system (1) satisfies the equality con-
straint Sxk = s, ∀k ≥ 0. Then, the relations (31), (32) (33) are hold.
Proof. Multiplying (1) by S, we obtain Sxk = SAxk−1 + SBuk−1 + SGwk−1. Then
Sxk = s implies that SA = S, SB = 0nr×p and SG = 0nr×q.
Lemma 4.1 gives the conditions (31)-(33) for the dynamic system to satisfy (3),
while Lemma 4.2 proves the counterpart. In other words, the previous results provide
conditions for process model (1) to be compatible (Li, 2016) with the state equality
constraint (3).
Remark 3. In Teixeira et al. (2009, Proposition 3.2), it is proved that if (3) holds,
then the system is not controllable in Rn from the process noise wk, but it is rather
controllable in the subspace defined by (3). Then, we can replace Gwk−1 in (1) by
w˜k−1 , Gwk−1 with singular noise covariance Q˜ , GQGT providing (31) is verified as
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in Lemma 4.1. In so doing, we focus on relations (32)-(33), which are related to the
matrices A and B to be estimated.
From (32)-(33), we obtain the equality constraint on the parameter matrix
ΘD1 = D2, (34)
where Θ is given by (7) and
D1 , ST and D2 ,
[
ST
0p×nr
]
, (35)
where D1 ∈ Rn×nr and D2 ∈ R(n+p)×nr .
Remark 4. Note that the estimator (13) cannot be used to solve Problem 2.1 due to
matrix size incompatibility. In (13), the equality constraint (11) is enforced on vector
θˆ, whereas in Problem 2.1, the equality constraint (34) is enforced on matrix Θˆ, which
is right-multiplied by D1.
The next result rewrites the matrix equations (6) and (34) onto vectorized equations
like (9) and (11) such that a classical equality-constrained least squares problem is
obtained. In so doing, we have a solution for Problem 2.1. Likewise, based on this
result, the recursive solution can also be obtained for both time-invariant and time-
varying cases.
Proposition 4.3. For the linear regression model (4) with parameter Θˆ given by (7),
the parameter estimate ΘˆCLS minimizes JLS(Θˆ) given by (8) subject to the equality
constraint (34), if and only if θˆCLS given by (13) minimizes JLS(θˆ) given by (12)
subject to the equality constraint (11) with
θˆ =
[
vec(A)
vec(B)
]
, Z =

vec(y1)
vec(y2)
...
vec(yN )
 , (36)
Ψ =

yT0 ⊗ In uT0 ⊗ In
yT1 ⊗ In uT1 ⊗ In
...
...
yTN−1 ⊗ In uTN−1 ⊗ In
 , (37)
D =
[
In ⊗ S 0nrn×np
0nrp×n2 Ip ⊗ S
]
, d =
[
vec(S)
vec(0nr×p)
]
,
(38)
where θ ∈ R(n2+np), Z ∈ RNn, Ψ ∈ RNn×(n2+np), D ∈ R(nrn+nrp)×(n2+np), and d ∈
R(nrn+nrp).
Proof. This proof has two parts. First, we rewrite (6) as (9). This is done by using
the following relation (Bernstein, 2005)
vec(MNO) = (OT ⊗M)vec(N ), (39)
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where M, N and O are real matrices of appropriate size.
The deterministic part of the model (4) can be rewritten as
vec(yk+1) =
[
yTk ⊗ In uTk ⊗ In
] [ vec(A)
vec(B)
]
,
which is the form of (9).
Second, we rewrite (34) as (11). For a data set of size N , we have
vec(y1)
vec(y2)
...
vec(yN )
 =

yT0 ⊗ In uT0 ⊗ In
yT1 ⊗ In uT1 ⊗ In
...
...
yTN−1 ⊗ In uTN−1 ⊗ In

[
vec(A)
vec(B)
]
,
which is an equation of the form (9), that is, Z = Ψθ, with Z and Ψ set as in (36)-(37).
Thus, the cost function JLS(θˆ) given by (12) is equivalent to the cost function JLS(Θˆ)
given by (8).
Likewise, the equality constraint (34) can be rewritten as[
In ⊗ S 0nrn×np
0nrp×n2 Ip ⊗ S
] [
vec(A)
vec(B)
]
=
[
vec(S)
vec(0nr×p)
]
,
which is an equation of the form (11), with D and d set as in (38).
Corollary 4.4. Given the vectorizing definitions (36)-(38), the recursive equality-
constrained parameter estimates ΘˆCLS,k are given by (19)-(23).
Proof. Given the result of Proposition 4.3 and that the recursive equations (19)-(23)
are equivalent to the equality constrained least squares (13) (see Proposition 3.1), we
prove this result.
Remark 5. For the time-varying counterpart of (1)-(3), using definitions similar to
(36)-(38), the recursive equality-constrained parameter estimates ΘˆCLS,k can be ob-
tained from (26)-(30).
Note that (1)-(2) characterizes an output-error model. So, the next result proves
that the LS estimator is biased for such type of model.
Proposition 4.5. For the state-space model (1)-(2), the LS estimator given by (14)
and (36)-(37) is biased, that is, E[θˆ]− θ 6= 0.
Proof. See Appendix B.
Thus, in this work, we use algorithms based on the extended LS (Ljung, 1987);
however, for brevity, we omit the term “extended”. Other unbiased estimators could
be used instead.
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Figure 1. One realization of identification data from the compartmental model. The state components are
shown evolving with time.
5. Simulated Results
5.1. Compartmental system: time-invariant case
Consider the linear discrete-time compartmental model (Teixeira et al., 2009) repre-
sented by (1)-(2) involving mass exchange among compartments whose matrices are
given by
A =
 0.94 0.028 0.0190.038 0.95 0.001
0.022 0.022 0.98
 ; B = 03×1; C = I3×3; (40)
with state vector xk ∈ R3 composed by the amount of mass in each compartment,
initial condition x0 = [1 1 1]
T , and process noise and observation noise covariance
matrices Q˜ = σ2wGG
T , where G =
 0.05 −0.03−0.02 0.01
−0.03 0.02
, and Rk = σ2vI2×2.
One realization of simulated identification data for this system is shown in Fig. 1 for
σw = 1.0 and σv = 0.1. Note that conditions of Lemmas 4.1 and 4.2 hold for (40) such
that the trajectory of xk ∈ R3 lies on the plane (3), whose parameters are assumed to
be known and are given by
S = [1 1 1], s = 3, (41)
that is, mass conservation is verified. The validation data is simulated with different
initial condition x0 = [2 1 0]
T .
We investigate a 1000-run Monte Carlo simulation testing identification data with
different noise realizations for σw = 1.0 and σv = 0.1. The LS given by (14) for the
state-space system, for which (6)-(8) are defined, is used to yield estimates for the
10
Table 1. The mean and the standard deviation of the RMSE for 1000-run
Monte Carlo simulations of each state sequence.
Method RMSE1±σRMSE1 RMSE2±σRMSE2 RMSE3±σRMSE3
LS 0.660 ± 0.029 0.527 ± 0.013 1.248 ± 0.038
CLS 0.191 ± 0.012 0.134 ± 0.003 0.211 ± 0.014
rCLS1 0.232 ± 0.020 0.169 ± 0.007 0.356 ± 0.031
rCLS2 0.189 ± 0.012 0.133 ± 0.003 0.219 ± 0.016
RCLS 0.202 ± 0.013 0.116 ± 0.003 0.196 ± 0.015
matrix A as discussed in Section 2. Likewise, as indicated by Proposition 4.3, CLS was
also employed.
Fig. 2 shows the results regarding the Monte Carlo validation of the obtained models
(mean values with two standard-devation confidence interval). In order to quantify the
fit between the simulation of the system and the identified models, we use the root-
mean-square error for each ith state component, i = 1, . . . , n,
RMSEmrn ,
√∑N
k=1(xi,k − xˆi,k)2
N
, (42)
whereN is the length of the measured data andmr = 1, . . . ,M , whereM is the number
of realizations. Table 1 shows the mean RMSEn and standard deviation σRMSEn of the
RMSE for each state. Note that the performance of the model obtained with CLS is
better than the model estimated by LS. That is, the auxiliary information about mass
conservation was useful.
In addition, we consider the case where the auxiliary information is uncertain. Sup-
pose that the uncertain state equality constraint is assumed to be given by (3) with
S = [1.4 0.9 1.2], s = 3.5. (43)
The rCLS given by (18) is used to estimate the state-space model
with the uncertain auxiliary information (43). As in Arablouei and Do-
ganc¸ay (2015), we tuned the parameter µ in order to obtain mod-
els with good prediction performance. The results are shown in
Fig. 2 and Table 1 for µ1 = 5 × 103 (rCLS1) and µ2 = 5 × 104 (rCLS2). Note
that the results yielded by (rCLS1) are better than those from LS. Moreover, results
from rCLS2 almost coincide to those from CLS. Then, the appropriate use of uncertain
prior information may improve the quality of the estimated model, as discussed in
Teixeira and Aguirre (2011).
We also test the recursive solution to this problem as indicated by Corollary 4.4. RLS
is properly initialized as in (22)-(23), with θ0 = 09×1 and P0 = 103I9×9, yielding RCLS
and is compared with the batch LS and CLS estimates in Fig. 2 and Table 1. Note
that, when compared to LS, the use of auxiliary information (41) in the initialization
of RCLS improves the performance of the estimated model.
5.2. Compartmental system: time-varying case
We now consider a time-varying compartmental system. As in a reconfigurable system,
we consider the case in which the linear dynamics switches among three different
modes. For instance, this may be the case for a multi-tank system with reconfigurable
valves. The first mode is simulated with A1 as in (40). The second and third modes
11
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Figure 2. Comparison of 1000-run Monte Carlo simulations for the validation of state-space models identified
using LS (red line), CLS (black line) and RCLS (cyan line). To address the case of uncertain prior information,
we estimate models using rCLS, for which we test two values of the tuning parameter: µ1 = 5×103 (green line)
and µ2 = 5 × 104 (magenta line). The mean of true values of the states are shown in a blue continuous line.
In all cases, the mean values of the validation data are shown within the confidence interval of two standard
deviations given by the respective light shaded areas.
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Figure 3. One realization of the identification data for the time-varying compartmental model. In (a), the
state components are shown evolving with time and, in (b), in state space. Note that, regardless of the mode,
for all k ≥ 0, xk ∈ R lies on the plane x1,k + x2,k + x3,k = 50.
are described by the matrices
A2 =
 0.84 0.028 0.0190.138 0.85 0.001
0.022 0.122 0.98
 ,
A3 =
 0.80 0.018 0.1190.178 0.76 0.201
0.022 0.222 0.68
 .
The matrices B and C are defined as in (40) for all modes.
A typical realization of the simulated identification data is shown in Fig. 3 for σw
= 10 and σv = 1 and x0 = [20 20 10]
T . The mass conservation is verified for all
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operating points and the assumedly known parameters of (3) are given by
S = [1 1 1], s = 50. (44)
Note that the conditions of Lemmas 4.1 and 4.2 are verified for all modes. A new
initial condition is set as x0 = [15 10 25]
T to simulate the validation data.
We generate 1000 Monte Carlo simulations with different noise realizations for σw =
10 and σv = 1 in order to obtain the identification data. For each running simulation
we employ both RWLS given by (26)-(28) and RWCLS given by (26)-(30) to estimate
the time-varying model. These recursive estimators are randomly initialized with an
arbitrary initial condition vec(Θ0) ∈ R9×1 given by a normal distribution with σΘ = 1
and P0 = 10
4I9×9. Recall that in Alenany and Shang (2013) part of the identification
data is used to estimate de initial conditions by means of the batch algorithm (13);
see Remark 2. Here, we use the result given by (22)-(23) to more conveniently proceed
the identification procedure using the RWCLS. The forgetting factor λ is set to 0.95.
The Monte Carlo validation results for RWLS and RWCLS are shown in Fig. 4. We
would like to draw attention to the variance of the estimated models. For the three
different modes, we verify that the performance of the model obtained with RWCLS
is better than the model estimated by RWLS. That is, the prior information about
mass conservation improved the quality of the estimated model.
5.3. Practical application: forest ecosystem
Consider the compartmental model of nitrogen flow in a tropical forest studied in Wal-
ter and Contreras (1999) and summarized in Figure 5, where kij accounts for the flow
rates between compartments, associated with the mass leaving the ith compartment
and arriving at the jth compartment. Note that each compartment allows interac-
tion from its neighbour compartments in both directions and that the parameters are
given for a continuous-time model. Choosing the sampling-period as Ts = 0.1 years,
the discrete-time matrices are given by
A =

0.9003 0 0.0005 0 0.0093
0.0935 0.8807 0 0 0.0005
0.0054 0.0978 0.6697 0 0
0.0005 0.0154 0.2372 0.9995 0
0.0002 0.0060 0.0927 0.005 0.9902
 ,
B =
[
0.5505 0.0282 −0.2625 −0.3003 −0.0159 ]T ,
C = I5×5, (45)
with state vector xk ∈ R5 composed by the amount of nitrogen in each compartment,
initial condition x0=[−3.5 −2.52 0 520 26.5]T+K[3.82 316 1 576 41]T , where K
depends on the total amount of nitrogen in the system in the beginning and is set
as K = 1.5, the process noise and observation noise covariance matrices Q˜ = σ2wGGT ,
where G =

0.1220 0.1634 0.0249 −0.0383
−0.0420 −0.0048 −0.1430 0.0235
0.1640 −0.0317 −0.0057 0.0571
−0.1871 −0.0877 0.1697 −0.0098
−0.0569 −0.0392 −0.0459 −0.0325
, and Rk = σ2vI4×4. The con-
ditions of Lemmas 4.1 and 4.2 hold for (45) such that the trajectory of xk ∈ R5 lies
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Figure 4. Comparison of 1000-run Monte Carlo simulations for the validation of state-space models identified
using RWLS (red line) and RWCLS (black line), where the RWCLS is initialized in according to (22)-(23) and
the constraint is enforced with (29)-(30). The mean of true values of the states are shown in a blue continuous
line. In all cases, the mean values of the validation data are shown within the confidence interval of two
standard deviations given by the respective light shaded areas. Observe that the confidence interval of RWLS
are partially presented. Dotted vertical black lines show when the operating points are switched.
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Figure 5. Schematic compartmental model of nitrogen flow in a tropical forest. The inputs and outputs are
assumed to be constant in the model. Adapted from Walter and Contreras (1999).
on the plane (3), whose parameters are assumed to be known and are given by
S = [1 1 1 1 1], s = 1.9472× 103. (46)
that is, mass conservation is verified.
We investigate a 1000-run Monte Carlo simulation testing identification data with
uk = 1 + σuw
u
k and different noise realizations for σu = 0.1, σw = 1.0 and σv = 1.0
(not shown for brevity), where wu is a zero mean white noise to ensure the persistence
of excitation of the input. For each running simulation we employ both LS given by
(14) and CLS given by Proposition 4.3. The validation data is simulated with different
initial condition x0=[72.2 381.5 101.5 1264.0 128.0]
T . Figure 6 shows the results
regarding the RMSE of the Monte Carlo validation of the obtained models. For all the
states the use of auxiliary information in the CLS improves the performance of the
estimated models. Specifically, the CLS estimation of the 4th and 5th state components
always outperform the LS estimation. For in the CLS estimator, RMSE4 is around 15
times smaller than the same index for LS. For the 5th state, CLS improves RMSE5
by a factor of 3.
6. Concluding Remarks
We address the problem of modeling state-space dynamic systems for which the state
vector satisfies an exactly known or an uncertain equality constraint (prior infor-
mation). We assume that all state components are measured such that least-square
methods can be used to estimate the state-space matrices. Both batch and recur-
16
0 100 200
RM
SE
1
4.5
5
5.5
6
6.5
7 (a)
0 100 200
RM
SE
1
4.5
5
5.5
6
6.5
7 (b)
0 100 200
RM
SE
2
2
3
4
5
6 (c)
0 100 200
RM
SE
2
2
3
4
5
6 (d)
0 100 200 300
RM
SE
3
1.5
2
2.5 (e)
0 100 200 300
RM
SE
3
1.5
2
2.5 (f)
0 100 200
RM
SE
4
0
50
100
(g)
0 100 200
RM
SE
4
0
50
100
(h)
Frequency
0 100 200 300
RM
SE
5
10
20
30
(i)
Frequency
0 100 200 300
RM
SE
5
10
20
30
(j)
Figure 6. Histogram of the RMSE between the validation data and LS (left) and CLS (right) estimation for
all the 1000-run Monte Carlo simulations.
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sive algorithms are considered. By means of the latter, the time-varying case is also
addressed.
First, we show how to map the known equality constraint on the state vector on an
equality constraint on the parameter matrix to be estimated by the least-square based
method. Then, we show how to rewrite the corresponding least squares problem into
a vectorized form such that existing equality-constrained least squares methods may
be used.
In addition to obtaining state-space matrices that yield an equality-constrained
model on the state vector, we observe that the usage of both exactly known and
uncertain prior information improves the prediction quality of the model compared to
the case in which the equality constraint is not enforced. Such results are consistent
with those from Teixeira and Aguirre (2011). The algorithms here investigated are also
of interest for gray-box subspace identification methods that employ least squares as
an internal step; see Alenany and Shang (2013); Alenany et al. (2011); Privara et al.
(2012); Trnka and Havlena (2009).
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Appendix A.
Next, we present the proof of Proposition 3.1.
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Proof. Given that (15) is a projector onto the null space of D, initialize the RLS
equations given by (19)-(21) with the initial values (22)-(23) such that
DθˆCLS,0 = d, (A1)
DPCLS,0 = 0. (A2)
For k = 1, multiplying (19)-(21) by D we have
DK1 =
DPCLS,0ψ0
ψT0 PCLS,0ψ0 + 1
= 0, (A3)
DθˆCLS,1 = DθCLS,0 +DK1
(
z1 − ψT0 θCLS,0
)
,
= d, (A4)
DPCLS,1 = D
(
Inp −K1ψT0
)
PCLS,0,
= DPCLS,0 −DK1ψT0 PCLS,0 = 0. (A5)
By symmetry, from (A3)-(A4), we verify that DK2 = 0, DθˆCLS,2 = d and DPCLS,2 =
0.
Likewise, at time k + 1, we have DKk+1 = 0, DθˆCLS,k+1 = d and DPCLS,k+1 = 0.
Thus, by induction, we have DKk = 0, DθˆCLS,k = d and DPCLS,k = 0, ∀ k, com-
pleting the proof.
Appendix B.
In the following, we show that the classical LS estimator is biased for the estimation
of the matrices of the state-space model (1)-(2).
Proof. Replace yk in (4), write this result as the linear regression model (9) and apply
the vectorization operador (39), then we obtain
vec(yk+1) = Ψ
T
k θ + vec(ek+1).
where
ΨTk =
[{[
yTk−1⊗In uTk−1⊗In
]
θ + vec(ek)
}⊗In uTk⊗In ] ,
ek+1 = vk+1 −Avk +Gwk,
ek = vk −Avk−1 +Gwk−1.
The terms vk underlined are identical. So, the regressor yk between the braces is
correlated with ek+1. In this case, the LS estimator is biased.
20
