ABSTRACT. Most ultrasonic systems employing guided waves for flaw detection require information such as dispersion curves, transducer locations, and expected propagation loss. Degraded system performance may result if assumed parameter values do not accurately reflect the actual environment. By characterizing the propagating environment in situ at the time of test, potentially erroneous a priori estimates are avoided and performance of ultrasonic guided wave systems can be improved. A four-part model-based algorithm is described in the context of previous work that estimates model parameters whereby an assumed propagation model is used to describe the received signals. This approach builds upon previous work by demonstrating the ability to estimate parameters for the case of single mode propagation. Performance is demonstrated on signals obtained from theoretical dispersion curves, finite element modeling, and experimental data.
INTRODUCTION
As described in many textbooks on elastic waves in solids [1, 2] , guided waves propagate in isotropic media according to the Rayleigh-Lamb equations. These equations describe the complex frequency-wavenumber relationship that is commonly known as dispersion. Several methods exist to numerically determine the solutions to the RayleighLamb equations [2, 3] , provided there is knowledge of the plate thickness and the longitudinal and transverse wave-speeds of the material, which are typically assumed to have nominal values. However, even if an effort is made to measure these variables explicitly, in realistic environments they change with temperature, pressure, and load, as does the relative distances between static surface locations and possibly the propagation loss. As a result, the assumed propagation environment is based on nominal a priori information and is not always an accurate reflection of the actual conditions. This discrepancy may limit the performance of nondestructive evaluation (NDE) and structural health monitoring (SHM) systems [4] [5] [6] [7] .
This paper describes a model-based algorithm that obtains in situ data-driven estimates of dispersion, propagation loss, relative transducer distances, and what is referred to as the combined transducer function. The motivation for such an algorithm is that dynamic estimates of these parameters at the time of test can be used to augment current NDE/SHM systems for improved performance. This paper heavily leverages the algorithm described in [8] , but introduces an alternative approach that allows for parameter estimation with a single propagating mode.
PROPAGATION MODEL
Consider a system with a sparse array of identical ultrasonic transducers mounted on a homogeneous plate. A guided wave is generated with one of the transducers and received by all of the remaining transducers. The direct arrivals at each receiver are isolated and all reflections are ignored. Assuming that the transmission is isotropic, the following single-mode propagation model will hold:
where the parameters are as described in Table 1 . Note that since all receivers are identical, their transfer functions are incorporated, along with the transmitter transfer function into a combined isotropic transducer function, T(Ȧ).
ALGORITHM
The algorithm is comprised of four separate stages: (1) distance vector estimation, (2) dispersion estimation, (3) transmitted phase estimation, and (4) transmitted magnitude and propagation loss estimation. Each stage is briefly described in the context of [8] .
Algorithmic performance can be evaluated by two separate methods: (1) parameter match, which indicates how well estimated parameters reflect the "actual" parameter being estimated, but can only be accurately determined with simulation data, and (2) model-fit, which indicates how well the propagation model, using the estimated parameters and assumed propagation model, matches the received data. Although model-fit provides a valuable metric that reflects the overall performance of the algorithm, it is possible to achieve excellent model-fit without realistic parameter estimates. This situation will be demonstrated with experimental data.
Throughout the algorithm description, parameter estimation performance will be demonstrated on numerically simulated data. The simulation used a 3-cycle Hanningwindowed sinusoid at 250 kHz. The dispersion curves corresponded to a 3 mm thick aluminum plate. The receivers were modeled as 400 mm, 500 mm, 617 mm, and 803 mm from the transmitter. A waterfall-plot of the simulated received signals is provided in Figure 1 . It is clear that the S 0 and A 0 modes are clearly separated and can be processed independently of each other. 
Distance Vector Estimation
The distance vector, d )* , is a vector in which the ith element of the vector corresponds to the distance from the transmitter to the ith receiver. The distance vector can be described as having two fundamental components: a common distance value, Ȗ, and a relative distance vector, D
Here P † represents the Moore-Penrose pseudoinverse [9] of P, which is defined in [8] as a projection matrix with a single +1 and í1 on each row and a single-vector null-space spanned by a vector with repeated elements. Because only a single propagating mode is present, the approach to estimating the common distance in [8] must be modified slightly. The distance vector for a single propagating mode can be estimated in the following two steps: 1. Estimate the common distance value, Ȗ, by projecting the measured distance vector,
, onto the unit vector with positive-valued, identical elements. 2. Estimate the direction of the second term in Eq. (2) and then project the measured distance vector onto this vector. The direction of the vector can be found as in [8] . 
Dispersion Estimation
With an estimate of the direction of the relative distance vector, D , and the norm of the relative distance vector, D )* , obtained as in [8] , the dispersion curve can be directly obtained to within a constant offset by calculating:
Unfortunately, the unknown constant offset, C k , of Eq. (3) is not necessarily unique. Alternate offsets exist that allow the model to match the received data equally as well as the offset corresponding to the actual dispersion curve. The ambiguity is a result of the modulo nature of the phase spectrum and transducer spacing. Using the error metric defined in [8] for constant offset estimation, Figure 2 (a) represents the error metric for the simulated data. Figure 2 (b) depicts the estimate of the dispersion curves, incorporating the constant offsets selected from Figure 2 (a), which closely agree with the nominal curves.
Transmitted Phase Estimate
The phase response of the transmitted signal can be estimated by removing the dispersion contribution to the received signals using the previous estimates of the distance vector and dispersion curves. The estimate of the transmitted phase response is obtained by taking an SNR-based weighted average of these phase responses:
where i d is the estimated distance from transmitter to the ith receiver and N is the number of receivers. As shown in Figure 3(a) , the unwrapped phase responses after dispersion compensation are in close agreement with one another.
Transmitted Magnitude and Propagation Loss Estimate
The magnitude response of the transmitted signal and propagation loss are estimated simultaneously using a system of linear equations. The process is described in [8] . An example of the resulting propagation loss for the simulated test case under consideration is provided in Figure 3(b) . 
RESULTS
In addition to parameter estimation, it is important to gauge the assumed model's ability to describe the received signals using the estimated parameters. Figure 4 demonstrates the model-fit results for the simulated signals. Since the assumed propagation model was used to generate the signals and excellent parameter estimation has already been demonstrated, it is no surprise that excellent model-fit results are achieved.
To gauge the ability of the model to describe more realistic signals, the algorithm was also applied to FEM simulation data. The 2D FEM simulation was performed using the ABAQUS/Explicit software suite. Like the previous simulation, a 3-cycle Hanningwindowed sinusoid excitation at 250 kHz was used on a simulated 3 mm thick aluminum plate. The simulation was conducted with a spatial mesh of 0.5 mm and sampling interval of 0.05 ȝs. Receivers were modeled as 400 mm, 500 mm, 617 mm, and 803 mm from the transmitter, as in the previous simulation.
Figures 5 and 6 illustrate the dispersion estimation and model-fit performance, respectively, for FEM simulation data. As with the previous simulation, excellent parameter estimation and model-fit are achieved. There are two issues worth highlighting with the FEM data. First, in Figure 6 , a highly asymmetric mode weighting is evident between the S 0 and A 0 modes. Since the modes are handled independently of each other, the noisier S 0 mode will not have any effect on the A 0 parameter estimates. Also, it is important to note that the nominal dispersion curves shown in Figure 5 (b) are calculated for the plate parameters, and were not used to explicitly generate the data. Therefore some minor mismatch is expected. The final test of the proposed algorithm is to evaluate performance with experimental data. The experimental setup consisted of a commercially packaged PZT transducer for excitation and a scanning laser vibrometer for reception. The propagation medium was a 1.5 m × 2.4 m × 3 mm 6061 aluminum plate. The large size of the plate allowed for mode separation in the time domain. Excitation for the experimental setup was a 4-cycle Hanning-windowed sinusoid at 250 kHz. The receivers were located approximately 403 mm, 504 mm, 625 mm, and 727 mm from the transmitter.
Figures 7 through 9 depict the dispersion estimation performance and model-fit performance. Figure 7(a) illustrates the case where multiple dispersion offset values, C k , will satisfy the propagation model. In the case of Figure 7 , the minimum error metric for the A 0 mode corresponds to a non-realistic dispersion curve. There are several methods of addressing this problem. Additional receivers and/or relocation of the receivers in use may correct the issue if chosen carefully. Another method is to simply restrict the search space for the constant offset, as in Figure 8 . For this setup, reasonable offsets for the S 0 mode can be restricted to wavenumbers of 0-400 m -1 , and to 400-800 m -1 for the A 0 mode. Leveraging this additional a priori information, offsets can be chosen that correspond to dispersion curves that more accurately reflect the reality of the propagation environment. As with the FEM simulation, the data-driven estimates are expected to be close but not identical to the nominal dispersion curves. Note that the excellent model-fit observed in Figure 9 is achieved with both sets of dispersion curves illustrated in Figures 7(b) and 8(b) . 
CONCLUSIONS
Model-based parameter estimation is capable of adaptively estimating relative receiver distances, dispersion curves, propagation loss, and the combined transducer function using minimal a priori information at the time of test. A four-part algorithm was described in the context of [8] , with modifications implemented for a single-mode propagation model. Successful numerical simulations, 2D FEM simulations, and experimental results were provided for the single-mode algorithm.
The motivation for this approach is to improve NDE/SHM system performance. By characterizing parameters in situ at the time of test, inaccurate assumptions about the propagation environment can be avoided.
A special case was demonstrated in which satisfactory model fit could be achieved by more than one dispersion curve offset. This limitation, due to the spatially undersampled nature of the sensors, can be addressed with additional receivers, relocated receivers, or simply additional a priori information about the dispersion curve being estimated.
Future work should be directed at applying the algorithm to more complex environments, such as anisotropic composites, and augmenting NDE/SHM systems to characterize performance improvement. 
