I. INTRODUCTION
Interstellar chemistry provides a superb example of synergistic interplay between theory and experiment. Almost since its inception, the field of quantum chemistry has played a significant role in the identification of molecules in interstellar and circumstellar media. For many rigid molecules, microwave emissions measured from various sources can be compared to simulated rotational spectra with a high degree of reliability due to the relative ease with which structures and associated rotational constants submit to accurate theoretical prediction. 1 Given that many molecular candidates for identification in interstellar sources are difficult to prepare in laboratories, theoretical methods are even more critical. Early examples of this interplay between measurements ͓taken from observation in the interstellar medium ͑ISM͒ or laboratory experiments͔ and theoretical computations include the discoveries of N 2 H + in 1974 ͑Ref. 2͒ and C 3 N in 1977, 3, 4 and such collaborations continue today. [5] [6] [7] For some molecular species in the ISM, particularly those with low abundances, more sensitive methods such as UV/visibility spectroscopy are preferred for identification. [8] [9] [10] However, electronic spectra are significantly more difficult than pure rotational spectra to simulate accurately for several reasons. 11 First, both transition frequencies and oscillator strengths exhibit much greater sensitivity to the level of theory employed ͑especially for open-shell molecules͒. Second, vibronic effects are relatively common, but also exceedingly difficult to model, [12] [13] [14] [15] and simple comparison of experimental spectra to computed vertical ͑or even adiabatic͒ transitions is insufficient for robust assignments. Finally, high levels of electron correlation are often needed to describe excited states that are not comprised primarily of one-electron excitations, even when the ground electronic state is well-described by lower levels of theory. Thus, the obstacles that must be overcome for theory to play a similarly valuable role in the identification of interstellar compounds via electronic spectroscopy as it does for microwave spectroscopy are daunting. Nevertheless, ongoing efforts to identify, for example, the carriers of the diffuse interstellar bands ͑DIBs͒, [16] [17] [18] [19] [20] the mysterious series of visible and near-infrared lines whose provenance still remains unknown, may very well hinge on advances in the reliability of quantum chemical models.
This work focuses on the last of the three factors described above, viz. the level of electron correlation required to provide an accurate description of the ground and excited electronic wave functions involved in a given transition. In particular, we consider the application of coupled-cluster theory 21, 22 -widely regarded as one of the most reliable quantum chemical models 23, 24 -to electronic excitations in radicals, where correlation effects are often paramount. The highest level of theory employed in this work is CC3, which was developed in the 1990s for the description of response properties [25] [26] [27] and was extended to open-shell species in 2005. 28 For a test set, we have chosen two linear molecules of importance to interstellar chemistry: C 2 H and C 4 H. These radicals were discovered in the ISM in 1974 ͑Ref. 29͒ and 1978, 30 respectively, the latter study aided by comparison to theoretically computed rotational constants. Related C 2n H ͑n =1,2,...͒ carbon-chain molecules have been proposed as one of several possible carriers of the DIBs. 31-36 C 2 H is also reported to be potentially among the most abundant molecules in the universe after the much more common carbon monoxide and the ubiquitous hydrogen molecule. 37 Additionally, both C 2 H and C 4 H are believed to play a role in the chemistry of extraterrestrial planetary atmospheres, especially that of Saturn's moon Titan. 38 For our purposes, however, these two molecules exhibit both valence and Rydberg excitations, including states with strong double-excitation character and higher spin multiplicities, 39 and therefore provide a significant challenge to ab initio methods. [40] [41] [42] [43] [44] [45] 
II. COMPUTATIONAL DETAILS
Structural optimizations of each radical were carried out at the coupled-cluster singles, doubles, and perturbative triples ͓CCSD͑T͔͒ level of theory, 46 in conjunction with a variety of open-shell reference wave functions based on Hartree-Fock determinants, including spin-unrestricted ͑UHF͒, 47, 48 spin-restricted open-shell ͑ROHF͒, [49] [50] [51] [52] and quasirestricted ͑QRHF͒ ͑Ref. 53͒ formulations. In addition, the optimized structures were computed using the equation-ofmotion coupled-cluster method for ionized states ͑EOMIP-CCSD͒, 54 in which the anions C 2 H − and C 4 H − provide the starting coupled-cluster wave functions. All computations were carried out in the C 2v subgroup of C ϱv . Dunning's triple-zeta correlation-consistent basis set, cc-pVTZ, 55 was used to obtain the optimized geometries.
Vertical excitation energies were computed at the UHF-CCSD͑T͒/cc-pVTZ optimized structures using the equationof-motion CCSD ͑EOM-CCSD͒ approach 56-59 as well as an open-shell extension 28 of the approximate triples method, CC3 of Koch, Christiansen, Jørgensen, and co-workers. 25 Both levels of theory used UHF and ROHF reference determinants with the carbon 1s electrons frozen for each radical. The lowest several ⌺ + ͑A 1 ͒, ⌺ − ͑A 2 ͒, ⌬͑A 1 / A 2 ͒, and ⌸͑B 1 / B 2 ͒ states were computed using a multiroot method at the CCSD level and a root-following approach with CC3 ͑whose quasieigenvalue implementation precludes computation of more than one root at a time but avoids the storage of triples wave function amplitudes͒. 28 For comparison to the results from high-level coupled-cluster models, vertical excitation energies were also computed with configuration interaction singles ͑CIS͒ ͑Ref. 60͒ and time-dependent density functional theory ͑TD-DFT͒ 61 using the Becke three-parameter exchange functional 62 with the Lee-Yang-Parr correlation functional 63 ͑B3LYP͒. 64 All coupled-cluster computations were carried out with the PSI3 ͑Ref. 65͒ and CFOUR ͑Ref. 66͒ quantum chemical program packages. CIS and B3LYP computations were carried out with the GAUSSIAN03 package. 67 For the excited-state computations at the various levels of theory, correlation-consistent basis sets including diffuse functions were employed, including the aug-cc-pVDZ, aug-cc-pVTZ, and d-aug-cc-pVDZ basis sets. 55, 68 The impact of further augmentation of the basis set was analyzed by adding new diffuse functions ͑s, p, and d sets for carbon, and s and p for hydrogen͒ obtained by even-tempered extrapolation of the most diffuse exponents in each angular momentum of the d-aug-cc-pVDZ basis sets for C and H to yield what will be referred to in this paper as the t-aug-cc-pVDZ basis. For carbon, the diffuse functions added to the d-aug-cc-pVDZ basis to produce the t-aug-cc-pVDZ basis were ␣ s = 0.004 060 6, ␣ p = 0.002 886 4, and ␣ d = 0.011 406; for hydrogen, ␣ s = 0.001 767 4 and ␣ p = 0.005 285 7.
III. RESULTS AND DISCUSSION

A. Optimized geometries
The UHF-CCSD͑T͒/cc-pVTZ optimized structure of the ground state of the ethynyl radical ͑C 2 H͒ is given in Fig. 1 . C 2 H has a ground-state 2 ⌺ + term, [40] [41] [42] [43] [44] [69] [70] [71] [72] [73] [74] which suggests that its structure should be comparable to acetylene. Indeed, the UHF-CCSD͑T͒/cc-pVTZ C-C triple bond of 1.208 Å resembles that of acetylene, whose RHF-CCSD͑T͒/cc-pVTZ C-C bond is somewhat shorter at 1.206 Å. We note that the ROHF-CCSD͑T͒, EOMIP-CCSD, and QRHF-CCSD͑T͒ methods, as well as earlier RCCSD͑T͒/cc-pVTZ computations by Woon 43 all agree with this result. We also note that the UHF reference function for this state exhibits substantial spin contamination, as evidenced by its large expectation value of Ŝ 2 of 1.13, though the CCSD wave function for the 2 ⌺ + state constructed from either the UHF or ROHF determinant yields very little contamination, with corresponding expectation values of 0.758 and 0.752, respectively. 75, 76 For the longer C 4 H chain, nearly all of the theoretical methods employed here ͓with the notable exception of ROHF-CCSD͑T͔͒ predict a 2 ⌸ ground state. In spite of this, we elected to use the UHF-CCSD͑T͒/cc-pVTZ optimized structure of the lowest energy 2 ⌺ + state as the starting point of our study for three reasons: ͑1͒ the lowest 2 ⌺ + and 2 ⌸ states have been shown by both theory [43] [44] [45] 71, 72, 77, 78 and experiment [79] [80] [81] [82] [83] [84] to be nearly degenerate with experiment favoring the former; ͑2͒ this choice gives greater ease of comparison of the vertical transitions between C 2 H and C 4 H; and ͑3͒ the purpose of this work is to benchmark high-level coupled-cluster vertical excitation energies rather than to reproduce the experimental spectra.
As shown in Fig. 1 , UHF-CCSD͑T͒/cc-pVTZ predicts an optimized structure of the 2 ⌺ + state to be similar to the shorter C 2 H chain. The H -C 1 bond and the C 3 -C 4 bond in C 4 H ͑1.057 and 1.209 Å, respectively͒ vary from their C 2 H counterparts by less than 0.002 Å each. The C 1 -C 2 bond of C 4 H is predicted to be 1.203 Å, varying by 0.006 Å from the C-C bond of C 2 H. In addition, this lowest energy 2 ⌺ + state of C 4 H is clearly seen to resemble the structure of diacetylene. The C 2 -C 3 bond of C 4 H is 1.376 Å, a slight deviation from RHF-CCSD͑T͒/cc-pVTZ diacetylene at 1.370 Å. The C 1 -C 2 bond in diacetylene measures a length of 1.212 Å, just 0.009 Å longer than the same bond in C 4 H. The spin contamination of the UHF reference function is even larger in the 2 ⌺ + state of C 4 H than in C 2 H, with a poor ͗Ŝ 2 ͘ value of 1.59, though, again, the UHF-and ROHF-CCSD wave functions produce much more reasonable values of 0.782 and 0.755, respectively.
In comparison, the structures of the lowest 2 ⌺ + and 2 ⌸ states of C 4 H most closely resemble those of diacetylene and the corresponding cumulene, respectively. The C 1 -C 2 bond of the 2 ⌺ + state is 0.017 Å shorter than that of the 2 ⌸ state while the C 2 -C 3 bond is longer for the 2 ⌺ + state by 0.037 Å, as illustrated in Fig. 1 . The C 3 -C 4 bond length shows the most variation between the states and is 0.077 Å longer for the 2 ⌸ state.
B. Vertical excitation energies
In this section, we analyze vertical excitation energies for the C 2 H and C 4 H radicals using the methods described earlier. Spin remains one of the central obstacles in the application of conventional CC methods to excited states of open-shell species. In the following sections, the spinsymmetry assignments of the individual states are approximate in that the formulation of open-shell coupled-cluster theory employed in this work does not yield eigenfunctions of the Ŝ 2 operator, though, in some cases, the dominant doublet versus quartet character of many states can be estimated by examination of the expectation value of Ŝ 2 and of the relevant determinantal contributions. Nevertheless, as discussed previously by Szalay and Gauss, 85 the lack of spin adaptation in standard formulations of excited-state coupledcluster theory can result in the exaggerated importance of so-called "pseudotriple" ͑and possibly higher͒ excitations, in which a double excitation is accompanied by a spin-flip within the open-shell orbital͑s͒. While such terms would appear naturally as doubles in a fully spin-adapted formulation, spin-orbital approaches, such as that applied in this work, require at least triple excitations to describe them in even a qualitatively correct manner.
In an effort to develop an understanding of the accuracy to be expected from the CCSD and CC3 methods for openshell species, we will consider two diagnostics for the reliability of the EOM-CCSD data. The first is the difference between UHF-and ROHF-based results ͑which we will refer to here as the "U-R" difference͒. As the level of electron correlation is increased, the U-R difference typically decreases ͑and is zero at the full-CI limit͒; hence large differences warrant skepticism in the given results. Second, we compute an "approximate excitation level" ͑AEL͒ based on the projection of the excited-state wave function onto the singles and doubles space. For CCSD, the AEL we employ is defined as
where ⌽ 0 , ⌽ i a , and ⌽ ij ab denote the reference and excited determinants, and the tilde differentiates left-and right-hand EOM-CCSD excited states, which are parametrized in terms of the L and R cluster operators, respectively. EOM-CCSD AEL values significantly larger than 1.0 suggest appreciable double-excitation character in the excited-state wave function. In such cases, EOM-CCSD is generally expected to yield poor results, and higher-level correlation treatments are necessary. Furthermore, as noted by Szalay and Gauss, 85 for cases exhibiting significant contributions from pseudotriple excitations, even states dominated by single excitations can have significant errors, and thus the question of the usefulness of methods that include the effects of connected triple excitations, such as CC3, remains open.
We also note that the AEL of Eq. ͑1͒ differs from the form given by Stanton and Bartlett, 56 who defined the diagnostic in terms of differences between approximate naturalorbital occupation numbers of the ground and excited states. However, we have found that this definition can yield AELs less than 1.0 in many cases. The above definition, however, may be viewed as measuring the overall excitation level relative to the reference determinant rather than the CCSD wave function, and is less likely ͑though still not guaranteed, at least for totally symmetric excitations͒ to produce values under unity. In addition, the above AEL definition avoids any ambiguity as to the use of relaxed or unrelaxed densities. In passing, we note that the singles and doubles projections that comprise this diagnostic have been computed by the ACESII/ CFOUR program package for more than a decade without being published in the literature. Table I reports vertical excitation energies, excited-state characters, and AELs ͑vide infra͒ for 16 states of C 2 H at the CCSD and CC3 levels of theory with the aug-cc-pVDZ basis set. The term assignments in the table are based on examination of the determinantal components of the excited-state wave function ͑the specific coefficients given in the table are taken from the ROHF-CC3 level͒ as well as the Ŝ 2 expectation reported in Table II . The canonical molecular orbital ͑MO͒ transitions given for each excitation are relative to the ground 2 ⌺ + state, which has the Hartree-Fock configuration of ͑core͒ 3 2 4 2 1 4 5. The key virtual MOs for the states given in the table are the singly occupied 5, the valence 2 ‫ء‬ , and four low-lying Rydberg orbitals: 3s, 3p, and a pair of nearly degenerate 3p orbitals ͑each centered on a different carbon atom͒. Some higher-lying states given in the tables include minor contributions into Rydberg 4s, 4p, and even 5p orbitals. Transitions of significance are considered to be those with coefficients whose absolute magnitudes exceed 0.20 for single excitations ͑labeled as either ␣ or ␤͒ and 0.10 for double excitations ͑labeled as ␣␤, ␣␣, or ␤␤͒.
C 2 H
In the Hartree-Fock MO basis, nearly all of the states reported in Table I involve more than one significant transition, and all exhibit at least some Rydberg character. The lowest excited state corresponds to the A 2 ⌸ ← X 2 ⌺ + transition, whose largest contribution arises from ␤-spin excitation from the 1 orbital into the singly occupied 5, though single excitations into the 3p and 3s Rydberg orbitals ͑as well a valence-MO double excitation͒ all make nonnegligible contributions. The computed excitation energy for this state depends significantly on the choice of reference determinant, as indicated by the U-R difference of 0.2 eV. At the CC3 level of theory, the U-R difference is reduced, as expected ͑to 0.06 eV͒, and the larger CCSD to CC3 shift is observed for the UHF reference function. The AEL for this Table I . While Koures and Harding adopted procedures by which they carried out separate computations of the valence and Rydberg states ͑the latter using MCSCF orbitals adopted from the corresponding anion͒, all of the states were obtained in the current work using a single basis set and method. This results in mixed valence/Rydberg character for nearly every state. We note further that the B3LYP/aug-cc-pVDZ level of theory, which is normally expected to underestimate excitation energies, yields a corresponding excitation energy of 0.6 eV, in very close agreement with Koures and Harding, while the CIS/aug-cc-pVDZ method gives the same transition significantly in error at 3.4 eV. The next transition is to a 4 ⌺ + state, for which our assignment of the spin multiplicity arises because of the presence of the significant "spin-flip" ␣␤ double excitations noted in Table I and its high Ŝ 2 expectation value of ca. 3.5 ͑just below the pure quartet value of 3.75͒ reported in Table  II . 85 Again, this state exhibits significant Rydberg character in the Hartree-Fock MO basis, with dominant contributions from the valence 2 ‫ء‬ and Rydberg 3p MOs. The EOM-CCSD U-R difference is less than 0.1 eV ͑a value that is further reduced at the CC3 level͒ and the AEL is relatively small at 1.14. Again, the ROHF-CC3 method yields the lowest excitation energy at 5.24 eV, but still 0.4 eV higher than that reported by Koures and Harding 42 at the MRCISD͑+Q͒ / DZP level. The next transition is to a 4 ⌬ state, which also exhibits a small U-R difference and a small AEL, but the ROHF-CC3 excitation energy ͑6.32 eV͒ is more than 0.3 eV higher than that reported by Koures and Harding.
Beyond the lowest few states, the agreement between our results and those reported by Koures and Harding 42 de-teriorates rapidly, both in the ordering of the states and the excitation energies. The next six states according to ROHF-CC3 theory are 4 ⌺ − , 2 ⌺ + , 2 ⌺ − , 2 ⌬, 2 ⌸, and 2 ⌸, while Koures and Harding report 4 ⌸, 4 ⌺ − , 2 ⌺ + , 2 ⌸, 2 ⌺ − , and 2 ⌬. Most significantly, Koures and Harding find the 4 ⌸ state at 6.59 eV, while CC theory places a state with the same assignment more than 2 eV higher at 8.81 eV ͑at the ROHF-CC3 level͒. Our assignment of a quartet to this ⌸ state is tentative and based primarily on the Ŝ 2 expectation values reported in Table II of 2.21 and 2.43 for UHF-and ROHF-EOM-CCSD, respectively, which lie midway between pure doublet ͑0.75͒ and pure quartet ͑3.75͒ values. This state exhibits a U-R difference at the EOM-CCSD level of 0.01 eV ͑which, notably, increases slightly at the CC3 level to 0.08 eV͒ and a relatively small AEL of 1.08, and the shift from ROHF-CCSD to ROHF-CC3 is 0.22 eV. Clearly spin contamination is the major source of the discrepancy between the CC and MRCI results for this case.
The lowest two 2 ⌺ + excited states have the largest AELs ͑1.54 and 1.45, respectively͒ of all the states identified in Table I . The lower state at 7.33 eV ͑ROHF-CC3͒ exhibits nearly equal contributions from the 4 → 5 ͑␣-spin single excitation͒, 1 → 2 ‫ء‬ ͑␣␤ double excitation͒, and 1 → 3p ͑␣␤ double excitation͒ transitions, while the higher state at 8.53 eV ͑ROHF-CC3͒ is more strongly dominated by the 4 → 5 contribution ͑with smaller double-excitation contributions involving the 3p and 2 ‫ء‬ orbitals͒. The U-R difference in both cases is 0.2-0.3 eV at the CCSD level, and the difference between the MRCISD͑+Q͒ / DZP and ROHF-CC3 excitation energies for these states is slightly larger: 0.6 eV for the lower and 0.4 for the upper. 42 We also take special note of the second 2 ⌸ state, which Koures and Harding identify at 7.29 eV. CC methods place this state much higher in energy ͑at least 8.195 eV with the aug-cc-pVDZ basis set͒. However, the CC3 computations identified two distinct 2 ⌸ states in this energy regime. Specifically, the root-following method used in the CC3 approach employed in PSI3 uses a set of EOM-CCSD excited states as initial guesses and follows the root chosen by the user for the CC3 procedure. To avoid root-flipping problems, the program identifies the desired root in each iteration based on the overlap between its singles and doubles components with the selected EOM-CCSD wave function. This procedure typically yields CC3 excited states that compare well with their EOM-CCSD counterparts. However, in the search for 2 ⌸ states, a computation requesting a higher-lying root ͑the eighth excited state in the b 1 irrep of C 2v ͒ exhibited collapse to a lower root that did not compare well to the original EOM-CCSD guess upon convergence. Thus, we have reported both excitation energies-one from the initial pass and one from the higher-root search-in the CC3 columns of Table I , though it should be emphasized that the ROHF-CC3 excitation character given in the table for this state does not match well with the corresponding EOM-CCSD states. ͑More specifically, the CC3 states exhibit much larger double-excitation character than those from EOM-CCSD.͒ Regardless, the comparison between the ROHF-CC3 ͑8.20 eV͒ and MRCISD͑+Q͒ / DZP ͑8.17 eV͒ excitation en- 42 The discrepancies between CC and MRCISD most likely arise from two points. First, as noted earlier, the open-shell CC approach employed in this work lacks spin-adaptation of the excited-state wave functions. In particular, at the EOM-CCSD level of theory, spin-orbital implementations fail to include pseudotriple excitations, 85 which are essential for a balanced treatment of electron-correlation effects between the ground and excited state. Large shifts between CCSD and CC3, such as that observed for the 2 2 ⌺ + state ͑0.8 eV for the UHF reference͒ are partly due to such contributions, though the perturbative CC3 method cannot be expected to account for them completely ͑and improved electron-correlation balance may require even higher excita-tions͒. Second, the discrepancies may also be related to the choice of active space in the MRCISD computations, which included five electrons in five orbitals for the valence states and five electrons in seven orbitals for the Rydberg states. 42 In order to examine basis-set dependence on the excited states, additional ROHF-and UHF-EOM-CCSD computations were carried out. Table III summarizes EOM-CCSD/ aug-cc-pVTZ, /d-aug-cc-pVDZ, and /t-aug-cc-pVDZ vertical excitation energies for the same 16 excited states ͑given in the same order as in Table I͒ . The basis-set dependence of states dominated by valence-orbital transitions is small, e.g., the largest shift between aug-cc-pVDZ and aug-cc-pVTZ is 0.151 eV occurring for the 3 2 ⌺ + state. For states exhibiting substantial Rydberg character, additional diffuse functions yield significant lowering of the excitation energies, particularly for the high-lying 2 4 ⌺ + , 2 2 ⌬, and 2 2 ⌺ − states. However, the extension of the diffuse space beyond d-aug-cc-pVDZ has essentially no impact, even for these states. Furthermore, while the MRCISD͑+Q͒ / DZP excitation energies of Koures and Harding are invariably lower than their CC counterparts reported here, the improvement in the basis set actually increases the excitation energy in several of the states in Table III , indicating that basis-set effects are not the source of the discrepancies between CC and MRCI. Table IV reports vertical excitation energies, excitedstate characters, and AELs for 13 states of C 4 H below 8 eV at the CCSD and CC3 levels of theory, with the corresponding Ŝ 2 expectation values reported in Table V . As noted earlier, most of the CC methods employed in this work identify 2 ⌸ as the ground state of C 4 H ͑at its optimized geometry͒, but we have elected to compute vertical excitation energies relative to the optimized geometry of the lowest 2 ⌺ + state ͑which is nearly degenerate͒ in part for easier comparison to the corresponding states of C 2 H. The Hartree-Fock configuration of the 2 ⌺ + state is ͑core͒ 8 2 1 4 2 4 9. The key virtual MOs for the states given in the table are the singly occupied 9, the valence 3 ‫ء‬ , and several low-lying Rydberg orbitals, including the 3s, 3p, and a pair of nearly degenerate 3p orbitals ͑one centered on C 3 and the other on the C 2 -C 3 bond͒. Some higher-lying states given in the table include minor contributions into the 10 ‫ء‬ and the Rydberg 4s.
C 4 H
Similar to the observations above for C 2 H, all of the states obtained for C 4 H exhibit some Rydberg character in the canonical Hartree-Fock MO basis. Even the lowest-lying excited state, 1 2 ⌸, which is dominated by a 2 → 9 transition ͑0.81 ␤͒, still includes a non-negligible contribution from a 2 → 3p transition. Although the modest AEL for the 1 2 ⌸ state of 1.09 is similar to that in C 2 H ͑1.08͒, the choice of reference determinant is even more significant for this transition in C 4 H than for C 2 H, with a U-R difference at the CCSD level of theory of more than 0.4 eV. This difference, which can be attributed to the large spin contamination in the reference state, decreases to 0.13 eV at the CC3 level, as expected, but is still larger than that in C 2 H. The ROHF-TABLE III. Vertical excitation energies ͑eV͒, state assignments, and AELs of C 2 H relative to the ground 2 ⌺ + state at the EOM-CCSD level of theory with the aug-cc-pVTZ, d-aug-cc-pVDZ, and t-aug-cc-pVDZ basis sets. CC3 excitation energy of 0.36 eV, which we consider to be the most accurate among the CC methods considered here, is comparable to the value of 0.44 eV reported by Graf, Geiss, and Leutwyler 45 at the CASPT2/cc-pVQZ level of theory ͑at the MCSCF optimized geometry͒ using a ͑9,9͒ active space. Meanwhile, the TD-B3LYP level of theory yields an unphysical negative value for the square of the excitation energy. The 2 2 ⌸ state is identified at 3.51 eV at the ROHF-CC3 level of theory, with a U-R difference of ca. 0.3 eV at the CCSD level ͑reduced to 0.19 eV at the CC3 level͒ and an AEL of 1.22. This state is similar in composition to the 1 2 ⌸ state in that it is dominated by a transition out of a valence orbital into the singly occupied 9, and it also exhibits some Rydberg character. Furthermore, Graf and co-workers 45 report a CASPT2/cc-pVQZ excitation energy for this state of 3.31 eV, in relatively good agreement with the CC results reported here. However, the good comparison between the CC and CASPT2 results does not continue further. Specifically, while Graf, Geiss, and Leutwyler 45 find five 2 ⌸ states below 7.0 eV, we find only the two described above. The 3 2 ⌸ has an ROHF-CC3 excitation energy of 7.27 eV, while CASPT2/cc-pVQZ places it more than 2.5 eV lower at 4.71 eV.
As was observed for C 2 H, the discrepancies between the CC and multireference ͑MR͒ results likely arise from the lack of spin adaptation of the former and the choice of active space in the latter. The most glaring impact of triples occurs Table VI summarizes EOM-CCSD/aug-cc-pVTZ, /d-aug-cc-pVDZ, /t-aug-cc-pVDZ vertical excitation energies for the same 13 excited states ͑given in the same order as in Table IV͒ . As observed for C 2 H, the basis-set dependence of these states is small for the states dominated by valence-orbital transitions, and the largest shift between augcc-pVDZ and aug-cc-pVTZ occurs for the problematic 2 2 ⌺ + state, with the larger basis set producing an increase in the excitation energy of 0.34 eV at the UHF-CCSD level of theory. Additional diffuse functions stabilize those states dominated by Rydberg transitions, though the shifts in the excitation energies are smaller compared to C 2 H. Thus, we note that the often-substantial disagreement between MR methods ͑in this case, the CASPT2 results of Graf and co-workers͒ and the CC3 data reported here are apparently not due to inadequacies in the basis set.
IV. CONCLUSIONS
We have examined the ability of high-level coupledcluster methods ͑specifically the CCSD and CC3 ap-proaches͒ for the computation of vertical excitation energies of the C 2 H and C 4 H 2 ⌺ + radicals, both of which are relevant to interstellar chemistry. Two diagnostics-the difference between the UHF-and ROHF-based properties ͑the U-R differ-ence͒ and the AEL-give us some insight into the quality of the resulting excitation energies. Computations of 16 excited states of C 2 H and 13 states of C 4 H demonstrate that the CCSD level of theory in the conventional UHF-and ROHFbased formalisms is not adequate for describing many excited states of radicals, unlike the case for closed-shell species, where the CCSD method typically yields rather high accuracy. Even for some low-lying valence-dominated states, the role of double excitations can be significant for even a qualitatively correct description of the transition, thus em- phasizing the need for correlation models that incorporate at least some estimate of connected triple excitations. Spin contamination is substantial in many of the states, precluding definitive state assignments in some cases. The fundamental inadequacy of the spin-orbital coupled-cluster approach for such cases can be understood in terms of Fig. 2 , which provides a schematic depiction of the determinants contributing to a zeroth-order description of both the ground/ reference state ͓denoted as ͑a͒ in the figure͔ and the M S =1/ 2 components of some of the quartet and doublet states of C 2 H and C 4 H ͓͑b͒ in the figure͔. Excited states whose leading contribution involving either an ␣-spin singleexcitation from the singly occupied orbital or a ␤-spin single excitation into the singly occupied orbital tend to be relatively well described by the coupled-cluster methods used in this work. However, those states involving significant contributions from single excitations out of the doubly occupied orbitals into unoccupied orbitals produce low-spin determinants involving three unpaired electrons, such as those depicted in the first and third determinants in ͑b͒ in Fig. 2 . Such determinants must be accompanied by the second determinant in ͑b͒ in order to obtain either the correct doublet or quartet state; however, in the spin-orbital formulation, this determinant is a double excitation relative to the reference determinant in ͑a͒ and thus is not treated in a balanced manner relative to the other two. In such cases, which we have identified by italics in Tables II and V, the corresponding coupled-cluster excitation energies may not be reliable. The CC3 method partly accounts for such excitations, but even higher levels of theory and/or expressly spin-adapted formalisms will be necessary in later studies in order to determine whether convergence has been reached in the correlated space. Future directions for this project include the application of the CC3 model to larger molecules, particularly those recently suggested as candidates for the carriers of the DIBs. 86 
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