A framework for convenient automatic derivation of a wide range of nite-di erence formulas is presented here, together with its implementation in Maple. The framework also allows for generation of integration and interpolation formulas and for error estimation. We give several elementary examples of automatic generation of nite-di erence formulae. We also use our program to construct a numerically stable and nearly optimally e cient compact fourth-order nite-di erence method for the evaluation of derivatives on a uniform grid, and indicate some generalizations of this example.
Introduction
In the development of numerical algorithms very often it is necessary to discretize di erential and integral formulas with prescribed accuracy. The basic formulas like central di erence operators are well known and can be easily found in various textbooks. However, when it comes to less well understood applications (e.g. compact methods for partial di erential equations 3, 5, 6] ) one needs to generate formulas that are suitable for the particular problem. In this paper a framework is described which allows for automatic, symbolic discretization of various interpolation, integration or di erentiation operators. In order to make this framework su ciently general it is important to identify the common features of frequently encountered problems. Typical examples would include nite-di erence formulas on irregular grids, integration formulas with variable knots, and interpolation formulas that use the information about the function and its derivatives. This paper is organized as follows. Section 2 describes the basic concepts, Section 3 focuses on reduction of the discretization problem to a system of linear equations and on the method of solving it, Section 4 gives a short description of a Maple implementation of the algorithm and provides an overview of some possible applications.
Basic Concepts

The stencil
We are interested here in nite-di erence discretizations, so it is natural to presume that a grid is given in the computational domain. The nite-di erence formula that is sought is to be based locally on information from only a small part of the grid consisting of (say) k points. The collection of these grid points entering this formula is called the stencil. In our case the stencil S is a sequence of coordinates of these points S = (p 1 ; : : : ; p k ); p j = (p j1 ; : : : ; p jn ) 2 R n (1) where n stands for the space dimension. To simplify further considerations the origin of the coordinate system is taken to coincide with the rst stencil point p 1 so p 1 = (0; : : : ; 0). In agreement with the discretization methodology we must assume that the parameter h is given describing the characteristic distance between grid points. In general every p ji ; (j = 2; : : : ; k; i = 1; : : : ; n) must be a su ciently regular algebraic expression with respect to h, reducing to 0 for h = 0. We do not require that the Taylor series for p ji with respect to h be convergent; rather, we only require that the Taylor series gives a good asymptotic representation of p ji as h ! 0 + . The algebraic expression for p ji may also contain unevaluated parameters. These free parameters may be used to generate nite-di erence or integration formulas on non-uniform grids, as will be seen in Section 4.
The Mask
The information available at each stencil point must be given by another structure which we call the mask M, M = (m 1 ; : : : ; m k ) :
The sequence m j corresponds to the j-th stencil point and describes which derivative values are known there, m j = (m j1 ; : : : ; m jdj ); d j 2 N f0g (3) m j = ( j 1 ; : : : ; j n ); j i 2 N f0g; 
The Di erential Expression
This name is conveniently used below to describe all kinds of expressions that are to be discretized, including integral and strictly functional expressions. In this context the di erential expression E is an arbitrary linear functional (with respect to the function f) possibly containing unevaluated parameters. It is required that E is su ciently regular and that its Taylor series with respect to parameter h is locally a good asymptotic representation of E near h = 0.
The Finite-Di erence Expression
The nite-di erence expression F is a discrete version of the di erential expression E and has the general form
where the^ j are the coe cients that are to be determined. It is convenient to store^ j as a singly-indexed structure r , r = 1; : : : ; N, N = P k j=1 d j (the ordering may be quite arbitrary). The error of the discretization is de ned as a di erence between E and F, and the order of approximation is the largest integer such that lim
where k k denotes a suitable norm.
The Solution Algorithm
The problem of nding the discretized version of the di erential expression E was reduced in the previous Section to determining the sequence of N coe cients r . These coe cients can be found by expanding both E and F in Taylor 
This system of linear equations is obviously overdetermined since it is in nite in the s direction and has only N unknowns. Some of the equations may be (as it often happens) linearly dependent. The method used in the Maple program to solve this system is similar to the Row-Echelon Decomposition method 2]. In order to obtain the highest accuracy of the resulting nite-di erence formula the elimination algorithm attempts to satisfy equations in increasing order of s.
The elimination process is terminated after one of two events: 1. after encountering the rst matrix row with all zero entries and a corresponding non-zero right hand side.
2. after the requested order of accuracy has been attained. Only then the obtained coe cients r (containing possibly free parameters) are substituted back into the formula de ning F. Note that the solution may have free parameters (if the requested order of accuracy is smaller than the maximum possible), or may be unique, or may not exist. In the case the solution does not exist, the algorithm returns the result with the highest possible order of accuracy. In addition, the problem may contain symbolic parameters. For example, the stencil may be nonuniform, as in h 1 ; 0; h 2 ] where h 1 = ?ah and h 2 = b sin(h). In this case it is possible that the order can increase for particular values of the parameters a and b. 4 The Maple Implementation
The algorithm described in previous sections was implemented in the Maple routine FINDIF(stencil, mask, difexp, ordacc) (for the time being this procedure is limited to one-dimensional problems only, i.e. n = 1). The input arguments of FINDIF correspond exactly to the structures and objects introduced in Sections 2.1{2.4, with difexp denoting the di erential expression and ordacc denoting the desired order of accuracy. The last argument enables one to obtain the formulas with prescribed (but not higher then maximal) order of accuracy. Such a formula would contain free parameters and could be useful for further symbolic manipulation (e.g. when resolution characteristics 5] or stability is more important than the formal accuracy). The di erential expression is a linear functional with respect to the function f (see The following mask tells Maple that at every stencil point the value of the function is prescribed. The desired expression is the rst derivative of the function f at 0.
We now generate the desired nite-di erence expression. The rst entry in the result is the second-order nite-di erence formula for the rst derivative. The second entry is the rst two terms in the Taylor expansion of the error. We see that the error is indeed of order 2.
Example 2.
The family of rst-order formulas for the rst derivative is derived below. The stencil, mask and di erential expression are as in the previous example. The rst entry in the answer is the (locally) fth-order Simpson integration formula. We see from the rst two error terms that the order of accuracy is 5. This is, of course, the accuracy over one panel.
Example 4.
An interpolation formula based on two points where the function and its rst derivative are prescribed|that is, cubic Hermite interpolation|is derived below. We use a two point stencil. We seek an interpolation formula, so diffexp should contain the function f evaluated at an arbitrary point of the basic interval, say ah where 0 < a < 1.
difexp := f( a h ) Notice that 0 < a < 1 is an otherwise free parameter. Now compute the interpolation formula. We examine here a quadrature formula given at symmetric unknown points. We now examine what happens if we choose a such that the leading term of the error is zero. Of course, sometimes we would wish to use this free parameter for considerations other than accuracy, but here we do this for simplicity of exposition. 5 A stable and near-optimal compact nite difference method
We give an extended example of the use of FINDIF to construct a numerically stable and nearly optimally e cient method to evaluate rst derivatives on a uniform grid from function values. The basic idea is that we will rst (re)construct a (standard) compact nite di erence formula of the form
to hold at interior grid points, and then construct special formulae for the endpoints to ensure that the tridiagonal system can be factorized exactly, following an idea we found in 7] . A further choice of parameter ensures perfect numerical stability in the solution of the factored system. To nd the coe cients in equation (10) We now ask FINDIF to compute a formula for the derivative at 0, given this information. 
The errror in this formula is O(h 4 ).
The formula (11) will give us a tridiagonal matrix in the system of equations de ning f 0 k for k = 2; : : : ; n ? 1. We would like to preserve tridiagonality at the endpoints, and indeed we could look for boundary formulae which gave equations for 4f 0 1 + f 0 2 = (12) (details of the right hand side are omitted as they will be replaced with a better formula immediately) and f 0 n?1 + 4f 0 n = 1 12h (11f n?4 ? 58f n?3 + 126f n?2 ? 182f n?1 + 103f n ) (13) where now we will in fact use that last formula. Note that it is not compact, but is O(h 4 ). Use of FINDIF to derive this formula is straightforward, using the 
and from this, and using the fact that < 1, we easily see (A) = (LDL T ) = 2 (L) < 3 for all n.
If, however, we had chosen c = 2 ? p 3, then the recurrences (18) and (20) are unstable, because > 1. Equivalently, equation (22) shows that (A) n grows exponentially with n.
With regard to the e ciency of this method of solution, notice that the factorization of A requires one square root (which can even be precomputed), and the forward and backward eliminations take exactly n ? 1 multiplications and subtractions each; in particular no divisions are necessary. It is still true that divisions are more expensive than multiplications, and here they do not occur. Thus the cost of this O(h 4 ) accurate approximation to the derivatives on the grid is scarcely more than that of the simplest explicit O(h) method. See 4] for an A # program implementing this method.
Generalizations
It is possible to construct similar exactly-solvable pentadiagonal (or still higherorder) systems for the still more accurate evaluation of the derivatives f 0 k on a uniform grid. It turns out that we need only have a pentadiagonal system that has constant diagonals excepting only the upper left-hand corner, in the top two rows. Similar remarks apply to other banded systems.
We are unaware of any generalization of this process to nonuniform grids. It seems apparent that this idea can work only if the nonuniform grid can be transformed by an analytic change of variables to a uniform grid (which may itself cause other problems), and thus this particular idea may not be of general interest.
Still, uniform grids are often used, and in 7] this idea is used to indirectly attack the solution of other, more general tridiagonal systems, so this example is not wholly without use.
Conclusions
In the paper a general method was presented that allows for automatic, symbolic discretization of various formulas. The basic data structures (i.e. stencil and mask) necessary to describe those formulas were introduced. The solution algorithm similar to the Row-Echelon Decomposition 2] was suggested. The Maple implementation of this method was proved to be useful and capable of solving a wide range of problems. Finally, an example of the use of this process to automatically construct a stable and e cient method for evaluating derivatives on a uniform grid using compact nite di erences was given.
