Abstract. We take another approach to Hitchin's strategy of computing the cohomology of moduli spaces of Higgs bundles by localization with respect to the circle-action. Our computation is done in the dimensional completion of the Grothendieck ring of varieties and starts by describing the classes of moduli stacks of chains rather than their coarse moduli spaces.
In this article we take another approach to implement Hitchin's strategy [23, §7] of computing the cohomology of moduli space M d n of stable Higgs bundles of rank n and degree d on a curve C by localization with respect to the circle-action, assuming that n and d are coprime.
In order to handle different possible choices of cohomology theories in a uniform way, we want to compute the classes of these spaces in the (dimensional completion) of the Grothendiek ring of varieties K 0 (Var) (see Section 1) and give the result in a form that allows us -in case that C is defined over the complex numbers -to read off the Hodge polynomials of the spaces without further effort.
Before explaining our strategy let us give an overview of the main results we obtain as an application of our approach. We show (Theorem 1 in §5) that in the case of coprime rank and degree the n-torsion points of the Jacobian of C act trivially on the middle-dimensional cohomology of the space of twisted SL nHiggs bundles. This answers a question of T. Hausel which was motivated by the conjecture of [18] .
Also we give an explicit formula (Theorem 2 in §7) for the motive of the space of semistable Higgs bundles of rank 4 and odd degree. We implemented this formula in Maple and checked that for genus ≤ 21 the result confirms the conjecture of Hausel and Rodríguez-Villegas ( [17] ) on the Poincaré polynomial of this space.
Along the way we obtain recursive formulas for the motives of spaces of α-semistable chains of several types. In particular, one could apply our method to give a recursive description of the motive of the space of stable U (n, 1)-Higgs bundles. This application will be given elsewhere.
Let us now explain our strategy to obtain these results. It is known -we will recall this in Section 2 -that the class [M d n ] ∈ K 0 (Var) can be expressed in terms of classes of moduli spaces of stable chains of vector bundles on C. Here a chain is simply a collection (E 0 , . . . , E r ) of vector bundles together with morphisms φ i : E i → E i−1 for i = 1, . . . r. For chains one usually considers a stability criterion depending on parameters α = (α 0 , . . . , α r ) and the notion of stability for Higgs bundles corresponds to a particular choice of α.
Our strategy to compute the classes of the moduli spaces of chains of vector bundles is somewhat similar to the computation of the number of points of the moduli space of stable vector bundles given by Harder and Narasimhan [15] and the computation of the cohomology of this space over the complex numbers given by Atiyah and Bott [4] : In a first step we want to compute the motive of the whole stack of chains. The second step is then to study the Harder-Narasimhan stratification of the space of chains, i.e., the stratification according to the different types of canonical destabilizing subchains. As in the case of vector bundles, the Harder-Narasimhan strata are fibered over spaces of semistable chains of lower rank, for which we know the motive by induction.
In order to deduce the motive of the strata we need to describe these fibrations. Quite surprisingly the fibrations turn out to be smooth whenever the stability parameter α is larger or equal to the stability parameter needed for the application to moduli of Higgs-bundles (Lemma 4.6). For other stability parameters this property would fail in general and this may indicate why the strategy to compute the cohomology by variation of the stability parameter turned out to be so difficult.
For the first step of our strategy, we make use of a result of Behrend and Dhillon [5] . They observed that the calculation of the cohomology of the stack of vector bundles on a curves given in [7] can be interpreted in K 0 (Var). For stacks of arbitrary chains of vector bundles we define a stratification into pieces that we can compute explicitly in terms of the classes of moduli stacks of vector bundles (Proposition 4.13 and Corollary 4.10). The formulas turn out to be very simple.
Let us immediately remark that to apply our programme in general, one has to overcome the problem, that although we can compute the pieces of the stratification, the summation over all strata does not always converge in K 0 (Var). If the summation does converge the above approach immediately gives a recursion formula for the class of the moduli stack of semistable chains and this is how we find our recursive formulas.
Further, in the cases needed to compute the cohomology of the space of Higgsbundles of rank 4 we show how to overcome the convergence problem by a truncation procedure. In particular we find a formula for the class of the stack of semistable chains of rank (2, 2) (Proposition 6.13). For this example previous methods failed to compute the cohomology.
Let us briefly review the structure of the article. In Section 1 we recall the definition of the Grothendieck ring of varieties and a variant that contains the classes of algebraic stacks with affine stabilizer groups. We recall basic results on motivic zeta functions of varieties and the class of the moduli space of bundles on a curve that was calculated by Behrend and Dhillon. We end the section by explaining how to read off results on mixed Hodge polynomials from our formulas.
In Section 2 we collect some known results on Higgs bundles and in particular explain how the computation of the class of the moduli space of stable Higgs bundles reduces to computations for moduli spaces of (holomorphic) chains.
After these preliminary sections we introduce (in Section 3) two general ingredients that will be the key to our computations. First we recall how to compute the class of stacks classifying of extensions of various types of objects and second, we give the class of the space of modifications of a family of vector bundles.
The core of the article is then contained in Sections 4 to 6. In Section 4 we describe our general strategy to compute the class of moduli spaces of chains. In Section 5 we give the application to the middle-dimensional cohomology of the space of twisted SL n -Higgs bundles.
In Section 6 we apply our general strategy to do explicit calculations. We first consider cases where our general strategy carries through without additional effort to produce recursive formulas for moduli spaces of chains. We then show how in all chain types needed in order to deduce the class of the moduli space of Higgs bundles of rank 4 one can solve the convergence problem mentioned above. The computation of the class of [M 1 4 ] is then given in Section 7. Here we restrict ourselves to Higgs bundles in order to reduce the number of parameters involved, but the same arguments can also be used to obtain similar formulas for moduli spaces of bundles with a Higgs-field taking values in a line bundle L with deg(L) > 2g − 2.
For completeness we have included an appendix containing a quick computation of the classes of [M ] is implicitly already contained in Hitchin's original article [23] . The Poincaré polynomial of [M 1 3 ] has been computed by Gothen [13] and probably his argument could also be refined to compute the motive, however the corresponding Hodge-polynomial does not seem to be available in the literature. Acknowledgments: J.H. would like to thank T. Hausel for sharing his insights and stimulating discussions and S. Mozgovoy for helpful remarks and corrections. O.G.P. was partially supported by Ministerio de Ciencia e Innovación (Spain) Grant MTM2007-67623. J.H. was partially supported by the GQT-cluster of NWO and NFS grant No. DMS-0635607. A.S. was supported by SFB 647 "Space-TimeMatter". We thank the Newton Institute for ideal working conditions that allowed us to finish this work. Notations: Throughout the article we will fix a smooth projective, geometrically connected curve C, defined over a field k. We will furthermore assume that there exists a line bundle of degree 1 on C.
For a vector n = (n i ) ∈ N k we denote |n| := k i=1 n i . To explain the basic setup in which we do our calculations we need to recall the definition of the motive of a local quotient stack from the article [5] by Behrend and Dhillon.
1 At the end of this section we collect the formulas needed to read off the mixed Hodge polynomials from our formulas.
Our main reason for using motives rather than Hodge polynomials is that our computations only make use of geometric decompositions of the moduli spaces and thus it is natural to write our formulas in terms that reflect the underlying geometry.
1.1. The ring K 0 (Var). We denote by K 0 (Var k ) the Grothendieck ring of varieties over k, i.e., it is the free abelian group generated by isomorphism classes of (quasiprojective) varieties [X] 
. Also for any quasi-projective variety X we denote its symmetric powers by Sym i (X) = X (i) . As observed in [27] this extend this to classes in K 0 (Var k ), by
we have the filtration defined by the subgroups generated by
Before defining the motive of an algebraic stack with affine stabilizer groups, observe that [
, by the usual argument that the first column of an invertible matrix is an arbitrary element of A n − {0}, the second then gives a factor A n − A 1 and so on. Since in
we see that [GL n ] is an invertible element in K 0 (Var). Now suppose a stack M is a quotient stack defined by an action of GL n on a scheme X, i.e., M ∼ = [X/GL n ]. (Unfortunately the standard notation for quotient stacks uses the same type of brackets [ ] that are used for classes in K 0 (Var).) Then Behrend and Dhillon define its class as
It turns out that this definition does not depend on the choice of a presentation of M = [X/GL n ], because GL n -bundles are locally trivial in the Zariski topology.
In particular, for a quotient by an affine group G one can choose a faithful representation G → GL n and write any quotient as [X/G] = [X × G GL n /GL n ]. Similarly one can then define the class of a stack which is stratified by locally closed substacks which are quotient stacks. This also makes sense for stacks which are only locally of finite type, as long as they possess a stratification M = M α , where for any n ∈ Z only finitely many M α are of dimension ≥ n.
All stacks occurring in this article will admit a stratification into locally closed substacks that are of the form [X/GL n ]. This follows for example from a theorem of Kresch [26, Proposition 3.5.9] , by which it suffices to check that the stabilizer groups of all objects are affine. Example 1.1 (Behrend-Dhillon [5] ). Using the argument of [7] , Behrend and Dhillon calculate the motive of the stack Bun d n classifying vector bundles of rank n and degree d on a smooth projective curve C: Denote by
the zeta function of C and denote by Pic 0 the Jacobian of C. Then Behrend and Dhillon [5] show:
Notation. We will often drop the degree and denote by Pic the Jacobian of C and by Pic the stack of line bundles of degree 0, so that we have Pic ∼ = Pic ×BG m and therefore [Pic] =
[Pic]
L−1 .
Zeta functions and their relation with Hodge polynomials.
To compare our formulas with more classical formulas, we need to recall several facts on zeta functions from [25] and [19] .
(1) For any variety X its zeta function is the formal power series Z(X, t) = [X (n) ]t n . The relation defining K 0 (Var) implies that the zeta function is multiplicative: for Y ⊂ X closed we have Z(X, t) = Z(Y, t)Z(X \ Y, t).
,
Thus we get [Bun
for t = L this simplifies to:
[Bun
.
This follows simply by expanding 1 1−tL −N as a geometric series. Since we will need it later, let us give a simple application of these facts:
Together with (2) and (3) this implies the claimed formula.
The preceding formulas will allow us to read off the compactly supported Hodgepolynomial of the moduli spaces we study from the their classes in K 0 (Var). First note that the E-polynomial (see, e.g., [17, §2] ) can be viewed as a map E : K 0 (Var) → Z [u, v] , because for any closed subvariety Y ⊂ X the long exact sequence for cohomology with compact supports implies that
Since E(L) = uv, this map extends to a map
2 In terms of cohomology Sym i becomes the graded symmetric power, i.e., Sym i h 1 (C) corresponds to the exterior power of the first cohomology group.
taking values in Laurent-series in (uv) −1 .
i=0 Sym i h 1 (C)t i defined above the description of the cohomology of symmetric products due to Macdonald [31] shows:
Our formulas will be given in terms of P (t), [C (i) ] and L, so the above formulas will suffice to read off the E-polynomial of the moduli spaces from their class in K 0 (Var). If the cohomology of a variety X is pure, e.g., if X smooth and projective, then the E-polynomial determines the Hodge-polynomial by the formula
In this case the Poincaré polynomial of X is given by
Recollection on Higgs bundles
In this section we collect the basic definitions on moduli spaces of Higgs bundles as well as how their topology is determined by the topology of moduli spaces of chains. For the convenience of the reader we briefly sketch the main arguments, more details can be found in [18, Section 2 and 9] .
A Higgs bundle is a pair (E, θ : E → E ⊗ Ω C ), where E is a vector bundle on C, θ is an O C -linear map and Ω C is the sheaf of differentials on C. We will denote by M n . The stack of stable Higgs bundles turns out to be smooth. This follows from deformation theory (see Nitsure [35] or Biswas and Ramanan [8] ), showing that the first order infinitesimal deformations of a Higgs bundle (E, θ) are given by the cohomology of the complex (End(E) → End(E) ⊗ Ω C ). For a stable Higgs bundle, the only automorphisms are scalar automorphisms, so that H 0 of this complex is 1-dimensional, and by Serre duality the same holds for H 2 . Also the Eulercharactersitic of
is a smooth stack of dimension 2n 2 (g − 1) + 1 and it is a G m -gerbe over its coarse moduli space M d n , which is therefore smooth of dimension 2n
Finally we have to recall the Hitchin map
, f maps a Higgs bundle (E, θ) to the coefficients of the characteristic polynomial of θ. If (n, d) = 1 Nitsure also proved [35] that the induced map on the coarse moduli space M d n → A is proper. The moduli space of Higgs bundles has an action of G m , given by multiplication of scalars on the Higgs field θ. The Hitchin map f becomes equivariant with respect to this action, if we let G m act by the character λ → λ i on the subspace
We collect the known properties of the Bia lynicki-Birula decomposition with respect to this action in the following proposition (which has been observed in [18, Section 9] ): Proposition 2.1. Let n, d be a fixed pair of coprime, positive integers.
n is a disjoint union of connected, smooth schemes F i contained in the special fiber f −1 (0) of the Hitchin map.
is a Zariski-locally trivial fibration over F i , with fibres isomorphic to affine spaces. For any x ∈ F i we have
where T x (M ) 0,+,− are the weight spaces of the tangent space at x with weights repectively 0, positive or negative.
In particular the closure of the
Proof. 
In order to make use of this result we need to recall the modular description of the fixed point strata of Lemma 2.1, due to Hitchin and Simpson (see [18, Lemma 9 .2]): If (E, θ) is a fixed point of the G m action, (E, θ) ∼ = (E, λθ) for all λ ∈ G m . Then either θ = 0 or if θ = 0 then this implies that the automorphism group of E contains a copy of G m . This implies that E = E i decomposes as a direct sum of weight spaces for this action and θ : E i → E i−1 ⊗ Ω C . This implies that each F i is a moduli space of bundles E i together with maps φ i : E i → E i−1 ⊗ Ω, such that the corresponding Higgs-bundle ( E i , φ i ) is stable. These are called moduli spaces of stable chains and we will recall their properties in more detail in Section 4. The main part of this paper will be devoted to the computation of the classes of these moduli spaces.
The basic ingredients of our calculations: extensions and modifications
Our calculations rely on two basic results, which we would like to explain in this section. Firstly, an observation already contained in SGA 4 [3, Exposé XVIII 1.4] allows to compute the class of spaces of extensions of bundles, or more generally of extensions of chains whenever the extension problem is unobstructed. Secondly, we can compute the class of the stack of modifications of vector bundles. As any morphism of bundles E 1 φ −→ E 0 can be viewed as an extension of vector bundles ker(φ) → E 1 → Im(φ), followed by a modification Im(φ) → Im(φ)
sat (here we denoted by Im(φ) sat the saturation of the image) and another extension of vector bundles Im(φ)
sat → E 0 → E 0 / Im(φ) sat the above ingredients will allow us to describe moduli spaces of chains.
3.1. Stacks classifying extensions of objects. In the following we will often consider stacks parameterizing extensions of bundles or chains. In order to compute their motives we will apply the following result, which appeared in SGA4 [3, Exposé XVIII, Proposition 1.4.15], the statement as below can also be found in [20] : Proposition 3.1. Let X be an algebraic stack, E 0 , E 1 vector bundles on X and E 0 d −→ E 1 a morphism. Viewing E 0 as an affine group scheme over X acting on E 1 via d we form the quotient stack [E 1 /E 0 ]. Then for any affine scheme
Stacks of the form [E 1 /E 0 ] as occurring in the above proposition are called vector bundle stacks. The above proposition shows that quasi-isomorphic complexes E • define equivalent stacks.
As an illustration of how we will apply the above proposition let us recall a well-known application. Denote by Coh 
We claim that for any substack of finite type of Coh
where E i are vector bundles. This holds since for any bounded family of coherent sheaves
). The relative dimension of the morphism is rk E 1 −rk E 2 , which by the Riemann-Roch formula is n ′ n
The classes of vector bundle stacks are easy to compute in K 0 (Var):
Lemma 3.3. Suppose that X , E 0 , E 1 are as in Proposition 3.1, that X is a local quotient stack, which defines a class in K 0 (Var), and that E 0 , E 1 are of constant rank. Then we have
Proof. First, the lemma holds in the case that X is a scheme: Stratify X = X i such that over each X i the map φ| Xi is of constant rank and both E 1 and E 0 are trivial. By the proposition we can, over each X i , replace the complex E 0
In this case we have
To prove the lemma for a local quotient stack it suffices to consider the case 
Moreover,
is a GL n torsor and
is a GL ni -torsor. Therefore:
This proves the lemma. 
where the last equality uses 1.2. Thus for the class of the stack of semi-stable bundles we find:
If one applies P Hodge to this class in case d is odd, this formula gives a polynomial divided by P Hodge (L − 1), corresponding to the fact that the stack is a G m -gerbe over the coarse moduli space.
We'd like to point out that the same method would also allow us to compute the class of the coarse moduli space of stable bundles (see [10] ) in case the degree is even, by further discarding the strictly semi-stable bundles. 
The class of such a stratum is given by
This recursive formula has been solved by Zagier [38] and Laumon and Rapoport in [29] , who formulated the result in terms of the Poincaré series in their article and used cohomology instead of cohomology with compact supports. Their argument shows:
Details on the computation using cohomology with compact supports can be found in [36] .
3.2.
The class of the stack of modifications of bundles. The second basic ingredient for our computation is the class of the stack of modifications. We write Hecke Also for any family of vector bundles E of rank n parameterized by a scheme of finite type (or a stack of finite type with affine stabilizer groups) T we will write Hecke(E/T ) l for the stack classifying modifications E ′ ⊂ E with E/E ′ a torsion sheaf of length l.
The argument of [7] implicitly contains the next result. We give a slightly different argument, since we need to work in K 0 (Var) and we will need a result over a general base. Proposition 3.6. The class of the stack of Hecke modifications is:
Proof. Since Hecke l n,d parameterizes pairs E 1 ⊂ E 0 we have a canonical morphism: gr : Hecke
We first compute the fibers of gr. For a point P ∈ C and E ∈ Bun d n we denote
Although this is probably known, for the sake of completeness we will give an inductive proof. For n = 1 the map gr is an isomorphism, so the claim is clear.
In general, choose a trivialization E| OC,P ∼ = O ⊕n C,P and chose a local parameter t at P in order to obtain an isomorphism
In particular the first summand of O ⊕n C,P defines a subbundle L → E and we can stratify the space of modifications E 1 → E according to the length k of the image of L in E/E 1 :
The space of all such extensions is fibered over the space of modifications of E 
. On the other hand, by Remark 1.2 we have
This proves the claim. An arbitrary point of
. In order to compute the class [Hecke l n,d ] we stratify this stack accordingly.
To deduce the result for families (
m (T ) parameterized by some scheme T we note that Zariski locally over T we may choose local parameters at P i . Also after replacing T by a GL r n -bundle over T we may assume that there exist trivializations of E at the points P i . These local trivializations define an isomorphism of the fiber gr −1 (T ) and T × i F O ⊕n ,miPi . Thus we find:
Similarly if [T /GL n ] is a any substack of finite type of Bun
m we can deduce the same formula for this substack, because the map gr is representable and gr
To conclude, observe that the fiber of the projection p :
m is isomorphic to i Sym mi (P n−1 ), since stabilizer in S l of a preimage of x in C (l) is isomorphic to S mi . Since P n−1 is stratified by affine spaces and the permutation action is linear on the strata this implies (see [12, Lemma 4.4] ):
Thus the sum over all strata C (l) m can be written as:
This proves the proposition.
Moduli stacks of chains: general results
After recalling some basic definitions on chains ([1], [2] ), we will prove in this section that the Harder-Narasimhan strata in the moduli stacks of chains are vector bundle stacks over moduli stacks of chains of smaller rank. Moreover we construct another stratification of the stack of chains such that we can compute the classes of the strata in K 0 (Var). These are the key results needed to implement our strategy for the computation of the motives of the spaces of semistable chains.
Stability of chains and basic properties of the moduli stack.
, where E i are vector bundles on C and φ i :
The rank of a chain is defined as rk(E • ) = (rk(E i )) i=0,...,r and the degree is defined as deg(
We will denote by M(n) d the moduli stack of chains of rank n and degree Given (α i ) i=0,...,r ∈ R r+1 the α-slope of a chain E • is defined as
is the slope of the vector bundle E i and the summand is read as 0 if rk(E i ) = 0. Note that the α-slope is a convex-combination of µ(E i )+α i . Since the slope only depends on the numerical invariants for fixed rank and degree n, d, we also write µ(n, d) for the corresponding α-slope.
where we use the standard notation (≤) to abbreviate that the inequality ≤ defines semistability, whereas for stability, we require strict inequality. Note that -as in the case of vector bundles -given an extension E
of chains of rank n ′ and n ′′ we have
So the slope of an extension is a convex combination of the slope of the constituents. As for stability of vector bundles, this property immediately implies the following properties of stability of chains:
(1) A chain E • is semistable if and only if for any quotient
• ) and the subquotients E (i)
We will denote by M(n)
The same argument as for vector bundles shows that this is an open substack and that its complement is the disjoint union of the Harder-Narasimhan strata, i.e., the constructible substacks of those E • such that the E (i)
• are of some fixed rank and degree.
Note that for any c ∈ R and α = (α i ) 0=1,...,r and α + c := (α i + c) i=0,...,r define the same stability condition. Also if we denote by α := (−α r−i ) 0=1,...,r then we have
Proof. The first claim is immediate from the equivalent characterization of stability given in Lemma 4.2 (1). The second follows, because in this case α + r(2g − 2) = α.
Given n, d a parameter α is called critical (for n, d), if there exist strictly semistable chains of rank n and degree d. Otherwise α is called non-critical.
Let us call α to be good if for any chain
in the Harder-Narasimhan filtration of a chain of rank n and degree d the following holds:
(1) Whenever E ′ i and E ′ i−1 are non-zero then φ i is non-zero, and (2) the set {0 ≤ i ≤ r | E ′ i = 0} is an interval in Z. Note that any chain E ′ • violating one of the above conditions can be written as
are both non-trivial and for all i either with
Thus we see that a parameter α is good if the α i are linearly independent over Q, because in that case µ(E
In particular this implies that if α is not critical, then there is a good, non critical α ′ such that M(n)
Extensions of chains and the classes of Harder-Narasimhan strata.
Note that one can embed the category of chains into an abelian category, by allowing the E i to be coherent sheaves instead of vector bundles. In this category one can then do homological algebra (see, e.g., [14] ).
In this section it will further be useful to consider more generally chains E • = (E i , φ i ) with i ∈ Z such that only finitely many E i are non-zero. We will extend any chain
..,r ) by putting E i := 0 for all i < 0 and all i > r. Similarly we will allow stability parameters α = (α i ) i∈Z . 
Notation. Given chains E
• ) the stack of iterated extensions, i.e., chains E • together with a filtration 0 = F 
. Also we will denote by Ext(n h , . . . , n 1 )
We need the following basic result, which can be found in [2, Proposition 3.1 and 3.5]:
• be chains. Then we have a long exact sequence:
The above proposition is most useful, if the Ext 2 -term vanishes. We will need another criterion to show this. To this end, we recall that the long exact sequence computing Ext-groups in the category of chains is obtained from the cohomology of the complex of sheaves
In particular the last group in the sequence of Proposition 4.4 is Ext
. Moreover, we can apply Serre-duality to this sequence and find that
The complex occurring in the second hypercohomology group is the one computing Ext by placing E ′′ i in degree i − 1, so that the bundles of the resulting chains may be non-zero for −1 ≤ i ≤ r − 1. This implies:
. In our applications we will mostly be interested in the case that α i = (2g − 2)i. In this case the following lemma is the key to our the computation of the HarderNarasimhan strata:
Proof. Let us prove (1). The preceding lemma says that the statement is equivalent to the vanishing of
This is a contradiction.
For (2) the same argument shows that any element of Hom(E • , E •−1 ⊗ Ω C ) must be an isomorphism, which cannot exist, since E −1 = 0. The above lemma allows us to describe the Harder-Narasimhan strata of chains: Proposition 4.8. Let α be a stability parameter and
..h be ranks and degrees of chains. Suppose that
Then the forgetful map:
is smooth and its fibers are affine spaces of dimension χ = i<j χ ij , where
Proof. Let us denote the projections from the product Ext(n h−1 , . . . , n 1 ) gr α−ss
•,univ has a filtration with semistable subquotients of slope bigger than µ(E h •,univ ), Lemma 4.6 implies that
is a complex with cohomology only in degrees 0, 1. As in the proof of Corollary 3.2, this complex can be represented by a complex of vector bundles
and since its cohomology is only in degree 0, 1 it is quasi-isomorphic to F 0 → ker(d 1 ). This is a complex of vector bundles of length 2, to which we can apply Proposition 3.1, showing that the vector bundle stack [ker(
By the Riemann-Roch formula the dimension of the fibers of gr is h−1 j=1 χ jh . The result now follows by induction on h.
4.3.
A stratification of the stack of chains with simple strata. Next, we want to define -for any n, d -a stratification of the stack of chains M(n) d such that classes of the strata can be computed using the results of Section 3.
Any chain E • = (E r → · · · → E 0 ) has a canonical subchain:
in which all maps are generically surjective. We call this subchain the saturation of E r in E • and write (rk(
For fixed n ′ , d ′ , l, the stack of those chains such that the saturation of E r in E • is of rank n ′ and with degrees d ′ , l is a locally closed substack M(n)
sat ) is a chain of shorter length. This has a corresponding subchain, the saturation of E r−1 /φ r (E r ) sat . Inductively this defines a filtration
• are chains of length r − i + 1 in which all maps are generically surjective. Proposition 4.4 will therefore allow us to describe the substacks of chains such that the rank and degree of the chains in this filtration are constant.
Given n, d and l, let us denote by M(n)
the stack of chains of rank n and degree d, such that all maps φ i are generically surjective and denote by M(n)
is nonempty if and only if n r ≥ n r−1 ≥ · · · ≥ n 0 , l i ≥ 0 and for all i such that n i = n i+1 we have
If these conditions are satisfied, the stack M(n)
is smooth and connected.
Proof. For any chain in the substack write
. Thus the stack classifies a collection of extensions (K i → E i → Q i ) together with Hecke modifications Q i ⊂ E i−1 of length l i−1 . For fixed K i , Q i the dimension of the stack of extensions of
l to be the space of all modifications of length l of E, i.e., the fibered product:
l is connected as well. This proves the claimed connectedness. Using the formula for [Hecke(E/T )] (Proposition 3.6) we find:
which is the claimed formula. If these conditions are satisfied, we have:
Proof. Summing the formula obtained in Lemma 4.9 all l i ≥ 0 we find:
and we have the formula
. Putting these two formulas together,
].
Remark 4.11. In case n r > · · · > n 1 > n 0 the above formula reduces to:
Bun ni .
This formula looks quite surprising, because in this case the class of M(n) 
Proposition 4.13. For any n, d, the set of substacks M(n)
Proof. This holds, because by Proposition 4.4 the canonical map gr : M(n)
is a composition of vector bundle stacks and their dimension is given by the RiemannRoch formula.
Application to Higgs bundles with fixed determinant
In this section we give an application of Lemma 4.9, namely we prove that the action of the n-torsion points of Pic 0 C on the middle-dimensional cohomology of the space of rank n Higgs bundles with fixed determinant is trivial. This answers a question of T. Hausel, which was motivated by the mirror symmetry conjecture of [18] . The result will not be used in the rest of our article, but gives an instance where the results of the previous section can be applied without evaluating explicit formulas. In order to simplify the exposition we will assume in this section that the characteristic of the ground field does not divide n. We denote our cohomology theory by H * (M), which means singular cohomology in case k = C andétale cohomology with Q ℓ -coefficients otherwise.
For a line bundle
to be the stack of Higgs bundles of rank n with fixed determinant L. Proof. As in the case of Higgs bundles without fixed determinant (Section 2), the cohomology of H * (M L,ss n ) is a direct sum over cohomology groups for the fixedpoint strata for the G m -action on M L,ss n . Moreover, these fixed-point strata are moduli spaces of semistable chains with fixed determinant. We denote these strata by M(n)
Since we assumed that (n, deg(L)) = 1, the spaces of semistable chains with fixed determiant are projective, so their cohomology coincides with cohomology with compact supports.
As in the previous section the spaces M(n) L d come equipped with a natural stratification defined by the saturation of the images of the bundles E i . This stratification is obtained by pull-back from the stratification of the stack of chains with arbitrary determinant.
Let us fix a partition n i , d i of n, d for the stratification by generic rank and fix moreover l i satisfying the numerical conditions of Lemma 4.9. Let us denote by
Also, by Lemma 4.9 the stacks M(n i )
are smooth and connected, and by Proposition 4.4 the map gr : M(n)
is a composition of vector bundle stacks. Thus the stacks M(n)
are smooth and connected as well.
We define M(n)
to be the analogous stack of chains with fixed determinant, i.e., the stack M(n)
is the fiber over L of the determinant map det : M(n)
The action of Γ = Pic 0 (C)[n] respects these strata, so it is sufficient to show that Γ acts trivially on the top cohomology with compact supports of each stratum, i.e., to show that the strata are connected.
By our description of M(n)
the map det factorizes as:
Here, the map p 1 is given by mapping E • to the subquotients F i E • /F i−1 E • of the filtration given by the saturation of the constituents E r , . . . , E 1 . This map is a composition of vector bundles stacks, so it has connected fibers.
The map p 2 is the product of the natural maps
This map is a composition of vector bundle stacks and Hecke modifications, so again this map has connected fibers. The map p 3 is the product of the natural maps det : Bun e m → Pic e and C (e) → Pic e , which have connected fibers as well. Finally, the map m is the map reconstructing the determinant of E • out of the graded pieces defined by the p i . It is of the form m :
, so this map has connected fibers if and only if gcd(k 1 , . . . , k N ) = 1. We claim that this condition is satisfied, because of our coprimality assumption on rank and degree of the corresponding Higgs bundles. This is elementary, but slightly tedious:
Let us first consider a single factor:
write K j := ker(φ j ), K 0 := E 0 and let D j denote the divisor defined by the torsion sheaf
Suppose k ≥ 1 divides all exponents occurring in this expression for K j = 0 and D j = 0, i.e., suppose k|r + 1 − j for all j such that K j = 0 or D j = 0. Since
Finally the degree of the corresponding Higgs bundle is
Therefore we also have k| deg( E i ⊗ Ω −(r−i) ). Taking the product over all factors M(n i )
this shows that, if k divides all the exponents occurring in the map m, then k has to divide n and deg(L) so that k = 1.
Moduli stacks of chains: recursion formulas and examples
In this section we will explain our strategy to compute the cohomology of moduli spaces of chains by giving several examples. Whenever the stack of chains of fixed invariants defines a class in K 0 (Var) our strategy immediately gives recursion formulas for the class of the space of α-semi-stable chains whenever α satisfies α i+1 − α i ≥ 2g − 2. We will say that α is bigger or equal to (0, 2g − 2, . . . , r(2g − 2)), the stability parameter occurring in the study of Higgs bundles, if this condition is satisfied. We will begin with examples where this strategy works without further effort.
In general the stack of chains will have infinitely many strata of the same dimension, so that the sum over all strata does not converge. However, we know a priori that the stack of stable chains of fixed rank and degree is of finite type. In particular the convergence problem only stems from the fact that only finitely many strata will contain stable chains. We use this observation in some examples, in order to avoid this convergence problem.
In particular, we will explicitly work out the recursion formulas in the cases needed for our application to Higgs bundles of rank 4 and odd degree. In this case the stability parameter for the corresponding chains is α = (0, 2g − 2, . . . , r(2g − 2)) and since there are no strictly semistable Higgs bundles this stability parameter will not be a critical value. Thus we may as well replace α by α + , such that α + − α > 0 is irrational and small. This will be helpful, because α might not be good for the spaces occurring in the Harder-Narasiman strata.
We use this only to simplify our formulas. We could as well use α, but then we would have to include chains for which some of the maps are 0, but this would increase the length of the formulas. 
Also the stack M(m, 1, . . . , 1) d is stratified by the substacks defined by the condition φ i = 0 for i ∈ I where I ⊂ {1, . . . , r}. To specify a subset I is equivalent to the choice of an ordered partition r + 1 = l i=1 (r i + 1), where the r i are given by the length of the subchains with φ i = 0. Thus we find:
Here the index d on the right hand side of the formula refers to the corresponding subset of the degrees d i . Next, we want to apply the general recursive procedure in order to compute the class of M(m, 1, . . . , 1) α−ss . We have to study the Harder-Narasimhan strata, assuming that the stability parameter α satisfies α i+1 − α i ≥ 2g − 2 and we will furthermore assume that α is good. 
These data satisfy l i = 0, if n i 0 = 0, and for all 1 ≤ j ≤ r there is exactly one index i, such that l i ≤ j < l i + r i . Summing up, the Harder-Narasimhan strata are indexed by partitions of n 0 and r together with starting indices l and a set of degrees 
where χ ij is the Euler characteristic computed in Proposition 4.8.
In particular this gives a recursive formula for
Remark 6.3. In the same way one can obtain a recursion formula for the space of semistable chains of rank (m 0 , 1, . . . , 1, m r ) for any m 0 , m r ≥ 1 for any r ≥ 2.
Let us evaluate this recursion formula for m = 2 and m = 3. After tensoring with a fixed line bundle we may assume that d 1 in both cases: Example 6.4 (Rank (2, 1) ). Let α = (0, σ) be a good stability parameter with σ ≥ 2g − 2.
(1) M(2, 1)
α−ss d0,0 is empty unless [M(2, 1) 
Proof. To prove (1) first note that since α is good for any semistable triple E 1
φ1
−→ E 0 the map φ 1 is non trivial. Therefore E • contains 0 → E 0 and E 1 → E 1 as subtriples. Thus there are no semistable triples unless Type (1, 1). The bounds on the degree are:
In this case the Harder-Narasimhan stratum is one of the strata
Thus the sum over all these strata is
has to be semistable. This implies φ ′′ = 0 and 0
Here the second condition is implied by
3 ⌋ we find that the sum over all strata is:
This proves (1) . For the second part we only have to adjust the inequalities. First, any triple has the quotients E 1 → 0 and 0 → E 0 /E 1 . This implies that there are no triples with µ min > h unless σ > h and d 0 > h. Also we need µ(E • ) > h. Moreover the HarderNarasimhan strata of rank (1, 1) are inM (2, 1) µmin>h For rank (1, 0) we only need to discard the strata with
Remark 6.5. Using Example 1.3 we can read off the Hoge polynomial of M(2, 1) ss from the above formula and thereby obtain a rather short proof of the main result of [32] . Example 6.6 (Rank (3, 1) ). Let α = (0, σ) be a good stability parameter satisfying σ ≥ 2g − 2. Then the space M (3, 1) α−ss is empty unless σ ≤ d 0 ≤ 3σ. If these inequalities hold, we have
Proof. This is a bit tedious, but not difficult. As before, since α is good for any semistable triple E 1
−→ E 0 , the map φ 1 is non trivial. Therefore E • contains 0 → E 0 and E 1 → E 1 as subtriples. Thus there are no semistable triples unless As in the case of vector bundles, there are cancellations between unstable contributions of different strata. Thus, it will be useful to use the same parameterizations in each occurrence.
Type (2, 1). The bounds on the degree are:
From Example 6.4 we know that the conditions on M(2, 1)
to be nonempty, are given by min{µ(E
This condition is automatically satisfied for the first two terms, because their slope is > µ(E • ) and it also holds for the last because µ(0 → E
implies that E 1 → E 1 is destabilizing, which we excluded. Thus the contribution of the strata is:
(In the second step we substituted l → k, k → l + k.)
Type (2, 0). The bounds of the degrees are:
Further E • /E ′ • must be semistable, so we need 0
is automatic, so that we end up with
We have
Thus the sum over the strata contributes (l :
Type (1, 1) . The bounds on the degree are:
Furthermore we need
The space of extensions is of dimension 2g − 2 + d 0 − 3d ′ 0 . Thus the contribution of the strata is
Type (1, 0). The bounds on the degree are:
• must be semistable. By Example 6.4 the space of these semistable triples is non-empty only if
⇔ d 0 > 3σ, which we already discarded. Thus we find the condition
Thus the contribution of the strata is
Adding up the above terms we find the claimed formula.
Example 6.7 (Chains of rank (2, 1, 1)). Assume for simplicity that the stability parameter is of the form α = (0, σ, 2σ), that α is good (e.g., σ is irrational) with σ ≥ 2g − 2 and d is such that µ(E • ) ∈ Z. Then M(2, 1, 1)
is empty unless:
If these inequalities hold then
Proof. Any chain E • ∈M(2, 1, 1) has subchains (0 → 0 → E 0 ) which is of slope
and (E 2 → E 1 → E 1 ) of slope . This proves the claimed inequalities.
If the inequalities hold, we already excluded destabilizing subchains of rank (2, 1, 0), (2, 0, 0) and (1, 1, 0) .
is of rank (1, 1, 1) we have
. The last inequality is automatic, since the quotients of E ′ • are (E 2 → 0 → 0) and (E 2 → E 1 → 0) which are of slope > µ(E • ). A Harder-Narasimhan stratum of this type contributes
to be of rank (1, 0, 0) we need d 
Thus using 6.1 we find:
[M(2, 1, 1)
Example 6.8 (Rank (1,1,1,1) ). M(1, 1, 1, 1) α−ss for α = (0, σ, 2σ, 3σ) is non empty if and only if:
(
If these conditions hold, and α is non-critical, then [M (1, 1, 1, 1) σ
Proof. The first condition is the necessary and sufficient condition for M (1, 1, 1, 1 ) to be non-empty. The possible subchains of E • are 0 → E 2 → E 1 → E 0 , 0 → 0 → E 1 → E 0 and 0 → · · · → E 0 . These give the other conditions. The second part follows immediately from the first, since in this case all chains inM (1, 1, 1, 1 ) are semistable and this stack classifies chains of line bundles with non-zero maps between them.
Chains of rank
In this section we give another case where we can obtain an inductive formula for any rank. For our application to Higgs bundles of rank 4 we only need the case of chains of rank (2, 2), but this has a natural generalization for chains of rank (n, . . . , n), which does not require an extra effort. We therefore formulate the result in the more general case.
The following proposition improves [9, Proposition 6.4] and also extends the result to chains. Proposition 6.9. Fix n, r ∈ N and write n = (n, . . . , n).
(1) For any α semistable chain of rank n and degree d all maps φ i are injective, i.e., M(n)
Proof. To show (1) suppose E • was a semistable chain with rk(ker(φ i )) = m < n for some i.
This implies
This contradicts our assumption. The proof of (2) is by induction. Suppose
• ⊂ E • was a destabilizing subchain such that not all E i k have equal rank. We will denote by E
By assumption all maps φ
which again contradicts our assumption.
This proposition allows us to deduce the following recursion formula for the motive of M(n)
where the sum runs over all partitions n = l j=1 m j , d = j e (j) such that for all i, j we have e 
i−1 ). Proof. From Proposition 6.9 we know that under our assumption on α all semistable chains are contained in the substack of chains such that the φ i have full rank and moreover for any such chain all subquotients of the HN-filtration also satisfy this condition.
Thus we have
The Harder-Narasimhan strata are given by rank and degrees as claimed. Since in all occurring subquotients the morphisms φ are injective we can apply Proposition 4.4 to conclude that these strata are (iterated) vector bundle stacks over
. The dimension of the fibers are:
This proves the corollary.
For the computation of rank 4 Higgs-bundles we will only need the following special case:
Proof. A subtriple E ′
• ⊂ E • is destabilizing, if and only if it is of rank (1, 1) and its degree satisfies:
Thus the sum over all HN-strata of rank (1, 1) is:
Therefore we find
which is the claimed formula. In this section we will show how to handle this problem for chains of rank (2, 2). The case of rank (1, 2, 1), which is a bit simpler, will be done in the next section. For this section we fix α = (0, σ). We will only need to consider chains such that d 0 + d 1 is odd. Since we may dualize and tensor with line bundles we may therefore assume d 1 = 0 and d 0 > σ odd. In that case we may also assume that d 0 < 2σ since otherwise for every chain E • the subchain E 0 is destabilizing. Also, in order to simplify one formula (type (1, 1) ⊂ (2, 2) below) we assume that ⌊σ⌋ is even, which will be satisfied in our application to Higgs bundles.
First let us explicitly compute the stratification by generic rank given in Proposition 4.13 in the case of rank (2, 2). Let us write M(2, 2)
Lemma 6.12.
[M(2, 2)
In particular for fixed d 0 this class only depends on k + l. It is non-zero if k + l ≥ 0.
This implies that the sum over all possible k, l does not converge, so that M(2, 2) does not define a class in K 0 (Var). However, if either k or l are large, then we see that all triples in M(2, 2) 1,k,l will be unstable, since either ker(φ) → 0 or
sat will be a destabilizing subchain. More precisely ker(φ) → 0 is destabilizing if k + σ > µ(E • ) and
We will therefore define the following open substack of M(2, 2):
From Lemma 6.12 we see that in this stack the class of M (2, 2) 1,k,l occurs at most for 0 ≤ k + l < d 0 − σ. For fixed value of k + l = m in this range there are ⌊ [M(2, 2)
Finally denote by M(2, 2)
. This is the substack of triples such that either ker(φ) → 0 or E 0 → Im(φ)
sat is a destabilizing subtriple. Next we compute the Harder-Narasimhan strata such that the HN-flag does not contain triples of rank (0, 1) or (1, 2), since only these can intersect M(2, 2) fin d . Also destabilizing subtriples of rank (2, 0) cannot occur by our assumption d 0 < 2σ. We will denote the HN-flags by
As before, we group the strata according to the rank of the HN-flag. For each rank we will first compute the bounds on the degrees given by the characterizing property of the HN-flag. Then we compute the dimension of the Ext-space from Proposition 4.8. Finally we compute the intersection of the stratum with M(2, 2)
Type (2, 1) ⊂ (2, 2). The bounds on the degree d ′ are:
In order to have M(2, 1)
. Thus we found the bounds:
By Proposition 4.8 we have dim Ext(E
. We claim that strata of this type are contained in M(2, 2)
, so it cannot be a destabilizing quotient. Thus these strata contribute:
Type (1, 1) ⊂ (2, 1) ⊂ (2, 2). The bounds on the degrees are:
the right hand inequality follows from the first set of inequalities. Also
. Thus the contribution of the strata is:
Finally we compute the intersection of these strata with M(2, 2)
. Thus we find the conditions:
The class of the intersection of the stratum with M(2, 2)
is the stack of ex-
Thus the intersection of the HN-strata with M(2, 2)
Type (1, 0) ⊂ (1, 1) ⊂ (2, 1) ⊂ (2, 2). We claim that this cannot occur, because we need
Type (1, 0) ⊂ (2, 1) ⊂ (2, 2). The bounds on the degrees are:
The quotient E ′
• /E ′′ • has to be semistable, i.e., 0
. Strata of this type are contained in M (2, 2) fin , because ker(φ) → 0 injects into E • /E ′ • , so this cannot be destabilizing. Also if rank(φ) = 1 then E ′′ 0 has to inject into E 0 / Im(φ) because E 
Type (1, 1) ⊂ (2, 2). The bounds on the degree are:
Strata of this type automatically satisfy rank(φ) = 2, so they are contained in M (2, 2) fin . Thus the sum over all these strata is:
Here the equality uses that ⌊σ⌋ is even and that d 0 is odd, so that one can simplify the congruence condition in the summation.
. The bounds on the degrees are:
. Thus we find:
⌈d0−σ⌉
Finally we compute the intersection with M(2, 2) 
sat cannot be a destabilizing quotient.
If these conditions are satisfied, chains in the intersection of the HN-stratum with M(2, 2)
Thus the sum over the intersections of the HN-strata with M(2, 2)
Type (1, 0) ⊂ (2, 2). The bounds on the degree are µ(E
The right hand inequality is automatic because d 0 < 2σ. So we find
α−ss 2d0−2d ′ 0 ,0 , we find that the sum over the strata is:
Strata of this type are contained in M(2, 2)
• , so this cannot be destabilizing. Also if rank(φ) = 1, then E ′ 0 injects into E 0 / Im(φ) and so 0 → E 0 / Im(φ) cannot be a destabilizing quotient. Now we can sum: Proposition 6.13. Assume that α = (σ, 0) is good and that ⌊σ⌋ is even. Then for d 0 > σ ≥ 2g − 2 we have:
6.4. Stacks of chains of rank (1, 2, 1). To compute the class of the moduli space of semistable chains rank (1, 2, 1) and degree d, we can again tensor with a line bundle in order to reduce to the case that d 2 = 0. Moreover, for our application we are only interested in stability parameters of the form α = (0, σ, 2σ), so for simplicity we will only consider such α. Our computation will show that such α are good, if σ is irrational. Again we consider the stratification of M(1, 2, 1) d by saturations of the E i as defined in Section 4.3. Since α is good all semistable chains E • satisfy φ i = 0. Our descriptions of these strata (Proposition 4.13) implies:
Lemma 6.14.
(1) We have a decomposition
(1, 2, 1)
This lemma shows that -as for M(2, 2) (Section 6.3) -the stack M(1, 2, 1) does not define an element in K 0 (Var), because all of the strata with φ 1 • φ 2 = 0 are of the same dimension. However almost all of these are unstable:
can be non empty only if
If these inequalities hold, M(1, 2, 1)
is non-empty and we have
min{d0,d1}
Proof. To obtain the necessary conditions we first list the ranks of canonical subchains:
Type (1, 2, 0). There are no semistable chains if:
Type (1, 0, 0). There are no semistable chains if:
Type (1, 1, 1) . We always have a subchain E 2 → E 2 → E 0 , so we find the necessary condition 0 ≤ 3d 1 − d 0 .
Type (0, 1, 0). Dually to the previous type we always have a subchain 0 → ker(φ 1 ) → 0, so we need
Thus we may assume
Let us first exclude strata that do not intersect M(1, 2, 1) Type (1, 1, 0) . The bound on the degree is
• has to be semistable, i.e., 0
The lower bounds in these inequalities are automatically satisfied because
, which we excluded (6.2). Thus the conditions on d
. Finally, we claim that HN-strata of this form are contained in M(1, 2, 1)
• , so this cannot be destabilizing. Also the subchain E 2 → Im(φ 2 )
sat → E 0 cannot be destabilizing because 0 → 0 → E 0 and E 2 → Im(φ 1 ) sat → 0 both have slope < µ(E • ). Thus the strata contribute min{d0,d1}
. 1, 0) . The bounds on the degree are
• has to be semistable, so as before 
• to be non-trivial, since otherwise the last map of the chain E • would be 0. If this holds, the extension is contained in M(1, 2, 1)
sat → E 0 has to inject into E • /E ′′ • , so again this cannot be destabilizing.
Therefore the strata occur only for d 0 > 
Type (0, 1, 0). The bound on the degree is
• has to be semistable, so that 0 Inserting the above inequalities together into Formula 7.1 we find: Since the cohomology of M 1 4 is known to have a pure Hodge structure (see e.g. [16] ), one can immediately read off the Poincaré-and Hodge-polynomials of M 1 4 from the above theorem using the formulas collected in Section 1.2. For genus ≤ 21 we evaluated the above formula using Maple and found that the result coincides with conjectured result for the Poincaré polynomial from [17] .
Appendix: Higgs bundles of rank 2 and 3
For completeness we give the formulas for the classes in K 0 (Var) of the spaces of Higgs bundles of rank n = 2, 3. For n = 2 this is contained in Hitchin's original article, where the result is formulated in terms of the Poincaré polynomial. For n = 3 the formula for the Poincaré polynomial is due to Gothen [13] . 
k=2g−1
Proof. We know from Corollary 2.2 that
where the F i are the α-semistable chains of some length r rank n and degree d with n i = n, 1, 1 ) and degree (l +k, l, 0) to exist we need 0 ≤ l, k and 2l + k ≤ 6g − 6, l + 2k ≤ 6g − 6.
Thus the fixed point strata contributeM(1, 1, 1) l+k,l,0 for 2l + k ≡ 1 mod 3 with 0 ≤ l, k and 2l + k ≤ 6g − 6, l + 2k ≤ 6g − 6: This proves the claimed formula.
