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With a text mining and bibliometrics approach, we review the 
literature on the evolution of deep learning in medical image 
literature from 2012 – 2020 in order to understand the current 
state of the research and to identify the major research themes in 
image analysis to answer our research questions: RQ1: What are 
the learning modes that are evident in the literature? RQ2: What 
are the emerging learning modes in the literature? RQ3: What are 
the major themes in medical imaging literature? The analysis of 
8704 resulting from a data collection process from peer-reviewed 
databases, our analysis discovered the six major themes of image 
segmentation studies, studies with image classification,  
evaluation procedures such as sensitivity and specificity, optical 
coherence tomography studies, MRI imaging studies, and Chest 
imaging studies. Additionally, we assessed the number of articles  
published each year, the frequent keywords, the author networks, 
the trending topics, and connections to other topics. We 
discovered that segmenting and classifying the images are the 
most common tasks. Transfer learning is the most researched 
area and cancer is the highly targeted disease and Covid-19 is the 
most recent research trend. 
Keywords: Deep Learning, Medical Image Analysis, Text 
Mining, VosViewer.  
 
 
1.  INTRODUCTION 
 
AI has a long history dating back to 1956 when the term Artificial 
Intelligence was first coined [1]. Algorithms called artificial 
neurons arranged into networks has led to programs that can 
learn. The Perceptron is one of the simplest neural network 
architectures, invented in 1957 [2]. However, only during the 
1990s, the abilities of these neural networks were exploited with 
the introduction of Deep Learning (DL) i.e. development of 
multi-layered neural networks [3]. In 2012, a breakthrough in 
computer vision in ImageNet Large-Scale Visual Recognition 
Challenge [4] has led to the advancement of DL and the 
expansion of AI techniques in the healthcare domain [1].  
 
Deep Transfer Learning (DTL) a sub-field of AI, has gained 
importance in the medical field as an effective tool to perform 
medical image analysis including classification, localization, 
detection, segmentation, and registration [5]. The crux of DTL is 
to apply knowledge obtained from models trained on large data 
sets to different but related tasks in which data sets may be 
limited. While Deep TL systems enable us to leverage knowledge 
from previously trained models to a different domain, it is a novel 
and challenging, yet promising field for research. The potential 
exists for DL/TL research discoveries to predict medical 
outcomes using images by enhancing the model effectiveness of 
solving the new problems when there exists divergence from the 
source to the target domains [6], [7].  
 
DTL, however, possesses several potential disadvantages . 
Accurately labeled data are required for both source and target 
domains, but obtaining large amounts of labeled data is 
considered a fundamental challenge in medical imaging[8]. 
Hierarchical representations learned from pre-trained models  
(under the source domain) may not be very insightful in solving 
the new task when the domains are very different because the 
convolutional layers near input contain generic features and 
layers near the output contain features specific to the target 
problem[9], [10]. To mitigate the limitations of traditional DTL, 
in the latest studies [11]–[13] different learning paradigms are 
emerging - Reinforcement Learning (RL) and Federated 
Learning (FL). In RL, the model learns from interactions between 
its actions and environment contrary to learning directly from 
feedback signals calculated based on the differences between the 
target (ground truth) and prediction. FL enables multiple end 
devices to collaboratively learn a shared predictive model while 
keeping all the training data on the device, avoiding the process 
of aggregating massive data from every network edge to a remote 
cloud server and performing learning tasks at that remote server 
[14]–[16].  
 
Deep Convolutional Neural Networks (DCNNs) and 
accessibility of efficient and powerful graphical processing units  
(GPUs) have made it possible to significantly improve the 
performance of medical image analysis [17], [18]. DCNNs are 
the current state of the art technique in medical image analysis, 
performing better than radiologists in some cases [19]. DCNN 
architectures require large annotated datasets. Overfitting and 
lack of generalization are common issues encountered with 
standard CNNs when the training data provided are insufficient 
[20]. GANs are emerging as an effective method for increasing 
and improving training datasets by generating realistic artificial 
images [21]. 
 
Utilizing DL techniques in Medical image analysis is a fast-
growing research area [5] with several studies being published 
every day in different journals. In today’s world, peer-reviewed 
journals track current innovations and developments in any 
research field, submitting the work in a journal that is popular 
with a high impact factor leads to an increasing number of 
citations [22]. Measuring the research outcomes from these 
journals to gain insights on the evolution of any field is known as 
bibliometrics or scientometric analysis [23]. Our study combines  
the methods of text-mining and bibliometrics to assess the 
evolution of medical image analysis using DL techniques with 
the use of tools NLP and VOS-viewer [24]. 
 
VOS-viewer is a tool built for analyzing a large number of 
research articles with its clustering technique, the VOS 
(Visualization Of Similarities) clustering method. It provides  
graphs that contain the mapping between the key topics to learn 
the relationship strengths among the topics with help of attributes  
such as “occurrences” and ‘total link strength”. Web of Science 
(WOS) is the preferred online library for VOS-viewer 
analysis[22], [25].  WOS tracks the most recent developments in 
all major research areas. Our study uses four different web-based 
libraries along with WOS to build a customized library with a 
comprehensive set of articles in medical image analysis. The 
complete search strategy is explained in Section 3. 
 
The contributions of this Literature-Analysis are the following. 
First, to our knowledge, this is the first effort to explore the 
evolution of DL in medical image literature using the text-mining 
and bibliometrics approach. Second, we attempt to discover the 
issues, challenges, and opportunities to guide our future research 
projects. Third, while we define this proposal as a Literature-
analysis work only, we will extend the findings to propose a 
multi-task and multi-mode learning framework for medical 
imaging as our next research effort that includes extending the 
research papers on different learning modes by utilizing a formal 
SLR methodology. The specific research questions of this study 
are: 1: What are the learning modes that are evident in the 
literature? 2: What are the emerging learning modes in the 
literature? 3: What are the major themes in medical imaging 
literature? 
 
2.  BACKGROUND 
 
Convolutional Neural Networks 
CNNs are a class of deep neural networks, widely utilized for 
image analysis. They contain three different types of layers (a) 
Convolutional layers, (b) Pooling layers, and (c) Fully connected 
layers [26]. Convolutional layers are the crux of the architecture 
consisting of moving filters. A convolution operation is sliding a 
filter across the width and height of the input image area 
(receptive field) to multiply the elements of the corresponding 
receptive field and the filter to produce a feature map[26]. 
 
Transfer Learning 
A person who can play tennis can use the knowledge to learn to 
play baseball. Similarly, in the machine learning context, TL 
refers to a scenario where the features learned in one task are 
leveraged to improve the classification accuracy in another task. 
For instance, in task T1, a Deep CNN gaining insights from 
visual features of dog images will be able to use this knowledge 
to classify the images of cats in task T2. TL is proved to reduce 
the necessity of large amounts of datasets to some extent. This  
idea of learning knowledge from one task and applying it to a 
specific target task has led numerous studies recently to use pre-
trained CNN’s on ImageNet (natural images) [27] dataset for 
various image recognition tasks, especially in Medical Image 
classification [7], [26], [28].TL can be implemented in two 
methods – feature extraction and fine-tuning. 
 
Feature extraction is said to be performed when a CNN network 
learns features from Task 1, then uses the same base network of 
convolution and pooling layers by replacing the fully connected 
layer with Task 2 classifier. During this operation, the weights of 
the convolutional base are frozen and only a new classifier is 
trained for the classification of task 2. In fine-tuning, the weights  
of the convolutional base are slightly altered to match the task 2 
problem after training the network on Task 1 data. Unlike feature 
extraction, fine-tuning requires unfreezing some top-level layers  
of convolution base and a new classifier is added. While 
performing this type of TL, the unfrozen layers of CNN are 
trained along with the fully-connected layer when passed through 
new data [6]. 
 
Generative Adversarial Networks 
GANs are generative models with an adversarial process that 
were first empirically demonstrated by Ian Goodfellow[29]in 
2014. They are used to create new examples of data that are 
similar to training data. For instance, they can generate images of 
human faces based on examples from training data, although 
these faces do not belong to any real person. GANs consist of two 
components – the generator model and the discriminator model. 
The function of the generator is to create realistic artificial 
images and that of the discriminator is to classify whether an 
image is real or artificial.  The generator model takes noise 
(Gaussian or standardized distribution) as input and learns to 
generate synthetic images whereas, the discriminator model 
receives both the generated and original images, it learns to 
distinguish between the two - real or fake images. Both the 




Image segmentation is a vital task for the quantitative analysis of 
medical images. It involves compartmentalizing images into 
multiple regions with similar properties [30]. Image 
segmentation is of two different types – semantic segmentation 
(grouping of pixels with semantic labels) or instance 
segmentation ( grouping objects) [31]. Semantic segmentation 
involves labeling each pixel in the image. Instance segmentation 
is a further extension of semantic segmentation as it distinguishes  
each object of interest.   In medical imaging, segmentation is used 
to study the anatomical structure and locate a region of interes t 
(ROI) such as lesions and tumors. Segmentation is performed on 
various medical image modalities such as MRI, CT, X-ray, OCT, 
and PET. In the past, several researchers have proposed various  
segmentation techniques using deep learning methods. For 
instance, in [32], the authors use a supervised method using fully 
connected CNN along with transfer learning to segment retinal 
vessels. Authors of [33], present a method for brain masking 
using the U-net model. Another study [34] proposed a DL 
method for pericardium segmentation using CT images.  
 
Image Classification 
Medical Image Classification (MIC) is another widely studied 
area receiving attention from both medical and research 
communities. MIC is defined as categorizing images into 
different classes. MIC is either a binary class classification (e.g. 
malignant or benign) or multi-class classification (e.g. viral 
pneumonia, bacterial pneumonia, or Covid-19). Hospitals require 
experienced radiologists to classify medical images into various  
classes, which is time-consuming and vulnerable to instability 
and nonreproducible results. Effective application of MIC in 
hospitals could assist doctors in diagnosing diseases at a faster 
and more accurate rate [19]. Numerous studies involving the 
classification of medical images have been conducted for 
example, in [35], the authors performed 3-class classification to 
separate glioma, meningioma, and pituitary tumors using brain 
MRI images. In, [36], transfer learning techniques are employed 
to improve the accuracy of liver lesion classification using CT 
images. Yet another study [37], a novel CAD system to identify 
bacterial and viral pneumonia in chest radiography is proposed.  
 
3.  METHODOLOGY 
 
Search Strategy and Data Collection 
To attempt a reproducible and rigorous Analysis, the data 
collection procedure is conducted in accordance with the 
Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) [38]. After defining the objectives of the 
meta-analysis, we selected the following databases for searching 
the relevant articles. PubMed, IEEE Xplore, Web of Knowledge, 
and ACM were searched for articles written in English. A major 
reason to select these databases is that the articles found in these 
web libraries are peer-reviewed. As DL techniques started to gain 
attention in 2012 [4], we targeted our search from 2012 to 2020. 
We prepared a customized query using the specific keywords 
employed for search such as “Transfer Reinforcement Learning”, 
“Federated Deep Reinforcement Learning”, “Federated Deep 
Transfer Learning”, “Federated Transfer”, “Deep Learning”, 
“Transfer Learning”, “medical img*”, “image analysis”, 
“radiography” “x-ray” “mammogra*”, CT, “MRI”, “PET”, 
“ultrasound”, “therapy”, “radiology”, “MR”, “SPECT”. This is 
done to capture a rich set of relevant papers from the above 
digital libraries and facilitate insightful text mining. After 
removing duplicate articles, we have a dataset of 8704 articles . 
Along with the current study, this article collection will be used 




From this rich text collection, we used our text mining process 
depicted in figure 1 to complete our analysis. We first pre-
processed the abstract data to remove numbers, punctuations, and 
stop words. Next, we performed tokenization that can be used to 
prepare a word cloud and N-gram analysis. While a word cloud 
depicts the frequency of the words, N-gram analysis provides an 
overview of the specific keyword occurrences. Then we 
performed text-mining on the abstract data of the 8704 articles  
using VOS-viewer clustering. VOS-viewer tool uses a unified 
approach to mapping and clustering of bibliographic networks 
that is suitable to identify the main topics in the text data and then 
find relationships between the topics[39].  
 
Figure 1. Our Text Mining process 
 
 
4.  RESULTS  
 
Exploratory Data Analysis 
A simple descriptive data analysis was conducted to gain insights  
into current trends using the gathered articles. This involved 
calculating 1. The number of articles published each year, 2. 
Word frequency of top ten words, 3. Word cloud, 4. Bi-gram 
analysis.  
 
The number of articles published in each year from 2012 to 2020 
is shown in figure 2. The articles published in the year 2015 have 
more than doubled. From the year 2016, the increase in 
publications is ascending followed by a slight drop in the year 
2020. 
 
Figure 2. Number of articles published in each year 
 
Figure 3 depicts the top 10 words in the corpus. Not surprisingly,  
‘learning’, ‘deep’ and ‘neural’ are the top most words with a 
frequency range between 7000to 12000. Followed by 
‘segmentation’, ‘convolutional’, and ‘classification’ with a 
frequency range between slightly lesser than 4000 to 6000. 
‘Artificial’ and ‘intelligence’ also have a high frequency. The 
most frequent disease referenced in the corpus is ‘cancer’ with 
around 2000 counts. Examining single terms from the corpus 
does not provide rich insights on the themes, hence we further 
analyze the corpus using a word cloud.  
 
 
Figure 3. Top 10 most frequent words 
 
Word clouds are a simple and fast approach that enables  
perceiving the most prominent terms from a large corpus of text 
data. They provide an overall sense of the data. The size of each 
term represents its frequency and/or importance.  From the figure 
below, it is evident and quite expected that ‘deep learning’ is the 
most prominent word in our corpus. ‘Segmentation’ and 
‘classification’ are the most dominant medical image processing 
tasks performed. Other image analysis tasks such as registration, 
recognition, and localization are less prominent. The most 
prevailing technique used for medical image analysis is the 
‘convolutional neural network’. The most focused diseases are 
breast cancer, brain tumor, skin cancer, diabetic retinopathy, and 
Alzheimer in decreasing order. 
 
Although the word cloud provided an overall sense of the data, 
the specific learning modes – TL, RL, FL did not appear. To gain 




Figure 4. Word Cloud 
 
Distribution of learning modes 
The following figure represents the frequency distribution of 
learning modes from 2012 to 2020. As the figure depicts, 
Transfer learning is the most prevalent mode used since 2012. 
Reinforcement learning has also been used since 2012 however 
comparatively to a smaller extent. In 2014, reinforcement 
learning is almost as prevalent as transfer learning. While transfer 
learning usage increased in the following years, RL did not see 
much growth. Generative Adversarial Network is employed in 
medical imaging since 2018. A slight increase is visible in the 
following years. Compared to RL, GANs have been used more 
despite being proposed only in 2018. Federated learning is fairly 
new in the medical domain. It is barely visible in 2019 with a 
slight increase in 2020. While all the learning modes are 
individually researched in the medical image analysis field, the 
convergence of the learning modes is yet to ensue. Figure 5 
depicts the distribution of learning modes that answers our RQ1 
and RQ2. 
 
Figure 5. Distribution of learning modes 
 
Research Themes  
RQ3: What are the major themes in medical imaging literature? 
is answered with Figure 6, as indicated in the diagram below, six 
themes of medical image analysis studies are present. The Red 
cluster involved image segmentation studies, the green cluster 
involved studies with image classification, the dark blue cluster 
focused on evaluation procedures such as sensitivity and 
specificity, the light blue cluster involved Optical Coherence 
Tomography (OCT) studies, the yellow cluster involved MRI 
imaging studies, and purple cluster involved chest imaging 
studies. The bigger the size of the circle, the higher the 
occurrences of the word, the circles are connected with links, and 
the “total link strength” attribute in VOS-viewer is used to 
measure the relationship strength between the topics. Among the 
themes, the image segmentation has the highest link strength 
(total link strength = 9967) and strongly connected to a variety of 
topics in all clusters especially Computed Tomography (CT) 
imaging, U-Net, and Magnetic Resonance Imaging.  The 
research theme with the lowest link strength is OCT, it is (total 
link strength=1137) connected to both image segmentation and 
image classification themes.  
 
 
Figure 6. Clustering analysis using VosViewer 
(Left:Network Visualization, Right: Density Visualization) 
  
Trending Topics 
Figure 7 depicts the trending topics from the text data used from 
2018 to 2020. The most recent words used in articles are colored 
in yellow and the oldest topics are colored in purple. The most 
recent medical image publications targeted towards U-net, 
GANs, covid, chest, f1 score, ResNet, DenseNet, VGG. Topics 
such as Support Vector Machine, Alzheimer, mild cognitive 
impairment, heart, mammogram were published more in early 
2018. Cancer, image segmentation, image classification,  
specificity, sensitivity, early detection are published more 
between 2018 and 2019.  
 
Figure 7. Trending Topics in Medical Imaging 
 
 
5.  DISCUSSION 
 
In the current study, 8704 articles on medical image analysis  
from the four major databases are analyzed. The current literature 
on medical image analysis has six different themes image 
segmentation, image classification, evaluation processes, MRI, 
chest imaging, and OCT imaging. Among the DL techniques, TL 
is the most prolific with a total link strength of 3984, the second 
most used learning mode is GANs with total link strength of 956. 
Unfortunately, RL and FL did not appear in the VOS-viewer 
clustering as their occurrences are significantly less when 
compared with the other two learning modes. However, from the 
n-gram analysis, it is evident that FL papers are being published 
from 2019 and publications increased in 2020 suggesting that it 
is fairly new and there is an opportunity to further investigate in 
this area. For RL, even though their overall occurrences are less 
than 100, the publication number increased consistently from the 
year 2012 to 2020 suggesting the trend will continue in the 
coming years.  
 
Figure 8. TL connections with other topics 
 
Among the themes, the strong connection of image segmentation 
task towards U-Net, GAN, and MRI imaging suggests the 
preference of using U-Nets and GANs in segmentation processes 
for MRI imaging. On the other hand, the image classification task 
has a strong connection to topics such as TL, ResNet, DenseNet, 
ImageNet, AlexNet, VGG suggests the preference of using 
ImageNet pre-trained networks to apply TL in medical image 
classification tasks. In the evaluation procedures, sensitivity 
(total link strength =6740) and specificity (total link strength 
=5692) have strong links to all themes with topics such as 
dermatology, diabetic retinopathy, chest, radiologist, glaucoma, 
Alzheimers, CT, OCT, MRI, etc. suggesting the importance of 
these two evaluation procedures in different areas of medical 
imaging.  
 
Figure 9. GAN connections with other topics 
 
Among the learning modes, while GAN connections are limited 
with topics such as CT and MRI imaging modalities, TL is highly 
connected with various imaging technologies such as OCT, MRI, 
X-ray, mammogram, etc. suggesting the widespread applications  
of TL. Anatomical areas and diseases such as chest, lung, skin, 
cancer, alzheimers, pneumonia, covid, etc are strongly connected 
with TL. This depicts TL is still relevant even with the most 
recent medical image analysis studies. GANs are depicted in a 
yellow circle in figure 7 suggesting it is a new learning mode with 
connections to MRI and CT. These results suggest that currently, 
TL is an established approach in medical image research while 
the other learning modes are fast-growing approaches with room 
to immensely expand individually and with hybrid approaches by 
combining with other learning modes. 
 
In the network visualization diagram, the disease keyword is one 
of the most frequent keywords with a total link strength of 8922 
and 1764 occurrences. The topics that are strongly connected to 
the disease include cancer, Alzheimer, pneumonia, glaucoma, 
Parkinson, covid, etc. Among these diseases, cancer has the 
highest total link strength of 3704 with 744 occurrences  
suggesting the wide applications of DL in cancer diagnosis.  
Covid, as depicted in figure 7 is the most recent application with 
a close relation to pneumonia. Also, several medical imaging 
areas such as diabetic retinopathy, radiology, CT, OCT occur 
more than 100 in the year 2020 depicting the fast-growing nature 
of DL applications in these areas.  
 
6.  CONCLUSION 
 
To conclude, in this research study we conducted a literature-
analysis to explore the current DL trends in medical image 
analysis. We discovered that TL is the most highly researched 
learning paradigm followed by GANs. Nevertheless, RL and FL 
are also gaining attention from researchers in medical imaging. 
From a disease perspective, Cancer being a highly targeted 
disease and Covid diagnosis is the most recent DL application 
trend. Sensitivity and Specificity are the widely used evaluation 
metrics of DL models. Among the medical image tasks, image 
segmentation and classification are the major applications in 
different anatomical areas, classification tasks prefer using the 
CNNs AlexNet, VGG, DenseNet, GoogleNet, and segmentation 
tasks prefer using U-Nets. This finding is in alignment with 
previous comprehensive literature reviews in medical imaging 
analysis[8]. This study is not without limitations, we included 
only peer-reviewed online libraries in this study, databases such 
as ArXiv are excluded that contains pre-prints and early access  
articles that may not be considered peer-reviewed but they 
contain the most recent technical developments. In the future, we 
plan to perform a systematic literature review to learn about the 
convergence of different learning modes and the issues affecting 
their convergence. 
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