Abstract. Given the action-semantic description of a source language, Actress generates a compiler. The generated compiler translates its source program rst to an action, and then to object code. Transformations of the intermediate action greatly improve the e ciency of the object code. This paper studies these transformations.
Introduction
Actress 2] is an action-semantics directed compiler generator. That is to say, it accepts a formal description of the syntax and action semantics of a particular programming language, the source language, and from this it automatically generates a compiler that translates the source language to C object code. The generated compiler translates each source program to an action, which we call the program action, and thereafter translates the program action to object code.
We have used Actress to generate compilers for a small functional language, Mini-ML, and a small imperative language, Mini-4. The preliminary version of Actress 2] generated compilers whose object code was rather ine cient.
However, signi cant improvements have since been achieved.
Inspection of typical program actions reveals many opportunities for simpli cation. For example, actions obey simple algebraic laws 7] , which can be exploited to simplify them. However, more sophisticated transformations are needed to achieve major simpli cations. Our recent work has been directed to discovering, formalising, and implementing such transformations. Our ultimate aim is to make Actress generate compilers whose object code is only about 2{4 times slower than that of hand-crafted compilers.
This paper describes our recent work. The rest of the paper is structured as follows. Section 2 is a very brief summary of the Actress subset of action notation. Section 3 is a brief description of Actress itself. Section 4 motivates the need for action transformations in generated compilers, focusing on algebraic simpli cation, transient elimination, binding elimination, and storage allocation. Section 5 shows how we formalise these transformations. Section 6 outlines how we implement them, and includes a worked example of action transformations in the generated Mini-4 compiler. Section 7 concludes. Appendix A outlines an An action-semantic description of a programming language L speci es a mapping from the phrases of L to action notation. An action-semantic description is structured like a denotational description, with semantic functions and semantic equations, but the denotations of phrases are expressed in action notation. Extracts from an action-semantic description of Mini-4 may be found in Appendix A.
The Actress Compiler Generator
Actress is a compiler generation system developed at the University of Glasgow by Brown, Moura, and Watt 2] . It provides a collection of modules operating on actions (represented internally as trees). These modules include the following.
Check A is the action notation sort checker. 3 This infers the sort of a given action and each of its sub-actions. It annotates each action with its sort.
Encode A is the action notation code generator. This translates the (annotated) action to C object code. Other modules are generated by Actress from the formal description of a particular source language L. Parse L is a parser for L. This parser is generated from a syntactic description of L, syntax L , using the standard parser generator, mlyacc:
3
A sort in action semantics is roughly equivalent to a type. The sort of an action includes the sorts of all transients and bindings passed into and out of that action.
Primitive action Meaning complete
Completes immediately (i.e., does nothing). give the value bound to \n" or give the value stored in the cell bound to \n"
The sub-action on the last two lines is`evaluate \n"]]' { see semantic equation A.2 (6) . In the context of the above action, the sort checker infers that the subaction receives a binding of identi er \n" to a cell. It follows that`give the value bound to \n"' must fail (since a cell is not a value) and can be replaced by`fail': : : : fail or give the value stored in the cell bound to \n" Now we can apply algebraic simpli cation,`fail' being a unit of`or':
: : :
give the value stored in the cell bound to \n"
In fact, the sub-actions`give the value bound to I' and`give the value stored in the cell bound to I' in equation A.2(6) are mutually exclusive, since the sorts value and cell are mutually disjoint. At least one of the sub-actions must fail.
This point is important because it allows Actress to infer automatically that this`or' corresponds to a static (compile-time) choice.
In addition to any opportunities for algebraic simpli cation in the original program action, such as the above, we shall see that other action transformations tend to expose further opportunities for algebraic simpli cation.
Transient Elimination
Program actions often contain`give' actions that can easily be eliminated. For example, the Mini-4 constant declaration \const n~10" is mapped by semantic equations A.2 (5, 8) to the following action:
give 10 then bind \n" to the value It should be clear that we can simplify the action to:
This is an example of transient elimination.
Binding Elimination
A typical program action contains many`bind' actions, arising from the translation of declarations, and other actions that use these bindings. Immediate translation of the program action generates object code that explicitly manipulates sets of bindings { a large overhead. Fortunately, we can avoid this overhead in most cases, using an action transformation called binding elimination.
Consider the following action: bind \x" to 7 hence : : : the value bound to \x" The sub-action`bind \x" to 7' produces a binding of the identi er \x" to the datum 7. The scope of this binding is the sub-action following`hence'. Within this sub-action, the yielder`the value bound to \x"' is an applied occurrence of the identi er \x". Clearly, this yielder will yield 7 whenever it is evaluated, so we can simply replace it by`7'. Now the`bind' action becomes redundant, and we can replace it by`complete': complete hence : : : 7 This action can now be algebraically simpli ed.
Binding elimination can also be applied in more complicated situations. Consider the following action:
bind \y" to the value hence : : : the value bound to \y" which might be the body of an abstraction (which is given an argument value). The sub-action`bind \y" to the value' produces a binding of the identi er \y" to a (statically) unknown datum { all we know about this datum is that it must be of sort value. Thus we cannot simply replace applied occurrences of \y" by the datum to which \y" is bound. What we can do is to store the unknown datum in a known cell, say cell(1,4) 4 , and replace each applied occurrence of \y" by a fetch from that cell:
store the value in cell(1,4) hence : : : the value stored in cell (1, 4) We de ne an action to be statically scoped if, for every applied occurrence of an identi er k in the action, we can uniquely identify the`bind' action that produced the current binding of k.
We de ne a programming language to be statically scoped if every program in the language is mapped to an action that is statically scoped. Otherwise the programming language is dynamically scoped.
Action semantics is quite capable of specifying the semantics of both statically and dynamically scoped languages. In general, binding elimination will be fully e ective in program actions generated from statically scoped languages, but only partly e ective in those generated from dynamically scoped languages.
Moura's thesis 9] proposes the followingsu cient condition for static-scopedness. A language L is statically scoped if in an action-semantic description of L: {`abstraction A' always occurs in the context`closure (abstraction A)'; { in any occurrence of`abstraction A',`unfolding A', or`A 1 or A 2 ', the subactions A, A 1 , and A 2 produce no bindings. This condition is of theoretical interest because it o ers, for the rst time as far as we know, a de nition of static-scopedness related to the programming language's formal description. It is also of practical interest because it will be used in a future version of Actress. If Actress nds the source language to be statically scoped, it will build that useful knowledge into the generated compiler and its run-time system. (Even if it nds the source language to be dynamically scoped, Actress will still generate a compiler, but the overhead of manipulating sets of bindings at run-time will, inevitably, still be there.) 4 This notation will be explained later.
Static Allocation
Another important transformation is concerned with storage allocation. The action`allocate a cell' nds and reserves an unused cell; in other words, it is dynamic allocation. This is in fact the only form of storage allocation provided by standard action notation. 5 As is well known, however, storage space for global and local variables can be more e ciently allocated in frames (or activation records). The basis of such static allocation 6 is as follows. All the variables local to a particular procedure P are allocated together in a frame, which is essentially a sequence of contiguous cells, and the position q of each variable within the frame is statically known. The static nesting level l of P is also known. (For the main program, l = 0.) At run-time, the lth display register points to the frame within which these local variables have been allocated, whenever P is active and these variables are accessible. Thus the address of each local variable is completely determined by the pair (l; q), which is statically known.
In the context of action notation, for`procedure' read`abstraction', and for main program' read`program action'. For the purposes of the transformation about to be described, we extend action notation with a non-standard yielder, cell(l,q). When evaluated at run-time, this will yield the qth cell in the frame currently at display level l.
The Mini-4 command \let var v: bool in v := true" is mapped to the following action: furthermore allocate a cell then bind \v" to the cell hence give true then store the value in the cell bound to \v" Suppose, for the moment, that this action is part of the program action, i.e., it is at level 0. Instead of dynamically allocating a cell, we can statically allocate a known cell, say cell(0,5), and transform the action to: furthermore give cell(0,5) then bind \v" to the cell hence give true then store the value in the cell bound to \v"
Now we can apply transient and binding elimination, taking advantage of the fact that \v" is bound to a known cell:
furthermore complete hence store true in cell (0, 5) If the same action occurs as the body of an abstraction, i.e., at a level greater than 0, similar transformations are still possible.
Not all`allocate' actions can be transformed in this way. Some source language constructs demand dynamic allocation, an example being the new allocator in Pascal. So we must be able to distinguish between static and dynamic allocations.
Consider an`allocate' action contained in action A, where A is either the program action or the body of an abstraction. Let l be the static nesting level of A. Then: { If this`allocate' action occurs in a static context within A, replace the`allocate' action by`give cell(l,q)', choosing q such that cell(l,q) is not used for any other purpose in A. In action notation it is rather easy to distinguish between static and dynamic contexts within A. Basically, sub-actions of the combinators`or',`else', and`unfolding' are in dynamic contexts; all other sub-actions are in static contexts. This is, admittedly, a fairly crude test, although always erring on the side of safety.
Formalisation
Having motivated the principal action transformations in Section 4, our next step is to formalise them. We shall do this by means of inference rules. To formalise an action transformation we use the judgment: 6) indicates that`the S #n' is to be replaced by the known datum d,`the S #n 0 ' is to be replaced by the known datum d 0 , and so on. indicates that a scoped applied occurrence of`the S bound to k' is to be replaced by the known datum d, a scoped applied occurrence of`the S bound to k 0 ' is to be replaced by`the S stored in c 0 ', and so on. { S and S 0 are the storage allocation contexts before and after transforming A, respectively. The storage allocation context: S = (l; q; sd) (8) 
Rule (10) applies when the action`bind k to Y ' binds identi er k to a known datum d. 7 The`bind' action is replaced by`complete', and the output binding substitution contains the information that scoped applied occurrences of`the S bound to k' are to be replaced by d. Rule (12) formalises the latter transformation.
Rule (11) applies when the action`bind k to Y ' binds identi er k to an unknown datum. In (11), The`bind' action is replaced by`store Y 0 in cell(l,q)', and the output binding substitution contains the information that scoped applied occurrences of`the S bound to k' are to be replaced by`the S stored in cell(l,q)'. Rule (13) formalises the latter transformation. Rule (11) takes (l; q) from the storage allocation context, in the same way as (15) discussed below.
Rule (14) links together rules (10{11) and (12{13). In the action`A 1 hence A 2 ', the bindings produced by A 1 are propagated into A 2 . Therefore, A 1 's output binding substitution B 0 1 becomes A 2 's input binding substitution. 7 This case and that of rule (11) (15) Rule (15) applies when the action`allocate a cell' occurs in a static context, where it is safe to allocate a known address (l; q). Here (l; q) is taken from the input storage allocation context. In the output storage allocation context the cell count is incremented to q + 1.
When we transform the program action, we take its input storage allocation context to be (0; 0; stat). When we transform the body A of an abstractioǹ abstraction A', we take its input storage allocation context to be (l + 1; 0; stat), where l is the scope nesting level of the surrounding action.
Implementation
The action transformer accepts an action (annotated with sort information), and returns a simpli ed action.
Algebraic simpli cation is implemented by a simple ML function, law. Given an (annotated) action A, law A returns an equivalent but simpli ed action.
The more complicated transformations (transient and binding elimination, and static allocation) are implemented by ML functions simpAction and simp-Y ielder. Given an (annotated) action A, simpActionATBS returns a quadruple (A 0 ; T 0 ; B 0 ; S 0 ), in accordance with judgment (5). 8 Similarly,simpY ielderY TB S returns a transformed yielder Y 0 , in accordance with judgment (9) .
Here now is a complete worked example of action transformations. Consider the following Mini-4 source program: let const c~7; var x : int; proc p (n : int)~begin x := n end in begin x := 3; p(c) end This is mapped by the parser, actioneer, and sort checker 9 to the following program action: furthermore 8 K corresponds to the sort information with which the action has been annotated. 9 The sort checker replaces failing actions by`fail' and then algebraically simpli es the result.
give 7 then bind \c" to the value before allocate a cell then bind \x" to the cell before recursively bind \p" to closure abstraction furthermore bind \n" to the value hence give the value bound to \n" then store the value in the cell bound to \x" hence give 3 then store the value in the cell bound to \x" and then
give the value bound to \c" then enact (the abstraction bound to \p" with the argument)
This program action is simpli ed by the transformer to the following:
store abstraction store the value in cell(1,0) hence give the value stored in cell(1,0) then store the value in cell(0,0) in cell(0,1) hence store 3 in cell(0,0) and then enact (the abstraction stored in cell(0,1) with 7)
Note the complete elimination of bindings and of dynamic allocation. The transformed program action is about half the size of the original program action. When the transformed program action is passed to the action notation code generator, inspection of the object code (not shown here) reveals that it is structurally very similar to the object code that would be generated by a simple hand-crafted compiler. It runs about twice as fast as the object code generated without action transformations.
Larger programs show larger speedups. The more declarations the program contains, the greater the bene t of binding elimination; and the more variables the program contains, the greater the bene t of static allocation. A small set of benchmarks 9] suggests that incorporating the action transformer improves generated compilers' object code from 15{100 times slower to only 7{30 times slower than the object code of hand-crafted compilers. (These gures exclude other code improvements, such as elimination of run-time sort checks, outside the scope of this paper.) 7 
Conclusion
The transformations we have discussed in this paper are not the ones found in ordinary`optimising' compilers. The need for these transformations is a consequence of generating compilers automatically from semantic descriptions. The need for binding elimination, for instance, is a consequence of the presence of bindings in the source language's semantic description. This factor applies not only to action semantics but also to denotational semantics and other formalisms.
Denotational semantics maps source programs to -notation, in which environments and stores are passed around like ordinary values. Sophisticated analysis is needed to detect rather basic properties such as storage single-threadedness and block structure 14, 15] . Environment elimination can be achieved by partial evaluation 5, 6] . Any realistic denotational-semantics directed compiler generator must, however, impose some structure on the semantic descriptions it accepts. For example, the DML system 13] imposes the continuation-passing style, which guarantees storage single-threadedness.
We believe that action semantics is particularly well-suited to semanticsdirected compiler generation. Action notation has much more structure than -notation. The concept of bindings is built in, and bindings have de nite scope; the concept of storage is also built in, and is guaranteed to be single-threaded. This structure gives action-semantics directed compiler generators a better handle on the problem than other compiler generators. Equally important, the good pragmatic qualities of action semantics make it feasible for the same semantic description to be used by language designers, implementors, and programmers { which is not true of other semantic formalisms! Other important work on action-semantics directed compiler generation has been done by Palsberg 12] , rb k 11], and Doh 3]. Palsberg's compiler generator Cantor is broadly similar to Actress, but it restricts itself to staticallyscoped source languages. Nevertheless, the current version does not actually eliminate bindings. rb k's system Oasis includes an action notation code generator that incorporates a variety of forward and backward analyses, enabling it to eliminate many time-consuming run-time checks from the generated object code.
Doh's prototyping system, based on a category-sorted algebraic model for action semantics 4], extracts a binding-time semantics from an action-semantic description. It generates a syntax-directed translator that translates the source program to a program action annotated with binding-time information. This annotation will assist a static evaluator to identify which parts of the program action can be statically performed. As compared with Doh's method, it seems that our method can eliminate more bindings, and is applicable to a larger subset of action notation.
An Actress-generated compiler cannot yet match the quality of a competent hand-crafted compiler. If the source language is statically scoped, the compiler writer will know that every applied occurrence of an identi er I can be substituted, whereas the Actress-generated compiler tests each applied occurrence individually to determine whether substitution is possible. Similarly,if the source language is block-structured, the compiler writer will know that variable declarations can be implemented by static allocation, whereas the Actress-generated compiler tests each allocation individually to determine whether it is dynamic or static.
The compiler writer acquires this knowledge by studying the source language's description, and inferring key properties such as whether the language is statically scoped and block structured. We postulate that a future version of Actress will be able to infer such properties automatically from the actionsemantic description 10 , and will be able to build its knowledge of these properties into the generated compiler. In e ect, it will transform the semantic equations (and hence the generated actioneer) at compiler generation time, rather than transform every program action at compilation time.
The { Action notation is formally speci ed 7]. This will allow us (at least in principle) to prove the correctness of our transformations with respect to the formal semantics of the actions. Another intriguing possibility is to express the standard compiler transformations { such as common subexpression elimination and code motion { in terms of action notation. This would allow us to formalise the standard transformations and (at least in principle) to prove their correctness. It would also have the practical bene t of enabling us to implement the standard transformations, once and for all, in the form of a module that could optionally be plugged into Actress-generated compilers.
A Action-Semantic Description of Mini-4
The following are extracts from the action-semantic description of Mini-4. Only those parts of it referred to in the paper are shown.
A.1 Semantic Entities (1) value = truth-value integer . (2) argument = value cell . 
execute I \:=" E ] ] = evaluate E then store the value in the cell bound to I . (2) execute I :Identi er \(" A:Actual \)" ] ] =
give-argument A then enact (the abstraction bound to I with the argument) . evaluate :: Expression ! action giving a value] using current bindings current storage] . (5) evaluate N :Numeral = give integer-valuation N . (6) evaluate I :Identi er = give the value bound to I or give the value stored in the cell bound to I .
elaborate :: Declaration ! action binding storing] using current bindings current storage] .
elaborate \const" I :Identi er \~" E:Expression ] ] = evaluate E then bind I to the value . (8) elaborate \var" I \:" T ] ] = allocate a cell then bind I to the cell . (9) elaborate \proc" I :Identi er \(" F :Formal \)" \~" C :Command ] ] = recursively bind I to closure abstraction furthermore bind-parameter F hence execute C . give-argument :: Actual ! action giving an argument] using current bindings current storage] . (12) give-argument E:Expression ] ] = evaluate E .
