For a simplicial subdivison of a region in R 2 , w e analyze the dimension of the vector space C r k of C r piecewise polynomial functions splines on of degree at most k. W e nd an exact sequence which allows us to prove that the dimension series for splines given by Billera and Rose in 5 does indeed agree with the bounds on the dimension of the spline space given by Alfeld and Schumaker in 1 , 2 . We give su cient conditions for the Alfeld-Schumaker bounds to be attained in all degrees, where is a two-dimensional simplicial complex. The conditions are satis ed by the class of complexes considered by C h ui and Wang in 6 , but also by a m uch broader class of complexes. Furthermore, for conditions which i n v olve only local geometric data, this result is the strongest possible.
Introduction
The dimension of the space of r-di erentiable piecewise polynomial functions over a polyhedral subdivision is a much studied topic in approximation theory. Given a subdivision of a pseudomanifold in R 2 , w e denote as C r k the vector space of C r functions on , which are given locally i.e. on each t w o cell of by a polynomial of degree less than or equal to k. B y e m bedding R 2 in R 3 and forming the cone o f with the origin in R 3 , w e turn the problem of computing the dimension of C r k into a question about graded modules and graded maps, and may apply the tools of commutative and homological algebra to the problem. For example, the dimension of C r k is exactly equal to the dimension of C r k . This approach rst appeared in Billera and Rose 5 . In this paper, we restrict our attention to simplicial subdivisions. With this restriction, the dimension of the spaces C r k is known for certain triangulations, but not in general.
The dimension of the space C r k is determined by three di erent aspects of : the combinatorics, the local geometry the number of lines of distinct slope incident t o a given interior vertex, and the global geometry which is measured, in some sense, by local cohomology. In 8 , we studied the connection between the local cohomology and . In this paper, we consider situations in which the local cohomology vanishes, and show that in these situations, the module C r and hence the Hilbert series and the dimension of C r k , for all k is completely determined by the combinatorial and local geometric data. The main theorem presented here Theorem 5.2 gives su cient 4 conditions for the vanishing of the local cohomology.
The organization of the paper is as follows: in x2 w e set up our notation and review the earlier results we will need. In x3, we explore the free resolution of R x,y J, where J is an ideal of homogeneous linear forms, each raised to a xed power. In x4, we use this and the results of x2 to obtain results on the Hilbert series of C r . In x5, we prove the aforementioned theorem on the vanishing of local cohomology, and give some examples.
The examples which appear in this paper and many others were computed using the Macaulay II package, written by Mike Stillman and Dan Grayson. The package includes a script spline which takes an abstract simplicial complex, embedding information, and the desired order of smoothness, and builds a chain complex, such that C r is the top homology module of the complex. Then another script homology allows one to compute the homology modules of any order.
Preliminaries
Let be a connected nite simplicial complex which is supported on jj R 2 . Let r 0 b e a n i n teger, and let R = R x; y; z . showed that C r is isomorphic to the kernel of . As it will appear often in the remainder of the paper, we de ne N = coker . By analyzing N, w e m a y obtain information about C r . We n o w summarize the results from 8 which w e will use.
Lemma 2.2 The module N is related to the local geometry of i.e. the module L The results of x4 will enable us to write down the Hilbert series of the module of splines on this con guration, for any r.
The ideal Jv
Let R = R x; y; z , and let be a nite simplicial complex embedded in the plane.
Since we are considering Jv for a speci c v, w e m a y translate v to the point 0 ; 0 ; 1 in R 3 . Then the linear forms whose powers de ne Jv m a y be written as x + a i y.
So we m a y assume that Jv has the form x + a 1 y r+1 ; ; x + a k y r +1 , with a i 6 = a j if i 6 = j. 
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Adding a i times the last column to the next to last column yields a column representing the polynomial t + a i r+2 , which is what we h a v e written down in D 0 i; r; d . Repeat.
Step 2: We n o w h a v e a matrix D 0 i; r; d whose columns represent the polynomials t+a i r+d+1 ; : : : ; t + a i r +1 with respect to the above ordered basis. Scale the columns by non-zero constants so that still viewing the columns as univariate polynomials the j th column is the derivitive of the j , 1 st column.
Step we obtain PC r ; t = P R f 2 ; t + P R f 0 1 , r , Example 5.5 Locally, this con guration appears the same as the previous example; that is, at each i n terior vertex we h a v e k = 5, and corresponding values for s 1 ; s 2 . But H 0 m N 6 = 0 for this con guration. The de ning property of this con guration is that the three interior edges which are orthogonal to the boundary have a ne hulls which contain two boundary vertices and one interior vertex, and the hulls meet at a point 20 
