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By an OA(3,5, v) we mean an orthogonal array (OA) of order v ,
strength t = 3, index unity and 5 constraints. The existence of
such an OA implies the existence of a pair of mutually orthogonal
Latin squares (MOLSs) of side v . After Bose, Shrikhande and Parker
(1960) [2] disproved the long-standing Euler conjecture in 1960,
one has good reason to believe that an OA(3,5,4n + 2) exists
for any integer n  2. So far, however, no construction of an
OA(3,5,4n + 2) for any value of n has been given. This paper tries
to ﬁll this gap in the literature by presenting an OA(3,5,4n + 2)
for inﬁnitely many values of n 62.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We employ deﬁnitions from design theory consistent with [1,5].
An orthogonal array (OA) of index unity, v levels (or order v), k constraints (or degree k) and
strength t , denoted by OA(t,k, v), is a k × vt array with entries from a set V of v  2 symbols such
that each of its t × vt subarrays contains every t × 1 column vector over V exactly once. A transversal
design (TD) of order v , index unity and block size k, or a TD(t,k, v), is deﬁned as a triple (X, G, A)
where
(1) X is a set of kv elements (called points);
(2) G is a partition of X into k subsets (called groups);
(3) A is a set of k-subsets (called blocks) of X each intersecting any group at exactly one point;
(4) any t-tuple of points from distinct groups occurs in exactly one block.
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where Gi = V ×{i}. Over the kv-set X , form a set A of k-subsets (blocks) as follows. For each column
(a1,a2, . . . ,ak)T of the OA, include {(a1,1), (a2,2), . . . , (ak,k)} in A. Then (X, G, A) is a TD(t,k, v).
This process can be reversed to recover an OA(t,k, v) from a TD(t,k, v). Hence, an OA(t,k, v) and a
TD(t,k, v) are two equivalent combinatorial objects. It is also well known (see, for example, [5]) that
a TD(2,k, v), an OA(2,k, v) and a set of (k − 2) mutually orthogonal Latin squares (MOLSs) of side v
are all equivalent.
Because of the equivalence observed above, we use the terms orthogonal arrays and transversal
designs interchangeably throughout what follows.
OAs belong to an important and high-proﬁle area of combinatorics and statistics. They are of fun-
damental importance as ingredients in the construction of other useful combinatorial objects (see
[1,5]). They have been ideal tools used in designing experiments and generating software test suites
to cover all t-tuples (see, for example, [6,7] and the references therein). The construction of OAs has
been the subject of much research. Most of celebrated successes date from the nineteenth century
and can be attributed in a large degree to clever use of Galois ﬁelds and ﬁnite geometries. A table of
known OA(2,k, v)’s for v  10000 is now available from [5]. For strength t  3, the following elegant
result is due to Bush [3].
Lemma 1.1. (See [3].) If q is a prime power and t < q, then an OA(t,q + 1,q) exists. Moreover, if q  4 is a
power of 2, then an OA(3,q + 2,q) exists.
Bush also established the following composite construction. This is a generalization of MacNeish’s
Theorem [10] and serves to obtain a new OA from old ones. The derived array is formed by juxtapos-
ing certain known arrays.
Lemma 1.2. (See [4].) If an OA(t,k, vi) for 1 i  h all exist, then so does an OA(t,k,
∏h
i=1 vi).
Lemmas 1.1 and 1.2 lead immediately to the following result.
Lemma 1.3. Suppose that v = q1q2 · · ·qs is a standard factorization of v into distinct prime powers such that
qi > t. Then an OA(t,k + 1, v) exists, where
k = min{qi: 1 i  s}.
Quite recently, the authors Ji and Yin [9] of the present paper proved the following result. They
also constructed an OA(3,6,15) and an OA(3,6,21) in [9].
Lemma 1.4. (See [9].) Let v  4 be an integer. If v ≡ 2 (mod 4), then an OA(3,5, v) exists.
The existence of an OA(3,6,3u) with u ∈ {5,7} and Lemma 1.3 guarantee that the following lemma
holds.
Lemma 1.5. For any odd positive integer x, an OA(3,6,5x) and an OA(3,6,7x) both exist.
Here, we are mainly concerned with the existence of an OA(3,5, v) with v ≡ 2 (mod 4). Let us ﬁx
an arbitrary row i of an OA(3,5, v) and consider the subarray consisting of columns that have symbol
x in this row. This subarray with the i-th row removed is an OA(2,k− 1, v), or equivalently, a pair of
MOLSs of side v . Hence, the existence of an OA(3,5,4n + 2) implies the existence of a pair of MOLSs
of side 4n+2. The well-known non-existence of a pair of MOLSs of side 2 or 6 implies that neither an
OA(3,5,2) nor an OA(3,5,6) can exist. A natural question to ask then is whether an OA(3,5,4n + 2)
with n 2 exists. After Bose, Shrikhande and Parker [2] disproved the long-standing Euler conjecture
in 1960, one has good reason to believe that the answer to this question is positive. However, this
existence problem remains open to this day. So far, no construction of an OA(3,5,4n + 2) for any
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and tries to ﬁll this gap in the literature by presenting an OA(3,5,4n + 2) for inﬁnitely many values
of n 62.
Our constructive approach involves in two types of “transversal designs with one hole”, things like
a TD from which one sub-design has been removed. This concept – in the case of t = 2 – occurs ﬁrst
in the paper [8] by Horton under the name “incomplete array”. Speciﬁcally, we write ITD(t,k; v, w)
for a structure (X, Y , G, A) such that the following conditions are satisﬁed.
(1) X is a set of kv elements (called points).
(2) G is a partition of X into k subsets (called groups) of cardinality v .
(3) Y ⊆ X satisfying |Y ∩ G| = w for any group G ∈ G .
(4) A is a set of k-subsets (called blocks) of X each intersecting any group at exactly one point.
(5) Any t-set of points from distinct groups either occurs in Y or in a unique block but not both (and
hence Y is a hole).
If we replace the above condition (5) with
(5*) Any t-set T of points from distinct groups occurs in a unique block if |T ∩ Y | 1 and no blocks
otherwise,
then the deﬁned structure is a transversal packing of one hole. We call it an ITD∗(t,k; v, w).
2. The constructive approach
The objective of this section is to present our effective approach for the construction of TDs, which
is described in Theorem 2.2. Before presenting it, we ﬁrst establish a more general construction by
employing an s-fan TD(3,k, v), in conjunction with ITDs and ITD∗s.
Let (X, G, A) be a TD(3,k, v) and B ⊆ A a set of blocks. If (X, G, B) forms a TD(2,k, v), then
we call it a fan subdesign or a fan of the TD(3,k, v). When (X, G, A) has s fan subdesigns, (X, G, Bi)
(1  i  s), we refer to it as an s-fan TD(3,k, v) and write it as (X, G, B1, B2, . . . , Bs, B0) where
B0 = A \ (⋃si=1 Bi) is the set of blocks not belonging to any fan.
Theorem 2.1. Suppose that (X, G, B1, B2, . . . , Bs, B0) is an s-fan TD(3,k, g) where the s fans share a parallel
class P of blocks in common and the blocks not in P are pairwise distinct. Let non-negative integers m and mi
(1 i  s) be given. Write w =∑si=1mi. Suppose that there exist
(1) a TD(3,k,m);
(2) an ITD∗(3,k;m +mi,mi) for 1 i  s;
(3) an ITD(3,k;m + w, w);
(4) a TD(3,k,m + w).
Then there exists a TD(3,k,mg + w) that contains a TD(3,k,m + w) and a TD(3,k,m) (if B0 = ∅) as sub-
designs.
Proof. Let Ik = {1,2, . . . ,k}. Let M and M j (1  j  s) be mutually disjoint sets of cardinality m
and mj , respectively. Write G = {Gi: i ∈ Ik} for the group set of the given s-fan TD. The TD to be
constructed will have point set X∗ = (X × M) ∪ Y and group set G∗ = {G∗i : i ∈ Ik} where
Y =
(
s⋃
j=1
M j
)
× Ik, G∗i = (Gi × M) ∪
(
s⋃
j=1
M j × {i}
)
, i ∈ Ik.
The required blocks are formed in the following way.
Firstly, for each block B ∈ B0, construct a TD(3,k,m) on the set B∗ = B × M with group set
{{x} × M: x ∈ B} and block set A(B).
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set
B∗ = (B × M) ∪ (M j × Ik).
The group set is taken as {B∗ ∩ G∗i : i ∈ Ik} and the hole is taken to be M j × Ik . Write A(B) for its
block set.
Finally, ﬁx a block B0 ∈ P . For each block B ∈ P \ {B0}, construct an ITD(3,k;m + w, w) over the
point set
B∗ = (B × M) ∪ Y
with group set {B∗ ∩ G∗i : i ∈ Ik}, where Y is taken as the hole. Write A(B) for its block set, as above.
On the point set B∗0 = (B0 × M) ∪ Y , construct a TD(3,k,m + w)(
B∗0,
{
B∗0 ∩ G∗i : i ∈ Ik
}
, A(B0)
)
.
Now write
A∗ =
( ⋃
B∈B0
A(B)
)
∪
( ⋃
B∈P
A(B)
)
∪
(
s⋃
j=1
⋃
B∈B j\P
A(B)
)
.
We claim that (X∗, G∗, A∗) is a TD(3,k,mg + w), as desired.
It is obvious from our construction that the resultant TD contains a TD(3,k,m + w) and a
TD(3,k,m) (if B0 = ∅) as its sub-designs. What remains is to check that any triple T = {α,β,μ}
of points from distinct groups of G∗ occurs in a unique block. It can be calculated that |A∗| is the
number of blocks of a TD(3,k,mg + w). Therefore, it suﬃces for us to show that there exists at least
one block containing T . We proceed in the following four cases.
Case 1. If |T ∩ Y | = 3, then there is a block D ∈ A(B0) that contains T , as A(B0) is the block set of a
TD(3,k,m + w) over (B0 × M) ∪ Y .
Case 2. If |T ∩ Y | = 2, then we can assume that μ = (x,u) ∈ Gi × M for some i ∈ Ik , without loss
of generality. Then there is a unique block B in the parallel class P which contains the element x.
Since A(B) is the block set of an ITD(3,k;m + w, w) if B = B0 or a TD(3,k,m + w) if B = B0 over
(B × M) ∪ Y , there is a block D ∈ A(B) containing T .
Case 3. If |T ∩ Y | = 1, without loss of generality, we can assume that
α = (x,a) ∈ Gi × M for some i ∈ Ik,
β = (y,b) ∈ G j × M for some j ∈ Ik,
μ = (z, r) ∈ Mc × {r} ⊂ Y for some r ∈ Ik.
Then there exists a unique block B ∈ Bc that contains both x and y, since (X, {Gi: i ∈ Ik}, Bc) is a
TD(2,k, g) for any c with 1 c  s. It turns out that there exists a block D ∈ A(B) that contains T .
Case 4. If |T ∩ Y | = 0, then the projection of T on X is a triple of points from distinct groups of G ,
which occurs in a unique block of the given s-fan TD. Hence, there exists a block D ∈ A∗ that con-
tains T . 
We observe that if the condition (4) is ignored, then the derived design in Theorem 2.1 is an
ITD(3,k; gm + w, w). In addition, if B0 is empty, then the condition (1) is not required.
Theorem 2.2. Suppose that (X, G, A) is a TD(3,k + 2, g) where G = {G1,G2, . . . ,Gk, H1, H2}. Let non-
negative integers m,m1 and m2 be given. Suppose that there exist
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(2) an ITD∗(3,k;m +mi,mi) for 1 i  2;
(3) an ITD(3,k;m +m1 +m2,m1 +m2);
(4) a TD(3,k,m +m1 +m2).
Then there exists a TD(3,k,mg + m1 + m2) that contains a TD(3,k,m + m1 + m2) and a TD(3,k,m) as
sub-designs.
Proof. Write X0 =⋃kj=1 G j . Let M , M1 and M2 be mutually disjoint sets of cardinality m, m1 and m2,
respectively. In the given TD(3,k+ 2, g), ﬁx a block B0 and suppose that B0 ∩ Hr = {xr} for 1 r  2.
Keep the point xr on the group Hr of the given TD and then delete all other points for 1 r  2. In
the truncated TD, write B0 for the set of all blocks of size k and
A1 = {A ∈ A: x1 ∈ A},
A2 = {A ∈ A: x2 ∈ A},
A12 =
{
A ∈ A: {x1, x2} ⊂ A
}
.
Then A12 ⊂ A1 and A12 ⊂ A2. Now set
B1 = {X0 ∩ A: A ∈ A1},
B2 = {X0 ∩ A: A ∈ A2},
P = {X0 ∩ A: A ∈ A12}.
Then, clearly, (X0, {G1,G2, . . . ,Gk}, B1, B2, B0) is a 2-fan TD(3,k, g) in which the fans (X0, {G1,G2,
. . . ,Gk}, B1) and (X0, {G1,G2, . . . ,Gk}, B2) share a parallel class P in common. The conclusion then
follows from applying Theorem 2.1. 
3. Constructions of OA(3,5,4n+ 2)’s
This section is devoted to the construction of a TD(3,5,4n + 2) by applying Theorem 2.2. Taking
k = 5 in Theorem 2.2, we obtain the following working construction of TD(3,5,4n + 2)’s.
Theorem 3.1. Let g be an arbitrary positive integer whose prime-power factors are all  7. Let m, m1 and m2
be three non-negative integers such that
m1 +m2 ≡
⎧⎨
⎩
1 (mod 4) if g ≡m ≡ 3 (mod 4);
2 (mod 4) if g = 2n and m is odd;
3 (mod 4) if g ≡ 3 (mod 4) and m ≡ 1 (mod 4).
Suppose that w = m1 + m2 and an ITD∗(3,5;m + mi,mi) with 1  i  2 and an ITD(3,5;m + w, w) all
exist. Then there exists a TD(3,5, v) with v = mg + w ≡ 2 (mod 4) that contains a TD(3,5,m + w) and a
TD(3,5,m) as sub-designs.
Proof. For the stated parameters g , m and w = m1 + m2, a TD(3,7, g), a TD(3,5,m) and a
TD(3,5,m + w) all exist by Lemma 1.3 and Lemma 1.4. The conclusion then follows from applying
Theorem 2.2. 
3.1. Constructions of auxiliary structures
In order to apply Theorem 3.1, it is necessary for us to ﬁnd some families of the required ingredient
designs, namely, ITD∗(3,5;m + w, w)’s and ITD(3,5;m + w, w)’s.
We ﬁrst establish the following Wilson-type construction of ITD∗s. It is very powerful and serves
as our main tool to create ITD∗s. Note that an ITD∗(3,k;m+mh,mh) is just a TD(3,k,m) when mh = 0.
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negative integers m and mh (h ∈ H) be given. If an ITD∗(3,k;m +mh,mh) exists for any h ∈ H , then
so does an ITD∗(3,k;mg + σ ,σ ) where σ =∑h∈H mh .
Proof. Let X0 =⋃1 jk G j . Let M and Mh (h ∈ H) be mutually disjoint sets of cardinality m and mh ,
respectively. Set
Ah = {X0 ∩ B: h ∈ B ∈ A}, ∀h ∈ H .
Then, for any h ∈ H , (X0, {G1,G2, . . . ,Gk}, Ah) is a fan of the TD(3,k, g) obtained by deleting the
group H of the given TD. The ITD∗ we construct will have point set X∗ = (X0 × M) ∪ Y ∗, group set
G∗ = {G∗i : i ∈ Ik} and hole Y ∗ where
Y ∗ =
(⋃
h∈H
Mh
)
× Ik, G∗i = (Gi × M) ∪
(⋃
h∈H
Mh × {i}
)
, i ∈ Ik.
Now for each block B ∈ Ah , construct an ITD∗(3,k;m + mh,mh) over the point set B∗ = (B × M) ∪
(Mh × Ik) with group set {B∗ ∩ G∗i : 1  i  k} and block set A(B). Doing this for every h ∈ H and
write
A∗ =
⋃
h∈H
⋃
B∈Ah
A(B).
Then (X∗, Y ∗, G∗, A∗) is an ITD∗(3,k;m + σ ,σ ), as desired. 
The following construction is simple but very useful.
Construction 3.3. If a TD(3,k,m) and a TD(3,k, g) both exist, then so do an ITD(3,k; mg,m) and an
ITD(3,k;mg, g).
Now we proceed to establish some existence results for ITD∗s and ITDs.
Lemma 3.4. An ITD∗(3,5;7,2) and an ITD∗(3,5;10,3) both exist.
Proof. The desired two designs are constructed directly with the aid of a computer. They may be
downloaded from the webpage at http://math.suda.edu.cn/jilijun/. 
Lemma 3.5. Let x be an arbitrary odd positive integer. Then an ITD∗(3,5;35x+2,2), an ITD∗(3,5;35x+3,3)
and an ITD∗(3,5;35x+ 4,4) all exist.
Proof. For an ITD∗(3,5;35x + 3,3), start with a TD(3,6,5x) in Lemma 1.5 and apply Construc-
tion 3.2 with m = 7 and mh = 0 or 3, making use of an ITD∗(3,5;7 + 3,3) in Lemma 3.4 and a
TD(3,5,7) as ingredients. For an ITD∗(3,5;35x + 2,2) and an ITD∗(3,5;35x + 4,4), start with a
TD(3,6,7x) in Lemma 1.5 and apply Construction 3.2 with m = 5 and mh = 0 or 2, making use of
an ITD∗(3,5;5+ 2,2) in Lemma 3.4 and a TD(3,5,5) as ingredients. 
Lemma 3.6. Let x be an arbitrary odd positive integer. Then
(1) an ITD(3,5;35x+ 5,5) exists if x ≡ 1 (mod 4);
(2) an ITD(3,5;35x+ 7,7) exists if x ≡ 3 (mod 4).
Proof. When x ≡ 1 (mod 4), we have 7x + 1 ≡ 0 (mod 4). Hence, a TD(3,5,7x + 1) exists by
Lemma 1.4. Applying Construction 3.3 with m = 5 and g = 7x + 1 gives us an ITD(3,5;35x + 5,5).
When x ≡ 3 (mod 4), we have 5x+ 1 ≡ 0 (mod 4). Hence, a TD(3,5,5x+ 1) exists by Lemma 1.4. We
then again apply Construction 3.3 with m = 7 and g = 5x+ 1 to obtain an ITD(3,5;35x+ 7,7). 
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Our main result for the existence of a TD(3,5, v) with v ≡ 2 (mod 4) is presented in the following
theorem. This theorem implies that we have an inﬁnite number of OA(3,5,4n + 2)’s in which n = 62
is the smallest admissible value, i.e., the smallest OA corresponds to an OA(3,5,250).
Theorem 3.7. Let x be an arbitrary odd positive integer. Let g be an arbitrary positive integer whose prime-
power factors are all  7 such that g ≡ 3 (mod 4). Then
(1) there is a TD(3,5, v) with v = 35xg + 5≡ 2 (mod 4), if x ≡ 1 (mod 4);
(2) there is a TD(3,5, v) with v = 35xg + 7≡ 2 (mod 4), if x ≡ 3 (mod 4).
Proof. For conclusion (1), apply Theorem 3.1 with (m,m1,m2) = (35x,2,3). The required ITD∗(3,5;
35x + 2,2) and ITD∗(3,5;35x + 3,3) are given in Lemma 3.5. The ingredient ITD(3,5;35x + 5,5) is
given in Lemma 3.6. Similarly, for conclusion (2), apply Theorem 3.1 with (m,m1,m2) = (35x,4,3). 
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