Abstract. The goal of this work is to try to create a statistical model, based only on easily computable parameters from the CSP problem to predict runtime behaviour of the solving algorithms, and let us choose the best algorithm to solve the problem. Although it seems that the obvious choice should be MAC, experimental results obtained so far show, that with big numbers of variables, other algorithms perfom much better, specially for hard problems in the transition phase.
Introduction
Our goal is to characterize and to be able to predict the search cost, of some of the most important CSP algorithms and heuristics when solving CSP problems by obtaining a statistical model of the algorithm runtime based on inexpensively computed parameters obtained from the CSP problem specification and the associated constraints and nogoods graphs.
Such a model will give us three important items concerning the studied CSP problems. First, the model provides a tool to predict the search cost of a given instance, allowing a portfolio of solvers to decide for the best algorithm before to proceed. Second, the models will give an insight about which are the main features that characterize the complexity of a RBCSP. Finally, another potential benefit of the model is pointing out which features are the algorithms most sensible to, thus helping to guess potential areas of improvement.
This work follows a close related methodology used for SAT problems, described in [1, 2] . In a first step, we define a broad benchmark scenario that covers a full range of cases of random binary CSP (RBSCP) problems. We proceed by solving a large set of instances of each problem, using 3 different algorithms and 3 different variable ordering heuristics for each one. This first analysis gives already a initial insight about what type of algorithms performs better according to the size of the problem. Then we define a set of features to be analyzed in conjunction with the time performance, some directly related to the problem specification parameters and some others related to the structure of the constraints and nogoods graphs. Such a combination of time performance and feature measurements is then analyzed in order to obtain a statistical model based on regression analysis.
Experimental design

Problems
Random Binary Constraint Satisfaction Problems We use model B problems , defined by the following parameters ( n, d, c, t ), where n is the number of variables, d the domain cardinality, c the number of pairs of constrained variables and t the tightness of each constraint. We have generated problems in 4 different regions according to their density (c = α and c = 3α) and domain cardinality (d = n/5 and d = n/2), being α = n log(d) log (2) . Such a minimum value of c determines that model is not flawed asymptotically as n increases At each region, we have generated easy and hard problems (varying n), so leading to 8 families of problems. For each family, we have generated problems above and below the phase transition region, located approximately at
, giving the following distribution: Finally, we have generated 1.000 instances per problem, which leads to a total of 415.000 instances to solve and analyze.
Algorithms
All the instances mentioned above have been solved using 3 different algorithms; forward checking (FC) , forward checking with conflict directed backjumping (FC CBJ) and Mantaining Arc Consistency (MAC) , each one of them using three different variable ordering heuristic; dom, dom/deg and dom+deg . Those 9 computational procedures spent more that 24 weeks of CPU time for the completion of the generated instances.
We have found that dom/deg heuristic outperforms the other two heuristics in all the problems checked as pointed in [3] , meanwhile there are substantial differences between run-times of algorithms depending on the parameters of the problem thus justifying the need for a criteria for choosing between those algorithms. Table 2 . CSP instance parameters used to find the predictive models
Parameters of the model
We use three different kinds of parameters to try to capture the structure of the CSP: problem size parameters, graph structure parameters and constraint structure parameters. Table 2 shows all the parameters used, labelled with the numbers we use to refer to them in the tables that show the best predictive models we have found. For all the parameters we use both its value and the inverse value in the models.
In the first set of parameters, we include the basic CSP instance features; number of variables (n), domain size (d), number of constraints (c) and number of nogoods per constraint (t). We also include different ratios between these values: n/d, n/c, n/t, d/c, d/t, c/t in our models. And finally, we also include the value |t − t crit |. In the second set of parameters, we include a series of graph parameters that have been shown to be relevant to the worst-case complexity of some CSP algorithms, when considering the constraint graph. However, we also obtain the same parameters for the nogood graph 1 . For the vertices of the graph, we calculate the node degree statistics (mean, standard deviation, min and max). We also consider, for each vertex, its clustering coefficient, a parameter originally used in [4] to characterize small-world networks. Two very important structural parameters for dynamic CSP algorithms are the treewidth [5] and the cycle cutset number [6] . Because is NP-hard to obtain these values, we have used heuristic approximation algorithms that provide an upper bound for them. For the treewidth we have used the Lexicographic Breatdth First Search, variant Minimal (LEX M) algorithm proposed in [7] that also approximates a related parameter, the minimum fill-in of the graph 2 . At the same time, we compute the width of the graph, using the algorithm proposed in [6] , that is always a lower bound for the treewidth.
The third kind of parameters included in the model are algebraic properties based on the notion of polymorphism of a relation, that is a homomorphism of Cartesian powers of a relation to the relation itself. When a function is a polymorphism of a relation, we also say that the relation is invariant under the function or that the relation is closed under the function. So, because almost all the advanced CSP algorithms used today achieve some level of consistency, it turns out that the polymorphisms of a CSP can be a key factor for explaining the performance of the algorithms.
Statistical analysis
Once the time performance and the parameter measurements have been obtained, we define a methodology analysis to obtain statistical models able to explain performance behavior. As in [2] , we have used only linear regression analysis because of its computational efficiency, but including the following modifications that extend the ability of the model. First, as shown in section 3, we include in the model the inverse of each feature and the ratios of the four model B parameters. Second, we perform a cubic expansion for each feature, such that
And third, we check linear and logarithmic models, achieving logarithmic ones better fits than linear for all the checked problems. Finally, we use the forward selection method to obtain the most important set of features. Table 3 shows the 6 most important features obtained from a logarithmic regression test. In the last row, we show the coefficient of determination (R 2 ). The range is 0 ≤ R 2 ≤ 1, being values closer to 1 better fits. Those values of the coefficient of determination show that good prediction can be obtained by using a few parameters. Observe that for all the algorithms the values obtained for R 2 are very similar, thus indicating that the models are of comparable quality. Table 3 . Most important features for the logarithmic model using forward selection variable method and the corresponding coefficient of determination
Looking at the parameters that best predict the behaviour of the algorithms we observe some interesting coincidences and differences. For all the algorithms, the most important parameter is always the |t − t crit | value, thus showing that the position of the problem with respect to the phase transition is a very informative value. The second most important parameter is the minimum degree of the nogood graph or a directly related or correlated parameter 3 . The next considered parameter is upper bound of the tree width of the constraint graph (or its inverse), except in one case where its a correlated parameter 4 . This parameter has been studied previously in the context of dynamic CSP algorithms that perform tree-like decompositions of the CSP [8] . For the rest of parameters, the discrepancies increase, showing that the rest of parameters cannot give a uniform explanation for the behaviour of all the algorithms. Observe that in the models the nogood graph seems to capture very relevant information, this shows the importance of increasing our understanding of structural properties of the CSP nogood graph (traditionally, CSP community has focused its research in the constraint graph).
As mentioned above, using 6 parameters in our regression models give us good fits. But which is the best we can do? Figure 1 helps to answer this question. There, the evolution of the coefficient of regression is plotted as the subset of features in our regression test is increased, for MAC dom/deg. The plots for the other algorithms are very similar.
Conclusions
So far we have been able to create a model that has a reasonable quality for predicting runtime behaviour of the algorithms analysed. The model created for RBCSP problems includes, as the most significant parameters, the position of the problem respect the phase transition point, the nogood graph minimum Further research is being carried to increase the quality of the model, adding more relevant parameters, especially graph related ones, so the model can be used with a higher degree of confidence. We are also extending this work to model other kinds of more structured problems beyond RBCSP, namely QWH.
