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Abstract. Data sets acquired from functional magnetic resonance imag-
ing (fMRI) contain both spatial and temporal structures. In order to
blindly extract underlying activities, the common approach however only
uses either spatial or temporal independence. More convincing results can
be achieved by requiring the transformed data to be as independent as
possible in both domains. First introduced by Stone, spatiotemporal in-
dependent component analysis (ICA) is a promising algorithm for fMRI
decomposition. We propose an algebraic spatiotemporal ICA algorithm
with increased performance and robustness. The feasibility of the algo-
rithm is demonstrated in an application to the analysis of an fMRI data
sets of a human brain performing an auditory task.
1 Introduction
Spatiotemporal data analysis in contrast to the more common methods of either
spatial or temporal analysis tries to achieve both spatial and temporal separa-
tion by optimizing a joint energy function. First proposed by Stone et al [4],
it is a promising method, which has potential applications in biomedical data
analysis. We extend his approach by generalizing algebraic ICA algorithms to
the spatiotemporal case. In [6] we introduce a framework for spatiotemporal data
analysis based on so-called double-sided joint diagonalization. In this paper, af-
ter quickly recalling these results, we apply the diagonalization to fourth-order
cumulant in order to get stJADE, a generalization of the well-known temporal
JADE algorithm. The power of stJADE is illustrated in an application to data
acquired from functional magnetic resonance imaging (fMRI).
2 Spatiotemporal independent component analysis
Source separation Noiseless blind source separation (BSS) denotes the follow-
ing problem: let x(t) be an (observed) stationary m-dimensional random vector
and A a full rank matrix such that
x(t) = As(t) (1)
where the n-dimensional source signals s(t) are commonly assumed to be sto-
chastically independent: ps(s1,...,sn) = ps1(s1)...psn(sn). Recovering the un-
derlying sources given only x(t) using the independence assumption is called
independent component analysis (ICA).Due to independence, the fourth-order cross cumulants of the sources have to
be trivial. In order to ﬁnd transformations of the mixtures fulﬁlling this property,
the well-known JADE algorithm [1] jointly diagonalizes the contracted quadri-
covariance matrices deﬁned by
Cij(x) := E
￿
x⊤Eijxxx⊤￿
− RxEijRx − tr(EijRx)Rx − RxEijRx.
Here Eij is a set of eigen-matrices of Cij, 1 ≤ i,j ≤ m. One simple choice is
to use m2 matrices Eij with zeros everywhere except 1 at index (i,j). More
elaborate choices of eigen-matrices (with only m(m + 1)/2 or even m entries)
are possible.
Spatiotemporal structure Real-world data sets often possess structure in
addition to the necessary instantaneous independence required by ICA. For ex-
ample fMRI measurements contain both temporal and spatial indices so a data
entry x = x(a,b,c,t) can depend on position (a,b,c) as well as time t. More
generally, we want to consider data sets x(r,t) depending on two indices r and
t, where r ∈ Rn can be a multidimensional index and t indexes the time axis. In
reality this generalized random process is realized by a ﬁnite number of samples.
For example in the case of fMRI scans we could assume t ∈ [1 : T] := {1,2,...,T}
and r ∈ [1 : h] × [1 : w] × [1 : d], where T is the number of scans, which were
of size h × w × d. So the number of spatial observations is sm := hwd and the
number of temporal observations tm = T.
In the following, the spatial multi-dimensional index r is contracted into a
one-dimensional index r by row concatenation. Then the data set x(r,t) =: xrt
can be represented by a data matrix X of dimension sm× tm, and the goal is to
determine either a spatial source matrix sS or a temporal source matrix tS (with
corresponding mixing matrices sA and tA respectively). After mean removal we
can without loss of generality assume that the mixtures are spatiotemporally
centered.
Spatiotemporal ICA Temporal ICA is equivalent to the matrix factoriza-
tion X = tAtS, whereas spatial ICA implies the factorization X⊤ = sAsS or
equivalently X = sS⊤sA⊤. Hence
X = tAtS = sS⊤sA⊤ (2)
So both source separation models can be interpreted as matrix factorization
problems; in the temporal case independence is required from the second factor,
in the spatial case from the ﬁrst one. Now instead of recovering a single spa-
tiotemporally independent source data set we try to ﬁnd two source matrices,
a spatial and a temporal source matrix, and the conditions are put onto the
matrices separately. So the spatiotemporal ICA model can be formulated by the
factorization problem
X = sS⊤tS (3)with spatial source matrix sS and temporal source matrix tS being as indepen-
dent as possible.
Independence is invariant under scaling and permutation, so the above model
contains the same indeterminacy — indeed the spatial and temporal sources can
interchange scaling (L) and permutation (P) matrices, sS⊤tS = (L−1P−1sS)⊤
(LPtS). Apart from that, in the case in which the conditions are fulﬁlled per-
fectly, the proofs of temporal uniqueness [3,5] can easily be transferred to the
above problem. However, if the source conditions hold jointly but only approxi-
mately for sS and tS, uniqueness results are unknown so far.
3 An algorithm for spatiotemporal ICA
Stone [4] ﬁrst proposed the model from equation (3), where he employs a joint
energy function based on mutual entropy and infomax. Apart from the many
parameters used in the algorithm, the involved gradient descent optimization is
susceptible to noise, local minima and inappropriate initializations, so we propose
a novel, more robust algebraic approach based on joint diagonalization in the
following.
Double-sided joint diagonalization We will recall the algorithm derivation
for the spatiotemporal ICA, which in a more general form has been recently
introduced in [6]; it is based on the joint diagonalization of cumulant matrices
posed not only temporally but also spatially.
Shifting to matrix notation, we interpret Cij(X) := Cij(tx(t)) as the (i,j)-
th temporal cumulant matrix, whereas Cij(X⊤) := Cij(sx(r)) is to denote the
corresponding spatial cumulant matrix. Application of the spatiotemporal mix-
ing model from equation (3) together with the transformation properties of the
cumulants yields
Cij(
tS) =
sS
†⊤Cij(X)
sS
† and Cij(
sS) =
tS
†⊤Cij(X
⊤)
tS
† (4)
because ∗m ≥ n and hence ∗S∗S† = I. By assumption the matrices Cij(∗S) are
as diagonal as possible. In order to separate the data, we have to ﬁnd diagonal-
izers for both Cij(X) and Cij(X⊤) such that they satisfy the spatiotemporal
model (3). As X (or matrices derived from it) have to be diagonalized in terms
of both columns and rows, this is denoted by double-sided approximate joint
diagonalization. This process will be reduced to the common approximate joint
diagonalization in the following.
Dimension reduction In order to get robust cumulant estimates, dimension
reduction is essential, i.e. we want to extract only n ≪ min{sm, tm} sources. For
this consider the singular value decomposition X = UDV⊤ of X, and permute
the diagonal matrix D (and corresponding columns of U and V) such that
D contains the eigenvalues in decreasing order in its main diagonal. By only
choosing the ﬁrst n columns of U and V and the upper-left n × n submatrixof D, we get a decomposition again denoted by ˆ X := UDV⊤, which is an
estimate of X using only the n largest eigenvalues. The matrices U ∈ R
sm×n and
V ∈ R
tm×n are again pseudo-orthogonal, and D is diagonal. So X ≈ UDV⊤ =
￿
UD1/2￿￿
VD1/2￿⊤
. This is a matrix factorization of X into two decorrelated
signals UD1/2 and VD1/2. After dimension reduction, the spatiotemporal BSS
model (3) can only hold approximately: X ≈ ˆ X = sS⊤tS — now sS and tS are of
reduced (row) size n. Plugging this model into the above equation together with
the pseudo-orthogonality of U and V yields
￿
UD−1/2￿⊤ sS⊤tS
￿
VD−1/2￿
= I.
Hence W := tSVD−1/2 is an invertible n × n matrix.
Algorithm By model (3) we get sS⊤ = XtS†. Applying this to the ﬁrst formula
in equation (4) yields, after some calculation,
Cij(
tS) =
tSX
†Cij(X)X
†⊤tS
⊤ = WCij(D
1/2V
⊤)W
⊤.
By using W−1 = D−1/2V⊤tS†, we can derive a similar result from (4), 2nd term:
Cij(
sS) =
tS
†⊤Cij(X
⊤)
tS
† = W
−⊤Ci(D
1/2U
⊤)W
−1
which we can now invert to get Cij(sS)−1 = WCij(D1/2U⊤)−1W⊤. So the
double-sided joint diagonalization can be simply performed by jointly diagonal-
izing the twice as large set of matrices
{αCij(D
1/2V
⊤), (1 − α)Cij(D
1/2U
⊤)
−1 | i = 1,...} (5)
where the weighting factor α ∈ [0,1] has been introduced to balance between
either spatial or temporal separation. Joint diagonalization is usually performed
by optimizing an oﬀ-diagonal criterion, so diﬀerent scale factors in the matrices
indeed yield diﬀerent optima if the diagonalization cannot be achieved fully.
Furthermore, the higher α the more temporal separation is stressed.
Similar to the temporal ICA algorithm JADE [1], we algorithmically perform
joint diagonalization using an iterative construction of A by Givens rotation in
two coordinates [2] or an non-orthogonal extension of this idea [7]. If A is a joint
diagonalizer of (5), the sources are estimated by tˆ S = A⊤D1/2V⊤ and sˆ S =
A−1D1/2U⊤. This algorithm, denoted by spatiotemporal JADE (stJADE), is
freely available as MATLAB-implementation at http://fabian.theis.name/.
4 Application to fMRI
We analyze an fMRI data set that was recorded from a healthy male subject
(normal hearing) listening to an auditory stimulus consisting of beeps and words.
Here a beep denotes a sinusoidal sound of frequencies (uniformly) randomly
chosen from 400 to 600 Hz, and words were chosen at random from a database
of 100 German words spoken by a single female speaker. The design consisted
of blocks of 10 seconds of audio and 10 seconds of silence. The recorded time1 2 3
4 5 6
(a) component maps
1 cc: −0.04 2 cc: −0.10 3 cc: −0.00
4 cc: −0.15 5 cc: −0.03 6 cc: 0.80
(b) time courses
Fig.1. fMRI analysis using stJADE (α = 0.5). The data was reduced to the ﬁrst 6
principal components. (a) shows the recovered component maps (white points indicate
values stronger than 2.5 standard deviations), and (b) their time courses. Component
6 is the desired stimulus component, which is mainly active in the auditory cortex; its
time-course closely follows the on-oﬀ stimulus (indicated by the gray boxes) — their
crosscorrelation lies at cc = 0.8 — with a delay of roughly 6 seconds induced by the
BOLD eﬀect.
was 480 seconds and fMRI scans were obtained every 2 seconds. Thus, the data
consist of 240 time points. In the audio blocks, the proportion of words and
beeps varied and the exact starting times of beeps and words were randomized.
As preprocessing a single data slice is extracted (after motion correction and
realignment) and the data is masked to include only voxels from within the
brain. The stJADE algorithm is applied with α = 0.5 and orthogonal matrix
recovery. Figure 1 shows the spatial sources together with the recoveries using
stJADE. The algorithm is able to recover the auditory stimulus well with a high
crosscorrelation of 0.9.
The ﬁgure on the right-hand side also
shows the behavior of stJADE with
varying α. Apparently due to the strong
temporal structure within the data
sets, temporal extraction of the stimu-
lus component outperforms spatial one.
However this is problem-speciﬁc, and
often spatial separation is preferable
or some method in between, hence an
adaptive choice of α as proposed in spa-
tiotemporal ICA is superior. 0 0.2 0.4 0.6 0.8 1
0.785
0.79
0.795
0.8
0.805
0.81
0.815
0.82
alpha
c
r
o
s
s
c
o
r
r
e
l
a
t
i
o
n
For comparison, we also apply the often used fastICA algorithm to spatially
separate the data. The result is shown in ﬁgure 2. FastICA performs considerably
worse and cannot fully detect the stimulus component (crosscorrelation0.5). This
is most probably due to the fact that spatial separation alone is not enough and
the kurtosis condition in fastICA is not properly fulﬁlled by the data.1 2 3
4 5 6
(a) component maps
1 cc: 0.07 2 cc: 0.01 3 cc: 0.54
4 cc: 0.08 5 cc: 0.01 6 cc: −0.30
(b) time courses
Fig.2. fMRI analysis using spatial fastICA. The stimulus component has also been
extracted (3), however its crosscorrelation with the stimulus is remarkably lower cc =
0.5 than the one from stJADE.
5 Conclusion
We have studied a novel spatiotemporal ICA algorithm, stJADE, based on the
double-sided joint diagonalization as generalization of the often applied ‘single-
sided’ joint diagonalization in temporal-only BSS. The presented results for fMRI
data sets are promising, and the weighting parameter α allows for additional
ﬂexibility in the extraction.
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