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Various existence, multiplicity, and nonexistence results for nontrivial solutions to a non-
linear discrete fourth-order Lidstone boundary value problem with dependence on two
parameters are given, using a symmetric Green’s function approach. An existence result
is also given for a related semipositone problem, thus relaxing the usual assumption of
nonnegativity on the nonlinear term.
 2009 Elsevier Inc. All rights reserved.
1. Introduction to the fourth-order discrete problem
Recently there has been a large amount of attention paid to fourth-order differential equations that arise from various
beam problems [4,6,11,16–19,21]. Similarly there has been a parallel interest in results for the analogous discrete fourth-or-
der problem, for example [5,20], and in particular the discrete problem with Lidstone boundary conditions [1,12–15]. In
what follows we seek to enrich the discussion found in the above cited literature by exploring two additional aspects of
the discrete fourth-order Lidstone problem heretofore not considered, namely explicit dependence on two parameters
and a semipositone result (relaxing the nonnegative assumption on the nonlinearity).
With this goal in mind, we introduce the nonlinear discrete fourth-order Lidstone boundary value problem with explicit
parameters b and k given by
D4yðt  2Þ  bD2yðt  1Þ ¼ kf ðt; yðtÞÞ; t 2 ½aþ 1; b 1Z;
yðaÞ ¼ 0 ¼ D2yða 1Þ; yðbÞ ¼ 0 ¼ D2yðb 1Þ;
(
ð1:1Þ
where D is the usual forward difference operator given by DyðtÞ ¼ yðt þ 1Þ  yðtÞ, DnyðtÞ ¼ Dn1ðDyðtÞÞ, ½c; dZ :¼ fc; c þ 1; . . . ;
d 1; dg, and b > 0 and k > 0 are real parameters; speciﬁc assumptions on the nature of the nonlinearity fwill be made clear
in the sequel. Boundary value problem (1.1) can be viewed as a discretization of the differential equations case studied in the
papers cited previously and the references therein. Indeed, over the real unit interval [0,1], the boundary value problem (1.1)
becomes
yð4Þ  by00 ¼ kf ðt; yÞ; 0 6 t 6 1;
yð0Þ ¼ 0 ¼ y 00ð0Þ; yð1Þ ¼ 0 ¼ y 00ð1Þ:
(
In our discrete version we will employ a symmetric Green’s function approach, and apply ﬁxed point theorems due to Kra-
snosel’skii˘, and Leggett and Williams.
0096-3003/$ - see front matter  2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.amc.2009.04.034
* Corresponding author.
E-mail addresses: andersod@cord.edu (D.R. Anderson), fminhos@uevora.pt (F. Minhós).
Applied Mathematics and Computation 214 (2009) 523–533
Contents lists available at ScienceDirect
Applied Mathematics and Computation
journal homepage: www.elsevier .com/ locate/amc
Author's personal copy
The paper will proceed as follows: In Section 2 we construct the necessary Green’s functions. Section 3 gives existence
results for at least one, two, or no solutions of (1.1) in terms of k. The existence of at least three solutions is discussed in
Section 4, followed by an existence result for a related semipositone problem in Section 5.
2. Preliminary results
In this section we will ﬁnd symmetric expressions for the corresponding Green’s functions for a factored form of the dif-
ference equation in the ﬁrst line of (1.1) with boundary conditions in the second line of (1.1) in such a way that we can ﬁnd
bounds on it for later use. The kernel of the summation operator will have explicit dependence on the parameter b, a ﬁrst for
this type of discussion.
Lemma 2.1. Let h : aþ 1; b 1½ Z ! R be a function. Then the linear discrete fourth-order Lidstone boundary value problem
D4yðt  2Þ  bD2yðt  1Þ ¼ hðtÞ; t 2 ½aþ 1; b 1Z;
yðaÞ ¼ 0 ¼ D2yða 1Þ; yðbÞ ¼ 0 ¼ D2yðb 1Þ;
(
ð2:1Þ
has solution
yðtÞ ¼
Xb
s¼a
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞhðzÞ; t 2 ½a 1; bþ 1Z; ð2:2Þ
where G2ðt; sÞ given by
G2ðt; sÞ ¼ 1
‘ð1; 0Þ‘ðb; aÞ
‘ðt; aÞ‘ðb; sÞ : t 6 s;
‘ðs; aÞ‘ðb; tÞ : s 6 t;

ðt; sÞ 2 ½a 1; bþ 1Z  ½a; bZ ð2:3Þ
with ‘ðt; sÞ ¼ lts  lst for l ¼ bþ2þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðbþ4Þ
p
2 is the Green’s function for the second-order discrete boundary value problem
 D2yðt  1Þ  byðtÞ
 
¼ 0; t 2 ½a; bZ;
yðaÞ ¼ 0 ¼ yðbÞ;
(
ð2:4Þ
and G1ðs; zÞ given by
G1ðs; zÞ ¼ 1b a
ðs aÞðb zÞ : s 6 z;
ðz aÞðb sÞ : z 6 s;

ðs; zÞ 2 ½a; bZ  ½aþ 1; b 1Z ð2:5Þ
is the Green’s function for the second-order discrete boundary value problem
D2uðs 1Þ ¼ 0; s 2 ½aþ 1; b 1Z;
uðaÞ ¼ 0 ¼ uðbÞ:
(
ð2:6Þ
If h is symmetric on ½aþ 1; b 1Z, then the solution (2.2) is likewise symmetric on ½a 1; bþ 1Z.
Proof. Let y be a solution of boundary value problem (2.1). Note that the difference equation in the top line of (2.1) can be
written as
D2 D2yðt  2Þ  byðt  1Þ
 
¼ hðtÞ; t 2 ½aþ 1; b 1Z:
If we let uðtÞ ¼ ðD2yðt  1Þ  byðtÞÞ, then D2uðt  1Þ ¼ hðtÞ, with uðaÞ ¼ 0 and uðbÞ ¼ 0 and
 D2yðt  1Þ  byðtÞ
 
¼ uðtÞ; yðaÞ ¼ 0 ¼ yðbÞ:
By [7, Example 6.12], the Green’s function for (2.6) is given by (2.5), so that
uðtÞ ¼
Xb1
z¼aþ1
G1ðt; zÞhðzÞ; t 2 ½a; bZ:
Now let
‘ðt; sÞ ¼ lts  lst for l ¼ bþ 2þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bðbþ 4Þp
2
; ð2:7Þ
and consider
yðtÞ ¼
Xb
s¼a
G2ðt; sÞuðsÞ ¼ ‘ðb; tÞL
Xt1
s¼a
‘ðs; aÞuðsÞ þ ‘ðt; aÞ
L
Xb
s¼t
‘ðb; sÞuðsÞ;
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where L ¼ ‘ð1;0Þ‘ðb; aÞ. Using the product rule for differences, we have
DyðtÞ ¼ D‘ðb; tÞ
L
Xt
s¼a
‘ðs; aÞuðsÞ þ D‘ðt; aÞ
L
Xb
s¼tþ1
‘ðb; sÞuðsÞ;
from which it follows that
D2yðt  1Þ  byðtÞ ¼ uðtÞ
L
‘ðt; aÞD‘ðb; tÞ  ‘ðb; tÞD‘ðt; aÞ½  þ 1
L
D2‘ðb; t  1Þ  b‘ðb; tÞ
h iXt1
s¼a
‘ðs; aÞuðsÞ
þ 1
L
D2‘ðt  1; aÞ  b‘ðt; aÞ
h iXb
s¼t
‘ðb; sÞuðsÞ:
By the deﬁnition of ‘ in terms of b this simpliﬁes to
D2yðt  1Þ  byðtÞ ¼ uðtÞ
L
‘ðt; aÞ‘ðb; t þ 1Þ  ‘ðb; tÞ‘ðt þ 1; aÞ½  ¼ LuðtÞ
L
¼ uðtÞ:
The result follows. 
Lemma 2.2. Let h : ½aþ 1; b 1Z ! R be a function, and let y be the solution of (2.1). Then
yðtÞP rkyk for t 2 ½aþ 1; b 1Z;
where kyk ¼maxt2½a1;bþ1Z jyðtÞj and
r :¼ 4‘
2ð1;0Þ‘ðb; aþ 1Þ
ðb aÞ2‘ðb; aÞ‘2ðb=2; a=2Þ
; ð2:8Þ
where ‘ is given in (2.7) in terms of b.
Proof. Let h : ½aþ 1; b 1Z ! R be a function, and let y be the solution of (2.1). By Lemma 2.1 we have that
yðtÞ ¼
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞhðzÞ; t 2 ½a 1; bþ 1Z;
since
G2ðt; aÞG1ða; zÞ ¼ 0 ¼ G2ðt; bÞG1ðb; zÞ for all ðt; zÞ 2 ½a 1; bþ 1Z  ½aþ 1; b 1Z:
Since yðaÞ ¼ yðbÞ ¼ 0, yða 1Þ ¼ yðaþ 1Þ and yðbþ 1Þ ¼ yðb 1Þ, the maximum of y occurs on ½aþ 1; b 1Z. Thus for
ðt; s; zÞ 2 ½aþ 1; b 13Z we have that
G2ðt; sÞG1ðs; zÞ 6 G2ðs; sÞG1ðz; zÞ 6 ‘
2ðb=2; a=2Þ
‘ð1; 0Þ‘ðb; aÞ 
b a
4
;
where we are allowing ‘ to be evaluated as a function over the real line, not just over the integers. Likewise
G2ðt; sÞG1ðs; zÞPminf‘ðt; aÞ; ‘ðb; tÞg
‘ðb; aÞ G2ðs; sÞ 
minfs a; b sg
b a 1 G1ðz; zÞP
‘ð1; 0Þ
‘ðb; aÞ G2ðs; sÞ 
1
b a 1G1ðz; zÞ
P
‘ð1;0Þ‘ðb; aþ 1Þ
‘2ðb; aÞ 
1
b a :
Thus, if we deﬁne
m :¼ ‘ð1;0Þ‘ðb; aþ 1Þðb aÞ‘2ðb; aÞ ð2:9Þ
and
M :¼ ðb aÞ‘
2ðb=2; a=2Þ
4‘ð1;0Þ‘ðb; aÞ ; ð2:10Þ
then
yðtÞP m
M
kyk ¼ rkyk; t 2 ½aþ 1; b 1Z;
and the proof is complete. 
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3. Existence of one or two solutions
Let S denote the Banach space of real-valued functions on ½a 1; bþ 1Z, with the maximum norm kyk ¼ maxt2½a1;bþ1Z
j yðtÞ j. For r as in (2.8), deﬁne the cone P  S via
P :¼ fy 2 S : yðaÞ ¼ 0 ¼ yðbÞ; yX0; yðtÞP rkyk; t 2 ½aþ 1; b 1Zg: ð3:1Þ
Deﬁne for t 2 ½a 1; bþ 1Z the functional operator Ak by
AkyðtÞ :¼ k
Xb
s¼a
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf ðz; yðzÞÞ;
where G2ðt; sÞ and G1ðs; zÞ are the Green’s functions given in (2.3) and (2.5), respectively. Since
G2ðt; aÞG1ða; zÞ ¼ 0 ¼ G2ðt; bÞG1ðb; zÞ for all ðt; zÞ 2 ½a 1; bþ 1Z  ½aþ 1; b 1Z;
we have
AkyðtÞ ¼ k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf ðz; yðzÞÞ; ð3:2Þ
and by Lemma 2.1 the ﬁxed points of Ak are solutions of boundary value problem (1.1). We ﬁrst employ below the following
theorem, due to Krasnosel’skii˘ [8].
Theorem 3.1. Let S be a Banach space, P#S be a cone, and suppose that X1, X2 are bounded open balls of S centered at the
origin, with B1  X2. Suppose further that A : P \ ðB2 nX1Þ ! P is a completely continuous operator such that either
kAuk 6 kuk; u 2 P \ @X1 and kAukP kuk; u 2 P \ @X2;
or
kAukP kuk;u 2 P \ @X1 and kAuk 6 kuk; u 2 P \ @X2
holds. Then A has a ﬁxed point in P \ ðB2 nX1Þ.
Before we proceed to our ﬁrst results we must mention some of the conditions we will impose on the nonlinearity f in
(1.1). We note here that in the remainder of this section we assume some combination of
ðH1Þ f : ½aþ 1; b 1Z  ½0;1Þ ! ½0;1Þ is continuous with f ð; yÞ > 0 for y > 0;
ðH2Þ f ðt; yÞ ¼ gðtÞwðyÞ, where g : ½aþ 1; b 1Z ! ½0;1Þ with
Pb1
z¼aþ1gðzÞ > 0, and w : ½0;1Þ ! ½0;1Þ is continuous with
wðyÞ > 0 for y > 0;
ðH3Þ f ðt; yÞ ¼ gðtÞwðyÞ, where g as in ðH2Þ, w : ½0;1Þ ! ð0;1Þ is continuous and nondecreasing, and there exists h 2 ð0;1Þ
such that wðjyÞP jhwðyÞ for j 2 ð0;1Þ and y 2 ½0;1Þ.
Theorem 3.2. Assume ðH1Þ. Suppose further that there exist positive numbers 0 < r < R < 1 such that for all t 2 ½aþ 1; b 1Z,
the nonlinearity f satisﬁes
ðH5Þ f ðt; yÞ 6 ykMðba1Þ2 for y 2 ½0; r, and f ðt; yÞP
y
krmðba1Þ2 for y 2 ½R;1Þ.
Then (1.1) has a nontrivial solution y such that, for r as in (2.8),
rr 6 yðtÞ 6 R=r; t 2 ½aþ 1; b 1Z:
Proof. If y 2 P, then AkyðaÞ ¼ 0 ¼ AkyðbÞ by Lemma 2.1, and AkyðtÞP r j Aky j for t 2 ½aþ 1; b 1Z by Lemma 2.2. Conse-
quently, AkðPÞ  P. Moreover, Ak is completely continuous using standard arguments. Deﬁne bounded open balls centered
at the origin by
X1 ¼ fy 2S : kyk < rg; X2 ¼ fy 2S : kyk < R0g;
where R0 :¼ MR=m. Then 0 2 X1  X2. For y 2 P \ @X1 so that j y j¼ r, we have
AkyðtÞ ¼ k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf ðz; yðzÞÞ 6
ð2:10Þ
kM
Xb1
s¼aþ1
Xb1
z¼aþ1
f ðz; yðzÞÞ 6 1ðb a 1Þ2
Xb1
s¼aþ1
Xb1
z¼aþ1
yðzÞ 6 kyk
for t 2 ½aþ 1; b 1Z. Thus, j Aky j6j y j for y 2 P \ @X1. Similarly, let y 2 P \ @X2, so that j y j¼ R0. Then
yðzÞP rkyk ¼ m
M
R0 ¼ R; z 2 ½aþ 1; b 1Z;
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and
AkyðtÞ P
ð2:9Þ
km
Xb1
s¼aþ1
Xb1
z¼aþ1
f ðz; yðzÞÞP 1
rðb a 1Þ2
Xb1
s¼aþ1
Xb1
z¼aþ1
yðzÞP kyk:
Consequently, kAkykP kyk for y 2 P \ @X2. By Theorem 3.1, Ak has a ﬁxed point y 2 P \ ðBR0 nX1Þ;which is a nontrivial solu-
tion of (1.1), such that r 6 kyk 6 R0. Using the fact that y 2 P and the deﬁnition of r in (2.8), the bounds on y follow. h
The proof of the next theorem is similar to that just completed.
Theorem 3.3. Assume ðH1Þ. In addition, suppose that there exist positive numbers 0 < r < R < 1 such that for all
t 2 ½aþ 1; b 1Z, the nonlinearity f satisﬁes
ðH6Þ f ðt; yÞ 6 ykMðba1Þ2 for y 2 ½R;1Þ, and f ðt; yÞP
y
krmðba1Þ2 for y 2 ½0; r.
Then (1.1) has a nontrivial solution y such that
rr 6 yðtÞ 6 R=r; t 2 ½aþ 1; b 1Z:
With an additional assumption one can prove the existence of at least two nontrivial solutions to (1.1). The proofs are mod-
iﬁcations of the proof in Theorem 3.2and are omitted.
Theorem 3.4. Assume ðH1Þ. In addition, suppose that there exist positive numbers 0 < r < N < R < 1 such that for all
t 2 ½aþ 1; b 1Z, the nonlinearity f satisﬁes
ðH7Þ f ðt; yÞ < NkMðba1Þ2 for y 2 ½rN;N, and f ðt; yÞP
y
krmðba1Þ2 for y 2 ½0; r [ ½R;1Þ.
Then (1.1) has at least two nontrivial solutions y1, y2 such that ky1k < N < ky2k, and
rr 6 y1ðtÞ < N; rN < y2ðtÞ 6 R=r; t 2 ½aþ 1; b 1Z:
Theorem 3.5. Assume ðH1Þ. In addition, suppose that there exist positive numbers 0 < r < N < R < 1 such that for
t 2 ½aþ 1; b 1Z, the nonlinearity f satisﬁes
ðH8Þ f ðt; yÞ > Nkrmðba1Þ2 for y 2 ½rN;N, and f ðt; yÞ 6
y
kMðba1Þ2 for y 2 ½0; r [ ½R;1Þ.
Then (1.1) has at least two nontrivial solutions y1, y2 such that ky1k < N < ky2k, and
rr 6 y1ðtÞ < N; rN < y2ðtÞ 6 R=r; t 2 ½aþ 1; b 1Z:
The next theorem allows us to summarize the above results thus far in terms of k.
Theorem 3.6. Assume ðH1Þ. For t 2 ½aþ 1; b 1Z, deﬁne
f0ðtÞ :¼ lim
y!0þ
f ðt; yÞ
y
; f1ðtÞ :¼ limy!1
f ðt; yÞ
y
: ð3:3Þ
Then we have the following statements for t 2 ½aþ 1; b 1Z.
(a) If f0ðtÞ ¼ 0 and f1ðtÞ ¼ 1, then (1.1) has a nontrivial solution for all k 2 ð0;1Þ.
(b) If f0ðtÞ ¼ 1 and f1ðtÞ ¼ 0, then (1.1) has a nontrivial solution for all k 2 ð0;1Þ.
(c) If f0ðtÞ ¼ f1ðtÞ ¼ 1, then there exists k0 > 0 such that (1.1) has at least two nontrivial solutions for 0 < k < k0.
(d) If f0ðtÞ ¼ f1ðtÞ ¼ 0, then there exists k0 > 0 such that (1.1) has at least two nontrivial solutions for k > k0.
(e) If f0ðtÞ; f1ðtÞ < 1, then there exists k0 > 0 such that (1.1) has no nontrivial solutions for 0 < k < k0.
(f) If 0 < f0ðtÞ; f1ðtÞ, then there exists k0 > 0 such that (1.1) has no nontrivial solutions for k > k0.
Proof. If f0ðtÞ ¼ 0 and f1ðtÞ ¼ 1 for all t 2 ½aþ 1; b 1Z, then ðH5Þ is satisﬁed for sufﬁciently small r > 0 and sufﬁciently
large R > 0. If f0ðtÞ ¼ 1 and f1ðtÞ ¼ 0 for all t 2 ½aþ 1; b 1Z, then ðH6Þ is satisﬁed. Likewise if f0ðtÞ ¼ f1ðtÞ ¼ 1 for all
t 2 ½aþ 1; b 1Z, then ðH7Þ holds for k > 0 sufﬁciently small, and if f0ðtÞ ¼ f1ðtÞ ¼ 0 for all t 2 ½aþ 1; b 1Z, then ðH8Þ holds
if k is sufﬁciently large. To see (e), since f0ðtÞ and f1ðtÞ < 1 for all t 2 ½aþ 1; b 1Z, there exist positive constants g1, g2, r,
and R such that r < R and
f ðt; yÞ 6 g1y for y 2 ½0; r;
f ðt; yÞ 6 g2y for y 2 ½R;1Þ
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for all t 2 ½aþ 1; b 1Z. Let g > 0 be given by
g ¼max g1;g2; max
y2½r;R;t2½aþ1;b1Z
f ðt; yÞ
y
 
:
Then f ðt; yÞ 6 gy for all y 2 ð0;1Þ and all t 2 ½aþ 1; b 1Z. If x is a nontrivial solution of (1.1), then since Akx ¼ x, we have
kxk ¼ kAkxk 6 kgM
Xb1
s¼aþ1
Xb1
z¼aþ1
xðzÞ 6 kgMðb a 1Þ2kxk < kxk
for 0 < k < 1=ðgMðb a 1Þ2Þ, a contradiction. The proof of part (f) is similar and thus omitted. h
The ﬁnal two theorems in this section allow us to substitute either hypothesis ðH2Þ or ðH3Þ for ðH1Þ.
Theorem 3.7. Assume ðH2Þ. For t 2 ½aþ 1; b 1Z, deﬁne
w0 :¼ lim
y!0þ
wðyÞ
y
; w1 :¼ lim
y!1
wðyÞ
y
: ð3:4Þ
Then we have the following statements.
(a) If w0 ¼ 0 or w1 ¼ 0, then there exists k0 > 0 such that (1.1) has a nontrivial solution for k > k0.
(b) If w0 ¼ 1 or w1 ¼ 1, then there exists k0 > 0 such that (1.1) has a nontrivial solution for 0 < k < k0.
(c) If w0 ¼ w1 ¼ 0, then there exists k0 > 0 such that (1.1) has at least two nontrivial solutions for k > k0.
(d) If w0 ¼ w1 ¼ 1, then there exists k0 > 0 such that (1.1) has at least two nontrivial solutions for 0 < k < k0.
(e) If w0;w1 < 1, then there exists k0 > 0 such that (1.1) has no nontrivial solutions for 0 < k < k0.
(f) If w0;w1 > 0, then there exists k0 > 0 such that (1.1) has no nontrivial solutions for k > k0.
Theorem 3.8. Assume ðH3Þ. Then, for any k 2 ð0;1Þ, (1.1) has a unique solution yk. Furthermore, such a solution yk satisﬁes the
following properties:
(i) yk is nondecreasing in k;
(ii) limk!0þkykk ¼ 0 and limk!1kykk ¼ 1;
(iii) yk is continuous in k, that is, if k! k0, then kyk  yk0k ! 0.
Proof. This proof is modelled after [3, Theorem 2.2]. We ﬁrst show that (1.1) has a solution for any ﬁxed k 2 ð0;1Þ. From
ðH3Þ we see that Ak is nondecreasing, and for t 2 ½a; bZ satisﬁes
Ak jyðtÞð Þ ¼ k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞgðzÞw jyðzÞð ÞP jhk
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞgðzÞwðyðzÞÞ ¼ jhAkyðtÞ ð3:5Þ
for y 2 P. Let
Lk ¼ kðb a 1Þ
Xb1
z¼aþ1
gðzÞ; ð3:6Þ
and let
yðtÞ ¼
Lk : t ¼ a 1; b 1;
0 : t ¼ a; b;
Lk : t 2 ½aþ 1; b 1Z:
8><
>:
Then y 2 P and yðtÞ > 0 for t 2 ½aþ 1; b 1Z. By ðH3Þ we have wð0Þ > 0 with w nondecreasing. Thus for t 2 ½aþ 1; b 1Z,
AkyðtÞP kmwð0Þ
Xb1
s¼aþ1
Xb1
z¼aþ1
gðzÞ ¼ mwð0ÞLk
for m in (2.9) and Lk in (3.6), and
AkyðtÞ 6 kMw yð Þ
Xb1
s¼aþ1
Xb1
z¼aþ1
gðzÞ ¼ MwðyÞLk
for M in (2.10). Thus
mwð0ÞLk 6 AkyðtÞ 6 Mw Lkð ÞLk; t 2 ½aþ 1; b 1Z:
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Deﬁne c and d via
c ¼ supfx : xLk 6 AkyðtÞg and d ¼ inffx : AkyðtÞ 6 xLkg:
Clearly c P mwð0Þ and d 6 MwðLkÞ. Choose c and d such that
0 < c < min 1; ðcÞ 11h
n o
and max 1; ðdÞ
1
1h
n o
< d < 1:
Deﬁne two sequences fukðtÞg1k¼1 and fvkðtÞg1k¼1 via
u1ðtÞ ¼
cLk : t ¼ a 1; b 1;
0 : t ¼ a; b;
cLk : t 2 ½aþ 1; b 1Z;
8><
>: ukþ1ðtÞ ¼ AkukðtÞ; t 2 ½a 1; bþ 1Z; k 2 N;
and
v1ðtÞ ¼
dLk : t ¼ a 1; b 1;
0 : t ¼ a; b;
dLk : t 2 ½aþ 1; b 1Z;
8><
>: vkþ1ðtÞ ¼ AkvkðtÞ; t 2 ½a 1; bþ 1Z; k 2 N:
From the monotonicity of Ak and (3.5) we see that on ½aþ 1; b 1Z we have
cLk ¼ u1 6 u2 6    6 uk 6    6 vk 6    6 v2 6 v1 ¼ dLk: ð3:7Þ
Let d ¼ c=d 2 ð0;1Þ. We claim that
ukðtÞP dh
k
vkðtÞ; t 2 ½a; bZ: ð3:8Þ
Clearly u1 ¼ dv1 on ½a 1; bþ 1Z. Assume (3.8) holds for k ¼ n; then, from the monotonicity of Ak and (3.5) we obtain
unþ1ðtÞP AkunðtÞP Ak dh
n
vnðtÞ
 
P dh
n
 h
AkvnðtÞ ¼ dh
nþ1
vnþ1ðtÞ
for t 2 ½a; bZ. It follows from mathematical induction that (3.8) holds. From (3.7) and (3.8) we have
0 6 ukþlðtÞ  ukðtÞ 6 vkðtÞ  ukðtÞ 6 1 dh
k
 
v1ðtÞ ¼ 1 dh
k
 
dLk
for t 2 ½a; bZ, where l is a nonnegative integer. Hence
kukþl  ukk 6 kvk  ukk 6 1 dh
k
 
dLk:
As a result, there exists a function y 2 P such that
lim
k!1
ukðtÞ ¼ lim
k!1
vkðtÞ ¼ yðtÞ; t 2 ½a 1; bþ 1Z;
and y is a nontrivial solution of (1.1). If there exist two nontrivial solutions y1 and y2 of (1.1), then Aky1ðtÞ ¼ y1ðtÞ and
Aky2ðtÞ ¼ y2ðtÞ for t 2 ½a 1; bþ 1Z. Then there exists an a > 0 such that y1 P ay2 on ½a; bZ; set a0 ¼ supfa : y1ðtÞP
ay2ðtÞg. Then a0 2 ð0;1Þ, and y1ðtÞP a0y2ðtÞ for t 2 ½a; bZ. If a0 < 1, then, from ðH3Þ, wða0y2ðtÞÞ > a0wðy2ðtÞÞ on ½a; bZ. This,
together with the monotonicity of w, implies that
y1ðtÞ ¼ Aky1ðtÞP Ak a0y2ðtÞð Þ > a0Aky2ðtÞ ¼ a0y2ðtÞ; t 2 ½aþ 1; b 1Z:
Thus, we can ﬁnd s > 0 such that y1ðtÞP ða0 þ sÞy2ðtÞ on ½a; bZ, which contradicts the deﬁnition of a0. Hence, y1ðtÞP y2ðtÞ
for t 2 ½a; bZ. Similarly, we can show that y2ðtÞP y1ðtÞ for t 2 ½a; bZ. Therefore, (1.1) has a unique solution.
Using exactly the same argument as in the second part of the proof of [10, Theorem 6], we can show that (i), (ii), and (iii)
hold. The details are omitted here. This completes the proof of the theorem. h
4. Existence of three solutions
In this section we employ the Leggett–Williams Theorem [9] to establish the existence of at least three nontrivial solu-
tions to (1.1). Before proceeding to the theorem, however, we ﬁrst introduce some notation.
A map w is a nonnegative continuous concave functional on a cone P if it satisﬁes the following conditions:
(i) w : P! ½0;1Þ is continuous;
(ii) w fxþ ð1 fÞyð ÞP fwðxÞ þ ð1 fÞwðyÞ for all x; y 2 P and 0 6 f 6 1.
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Take the same cone P in (3.1) as before, and let
Pc :¼ fy 2 P : kyk < cg
and
Pðw; q;dÞ :¼ fy 2 P : q 6 wðyÞ; kyk 6 dg:
The following theorem is due to Leggett and Williams [9].
Theorem 4.1. Let P be a cone in the real Banach space S, A : Pc ! Pc be completely continuous and w be a nonnegative
continuous concave functional on P with wðyÞ 6 kyk for all y 2 Pc. Suppose there exists 0 < p < q < d 6 c such that the following
conditions hold:
(i) fy 2 Pðw; q; dÞ : wðyÞ > qg–; and wðAyÞ > q for all y 2 Pðw; q; dÞ;
(ii) kAyk < p for kyk 6 p;
(iii) wðAyÞ > q for y 2 Pðw; q; cÞ with kAyk > d.
Then A has at least three ﬁxed points y1, y2, and y3 in Pc satisfying:
ky1k < p; wðy2Þ > q; p < ky3k with wðy3Þ < q:
Let the nonnegative continuous concave functional w : P! ½0;1Þ by deﬁned by
wðyÞ ¼ min
t2½aþ1;b1Z
yðtÞ; y 2 P; ð4:1Þ
note that for y 2 P, 0 < wðyÞ 6 kyk by the choice of cone P in (3.1).
Theorem 4.2. Assume ðH1Þ. Suppose that there exist constants 0 < p < q < q=r 6 c such that, for t 2 ½aþ 1; b 1Z,
ðH9Þ f ðt; yÞ < pkMðba1Þ2 if y 2 ½0; p,ðH10Þ f ðt; yÞ > qkmðba1Þ2 if y 2 ½q; q=r,ðH11Þ f ðt; yÞ 6 ckMðba1Þ2 if y 2 ½0; c,
where m and M are as deﬁned in (2.9) and (2.10), respectively, and r ¼ m=M as in (2.8). Then the boundary value problem (1.1)
has at least three nontrivial solutions y1, y2, y3 satisfying
ky1k < p; q < wðy2Þ; ky3k > p with wðy3Þ < q;
where w is given in (4.1).
Proof. Deﬁne the operator Ak : P!S as in (3.2). As mentioned in the proof to Theorem 3.2, Ak : P! P and Ak is completely
continuous. We now show that all of the conditions of Theorem 4.1 are satisﬁed. For all y 2 P we have wðyÞ 6 kyk. If y 2 Pc ,
then kyk 6 c and assumption ðH11Þ implies f ðz; yðzÞÞ 6 c=ðkMðb a 1Þ2Þ for z 2 ½aþ 1; b 1Z. As a result,
kAkyk ¼ max
t2½aþ1;b1Z
k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf ðz; yðzÞÞ 6 c
Mðb a 1Þ2
max
t2½aþ1;b1Z
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞ
6 cMðb a 1Þ
2
Mðb a 1Þ2
¼ c:
Therefore Ak : Pc ! Pc . In the same way, if y 2 Pp, then assumption ðH9Þ yields f ðt; yðtÞÞ < pkMðba1Þ2 for t 2 ½aþ 1; b 1Z; as
in the argument above, it follows that Ak : Pp ! Pp. Hence, condition (ii) of Theorem 4.1 is satisﬁed. To check condition (i) of
Theorem 4.1, choose yPðtÞ  q=r for t 2 ½aþ 1; b 1Z. Then yP 2 Pðw; q; q=rÞ and wðyPÞ ¼ wðq=rÞ > q, so that fy 2
Pðw; q; q=rÞ : wðyÞ > qg–;. Consequently, if y 2 Pðw; q; q=rÞ, then q 6 yðzÞ 6 q=r for z 2 ½aþ 1; b 1Z. From assumption
ðH10Þ we have that
f ðz; yðzÞÞ > q
kmðb a 1Þ2
for all z 2 ½aþ 1; b 1Z; we see that
wðAkyÞ ¼ min
t2½aþ1;b1Z
k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf ðz; yðzÞÞ > kmqðb a 1Þ
2
kmðb a 1Þ2
¼ q:
Thus we have
wðAkyÞ > q; y 2 Pðw; q; q=rÞ;
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so that condition ðiÞ of Theorem 4.1 holds. Lastly we consider Theorem 4.1 ðiiiÞ. Suppose y 2 Pðw; q; cÞ with kAkyk > q=r. By
the deﬁnitions of w and the cone P,
wðAkyÞ ¼ min
t2½aþ1;b1Z
AkyðtÞP rkAkyk > rq=r ¼ q:
An application of Theorem 4.1 yields the conclusion. h
5. Semipositone result
In this section we establish the existence of at least one nontrivial solution for the boundary value problem (1.1), with
modiﬁed conditions on the nonlinearity f given as follows:
ðH12Þ f : ½aþ 1; b 1Z  ½0;1Þ ! ½0;1Þ is continuous, and there exist t1; t2 2 ðaþ 1; b 1ÞZ such that
lim
y!1
f ðt; yÞ
y
¼ 1
uniformly on ½t1; t2Z; ðH13Þ there exists B > 0 such that f ðt; yÞP B for all t 2 ½aþ 1; b 1Z and all yP 0.
We remark that ðH12Þ is a superlinear type of condition, whereas ðH13Þ allows f ðt; yÞ to be semipositone. The next lemma is
needed in the derivation of the main result of this section. These techniques are modeled after Bai and Xu [2].
Lemma 5.1. Let y1 be the unique nontrivial solution of the linear boundary value problem
D4yðt  2Þ  bD2yðt  1Þ ¼ 1; t 2 ½aþ 1; b 1Z;
yðaÞ ¼ 0 ¼ D2yða 1Þ; yðbÞ ¼ 0 ¼ D2yðb 1Þ:
(
ð5:1Þ
Then,
y1ðtÞ 6 M2ðb a 1Þ2r=m; t 2 ½aþ 1; b 1Z; ð5:2Þ
where r is given in (2.8) , m is given in (2.9), and M is given in (2.10).
Proof. The conclusion is immediate from Lemma 2.2. h
Wewill now apply Theorem 3.1 to obtain our main result in this section. Again let the Banach space be denotedS and the
cone P as in (3.1).
Theorem 5.2. Assume ðH12Þ and ðH13Þ. Let r > 0, and take y1 as in Lemma 5.1. If
0 < k 6 min r
krky1k
;
rm
M2ðb a 1Þ2B
( )
; ð5:2Þ
where
kr ¼ sup
t2½aþ1;b1Z ; 06y6r
f ðt; yÞ þ B; ð5:3Þ
then the boundary value problem (1.1) has a nontrivial solution y.
Proof. Let xðtÞ ¼ kBy1ðtÞ. We will show that the following boundary value problem
D4yðt  2Þ  bD2yðt  1Þ ¼ kF t; yðtÞ  xðtÞð Þ; t 2 ½aþ 1; b 1Z;
yðaÞ ¼ 0 ¼ D2yða 1Þ; yðbÞ ¼ 0 ¼ D2yðb 1Þ;
(
ð5:4Þ
where
Fðt;wÞ ¼ f ðt;wÞ þ B : wP 0;
f ðt; 0Þ þ B : w 6 0;

has a nontrivial solution. Thereafter we will obtain a nontrivial solution for the boundary value problem 1.1. The problem
(5.4) is equivalent to the ﬁxed point equation AkyðtÞ ¼ yðtÞ for Ak given in (3.2). We will prove, by Theorem 3.1, that Ak
has a ﬁxed point in P.
We proceed as in the proof of Theorem 3.2. Let X1 ¼ fy 2S : kyk < rg; for y 2 P \ @X1, we have kyk ¼ r and
AkyðtÞ ¼ k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞF z; yðzÞ  xðzÞð Þ 6
ð5:3Þ
kkr
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞ ¼ kkry1ðtÞ 6 kkrky1k 6
ð5:2Þ
r ¼ kyk:
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Thus, kAkyk 6 kyk for y 2 P \ @X1. Now let K be a positive real number such that
1
2
krK max
t2½aþ1;b1Z
X
s¼aþ1
b 1
Xt2
z¼t1
G2ðt; sÞG1ðs; zÞ
 !
> 1: ð5:5Þ
In view of ðH12Þ, there exists J > 0 such that for all wP J and t 2 ½t1; t2Z,
Fðt;wÞ ¼ f ðt;wÞ þ BP Kw: ð5:6Þ
Set X2 ¼ fy 2S : kyk < Rg, where
R ¼ r þmax 2kM2ðb a 1Þ2B=m;2J=r
n o
: ð5:7Þ
For y 2 P \ @X2, we have kyk ¼ R and
xðtÞ ¼ kBy1ðtÞ 6 kM2ðb a 1Þ2Br=m 6 kM2ðb a 1Þ2B 
yðtÞ
mR
:
This implies for t 2 ½aþ 1; b 1Z that
yðtÞ  xðtÞP 1 kM2ðb a 1Þ2B 1
mR
 
yðtÞP 1 kM2ðb a 1Þ2B 1
mR
 
rR;
by (5.7) it follows for t 2 ½t1; t2Z that
yðtÞ  xðtÞP 1 kM2ðb a 1Þ2B 1
mR
 
rRP 1
2
rRP J: ð5:8Þ
Hence, by (5.6) and (5.8), we see that for z 2 ½t1; t2Z,
F z; yðzÞ  xðzÞð ÞP K yðzÞ  xðzÞð ÞP 1
2
rKR: ð5:9Þ
Applying (5.5) and (5.9), we ﬁnd
kAkyk ¼ k max
t2½aþ1;b1Z
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞF z; yðzÞ  xðzÞð ÞP k max
t2½aþ1;b1Z
Xb1
s¼aþ1
Xt2
z¼t1
G2ðt; sÞG1ðs; zÞF z; yðzÞ  xðzÞð Þ
P
1
2
krKR max
t2½aþ1;b1Z
Xb1
s¼aþ1
Xt2
z¼t1
G2ðt; sÞG1ðs; zÞP R:
This shows that kAkykP R ¼ kyk for y 2 P \ @X2. It now follows from Theorem 3.1 that Ak has a ﬁxed point u 2 P with
r 6 kuk 6 R. Further, using (5.2) and Lemma 2.2, we get for t 2 ½aþ 1; b 1Z that
uðtÞP rkukP rrP kM2ðb a 1Þ2Br=mP kBy1ðtÞ ¼ xðtÞ:
Therefore, let us deﬁne
yðtÞ :¼ uðtÞ  xðtÞP 0; t 2 ½aþ 1; b 1Z:
We will prove that y is in fact a nontrivial solution of the boundary value problem (1.1). To see this, we have for
t 2 ½aþ 1; b 1Z that AkuðtÞ ¼ uðtÞ, or
k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞ f z; uðzÞ  xðzÞð Þ þ B½  ¼ uðtÞ;
which, noting that y1ðtÞ ¼
Pb1
s¼aþ1
Pb1
z¼aþ1G2ðt; sÞG1ðs; zÞ, gives
k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf z;uðzÞ  xðzÞð Þ þ kBy1ðtÞ ¼ uðtÞ;
or equivalently
k
Xb1
s¼aþ1
Xb1
z¼aþ1
G2ðt; sÞG1ðs; zÞf z;uðzÞ  xðzÞð Þ ¼ uðtÞ  xðtÞ ¼ yðtÞ:
The proof is complete. 
532 D.R. Anderson, F. Minhós / Applied Mathematics and Computation 214 (2009) 523–533
Author's personal copy
References
[1] R.P. Agarwal, D. O’Regan, Lidstone continuous and discrete boundary value problems, Memoirs on Differential Equations and Mathematical Physics 19
(2000) 107–125.
[2] D.Y. Bai, Y.T. Xu, Positive solutions for semipositone BVPs of second-order difference equations, Indian Journal of Pure and Applied Mathematics 39 (1)
(2008) 59–68.
[3] J.R. Graef, L. Kong, H. Wang, Existence, multiplicity, and dependence on a parameter for a periodic boundary value problem, Journal of Differential
Equations 245 (2008) 1185–1197.
[4] G.D. Han, Z.B. Xu, Multiple solutions of some nonlinear fourth-order beam equations, Nonlinear Analysis 68 (2008) 3646–3656.
[5] Z.M. He, J.S. Yu, On the existence of positive solutions of fourth-order difference equations, Applied Mathematics and Computation 161 (2005) 139–
148.
[6] P.S. Kelevedjiev, P.K. Palamides, N.I. Popivanov, Another understanding of fourth-order four-point boundary-value problems, Electronic Journal of
Differential Equations 2008 (47) (2008) 1–15.
[7] W.G. Kelley, A.C. Peterson, Difference Equations: An Introduction with Applications, second ed., Harcourt Academic Press, San Diego, 2001.
[8] M.A. Krasnosel’skii˘, Positive Solutions of Operator Equations, P. Noordhoff Ltd., Groningen, The Netherlands, 1964.
[9] R.W. Leggett, L.R. Williams, Multiple positive ﬁxed points of nonlinear operators on ordered Banach spaces, Indiana University Mathematics Journal 28
(1979) 673–688.
[10] X. Liu, W. Li, Existence and uniqueness of positive periodic solutions of functional differential equations, Journal of Mathematical Analysis and
Applications 293 (2004) 28–39.
[11] Y. Liu, Existence of solutions for a fourth-order boundary-value problem, Electronic Journal of Differential Equations 2008 (52) (2008) 1–7.
[12] P.J.Y. Wong, R.P. Agarwal, Multiple solutions of difference and partial difference equations with Lidstone conditions, Mathematical and Computer
Modelling 32 (5-6) (2000) 699–725.
[13] P.J.Y. Wong, R.P. Agarwal, Results and estimates on multiple solutions of Lidstone boundary value problems, Acta Mathematica Hungarica 86 (2000)
137–168.
[14] P.J.Y. Wong, R.P. Agarwal, Characterization of eigenvalues for difference equations subject to Lidstone conditions, Japan Journal Industrial and Applied
Mathematics 19 (2002) 1–18.
[15] P.J.Y. Wong, L. Xie, Three symmetric solutions of Lidstone boundary value problems for difference and partial difference equations, Computers and
Mathematics with Applications 45 (2003) 1445–1460.
[16] F. Xu, H. Su, X.Y. Zhang, Positive solutions of fourth-order nonlinear singular boundary value problems, Nonlinear Analysis 68 (2008) 1284–1297.
[17] X.J. Yang, K.M. Lo, Existence of a positive solution of a fourth-order boundary value problem, Nonlinear Analysis 69 (2008) 2267–2273.
[18] Y. Yang, J.H. Zhang, Existence of solutions for some fourth-order boundary value problems with parameters, Nonlinear Analysis 69 (2008) 1364–1375.
[19] Q.L. Yao, Positive solutions of a nonlinear elastic beam equation rigidly fastened on the left and simply supported on the right, Nonlinear Analysis 69
(2008) 1570–1580.
[20] B.G. Zhang, L.J. Ong, Y.J. Sun, X.H. Deng, Existence of positive solutions for BVPs of fourth-order difference equations, Applied Mathematics and
Computations 131 (2–3) (2002) 583–591.
[21] X.G. Zhang, L. Liu, A necessary and sufﬁcient condition for positive solutions for fourth-order multi-point boundary value problems with p-Laplacian,
Nonlinear Analysis 68 (2008) 3127–3137.
D.R. Anderson, F. Minhós / Applied Mathematics and Computation 214 (2009) 523–533 533
