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У даній статті розглянуто імовірніс-
ні властивості метрики на розбиттях, що 
дозволяє оперувати не тільки жорстко сег-
ментованим зображенням, а й вкладеними 
розбиттями, що надає додаткових можли-
востей аналізу та інтерпретації візуальної 
інформації
Ключові слова: метрика, розбит-
тя, інтерпретація візуальної інформації
В данной статье рассмотрены вероят-
ностные свойства метрики на разбиени-
ях, что позволяет оперировать не просто 
с жестко сегментированным изображени-
ем, а с вложенными разбиениями, что дает 
дополнительные возможности анализа и 
интерпретации визуальной информации
Ключевые слова: метрика, разбиения, 
интерпретация визуальной информации
The paper considers probabilistic properti-
es of the partition metric what allows to opera-
te not only hard segmented image but its nested 
partitions which provides additional abilities 
for visual information analysis and interpret-
ation
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1. Введение
Человеческое понимание визуальной информации 
тесно связано с распознаванием образов как некоей 
концепцией генерации и интерпретации знаний. При-
нимая во внимание иерархическую природу струк-
турирования и организации информации, выходим 
на уровень понятия грануляции информации, изуче-
ния процессов структуризации данных, причинно-
следственных отношений в процессе их регистрации, 
детализации, трансформации и интерпретации [1]. 
Использование знания как информации о совокуп-
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ности семейств областей в поле зрения позволяет раз-
работать инструментарий анализа сегментированных 
изображений. Рассматривая внутренние, внешние и 
контекстные свойства областей, в качестве одного из 
основных объектов изучения, можно выделить приме-
нение эквивалентностей – внутренних [2,3,4], с учетом 
их совокупностей, и внешних, зависящих от предмет-
ной области [5,6].
Актуальным вопросом решения таких задач явля-
ется анализ сходства/различия между ансамблями 
группировок данных. Однако метрические свойства 
для формата данных «семейство множеств – семей-
ство множеств» на сегодняшний день изучены не в 
полной мере. Больше всего результатов получено при 
исследовании эффективности кластеризации и сег-
ментации изображений в рамках подхода, при кото-
ром результаты автоматической грануляции срав-
ниваются с результатами, полученными человеком. 
Большинство таких коэффициентов сходства не удо-
влетворяют строгому понятию метрики и в силу этого 
имеют определенные ограничения в их использова-
нии. Из существующих же метрик на разбиениях мож-
но выделить метрику, имеющая структурное сходство 
с метрикой Хаусдорфа [7], метрику энтропийного 
типа, названная вариацией информации, которая ба-
зируется на понятиях теории информации [8], ме-
трики EMD (Earth Mover’s Distance), базирующуюся 
на идее минимизации цены трансфоирмации одного 
распределения в другое [9], и RMD (Region Mat-
ching Distance), использующую подход представле-
ния изображения как множество областей, что дает 
определенные преимущества по сравнению с исполь-
зованием глобального подхода [10], MiCRoM (Mi-
nimum Cost Region Matching) как поиск расстояния 
между разбиениями, который сводится к решению 
транспортной задачи [11], и метрику на разбиениях 
[12,13]. В последней учитывая логичное требование, 
что метрика на разбиениях должна интегрально учи-
тывать характеристики как сходства так и различия 
классов эквивалентностей, выделен простейший ин-
струмент – операции пересечения и симметрической 
разности классов эквивалентностей. В данной работе 
обсуждаются свойства метрики для обработки слабой 
кластеризации, т.е. вероятностные характеристики 
метрики на разбиениях.
2. Предпосылки и особенности вероятностной 
интерпретации метрики на разбиениях
Пусть имеется набор гипотез K H Hn1 1= { },..., , ха-
рактеризующих разбиения множества элементарных 
исходов Ω = { }ω ω ω1 2, ,... n  данного вероятностного про-
странства Ω ΩF P, , т.е.
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Предположим, что каждая из гипотез Ki  разбива-
ется на подгипотезы H Hi ili1,...,{ } , так что
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∪ p p l p p i ni, , , , , .′ ∈ ≠ ′ =1 1
 (2)
Иллюстрация сказанного выше приведена на рис. 1.
Тогда кортеж элементов FΩ
K H H H H H Hl i il n nli n1 11 1 1 11= { } { } { } ,..., ,..., ,..., ,..., ,...,   (3)
представляет собой набор гипотез данного вероят-
ностного пространства, но уже «вложенный» в K1 , т.е. 
K K2 1⊂ . В такой ситуации часто приходим к типичной 
для гипотез урновой схеме, где каждая из урн состоит 
из некоторого набора «отсеков» в задачах случайного 
выбора элемента.
Рис. 1. Пример набора гипотез
Из основной формулы для метрики на разбиениях 
[11] мы получим 
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Это действительно так, поскольку для любой Hi  
имеется ненулевое пересечение только со своими под-
гипотезами. С другими подгипотезами пересечение 
нулевое, т.е. получаем невероятное событие, а сле-
довательно, вероятность этого события равна нулю 
и соответствующее слагаемое отсутствует. С другой 
стороны, поскольку H Hij i⊂  для новых номеров, то
H H H Hi ij i ij∆ = /  (5)
или
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Если ввести обозначения  H Pi i( ) = ,  H Pij ij( ) = , из 
соотношений (5) – (8) получим
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При этом необходимо учитывать, что из H Hij i⊂  
также следует равенство
H H Hi ij ij =  (11)
а значит,
P H H P Hi ij ij( ) = ( )  (12)
Заметим, что все это иллюстрируется на про-
стом модельном примере. Пусть K H H H1 1 2 3= { }, , , а 
K H H H H H H H2 11 12 21 22 31 32 33= { } { } { } , , , , , , .
Схематично это изображено на рис. 2.
Рис. 2. Урновая схема набора гипотез
Тогда, во-первых, имеем
K K2 1⊂  (13)
и во-вторых, справедлива цепочка равенств
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Здесь нетрудно заметить, что если в общем случае 
количество слагаемых при вычислении функциона-
ла S  равно nm  (где n – число элементов разбиения 
α , m – число элементов разбиения β ), то в случае 
вложения это количество существенно сокращается 
и равно количеству элементов более «мелкого», т.е. 
вложенного разбиения. В нашем примере это 7 число 
элементов K2 .
Равенство (10), выражающее функционал S  через 
вероятности подгипотез Hij  в рассматриваемом при-
мере будет иметь вид
S K K P P P P P P P P
P P P P P
1 2 11 12 12 11 21 22 22 21
31 32 33 32 31
,( ) = + + +
+ +( )+ +
+
P P P P
P P P P P P P P
P
33 33 31 32
11 12 21 22 31 32 31 32
31
2
( ) + +( ) =
= + + +( ) + + +
+ P P P P P P P
P P P P P P P P
32 32 33 31 33 32 33
11 12 21 22 31 32 31 32
+ + + =
= + + + + + + + 3 32 33+ +( )P P .
 (15)
Нетрудно заметить, что в общей ситуации, если 
возводить в квадрат сумму вероятностей всех подги-
потез, входящих в гипотезу Hi , т.е.
P P P P i ni i i ili= + + + =1 2 1... , , , (16)
и при этом исключить квадраты этих вероятностей, 
то мы получим именно те парные произведения веро-
ятностей подгипотез Hij , которые необходимы для на-
хождения функционала S . Причем входить они будут 
дважды, т.е. выражение
P P P P Pi i il i ili i1 2
2
1+ + +( ) − ( )... 2 2+...+  (17)
оставляет нужные нам слагаемые. Это вытекает из 
второго возможного способа представления S K K1 2,( ) , а 
именно
S K K S K S K1 2 1 2,( ) = ( ) − ( ) , (18)
где S Ki( ) – сумма квадратов вероятностей гипотез 
(подгипотез), входящих в соответствующую нужную 
группу событий.
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Замечание 1. Последнее равенство в ситуации вло-
жения одного разбиения в другое тоже является вер-
ным. Действительно, если α β< , то

















α β= { } = { }A A B Bn m1 1,..., , ,..., ,
A B i n j mi j, , , , , .⊂ = =Ω 1 1  (25)
Любое Ai  принадлежит какому-нибудь Bj , по-
скольку α  - более «мелкое» разбиение, чем β . В силу 
аддитвности любой меры произвольное µ Bj( ) состоит 
из некоего подмножества слагаемых µ Ai( ) . Поэтому 
при вычитании сумм квадратов мер «голые» квадра-
ты µ2 Ai( )  сокращаются, а удвоенные произведения 
µ Ai( ) , µ Ai ′( )  остаются (фактически это часть слага-
емых функционала S β( ) ), если Ai  и Ai ′  принадлежат 
одному множеству Bj . В результате будем иметь





α β µ µ, ,
,







при этом суммирование по i i, ′  ведётся под тем ин-
дексам, когда A A Bi i j, ′ ⊂ , i i n, ,...,′ ∈{ }1 , j m∈{ }1,..., .
Соотношение (26) наряду с равенством (22) можно 
считать второй формулой для нахождения функцио-
нала S α β,( )  в ситуации вложения разбиений.
Замечание 2 . Как видно из (22)-(24), число 
слагаемых в правой части равенства (22) равно 
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∑ , где Bj  – число элементов 
разбиения α , входящих как подмножества в эле-
мент разбиения Bj ∈β . В рамках рассмотренного 
модельного примера n = 7 , m = 3 или n m+ = 10 , а


















Ситуацию, касающуюся гипотез можно распро-
странить и на случайные дискретные величины 
ξ1,...{ } , заданные на одном вероятностном простран-
стве или одном пространстве элементарных исходов 
Ω . Действительно, пусть задан дискретный двумер-
ный случайный вектор ξ ξ ξ= ( )1 2, , в виде табл. 1.
Таблица 1
Пример дискретного двумерного вектора ξ
ξ2
ξ1
y1 … ym ξ1
x1 P11
… P m1 P1








Тогда значение функционала S  может быть вы-
писано на двумерном случайном векторе или, условно 
говоря, расстояние между двумя его координатами, 
что было сделано ранее. Однако эту картину можно 
обобщить, если рассматривать разбиения произволь-
ного положительного числа A , а не только “1”, что 
соответствует гипотезам и дискретным случайным 
величинам. Сразу заметим, что это преимущество 
данной метрики над энтропийной, поскольку та «ра-
ботает» только с числами от 0 до 1.
Однако здесь следует заметить, что автоматически 
это сделать нельзя, т. к. когда есть двумерный дис-
кретный вектор, то такая ситуация соответствует трем 
численным разбиениям. Первое из них, в виде матри-
цы, соответствует распределению ξ , т. е. P Pij= ( ),  
i n j m= =1 1, , , , второе – распределение случайной ве-
личины ξ1 , т.е. P P Pn= ( )1,..., , и третье – это распределе-
ние случайной величины ξ2 , т.е. q q qn = ( )1,..., .
Причём, на языке событий, распределение случай-
ного вектора 3  является пересечением распределе-
ний его координат случайных величин 3 31 2, . В итоге 
получается, что вероятностный смысл в данном слу-
чае играет существенную роль, т.к. имеется понятие 
пересечения двух разбиений. Если же им пренебречь, 
то два «обеспеченных» произвольных разбиения, а 
тем более для произвольного числа A  приводят к 
необходимости введения понятия пересечения этих 
разбиений, поскольку на этом базируется введенная 
метрика, и без теоретико-множественной интерпре-
тации разбиения числа или какой-либо другой (веро-
ятностной, геометрической и т. д.) величины нам не 
обойтись.
Более того, это будет бессмысленно и даже приво-
дить к противоречию, когда расстояние между двумя 
одними и теми же разбиениями будет различно в за-
висимости от способа подсчета. Проиллюстрируем это 
на простом геометрическом примере. Рассмотрим раз-
биение прямоугольника, изображенного на рис. 3.
Рис. 3. Пример разбиения прямоугольника
где γ = { }C C C C1 2 3 4, , ,  – разбиение прямоугольника 
Π , α = { }A A1 2, , β = { }B B1 2,  тоже разбиение Π  и при 
этом в качестве меры указаны площади соответствую-
щих подмножеств Ci ⊂ Π , i = 1 4,  на рис. 3, а элементы 
разбиений α  и β  равны A C C1 1 2= ∪ , A C C2 3 4= ∪ , 
B C C1 1 3= ∪ , B C C2 2 4= ∪ .
Тогда
ρ α β µ µ µ
µ µ
( , ) ( ) ( ) ( )
( ) ( ) .
= + + +


















С другой стороны, если рассматривать разбие-
ния α  и β  как разбиения числа 10 (такова пло-
щадь прямоугольника SΠ ), то они выглядят как 
SΠ = = + = +10 4 6 5 5.
Нетрудно заметить, что если изменить геометриче-
скую картинку, согласно рис. 4,
Рис. 4. Разбиение треугольника с трансформацией
то трансформация α  и β  с числовой точки зрения 
вообще не происходит:
ρ α β µ µ µ
µ µ
,( ) = ( ) + ( ) + ( ) +



















α ≈ ( )4 6, ,  β ≈ ( )5 5, ,  а с геометрической – измени-
лись пересечения этих разбиений и, соответственно, 
значение метрики на разбиениях тоже изменилось
ρ α β, .( ) = − + + +( ) =102 2 1 9 16 4 42
Таким образом, приходим к выводу, что если рас-
сматривать разбиения произвольного числа на сла-
гаемые, то без какой-либо интерпретации для пере-
сечения разбиений с введенной метрикой работать 
нельзя.
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Рассмотрим произвольное разбиение числа A  на 
слагаемые, т.е.
A a an= +1  ,
где A > 0  и ai > 0 , i n= 1, .  При этом считаем, что 
могут попадаться и одинаковые слагаемые. Допустим, 
что есть набор признаков, каждый из которых присва-
иваем каждому из слагаемых. Подчеркнем, что если 
даже слагаемые равны, то они все равно различаются в 
признаковом смысле. Теперь рассмотрим все возмож-
ные разбиения по признакам данного набора чисел 
или их группировки в различные группы (кластеры). 
Тогда два различных разбиения с точки зрения при-
знаков настолько определены, что для них вполне мо-
жет быть определено их пересечение, а значит, метрика 
строго определена.
Еще более нагляден дискретный случай, когда рас-
сматривается набор произвольных элементов, обра-
зующих некоторое множество B , каждый из которых 
имеет определенный «вес» a i ni , , .= 1  Считаем «вес» 
всего множества равным сумме «весов» его элементов 
и равен числу A .
Тогда произвольное разбиение множества B  со-
ответствует какому-то разбиению числа A  на слагае-
мые. Но поскольку для двух разбиений множества B  
точно можно определить разбиение, соответствующее 
их пересечение, то можно определить пересечение 
двух разбиений на слагаемые произвольного числа, а 
значит, найти расстояние между ними в смысле вве-
денной метрики.
Наконец, в рамках примера данный подход выгля-
дит следующим образом. Есть множество элементов 
C c c c c= { }1 2 3 4, , ,  и им приписаны «веса» m ci( ) , i = 1 4, , 
соответствующие рис. 3, т.е.
m c m c m c m c( ) ( ) , ( ) ( ) .1 2 3 42 3= = = =
Рассмотрим два произвольных разбиения множе-
ства C
α β= [ ] [ ] [ ]{ } = [ ] [ ]{ }c c c c c c c c1 2 3 4 1 3 2 4, , , , , , , .
Тогда каждому из них соответствуют два разбиения 
числа 10 (это вес всего множества m c( )  на слагаемые
10=2+3+5,
10=5+5.
С другой стороны αβ  имеет вид
αβ = [ ] [ ] [ ] [ ]{ }c c c c1 2 3 4, , , .
Ему соответствует разбиение числа α . Тогда
ρ α α ρ α β2 5 3 5 5 37+ +( ) +( )( ) = ( ) =, , .
Таким образом, при фиксированных слагаемых 
произвольного числа мы можем рассматривать, при 
помощи нашей метрики, расстояния между другими 
разбиениями на слагаемые этого числа, образующиеся 
за счет данных фиксированных слагаемых. Заметим, 
что при помощи энтропийной метрики этого сделать 
нельзя.
Выводы
Приведенные вероятностные интерпретации ме-
трики на разбиениях могут иметь широкий спектр 
применения в системах и методах грануляции ин-
формации в целом. Рассмотренные свойства также 
создают предпосылки для синтеза более объективных 
(эффективных) методов интеллектуальной интерпре-
тации фактор-множеств, особенно когда речь идет о 
стратифицированной грануляции. Применительно к 
анализу и интерпретации изображений это обеспечи-
вает инструментарий анализа вложенных разбиений, 
что позволяет работать со сложными объектами раз-
ного уровня с различной детализацией.
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Розглянуто основні етапи розвитку тер-
міналів та сучасний стан термінальних 
систем. Визначено перспективні напрям-
ки функціонування термінальних систем з 
метою підвищення ефективності доставки 
вантажів
Ключові слова: термінал, доставка ван-
тажів, ефективність
Рассмотрены основные этапы развития 
терминалов и современное состояние тер-
минальных систем. Определены перспек-
тивные направления функционирования 
терминальных систем с целью повышения 
эффективности доставки грузов
Ключевые слова: терминал, доставка 
грузов, эффективность
The basic stages of the development of ter-
minals and the contemporary state of terminal 
systems are examined. Are determined the pro-
mising trends of the functioning of terminal sys-
tems for the purpose of an increase in the effec-
tiveness of the delivery of loads
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1. Вступ
У постійно мінливих умовах при високому рівні 
конкурентної боротьби, на ринку транспортних по-
слуг чільне місце займає пошук раціональних шля-
хів транспортного обслуговування, обґрунтування 
транспотрно-технологічних схем доставки вантажів, 
впровадження прогресивних форм і методів органі-
зації процесу перевезень, удосконалення діючих та 
розробка перспективних транспортних технологій. 
У зв’язку із цим значення такого способу транс-
портування як термінальні перевезення в сучасних 
мікро- і макрологістичних системах надзвичайно 
зросло, що визначено, насамперед, інтегруванням у 
вантажних терміналах великого числа логістичних 
активностей.
2. Аналіз досліджень та публікацій
В [1] зазначено, що термінальні технології та техніч-
на база, що використовуються при обслуговуванні су-
часних міжнародних транспортних потоків потребують 
кардинальних змін. В розвитку термінальних систем 
зацікавлені закордонні фірми, зокрема, при виконанні 
транзитних перевезень через територію України, але на 
території України такі транспортно– складські комплек-
си, як термінали, розвинуті не на достатньому рівні [2].
3. Постановка цілей та задач дослідження
Ефективна експлуатація термінальних систем по-
требує вирішення комплексу задач. Отже, необхідно 
