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Experimental Design and Robust Regression 
 
 
Abstract:  
 
 Design of Experiments (DOE) is a very powerful statistical methodology, 
especially when used with linear regression analysis. The use of ordinary least squares 
(OLS) estimation of linear regression parameters requires the errors to have a normal 
distribution. However, there are numerous situations when the error distribution is non-
normal and using OLS can result in inaccurate parameter estimates. Robust regression is 
a useful and effective way to estimate the parameters of a regression model in the 
presence of non-normally distributed residuals. An extensive literature review suggests 
that there are limited studies comparing the performance of different robust estimators in 
conjunction with different experimental design sizes, models, and error distributions. The 
research in this thesis is an attempt to bridge this gap. The performance of the popular 
robust estimators is compared over different experimental design sizes, models, and error 
distributions and the results are presented and discussed. The results evaluating the 
performance of the robust estimator with OLS after performing Box-Cox transformation 
are also presented in this research. 
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1.  Introduction 
 
 Design of Experiments (DOE) (or experimental design) is a very powerful 
statistical methodology. It has vast applications ranging from agriculture (Hoshmand, 
2006) to chemical industry (Lazic, 2006) to aerospace industry (Khanna and Davim, 
2015). Additionally, DOE is widely used in quality management and in Lean Six Sigma 
(Thomas et al., 2008). In many real-world applications, there are numerous factors that 
affect a response and it is not always possible or feasible to test every combination of 
factors to select the one which gives the desired response. Experimentation takes time, 
resource, and money, and this often limits the number of tests that can be performed. In 
situations such as these DOE is invaluable.  
DOE can be used to systematically determine which factors might have a 
significant effect on the response and which factor settings provide the desired response 
without carrying out exhaustive experimentation and trying all possible factors and 
scenarios. In cases where experimentation is extremely expensive and/or time-
consuming, such as equipment testing for military systems, finding a small and suitable 
set of tests is critical. 
 The factorial and fractional factorial designs are amongst the most popular and 
widely used designs in DOE. After the data is collected from an experiment (such as one 
designed using a fractional factorial), the analyst may use analysis of variance (ANOVA) 
or linear regression to study the relationship between the response data and factors 
manipulated. The techniques of ANOVA and linear regression analysis require the 
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assumption of normally distributed residuals to be met. However, in practice, there are 
many situations when this assumption is violated. The presence of outliers in the data or 
the nature of the response distribution can result in non-normally distributed residuals. 
An example of a non-normal distribution is the log-normal distribution. Log-normally 
distributed responses can be seen in a variety of areas such as geology, mining, human 
medicine, environment, ecology, and food technology (Limpert et al., 2001).  
 Robust regression is one effective way to find regression coefficient estimates in 
situations where non-normal residuals result after linear regression models are fit based 
on the collected data. In this research, we assume the residuals in a standard linear 
regression are non-normally distributed and thus, the main focus of this thesis is to study 
the effects of experimental design approaches when using robust estimators for linear 
regression analysis. This thesis also evaluates various robust estimators and compares 
their performance under different experimental designs and models. The literature review 
discussed in the following sections suggests that there are limited studies comparing the 
performance of different robust estimators in conjunction with different experimental 
design sizes, models, and error distributions. This research is an attempt to close that gap.  
 In Section 2, background information on linear regression is provided along with 
discussions about ordinary least squares (OLS) and the residual assumptions. This section 
also discusses the gaps in the current literature and explains how this research attempts to 
bridge them. Section 3 gives an introduction to robust regression and discusses various 
robust estimators which are compared in this research. Section 4, presents the 
methodology used in this research and Section 5, provides the results and a discussion of 
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the research. In the last section, Section 6, the conclusion of this research and the future 
scope is discussed. 
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2.  Background and Current Gap 
  
 Regression analysis is a basic but important tool for statistical analysis. The linear 
regression model was studied in depth in the 19th century by scientist, Sir Francis Galton 
(Stanton, 2001). The goal in regression analysis is to develop a relationship between the 
independent variable(s) (usually denoted by xi) and the dependent variable (usually 
denoted by y and also referred as a response). The regression model in matrix notation is 
represented as: 
y = X𝛃 + 𝛜     (1)
where y is the response vector (𝑛 × 1), X is the model matrix (𝑛 × 𝑝), 𝛃 is the parameter 
vector (vector of the regression coefficients (𝑝)) and 𝛜 is the vector of random errors (𝑛 ×
1).  
 Amongst all regression fitting methods, the most widely used is the ordinary least 
squares (OLS) regression, which calculates the regression coefficient estimates by 
minimizing the sum of the squared difference between the actual value of the response 
and the estimated value of the response. This can be written as:  
                         min ∑ 𝑒𝑖
2𝑛
𝑖=1
      (2) 
where 𝑒𝑖 is the residual from the 𝑖
𝑡ℎ observation and is calculated as:  
     𝑒𝑖 = 𝑦𝑖 − ?̂?𝑖      (3) 
where 𝑦𝑖 is the 𝑖
𝑡ℎ response and ?̂?𝑖 is the fitted (or predicted) response for the 
𝑖𝑡ℎ obsevation. OLS is based on the following error assumptions: 
 The errors have a mean equal to zero 
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 The errors have a constant variance (𝜎2)  
 The errors must be uncorrelated  
 The errors are normally distributed 
 It is important to note that “the dependent and the independent variables in a 
regression model do not need to be normally distributed themselves - only the prediction 
errors need to be normally distributed.” (Nau, 2014). If there is a violation of any of these 
assumptions (e.g. the errors are not normally distributed) then the accuracy and the 
efficiency of the OLS estimators may be compromised. The residual assumptions are 
required for statistical inference on the model parameters and for the predicted response 
to be valid. The more severe the violation, the larger the problems associated with the 
OLS estimates.  
For example, the normality assumption of residuals is important for calculating 
the confidence interval especially for small samples (Cohen, 2003). The width of the 
prediction and confidence intervals on ?̂? is dependent upon the normal distribution of the 
residuals (William et al., 2013). If the error distribution is not normal then the calculated 
confidence and prediction intervals would either be too wide or too narrow. Additionaly, 
from a statistical perspective, “non-normal residuals may also mean that coefficient t and 
F statistics may not actually follow the t and F distribution” (William et al., 2013). 
 Consider an example crime dataset that appears in the Statistical Methods for 
Social Sciences, third edition by Alan Agresti and Barbara Finlay (Prentice Hall, 1997). 
The independent variable, 𝐱𝐢, is the percent of the population living under the poverty 
line, and the response, 𝐲 is the violent crimes per 100,000 people. Figure 1, illustrates that 
the regression line fitted using OLS is pulled towards the outlier in the upper right hand 
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corner, compared to the regression line fitted using OLS after removing the outlier from 
the data. During the calculation of the fitted regression equation, the method of OLS 
gives equal importance to all the data points. Thus, the fitted line in the presence of large 
residual observations may result in regression coefficient estimates that are do not reflect 
the overall trend in the data.  
 
 
 Four residuals plots based on the residuals from the OLS fit in Figure 1 (with all 
of the data) are shown in Figure 2. In Figure 2, the Normal Q-Q plot suggests that the 
distribution of the residuals is not normal and observation 51 is identified as an influential 
observation (the Cook’s Distance of this observation is larger than 1). 
 
   
 
Figure 1:   Fitted regression using OLS on data with and without outlier 
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If the residuals in a linear regression application are non-normally distributed, 
then there are several ways to deal with this violation. A few of the well-known methods 
are: using transformations, generalized linear model (GLM) (William et al., 2013), 
bootstrapping techniques (Montgomery et al., 2001) and robust regression. In the DOE 
literature, the majority of the work suggests the transformation of data or the 
transformation of response (Draper & Smith, 1998) (e.g. by using box-cox 
transformation, log transformation, etc. (Osborne, 2010)) when the residuals violate the 
normality assumption. Lewis et al. (2001) suggest the use of the generalized linear model 
(GLM) to deal with the problem of non-normality of residuals. 
Figure 2:   Residual plots to check if the OLS residual assumptions are being met 
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 Lewis et al., 2001, uses GLM to predict the confidence interval of different case 
study example data, each of which has a distribution of response something other than the 
normal distribution. The authors compare the results obtained by using GLM and when 
no transformation is performed on the non-normal data and conclude that most of the 
time using GLM will produce better results. 
Ruttanapornvareesakul (2002) suggests the use of non-parametric methods in 
comparison to traditional methods. There is also literature that talks about the use of 
some advanced techniques like the best-fit distribution approach or the median and 
interquartile range (IQR) technique when the response in experimental design is not 
normally distributed (Chapman & Svacha, 2006).  
Another approach to deal with this problem is using the technique of robust 
regression which is discussed in the next section. Most of the literature that we came 
across for the use of robust regression in experimental design is used in the presence of 
outliers and is heavily focused on the issue of obtaining a regression equation that fits 
well when there are outliers in the data. For example, Hund, Massart, and Smeyers-
Verbeke (2002) discuss the application of robust regression in experimental design to 
deal with problems of outliers present in the data. The implementation of robust 
regression results in fitted regression coefficients that do not weigh each residual equally, 
unlike in the case of OLS regression (as shown in Figure 1) which gives equal 
importance to every data point. Other available literature suggests the use of non-
parametric methods to deal the problem of non-normality of residuals (Lanzante, 1996).  
 There is a lack of literature that studies the performance of various robust 
estimators on different experimental designs, experimental design sizes, types of models 
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(such as main effects, main effects with interaction terms, etc.), and error distributions. 
The robust estimators used in this thesis are discussed in Section 3. 
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3.  Robust Regression 
 Robust regression is a method of parameter estimation which typically has 
applications in two scenarios, i.e. when there are outliers are present in the data and/or 
when the residuals are not normally distributed. Sometimes, the presence of outliers is the 
cause of non-normally distributed residuals. Robust regression refers to a class of 
regression estimators that are different from OLS. These estimators, which are referred to 
as robust estimators, have the ability to provide accurate parameter estimate values in the 
presence of outliers or non-normally distributed errors. A few of the popular robust 
estimators are Least Absolute Value (LAV) estimator, Least Median of Square (LMS) 
estimator, M-estimator, and MM-estimator.   
As an example, consider the violent crimes data presented previously in Figure 1. 
Figure 3, provides the same violent crimes versus percent of the population under poverty 
scatter plot, but also includes the fitted lines produced after using four different robust 
estimators. The fitted regression lines shown in Figure 3 illustrates that the robust 
estimators are not greatly affected by the outlier and are similar to the OLS line which is 
Figure 3:   Fitted regression using OLS and Robust Regression methods 
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fitted after removing the outlier in the data. In this example, there is only one influential 
observation, so removing the observation may be an option. In a designed experiment, 
removing an observation can cause problems with the properties of the design and also 
may not be desirable if the sample size is small, to begin with.    
 In this section, the robust estimators considered in this thesis are discussed. The 
performance of a robust estimator is measured using the break down point and the 
relative efficiency of a robust estimator. The breakdown point is the fraction of the total 
data that can be contaminated or can be given any arbitrary value without producing an 
unusable estimator. For example, consider a dataset with n observations. If m points are 
replaced by an outlier and the estimator still produces accurate estimates but does not 
when the m+1 points are replaced by an outlier, then the breakdown point of the 
estimator is m/n. The higher the breakdown value of a robust estimator, the more robust 
the estimator is. The smallest possible value of breakdown point that an estimator can 
have is 0 and the highest possible value of breakdown point that an estimator can have is 
0.5. For example, if the breakdown point of an estimator is 0.5, then it means that 50% of 
the total data points can be given any arbitrary value without affecting the performance of 
the robust estimator. The relative efficiency of a robust estimator is the measure of the 
degree to which the robust estimator performs similar to OLS when the distribution of the 
errors is normal. Consider that 𝜃1 and 𝜃2 are unbiased estimators of the parameter β, then 
the relative efficiency of 𝜃1 and 𝜃2 is given by MSE(𝜃1)/MSE(𝜃2); where, MSE stands 
for mean square error. For a robust estimator, if the relative efficiency is 75%, then it 
means that the robust estimator is 75% as efficient as the OLS if the error distribution of 
the data is normal. A higher the value of the relative efficiency of the robust estimator is 
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more desirable. Different robust estimators have different breakdown point and relative 
efficiency values, which will be presented throughout this section.  
3.1  Least Absolute Value (LAV) Estimator 
 The least absolute value estimator is calculated by minimizing the sum of the 
absolute errors. The LAV estimator is also referred as 𝐿1estimator and mathematically it 
can be represented as:  
                                     min ∑ |𝑒𝑖|
𝑛
𝑖=1               (4) 
LAV is robust to deviation from the normality assumption. The LAV estimator is 
more robust than OLS but has a breakdown point of 0 and relative efficiency of 64% if 
the errors are normally distributed. (Andersen 2008).  Besides this, one of the 
disadvantages of LAV is that there is a possibility of multiple regression coefficient 
estimates. Another disadvantage is that LAV has a longer computational time compared 
to OLS because the coefficient estimates are calculated iteratively. There are a few 
iterative approaches that are used for the calculation of parameter estimates like the 
Barrodale-Roberts algorithm (Barrodale & Barrodale, 1973), Wesolowsky’s direct 
descent method (Wesolowsky, 1981), and Li-Arce’s maximum likelihood approach (Li & 
Arce, 2004). 
3.2  Least Median of Squares (LMS)  
 Least Median of Squares is used for its robustness to outliers. The objective 
function of the LMS minimizes the median of the squared errors and is written as: 
    min 𝑚𝑒𝑑𝑖𝑎𝑛(𝑒𝑖
2)               ∀ 𝑖, 𝑖 = 1, … , 𝑛   (5) 
 Rousseeuw (1984) shows that the LMS has a breakdown point of 0.5 and provides 
an example showing that LMS does not break down even when there are only 26 good 
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points out of 50 in the data. One of the disadvantages of the LMS is that it has relative 
efficiency as low as 0.37 when the assumption of the normal errors are met (Rousseeuw 
and Croux 1993). However, there are many simple ways to improve the efficiency such 
as by combining the LMS with one-step M-estimator or by using iteratively reweighted 
least squares. M-estimator is discussed in the next subsection. 
 
3.3  M-estimator 
 M-estimator is one of the most commonly used methods of robust regression and 
is a generalization of maximum likelihood estimators (Susanti et al., 2008). The M-
estimator estimates the values of β by minimizing the following objective function over 
all the possible values of β.  
  min  ∑ 𝜌 (
𝑒𝑖
𝜎
)
𝑛
𝑖=1
                    (6) 
where 𝜎 is the standard error of the residuals and 𝜌 is the weight function. The weight 
function is integral to the M-estimator’s performance. Depending upon the magnitude of 
the residual, the weight function assigns a particular weight to each residual point. In the 
case of OLS, all the residual points have equal weights, so every residual has the same 
and equal importance in the calculation of the fitted regression line. If there are outliers 
present in the data, then an ideal weight function will give a lower weight value to them 
and thus they will not have the same effect on the fitted regression line as all the other 
points in the data.  
The estimated coefficients depend on the weights, the weights depend on the 
residuals, and the residuals depend on the estimated coefficients, thus, in order to 
calculate the value of the regression coefficients, an iterative solution such as the 
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iteratively reweighted least-squares (IRLS) is used.  The objective function of an M-
estimator has the following properties:  
 It is non-negative 
 It should be equal to zero when the argument is zero 
 It is symmetric 
The M-estimator has a breakdown point close to 0.5. Out of a variety of objective 
functions, the Huber and the Tukey’s Biweight are amongst the most popular functions 
(Fox & Sanford, 2013) and based on their popularity and performance, they are used in 
this research.  
 The Huber weight function falls under the category of M-estimators. The Huber 
weight function can take the following values: 
ρ(e) = 1,                if |𝑒| < c            (7) 
and  ρ(𝑒) =
c
|𝑒|
,     if |e| ≥ c,                (8)  
In (7) and (8), c is a constant that can take on different values. The most widely used 
value of c is 1.345, based on empirical research. The research shows that with c = 1.345 a  
95% relative efficiency can be achieved (Susanti et al., 2014). The Tukey’s Biweight 
function is introduced in Section 3.4. 
 
3.4 MM-estimator 
 MM-estimator is another popular robust estimator which has a high breakdown 
point and high efficiency. However, before we discuss the MM-estimator we briefly talk 
about the S-estimator because it is used in the process of computing the MM-estimator. 
The S-estimator is a high breakdown point estimator which has a breakdown point value 
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of 0.5 and it considers the complete data while calculating the estimate, since it is based 
on the estimate of scale. S-estimator minimizes the dispersion of the residuals. This is 
mathematically represented by: 
           min  
1
𝑛
∑ 𝜌 (
𝑒𝑖
?̂?𝑠
)
𝑛
𝑖=1
       (9) 
where, ?̂?𝑠 is the scale estimate, and 𝜌 is the weight function. 
The MM-estimator for regression was introduced by Yohai (1987).  MM-
estimator first tries to find the regression parameters using the S-estimator, and then a 
close M-estimate of the parameter is calculated (Susanti et al., 2014). Mathematically the 
MM-estimator is represented as: 
    min ∑ 𝜌 (
𝑒𝑖
𝑠𝑛
)
𝑛
𝑖=1
            (10) 
where sn is the standard deviation obtained from the residual of S-estimation and 
𝜌 is the weight function. MM-estimator combines the high breakdown point of the S-
estimator (Rousseeuw & Yohai, 1984), and the high efficiency (approximately 95% 
relative to OLS) of the M-estimator. The MM-estimator uses the Tukey’s Biweight as the 
weight function, which was proposed by Tukey and is also known as the bisquare 
function. Mathematically, Tukey’s Biweight is represented as: 
   ρ(e) = {1 − (
𝑒
c
)
2
}
2
, if |𝑒| ≤ c         (11) 
    and 𝜌(𝑒) = 0 , if |𝑒| > c                   (12) 
In (11) and (12), c is a constant which is popularly chosen to be 4.685, as it results in a 
relative efficiency of 95% (Susanti et al., 2014). Note that, the Tukey’s Biweight function 
can be used in the M-estimator as well as the MM-estimator. 
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3.5  Summary of Robust estimators 
 We presented four robust estimators in the previous subsections and a summary of 
the estimator’s objective function, breakdown point, and relative efficiency is presented 
in Table 1 shown below.  
Table 1. Summary of Robust Estimators 
Estimator Objective Function Breakdown Point Relative Efficiency  
LAV min ∑ |𝑒𝑖|
𝑛
𝑖=1  0 64% 
LMS min 𝑚𝑒𝑑𝑖𝑎𝑛(𝑒𝑖
2) 0.5 37% 
M-estimator min  ∑ 𝜌 (
𝑒𝑖
𝜎
)
𝑛
𝑖=1
 ~ 0.5 95% 
MM-estimator min ∑ 𝜌 (
𝑒𝑖
𝑠𝑛
)
𝑛
𝑖=1
 0.5 95% 
 
 The LAV estimator has a low breakdown point value but it has a higher relative 
efficiency, higher than the LMS estimator. Although the LMS estimator has a relative 
efficiency of 37%, it has a very high breakdown point of 0.5. The M-estimator and MM-
estimator have a high breakdown point value of 0.5 and also, a high relative efficiency of 
95%. The performance of all these robust estimators is investigated in this thesis. 
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4. Methodology  
 
 A simulation study, using the statistical programming language R, was used in 
this research to compare the performance of various robust estimators. This section 
discusses the methodology followed in this research. Typically, the design and analysis of 
experiments follows the general framework (Montgomery, 2017):  
 Plan the experiment:  
 Select the response variable  
 Specify the input variables as well as their categories and/or ranges 
 Select the experimental design to use  
 Run the experiment and collect data 
 Analyze the experiment  
 Study the error assumptions 
 Use statistical methods to identify relationships between the response and the 
inputs  
 Make conclusions  
In this research, we simulate the general process involved in the design and 
analysis of experiments as described above. For this simulation investigation, we assume 
a known underlying linear relationship between the response and input variables of 
interest. We also assume that the errors have a non-normal distribution. Based on these 
assumptions, the five robust estimators discussed in Section 3 are compared over three 
different types of models, five experimental design sizes, and two types of non-normal 
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error distributions, with two different standard deviations. Figure 4, shows a flowchart of 
the thesis research methodology.  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Figure 4: Flowchart of the thesis research Methodology 
19 
 
 In this research, we consider factorial experimental designs with five range sizes: 
Design (-1, 1), Design (-1.25, 1.25), Design (-1.5, 1.5), Design (-1.75, 1.75) and Design 
(-2, 2). Table 2, shown below elaborates the Design (-1, 1) which is a 22 factorial design 
with two replications and design size of -1 and 1. Increasing or decreasing this range will 
have the impact of decreasing or increasing the prediction variance, respectively. We 
chose to vary these ranges to see if the influence of non-normally distributed errors 
changes the performance of robust estimators with larger than normal or smaller than 
normal coded design points.   
Table 2. Factorial Design (-1, 1) 
𝑥1 𝑥2 
-1 -1 
1 -1 
-1 1 
1 1 
-1 -1 
1 -1 
-1 1 
1 1 
 
 
 
In our research, we consider three models: 
• Main effects: 𝑦 = 10 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝑒 
• Main effects with interaction terms: 𝑦 = 10 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝑥1𝑥2 + 𝑒 
• Main effects with quadratic term: 𝑦 = 10 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝑥1
2 + 𝑒 
 Where, β1 and β2 are the model parameters, whose true value equals 4 and 3.5 
respectively and 𝑒 is the error term with a non-normal distribution. We also consider two 
types of non-normal error distributions, log-normal and exponential, with a standard 
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deviation value of 1 and 1.5. Figure 5 and 6 show a histogram of hundred randomly 
generated values with a log-normal distribution and exponential distribution respectively, 
each with a standard deviation of 1. Figure 5 shows a histogram of hundred randomly 
generated values having a log-normal distribution with a standard deviation of 1.  The 
log-normal distribution values are greater than zero and bin frequency slightly increases 
and then slowly decreases, clearly taking a distribution shape, which is not normal. 
 
 
 Figure 6, shows a histogram of hundred randomly generated values using an 
exponential distribution with a standard deviation of 1. Like the log-normal distribution, 
the exponential distribution is also a right-skewed distribution. 
Figure 5:  Histogram of hundred randomly generated values having a log-normal distribution  
with a standard deviation of 1 
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 Considering the five experimental design sizes, three types of models, two types 
of error distributions and two standard deviation values we get a total of 60 unique 
combinations over which the estimators are compared and evaluated. These 60 
combinations are summarized in Table 3. 
 
 
Figure 6:  Histogram of hundred randomly generated values having an exponential distribution 
 with a standard deviation of 1 
Histogram comparing the ?̂?2 values obtained using OLS (left) and Robust Regression (right) 
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Table 3. Possible unique conditions over which all the robust estimators are compared 
 
 Each of these 60 conditions is simulated across 10,000 iterations. The parameter 
estimates and standard error of the beta values are collected for all the 60 conditions over 
10,000 iterations. The percent difference between the true and calculated parameter 
estimate values and standard error values are used to compare the performance of the 
estimators. The percent difference values shown in the tables of the following section 
appears to be low because it is calculated by taking an average of 10,000 values. 
 
Condition Description Levels 
Experimental 
Design 
22 designs replicated twice with various 
ranges from low to high 
5 different design 
sizes 
Model Models Simulated 3 types of models 
Distribution 
Non-normal distribution of the errors 
considered 
2 error distributions 
Standard 
Deviation 
Standard deviation of errors 2 values of S.D. 
Total Possible Conditions: 
5 designs x 3 models x 2 error distributions x 2 S.D. values = 60 conditions 
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5. Results 
 The main results of this research are presented and discussed in this section. The 
results from an initial investigation to compare the performance of robust regression on a 
random design and a factorial design is presented in Section 5.1. The results of 
comparisons between robust regression and OLS are presented in Section 5.2. The results 
of comparisons between the robust estimators considered in this research are discussed in 
Section 5.3. Based on the results in Section 5.3, we select the three best performing 
robust estimators, which are then extensively compared over all the possible conditions 
mentioned in Table 3. The results of this comparison are discussed in Section 5.4. The 
comparison between the MM-estimator (Tukey’s Biweight) and OLS after Box-Cox 
transformations are discussed in Section 5.5. For the ease of presentation of results, 
Ordinary Least Squares, M-estimator (Huber), M-estimator (Tukey’s) and MM-estimator 
(Tukey’s), Least Absolute Value and Least Median of Squares are abbreviated as OLS, 
MH, MT, MMT, LAV, and LMS, respectively. 
 
5.1    Comparing the performance of Robust Regression on 
    Random versus Factorial Experimental Design 
 In the preliminary analysis, we compare the performance of OLS and robust 
regression (M-estimator (Huber’s)) over the main effects model ( 𝑦 = 10 + 𝛽1𝑥1 +
𝛽2𝑥2 + 𝑒), with a log-normal error distribution with a standard deviation of 1, and a 
random and factorial experimental design. Table 4, shows the results of this comparison 
between OLS and robust regression over the random run design, factorial design (0.75, -
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0.75) and factorial design (-1, 1) for the main effects model, with log-normally 
distributed errors with a standard deviation of 1. Table 4 shows that the method of robust 
regression performs better than OLS as it gives a lower percent difference between the 
true and calculated parameter estimates. The standard error values obtained using robust 
regression is also lower than that obtained by OLS. This study was interesting because it 
shows that the robust estimators perform better overall in the presence of non-normally 
distributed errors, when compared to OLS, but also showed much better performance 
when the design was randomly generated as opposed to generated using a standard 
factorial design.   
Table 4. Preliminary performance comparison between the ordinary least squares (OLS) and Robust 
Regression (RR) 
Design Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Eight Run Random 
Design 
OLS 0.325 -0.420 0.82 1.05 
RR 0.044 -0.096 0.58 0.74 
Factorial Design    
(-0.75, 0.75) with 2 
replications 
OLS -0.036 -0.332 0.76 0.76 
RR 0.009 -0.167 0.54 0.54 
Factorial Design     
(-1, 1) with 2 
replications 
OLS -0.027 -0.247 0.59 0.41 
RR -0.007 0.125 0.59 0.41 
 
 The performance of OLS and robust regression is further compared by altering the 
range of the factorial design to levels: (0.5, -0.5) and (1.25, -1.25). Compared to OLS, 
robust regression gives a lower percent difference between the true and calculated 
parameter estimate values irrespective of the factorial design range. 
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 The below histograms (Figure 7 and 8) show the performance of OLS and robust 
regression method when the error distribution is log-normal. The vertical dotted line in 
red shows the true value of the parameter estimates (β) and we can see how the result of 
the 10,000-iterations simulation is distributed around the true value.  
 
 The parameter estimates obtained using robust regression is closer to the true 
value of β and has a lower variance than the values obtained by the method of OLS.  
Figure 7:  Histogram comparing the ?̂?1 values obtained using OLS (left) and Robust Regression (right) 
 
Figure 8:  Histogram comparing the ?̂?2 values obtained using OLS (left) and Robust Regression (right) 
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5.2    Comparing the performance of OLS and Robust Regression  
 In the previous subsection, we briefly discuss the performance of OLS and robust 
regression on factorial and random run designs. The results show that robust regression 
gives a lower percent difference between the actual and calculated parameter estimate 
values. This is seen to be true, irrespective of the type of the experimental design. This 
subsection shows the results of comparison between the OLS and robust regression on 
factorial experimental design with the five different design ranges mentioned in the 
previous section. For the main effects model having a log-normal error distribution with a 
standard deviation of 1, we can see from Table 5, that robust regression (M-estimator 
(Huber)) performs better (gives a lower percent difference between actual and calculated 
parameter values) than OLS over all the five factorial design sizes. The standard error 
values obtained by both the OLS and robust regression decreases with the increase in the 
experimental design size. 
Table 5.  Comparing the performance of Robust Regression (M-estimator (Huber)) and OLS on Full 
Factorial Design and Random Design Condition: Main effects model, Log-normal error distribution, σ = 1 
Factorial Design Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design (-1, 1) OLS -0.027 -0.247 0.59 0.59 
MH -0.007 0.125 0.41 0.41 
Design (-1.25, 1.25) OLS -0.022 0.198 0.47 0.47 
MH 0.056 -0.100 0.26 0.26 
Design (-1.5, 1.5) OLS -0.018 -0.165 0.39 0.39 
MH -0.077 -0.011 0.21 0.21 
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Design (-1.75, 1.75) OLS -0.016 -0.142 0.33 0.33 
MH -0.066 0.009 0.18 0.18 
Design (-2, 2) OLS -0.014 -0.1283 0.29 0.29 
MH -0.057 0.008 0.16 0.16 
 
 Similar results are seen across all the models, experimental design sizes, error 
distributions, and standard deviation values. Robust regression performs better than OLS 
as it results in a lower percent difference between the actual and calculated parameter 
estimate values as well as a lower standard error value. 
Figures 9, 10 and 11 provides an illustration of Table 5 which compares the 
performance of OLS and robust regression (MH) over different factorial design sizes, and 
robust regression (MH) performs better (as it gives a lower percent difference between 
the true value and obtained value and a lower standard error value) than OLS. The robust 
regression (MH) gives a lower percent difference between the true and calculated value 
of the parameter estimate β2 irrespective of the experimental design size.  
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Figure 11 provides the comparison of the standard error values for the parameter 
estimate β2. The standard error values obtained by robust regression (MH) is much lower 
Figure 9:  Comparison of performance between OLS and Robust Regression (MH) for parameter estimate β1 
for main effects model, log-normal error distribution, 𝜎 = 1 
Figure 10:  Comparison of performance between OLS and Robust Regression (MH) for parameter estimate β2. 
for main effects model, log-normal error distribution, 𝜎 = 1 
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than that obtained by OLS irrespective of the factorial design size. Similar values are 
obtained for the parameter estimate β1. 
 
 
 We notice an interesting result from Figure 9, that the β1 values have a much 
larger variability with respect to all estimators and the larger range designs have worse 
performance. We can see from the figure that the percent difference between the true and 
obtained mean value of parameter estimate β1 is lower for designs (-1, 1) and (-1.25, 1.25) 
and the percent difference increases as the design size increases, i.e. for designs (-1.5, 
1.5), (-1.75, 1.75), and (-2, 2). 
 
 
 
 
Figure 11:  Comparison of S.E. values obtained by OLS and Robust Regression (MH) for parameter estimate β2. 
for main effects model, log-normal error distribution, 𝜎 = 1 
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5.3    Preliminary analysis of Robust Estimators 
 In this subsection, we compare the performance of all the five robust estimators 
on different models, error distributions, and standard deviation values and select the top 
three performing robust estimators based on the percent difference between the actual and 
calculated parameter estimate and standard error values.  
 The result of comparison of the five-robust estimators over the following 
conditions are presented and discussed in this subsection: 
 Main effects model, log-normal error distribution with standard deviation of 1 
 Main effects model, exponential error distribution with standard deviation of 1 
  
 Table 6 shown below presents the results of the comparison of the five robust 
estimators for the main effects model with log-normal error distribution and standard 
deviation value of 1 across the five factorial design sizes. We can see that parameter 
estimates obtained by LMS and LAV have a higher percent difference between the true 
and obtained parameter estimate values compared to M-estimator (Huber), M-estimator 
(Tukey’s) and MM-estimator (Tukey’s). 
Table 6.  Comparing the performance of the five-robust estimator over five experimental design sizes. 
Condition: Main effects model, log-normal error distribution, σ = 1 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and obtained 
values 
% difference in 𝛽2 
actual and obtained 
values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.079 -0.077 0.59 0.59 
MT -0.065 0.062 0.53 0.53 
MMT -0.040 -0.048 0.45 0.45 
LMS -0.085 -2.864 0.87 0.87 
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LAV 0.652 6.007 0.99 0.99 
Design  
(-1.25, 1.25) 
 
MH -0.062 0.064 0.55 0.55 
MT -0.054 0.056 0.50 0.50 
MMT -0.032 -0.035 0.43 0.43 
LMS 0.169 -1.477 0.98 0.98 
LAV 0.174 0.920 1.08 1.08 
Design  
(-1.5, 1.5) 
 
MH -0.056 -0.057 0.50 0.50 
MT -0.050 -0.050 0.48 0.48 
MMT -0.027 -0.032 0.40 0.40 
LMS -0.363 -1.127 1.02 1.02 
LAV -0.769 0.811 0.98 0.98 
Design  
(-1.75, 1.75) 
 
MH -0.049 -0.052 0.48 0.48 
MT -0.043 -0.045 0.41 0.41 
MMT -0.023 -0.027 0.32 0.32 
LMS -0.138 -1.318 1.23 1.24 
LAV -1.742 0.787 0.91 0.91 
Design  
(-2, 2) 
 
MH -0.044 -0.044 0.39 0.39 
MT -0.037 -0.033 0.34 0.34 
MMT -0.020 -0.024 0.29 0.29 
LMS -0.264 -1.151 0.98 0.99 
LAV -2.258 0.708 1.13 1.13 
  
 Figure 12, 13 and 14 provide an illustration of Table 6. The figures show the 
performance comparison between the M-estimator (Huber), M-estimator (Tukey’s 
Biweight) and MM-estimator (Tukey’s Biweight). Although Table 6 compares all the 
five robust estimators, the percent difference between the true and calculated parameter 
estimate values are much higher for LAV and LMS in comparison to M-estimator 
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(Huber), M-estimator (Tukey’s), MM-estimator (Tukey’s). Similarly, the standard error 
values of the parameter estimates obtained using LAV and LMS are a lot higher than that 
obtained by M-estimator (Huber), M-estimator (Tukey’s) and MM-estimator (Tukey’s). 
Thus, only the graphical comparison between the M-estimator (Huber), M-estimator 
(Tukey’s) and MM-estimator (Tukey’s) are presented in Figure 12, 13 and 14.  
As seen in Figure 12, the main effects model and log-normal error distribution 
with a standard deviation value of 1, M-estimator (Huber) gives the lowest percent 
difference between the true and calculated value of the β1 estimate for Design (-1.25, 
1.25), Design (-1.5, 1.5) and Design (-1.75, 1.75) amongst all the other robust estimators. 
M-estimator (Tukey’s) performs better (gives a lower percent difference value between 
the true and obtained β2 estimate) than the other robust estimators for Design (-1, 1) and 
Design (-2, 2).  
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 From Figure 13, we can see that the MM-estimator (Tukey’s) gives the lowest 
percent difference between the true and obtained parameter estimate β2 compared to other 
robust estimators, irrespective of the design size. We can also see that the percent 
difference between the true and obtained parameter estimate decreases as the design size 
increases.  
 
 
 
 
  
 
 
 
 
 Figure 14 illustrates the standard error values obtained by M-estimator (Huber), 
M-estimator (Tukey’s) and MM-estimator (Tukey’s) over different experimental design 
sizes. We can see that MM-estimator (Tukey’s) gives the lowest standard error values 
(for the main effects model with log-normal error distribution with a standard deviation 
of 1) compared to other robust estimators irrespective of the experimental design size. 
Also, the standard error value increases with the increase in the experimental design size 
irrespective of the robust estimator used. 
Figure 13:  Comparison of performance between MH, MT and MMT for parameter estimate β2.  
for main effects model, log-normal error distribution, 𝜎 = 1 
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Table 7, presents the results of the comparison of the five robust estimators for the 
main effects model and exponential error distribution with a standard deviation value of 1 
across the five factorial design sizes. Table 7 shows that the percent difference between 
the actual and obtained parameter estimate values is much higher for the LAV and LMS 
estimator.  
Table 7.  Comparing the performance of the five-robust estimator over five experimental design sizes. 
Condition: Main effects model, exponential error distribution, σ = 1 
Factorial Design Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 𝛽2 
actual and obtained 
values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.045 -0.049 0.47 0.47 
MT -0.039 0.032 0.41 0.41 
MMT -0.042 -0.035 0.43 0.43 
LMS -0.410 0.844 0.91 0.91 
LAV -0.107 4.125 1.41 4.41 
Figure 14:  Comparison of standard error values obtained by MH, MT and MTT for parameter estimate β1.  
for main effects model, log-normal error distribution, 𝜎 = 1 
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Design  
(-1.25, 1.25) 
 
MH 0.035 0.032 0.42 0.42 
MT -0.015 -0.024 0.38 0.38 
MMT -0.017 -0.029 0.40 0.40 
LMS 0.491 -0.019 0.94 0.94 
LAV -0.369 0.272 1.10 1.10 
Design  
(-1.5, 1.5) 
 
MH -0.030 -0.031 0.40 0.40 
MT -0.012 0.022 0.35 0.35 
MMT -0.016 -0.030 0.39 0.39 
LMS -0.256 0.208 0.94 0.94 
LAV -2.036 0.546 1.01 1.01 
Design  
(-1.75, 1.75) 
 
MH -0.025 -0.027 0.38 0.38 
MT -0.010 0.020 0.33 0.33 
MMT -0.012 -0.025 0.35 0.35 
LMS 0.322 -0.207 0.98 0.98 
LAV -2.556 0.520 1.12 1.12 
Design  
(-2, 2) 
 
MH -0.022 -0.024 0.35 0.35 
MT -0.008 0.017 0.28 0.28 
MMT -0.018 0.020 0.33 0.33 
LMS -0.112 0.236 1.04 1.04 
LAV -2.470 0.452 0.99 0.99 
  
 Figure 15, 16 and 17 provides an illustration of Table 7. The figures show the 
performance comparison between the M-estimator (Huber), M-estimator (Tukey’s) and 
MM-estimator (Tukey’s). Although Table 7 compares all the five robust estimators, the 
percent difference between the true and calculated parameter estimate values is much 
higher for LAV and LMS in comparison to M-estimator (Huber), M-estimator (Tukey’s), 
and MM-estimator (Tukey’s). Similarly, the standard error values of the parameter 
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estimates obtained using LAV and LMS are a lot higher than that obtained by M-
estimator (Huber), M-estimator (Tukey’s) and MM-estimator (Tukey’s). Thus, only the 
graphical comparison between the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) are presented in Figure 15, 16 and 17. 
Figure 15 illustrates that for the main effects model and log-normal error 
distribution with a standard deviation of 1, M-estimator (Huber) gives the lowest percent 
difference between the true and obtained value of β1 amongst all the other robust 
estimators for Design (-1.25, 1.25), Design (-1.5, 1.5) and Design (-1.75, 1.75). M-
estimator (Tukey’s) performs better (gives a lower percent difference value between the 
true and simulated β2 estimate) than the other robust estimators for Design (-1, 1) and 
Design (-2, 2). 
 
Figure 15:  Comparison of performance between MH, MT and MMT for parameter estimate β1.  
for main effects model, exponential error distribution, 𝜎 = 1 
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Figure 16 shown below provides the graphical comparison of the results in Table 
7 for parameter estimate β2. We can see that the M-estimator (Tukey’s) performs better 
than M-estimator (Huber) and MM-estimator (Tukey’s), and the MM-estimator (Tukey’s) 
performs better than M-estimator (Huber) across all the experimental design sizes. 
  
 Figure 17 shows the graphical comparison of the standard error values for β1, the 
results obtained for β2 are similar. M-estimator (Tukey’s) has the lowest standard error 
values and the M-estimator (Huber) has the highest standard error value. The standard 
error values obtained using MM-estimator (Tukey’s) falls between the values obtained by 
the M-estimator (Tukey’s) and the M-estimator (Huber). 
 
Figure 16:  Comparison of performance between MH, MT and MMT for parameter estimate β2.  
for main effects model, exponential error distribution, 𝜎 = 1 
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 We compare the performance of the five robust estimators over many more 
unique conditions of experimental design sizes, linear models, residual distributions and 
standard deviation values. For each condition, the M-estimator (Huber), M-estimator 
(Tukey’s), and MM-estimator (Tukey’s) perform better than the LAV and LMS 
estimator. These three robust estimators are studied in detail and results are presented in 
the next subsection. 
5.4    Detailed Comparison of the best three Robust Estimators 
 This subsection discusses and compares the results of the three best robust 
estimators selected in the previous subsection over each of the 60 possible conditions 
mentioned in the methodology.  For each of the 60 conditions, we perform 10,000 
Figure 17:  Comparison of standard error values obtained by MH, MT and MTT for parameter estimate β1. 
for main effects model, exponential error distribution, 𝜎 = 1 
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simulations and calculate the average parameter estimates using the robust estimators. 
 We compare the performance of the robust estimators based on the percent 
difference between the actual and calculated value of the parameter estimates and the 
standard error values. A simple but very efficient method is used for scoring the 
performance of the robust estimators. The robust estimator with the lowest percent 
difference between the actual and calculated parameter estimate values is given a score of 
1, and in the end, the estimator with the highest score out of 60 is chosen as the best 
robust estimator. If the percent difference between the actual and calculated parameter 
estimate value is equal, then the estimator with the lower standard error value is 
considered as the better performing estimator.  
 Table 8, presents the results of comparison between M-estimator (Huber), M-
estimator (Tukey’s) and MM-estimator (Tukey’s) for the main effects model with two-
factor interactions and a log-normal error distribution with a standard deviation value of 1 
over the five factorial design ranges. We can see that the MM-estimator (Tukey’s) 
performs better than the M-estimator (Huber) and M-estimator (Tukey’s) as it gives a 
lower value of the percent difference between the true and calculated parameter estimate. 
The MM-estimator (Tukey’s) also gives lower standard error values. The M-estimator 
(Huber) performs better than M-estimator (Tukey’s) as it gives a lower value of the 
percent difference between the true and calculated parameter estimates. The M-estimator 
(Huber) also gives a lower standard error value compared to the M-estimator (Tukey’s). 
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Table 8.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with two-factor interactions, log-normal distribution, σ = 1 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.168 -0.175 0.51 0.51 
MT -0.220 -0.178 0.56 0.56 
MMT 0.139 0.159 0.43 0.43 
Design  
(-1.25, 1.25) 
 
MH -0.116 0.129 0.41 0.41 
MT -0.176 -0.163 0.45 0.45 
MMT -0.111 0.127 0.34 0.34 
Design  
(-1.5, 1.5) 
 
MH -0.102 -0.123 0.34 0.34 
MT -0.146 0.152 0.37 0.37 
MMT -0.093 0.106 0.29 0.29 
Design  
(-1.75, 1.75) 
 
MH -0.110 0.102 0.29 0.29 
MT -0.125 -0.144 0.32 0.32 
MMT -0.079 0.091 0.25 0.25 
Design  
(-2, 2) 
 
MH -0.112 0.110 0.26 0.26 
MT -0.129 -0.117 0.28 0.28 
MMT -0.069 0.079 0.21 0.21 
 
Figure 18, and 19 illustrates that for the condition of main effects model with two-
factor interaction and log-normal error distribution with a standard deviation of 1, the 
MM-estimator (Tukey’s) gives the lowest percent difference between the true and 
calculated parameter estimate values. The M-estimator (Huber) gives the second-best 
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result and the M-estimator (Tukey’s) gives the highest value of the percent difference 
between the true and calculated parameter estimates.  
 
Figure 18:  Comparison of performance between MH, MT and MMT for parameter estimate β1. for main effects 
model with two factor interactions, log-normal error distribution, 𝜎 = 1 
Figure 19:  Comparison of performance between MH, MT and MMT for parameter estimate β2. for main effects 
model with two factor interactions, log-normal distribution, 𝜎 = 1 
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As seen from Figure 20, the standard error values obtained by MM-estimator 
(Tukey’s) are the lowest, whereas, the M-estimator (Tukey’s) gives the second highest 
standard error values and the M-estimator (Huber) gives the highest standard error values 
for the parameter estimates. The standard error value increase with the increase in the 
design size, irrespective of the robust estimator used. 
  
 Table 9, shows the results of comparison between M-estimator (Huber), M-
estimator (Tukey’s) and MM-estimator (Tukey’s) for the main effects model with two-
factor interactions, exponential error distribution and standard deviation value of 1 over 
the five factorial design ranges. We can see that the MM-estimator (Tukey’s) performs 
better (gives a lower percent difference between the true and calculated parameter 
estimates) than the M-estimator (Huber) and M-estimator (Tukey’s). Amongst, the M-
estimator (Tukey’s) and M-estimator (Huber), the M-estimator (Tukey’s) performs 
Figure 20:  Comparison of S.E. values obtained by MH, MT and MTT for parameter estimate β1 for main effects 
model with two factor interactions, log-normal error distribution, 𝜎 = 1 
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slightly better as it gives a slightly lower percent difference between the true and 
calculated parameter estimate values and lower standard error values.   
Table 9.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with two-factor interactions, exponential error distribution, σ = 1 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.129 -0.051 0.35 0.35 
MT -0.126 0.048 0.33 0.33 
MMT -0.102 -0.020 0.28 0.28 
Design  
(-1.25, 1.25) 
 
MH -0.103 0.040 0.28 0.28 
MT 0.101 0.039 0.26 0.26 
MMT -0.081 0.016 0.23 0.23 
Design  
(-1.5, 1.5) 
 
MH -0.086 -0.035 0.23 0.23 
MT -0.084 0.034 0.21 0.21 
MMT -0.067 -0.013 0.19 0.19 
Design  
(-1.75, 1.75) 
 
MH -0.073 -0.030 0.20 0.20 
MT -0.072 0.029 0.18 0.18 
MMT -0.058 0.011 0.16 0.16 
Design  
(-2, 2) 
 
MH -0.064 0.027 0.17 0.17 
MT -0.063 0.024 0.16 0.16 
MMT -0.050 0.010 0.14 0.14 
  
 The results of Table 9 are more clearly represented in Figure 21 and 22. From the 
figures, we can see that the percent difference between the true and calculated parameter 
estimate value is the lowest for MM-estimator (Tukey’s). The percent difference between 
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the true and calculated parameter estimate values for M-estimator (Huber) is the highest 
amongst the three robust estimators that are compared. Similar performance of the 
estimators is observed over different design sizes. 
 
Figure 21:  Comparison of performance between MH, MT and MMT for parameter estimate β1. for the main 
effects model with two factor interactions, exponential error distribution, 𝜎 = 1 
Figure 22:  Comparison of performance between MH, MT and MMT for parameter estimate β2. for the main 
effects model with two factor interactions, exponential distribution, 𝜎 = 1 
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 Figure 23, illustrates that the standard error value for β1 is the lowest for MM-
estimator (Tukey’s) for the main effects model with two-factor interactions and 
exponential error distribution with a standard deviation of 1. Also, the second highest 
standard error value is obtained by M-estimator (Tukey’s) and the M-estimator (Huber) 
gives the highest standard error value. Similar results are obtained for parameter estimate 
β2. It can also be seen that the standard error value decreases as the design size increases.  
 
 The results for all the remaining conditions, for example, the main effects model 
with interaction terms and log-normal distribution with a standard deviation value of 1.5 
are included in the appendix. The result from each of the 60 conditions is scored and the 
detailed results of scoring are shown in Table 10. We can see that the MM estimator 
(Tukey’s) performs the best (lowest percent difference between the true and calculated 
Figure 23:  Comparison of S.E. values obtained by MH, MT and MTT for parameter estimate β1. for the main 
effects model with two factor interactions, exponential error distribution, 𝜎 = 1 
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parameter estimate values and the lowest standard error values) amongst the three robust 
estimators compared.  
Table 10.  Scoring out of 60 obtained by M-estimator (Huber), M-estimator (Tukey’s), 
and MM-estimator (Tukey’s) 
Robust Estimator Score 
M-estimator (Huber Function) 9/60 
M-estimator (Tukey’s Biweight Function) 12/60 
MM-estimator (Tukey’s Biweight Function) 39/60 
 
The percent difference between the true and calculated parameter estimates is 
used to compare the performance of the estimators. The lower the value of the percent 
difference, the better is the performance of the robust estimator. The MM-estimator 
performs better than the other two estimators on 39 out of 60 conditions, the M-estimator 
(Tukey’s) performs better than the other two estimators on 12 conditions and the M-
estimator (Huber) performs better than the other two estimators on 9 out of 60 conditions. 
 In Figure 23, the robust estimators are ranked 1st, 2nd, and 3rd based on the percent 
difference between the actual and calculated average parameter estimate values after 
running simulation for each condition. The performance scoring graph shown in Figure 
24, gives a better understanding of the scoring matrix and the performance comparison of 
the three robust estimators. We can see that the MM-estimator (Tukey’s) is ranked 1st, 39 
out of 60 times, ranks 2nd on 13 out of 60 conditions and ranks 3rd on 8 out of 60 
conditions. M-estimator (Tukey’s) gets a rank of 1, 12 out of 60 times, gets a rank of 2, 
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42 out of 60 times and gets a rank of 3, 6 out of 60 times. Similarly, M-estimator (Huber) 
ranks 1st, 9 out of 60 times, ranks 2nd on 5 out of 60 conditions and ranks 3rd on 46 out of 
60 conditions. 
  
 
 Figure 25 breaks down the performance of the three robust estimators over the 
two types of error distributions, which are the log-normal and exponential. All the three 
robust estimators perform equally well irrespective of the type of non-normal error 
distribution and no noticeable difference is observed. 
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Figure 24: Scores of MM-estimator (Tukey’s), M-estimator (Tukey’s) and MM-estimator (Huber’s) 
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5.5    Comparing MM-estimator (Tukey’s Biweight) and OLS  
after transformation 
 In the experimental design literature, the use of response transformation is 
recommended when the residuals of a fitted regression model do not exhibit constant 
variance. Non-normally distributed residuals can cause the variance of the residuals to 
shows a non-constant variance pattern. Thus, in this section, we compare the performance 
of the best robust regression estimator against the use of OLS after a response 
transformation. From the simulation results obtained in the research, the MM-estimator 
(Tukey’s) performs better than other robust estimators in this study. So, in this section, 
we compare the performance of the MM-estimator (Tukey’s) with the results obtained by 
OLS after Box-Cox transformation. 
1 2 3 1 2 3 1 2 3
MM-estimator (Tukey's
Biweight)
M-estimator (Tukey's
Biweight)
M-estimator (Huber)
Exponential 18 7 5 7 20 3 4 2 24
LogNormal 21 6 3 5 22 3 5 3 22
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Figure 25: Scores of MM-estimator (Tukey’s), M-estimator (Tukey’s) and MM-estimator (Huber’s) over different 
error distributions 
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Since ?̂?𝑠 will be different because y is different thus, to compare the performance 
of the MM-estimator (Tukey’s) and OLS after transformation, we use the residual 
standard error values. The residual standard error (RSE) is calculated as: 
   (
∑ (𝑦𝑖− ?̂?𝑖)
2𝑛
𝑖=1
𝑛−𝑝 
)
1
2
     (13) 
The OLS ?̂? is changed back to the original units. The bar graph shown in Figure 
26, compares the RSE values for MM-estimator and OLS after transformation for 15 
iterations. We can see that the MM-estimator (Tukey’s) (abbreviated as MM) has a much 
lower RSE value than OLS after Box-Cox transformation.  
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Figure 26:  Comparison of RSE values between OLS and Robust Estimator 
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6. Conclusion and Future Scope 
Robust regression is a better model fitting technique to use when the residuals have 
a non-normal distribution because the results show that the robust regression estimator 
provides more accurate parameter estimates than OLS. In our comparison of different 
robust estimators, the MM-estimator with Tukey’s Biweight function performs the best in 
terms of coefficient accuracy and precision when used on a variety of design sizes, types 
of models, and non-normal error distributions. In our research, the M-estimator with 
Tukey’s Biweight function performs the second best followed by the M-estimator using 
the Huber’s function. The comparison results between the MM-estimator (Tukey’s) and 
OLS after Box-Cox transformation indicate that MM-estimator is a better choice when 
the errors are non-normally distributed. It is important to note that as seen from the 
results of Section 5.2, the β1 values have a much larger variability with respect to all 
estimators and the performance of the estimator decreases with higher experimental 
design range. 
 Future research may include exploring other estimators such as R-estimator, W-
estimator, and S-estimator. Though these estimators are not as popular as the MM-
estimator and M-estimator; they should be explored further. Using various weight 
functions for the MM-estimator and M-estimator is another area that can be studied. We 
can explore how different weight functions affect the performance of a robust estimator 
under different non-normal error distributions. A study on the performance of robust 
regression in comparison to other techniques such as generalized linear models with a 
non-normal error distribution will also be beneficial.  
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Appendix I 
Results of comparison results for M-estimator (Huber), M-estimator 
(Tukey’s) and MM-estimator (Tukey’s) 
 
Table 1.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model, Log-normal distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.166 -0.110 0.71 0.71 
MT -0.274 -0.274 0.65 0.65 
MMT -0.377 -0.377 0.68 0.68 
Design  
(-1.25, 1.25) 
 
MH -0.133 -0.007 0.55 0.55 
MT -0.192 -0.027 0.52 0.52 
MMT -0.301 0.010 0.54 0.54 
Design  
(-1.5, 1.5) 
 
MH -0.111 -0.003 0.43 0.43 
MT -0.160 -0.023 0.44 0.44 
MMT -0.251 0.054 0.45 0.45 
Design  
(-1.75, 1.75) 
 
MH -0.095 -0.008 0.36 0.36 
MT -0.137 -0.019 0.37 0.37 
MMT -0.216 0.010 0.39 0.39 
Design  
(-2, 2) 
 
MH -0.083 -0.005 0.31 0.31 
MT -0.120 -0.017 0.33 0.33 
MMT -0.188 0.010 0.34 0.34 
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Table 2.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model, Exponential distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.067 0.172 0.40 0.40 
MT -0.064 0.124 0.38 0.38 
MMT -0.063 0.112 0.37 0.37 
Design  
(-1.25, 1.25) 
 
MH -0.059 0.075 0.35 0.35 
MT -0.053 0.058 0.31 0.31 
MMT -0.050 0.040 0.33 0.33 
Design  
(-1.5, 1.5) 
 
MH -0.044 0.075 0.27 0.27 
MT -0.044 0.062 0.26 0.26 
MMT -0.042 0.048 0.25 0.25 
Design  
(-1.75, 1.75) 
 
MH -0.042 0.062 0.23 0.23 
MT -0.038 0.053 0.22 0.22 
MMT -0.036 0.041 0.21 0.21 
Design  
(-2, 2) 
 
MH -0.037 0.056 0.20 0.20 
MT -0.033 0.047 0.19 0.19 
MMT -0.031 0.036 0.19 0.19 
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Table 3.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with two-factor interactions, Log-normal distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -1.244 0.772 1.07 1.07 
MT 0.027 -0.055 0.75 0.75 
MMT -0.678 1.18 0.82 0.82 
Design  
(-1.25, 1.25) 
 
MH -0.995 0.618 0.86 0.86 
MT 0.023 -0.042 0.72 0.72 
MMT -0.542 0.950 0.65 0.65 
Design  
(-1.5, 1.5) 
 
MH -0.829 0.515 0.71 0.71 
MT 0.019 -0.035 0.47 0.47 
MMT -0.452 0.791 0.74 0.74 
Design  
(-1.75, 1.75) 
 
MH -0.711 0.441 0.61 0.61 
MT 0.016 -0.030 0.46 0.46 
MMT -0.387 0.678 0.47 0.47 
Design  
(-2, 2) 
 
MH -0.622 0.386 0.53 0.53 
MT 0.014 -0.027 0.40 0.40 
MMT -0.339 0.593 0.41 0.41 
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Table 4.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with two-factor interactions, Exponential distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.194 0.079 0.48 0.48 
MT -0.189 0.076 0.52 0.52 
MMT -0.152 0.030 0.43 0.43 
Design  
(-1.25, 1.25) 
 
MH -0.155 0.063 0.39 0.39 
MT -0.122 0.061 0.42 0.42 
MMT -0.110 0.024 0.34 0.34 
Design  
(-1.5, 1.5) 
 
MH -0.130 0.053 0.32 0.32 
MT -0.101 0.051 0.35 0.35 
MMT -0.096 0.020 0.28 028 
Design  
(-1.75, 1.75) 
 
MH 0.110 0.045 0.27 0.27 
MT -0.087 0.043 0.30 0.30 
MMT -0.080 0.017 0.25 0.25 
Design  
(-2, 2) 
 
MH -0.097 0.038 0.24 0.24 
MT -0.076 0.038 0.26 0.26 
MMT -0.068 0.015 0.21 0.21 
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Table 5.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with quadratic term, Log-normal distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.440 -0.109 0.80 0.80 
MT -0.247 -0.034 0.65 0.65 
MMT -0.116 0.001 0.67 0.67 
Design  
(-1.25, 1.25) 
 
MH -0.301 -0.087 0.32 0.32 
MT -0.192 -0.027 0.31 0.31 
MMT -0.133 0.001 0.29 0.29 
Design  
(-1.5, 1.5) 
 
MH -0.160 -0.073 0.54 0.54 
MT -0.119 -0.023 0.44 0.44 
MMT -0.051 0.001 0.45 0.45 
Design  
(-1.75, 1.75) 
 
MH -0.095 -0.062 0.46 0.46 
MT -0.137 -0.019 0.37 0.37 
MMT -0.016 0.001 0.29 0.29 
Design  
(-2, 2) 
 
MH -0.083 -0.054 0.40 0.40 
MT -0.120 -0.017 0.32 0.32 
MMT -0.008 0.003 0.24 0.24 
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Table 6.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with quadratic term, Exponential distribution, σ = 1.5 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.074 0.094 0.40 0.40 
MT -0.067 0.072 0.39 0.39 
MMT -0.063 0.013 0.40 0.40 
Design  
(-1.25, 1.25) 
 
MH -0.059 0.075 0.39 0.39 
MT -0.053 0.058 0.37 0.37 
MMT -0.050 0.090 0.34 0.34 
Design  
(-1.5, 1.5) 
 
MH -0.049 0.062 0.27 0.27 
MT -0.044 0.048 0.26 0.26 
MMT -0.042 0.045 0.25 0.25 
Design  
(-1.75, 1.75) 
 
MH -0.042 0.053 0.23 0.23 
MT -0.038 0.041 0.22 0.22 
MMT -0.036 0.034 0.23 0.23 
Design  
(-2, 2) 
 
MH -0.192 -0.087 0.64 0.64 
MT -0.133 -0.027 0.52 0.52 
MMT -0.101 0.001 0.54 0.54 
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Table 7.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with quadratic term, Log-normal distribution, σ = 1 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.075 -0.066 0.41 041 
MT -0.068 -0.026 0.37 0.37 
MMT -0.040 -0.048 0.39 0.39 
Design  
(-1.25, 1.25) 
 
MH -0.060 -0.053 0.32 0.32 
MT -0.055 -0.038 0.29 0.29 
MMT -0.032 -0.021 0.28 0.28 
Design  
(-1.5, 1.5) 
 
MH -0.050 -0.044 0.27 0.27 
MT -0.045 -0.032 0.26 0.26 
MMT -0.026 -0.017 0.24 0.24 
Design  
(-1.75, 1.75) 
 
MH -0.043 -0.038 0.23 0.23 
MT -0.039 -0.027 0.22 0.22 
MMT -0.023 -0.015 0.21 0.21 
Design  
(-2, 2) 
 
MH -0.034 -0.033 0.20 0.20 
MT -0.030 -0.013 0.18 0.18 
MMT -0.033 -0.024 0.19 0.19 
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Table 8.  Comparing the performance of the M-estimator (Huber), M-estimator (Tukey’s) and MM-
estimator (Tukey’s) over five experimental design sizes.  
Condition: Main effects model with quadratic term, Exponential distribution, σ = 1 
 
Factorial 
Design 
Estimator 
% difference in 
𝛽1actual and 
obtained values 
% difference in 
𝛽2 actual and 
obtained values 
S.E. 
(𝛽1) 
S.E. 
(𝛽2) 
Design  
(-1, 1) 
 
MH -0.042 0.048 0.25 0.25 
MT -0.049 0.062 0.25 0.25 
MMT -0.044 0.075 0.27 0.27 
Design  
(-1.25, 1.25) 
 
MH -0.033 0.038 0.21 0.21 
MT -0.035 0.049 0.20 0.20 
MMT -0.039 0.060 0.21 0.21 
Design  
(-1.5, 1.5) 
 
MH -0.028 0.032 0.18 0.18 
MT -0.029 0.041 0.17 0.17 
MMT -0.032 0.050 0.18 0.18 
Design  
(-1.75, 1.75) 
 
MH -0.024 0.027 0.15 0.15 
MT -0.025 0.035 0.14 0.14 
MMT -0.028 0.042 0.16 0.16 
Design  
(-2, 2) 
 
MH -0.022 0.031 0.18 0.18 
MT -0.020 0.024 0.19 0.19 
MMT -0.021 0.027 0.19 0.19 
 
 
 
 
 
