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Re´sume´
En configuration a` base de contraintes, le catalogue
est repre´sente´ par un CSP dont les solutions sont les
diffe´rents produits configure´s re´alisables. Lors d’une ses-
sion de configuration en ligne, le client cherche a` de´fi-
nir le produit qui lui convient le mieux par affectation
ou relaxation des diffe´rentes variables qui composent le
produit configurable. A` chaque e´tape d’interaction sont
pre´sente´es, pour les variables non affecte´es, les valeurs
de leurs domaines respectifs cohe´rentes avec les choix
d’affectation de´ja` effectue´s sur les autres variables. La
cohe´rence globale e´tant difficile a` obtenir, ce filtrage est
ge´ne´ralement e´tabli par la maintenance d’un niveau de
cohe´rence locale donne´.
Dans ce travail, nous cherchons a` rendre cette in-
teraction plus conviviale en pre´sentant aussi, pour les
variables de´ja` affecte´es, les possibilite´s de changement
de valeur d’affection, ou valeurs alternatives qui seraient
cohe´rentes avec les autres choix effectue´s. Nous pre´sen-
tons donc ici une nouveau concept, celui de domaine al-
ternatif d’une variable, et proposons une me´thode pour
calculer en une passe les domaines alternatifs de toutes
les variables de´ja` affecte´es. De complexite´ au pire cas
identique a` la me´thode Aˆn´ na¨ıve Aˆz˙ qui consisterait a`
simplement relaxer les choix portant sur la variable dont
on veut calculer le domaine alternatif, cette me´thode
s’ave`re bien plus efficace expe´rimentalement.
Abstract
Constraint programming techniques are widely used
to model and solve decision problems, and especially
configuration problems. In this type of application, the
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configurable product is described by means of a set of
constraint bearing on some configuration variable.
The user (typically, the customer) then interactively
solves the CSP by assigning (and possibly, relaxing) the
configuration variables according to her preferences. The
aim of the system is then to keep the domains of the
other variables consistent with these choices. Since the
maintaining of global consistency is generally not trac-
table, the domains are generally filtered according to
some level of local consistency.
In the present work, we aim at offering a more conve-
nient level of interaction by providing the user with the
alternative possible values of each of the already assigned
variable - i.e. the values that could replace the current
one without leading to a wipe out. We thus present the
new concept of alternative domains in a (possibly) par-
tially assigned CSP. We propose a propagation algorithm
that computes all the alternative domains in a single
step. Its worst case complexity is comparable with the
one of the naive algorithm that would run a full propa-
gation for each possible relaxation, but its experimental
efficiency is much better.
1 Introduction
La configuration de produits est une me´thode de
mode´lisation re´sultant de la personnalisation de masse
(en anglais, mass customization) qui est un paradigme
e´conomique he´ritier de la production de masse (mass
production) : nous sommes passe´s d’un article hau-
tement standardise´, unique et produit en se´rie a` une
gamme complexe et modulaire, c’est-a`-dire une de´cli-
naison du meˆme produit [5]. Tout le proble`me alors,
pour le client, est de converger vers le produit le plus
inte´ressant pour lui parmi l’ensemble, souvent haute-
ment combinatoire, des produits re´alisables.
Les approches par configuration a` base de
contraintes [8, 12, 6, 13, 14] proposent de repre´sen-
ter cette gamme par un proble`me de satisfaction de
contraintes (CSP) sur un ensemble de variables de
configuration et d’utiliser les algorithmes de´veloppe´s
dans ce domaine, ou des variantes de ces algorithmes,
pour fournir a` l’utilisateur des fonctionnalite´s lui per-
mettant de de´finir le produit configurable re´alisable le
plus en ade´quation possible avec ses pre´fe´rences.
Plusieurs travaux ont propose´ d’utiliser des exten-
sions des CSP pour formaliser des proble`mes de confi-
guration ; ces travaux traitent ge´ne´ralement de dif-
ficulte´s de repre´sentation spe´cifiques a` ces types de
proble`mes, comme par exemple le fait que l’existence
d’une variable puisse de´pendre de la valeur affecte´e a`
une autre. L’e´tude des proble`mes de configuration a
ainsi pousse´ la communaute´ a` e´tendre le mode`le CSP
de base, de´finissant ainsi par exemple les CSP dyna-
miques [7], les CSP composites [11], les CSP interactifs
[3], ou les CSP a` hypothe`ses [1], etc.
Dans cet article, nous ne´gligerons la prise en compte
de ces difficulte´s de repre´sentation pour nous tourner
exclusivement vers l’interaction entre la machine et un
client cherchant a` de´finir un produit. Le principe de
cette interaction est que l’utilisateur de´finit le produit
qu’il de´sire en choisissant interactivement des valeurs
pour les variables ; il peut e´galement revenir en ar-
rie`re en relaˆchant un ou plusieurs de ses choix. Apre`s
chaque action, les domaines de valeurs possibles four-
nis a` l’utilisateur doivent eˆtre modifie´s de manie`re a`
contenir toutes les valeurs compatibles avec les choix
courants, et seulement les valeurs compatibles avec ces
choix.
Nous proposons de rendre cette interaction plus
pertinente en pre´sentant non pas uniquement les do-
maines cohe´rents des variables non instancie´es mais
aussi les possibles changements de choix d’affectation,
c’est-a`-dire en pre´sentant ce que nous appelons les do-
maines alternatifs des variables affecte´es.
Le pre´sent article est structure´ comme suit. La pro-
ble´matique des domaines alternatifs, et ses liens avec
la notion de solution robuste propose´e par Hebrard et
al. [4] sont explicite´s dans la section 2. La section 3 pre´-
sente notre approche algorithmique du calcul des do-
maines alternatifs. Nos premiers re´sultats expe´rimen-
taux sont donne´s en section 4.
2 Proble´matique
Formellement, le produit configurable est donc re-
pre´sente´ par un CSP (X ,D, C) et l’ensemble des choix
courants par un ensemble de de´cision utilisateur, c’est-
a`-dire de couples (xi ← v) ou` xi est une variable de
X et v ∈ D(xi) est la valeur que l’utilisateur lui a af-
fecte´. Comme propose´ par [1], le proble`me peut eˆtre
repre´sente´ par un CSP a` hypothe`ses :
De´finition 1 (CSP a` hypothe`ses) Un CSP a` hy-
pothe`ses est un quadruplet (X ,D, C,H) ou` :
– (X ,D, C) est un CSP ou X = {x1, . . . , xn} est
l’ensemble des variables, D = ∏Nj=1 D(xj) le
produit carte´sien de leurs domaines initiaux et
C = {C1, . . . , Cm} l’ensemble des contraintes.
Une contrainte Ci = (var(Ci),Ri) est de´finie par
l’ensemble var(Ci) = {xi1 , . . . , xik} des variables
qu’elle impacte et par Ri ⊂
∏
j∈vars(Ci) D(xj) qui
repre´sente l’ensemble des valeurs que les variables
contraintes peuvent prendre simultane´ment.
– H est un ensemble fini de contraintes unaires por-
tant sur les variables de X .
Une de´cision utilisateur est un couple (xi, v) ou` xi
e´tant une variable de X et v ∈ D(xi) la valeur que
l’utilisateur lui a affecte´. En configuration a` base de
contraintes, H repre´sente l’ensemble des choix utilisa-
teurs courants, avec une contrainte unaire par choix
utilisateur ; les restrictions de H) portent donc toutes
sur des variables diffe´rentes. En pratique, on se limi-
tera a` des affectations et on notera hi = (xi ← v)
la restriction de H portant sur xi, si elle existe ; les
principes et de´finitions propose´es ici sont valides e´ga-
lement quand H contient des restrictions quelconques
de domaines.
Apre`s chaque choix, le syste`me filtre le domaine des
variables, ne laissant ide´alement dans les domaines que
des valeurs compatibles avec les choix courants. En
pratique, un niveau de cohe´rence plus faible est assure´,
ge´ne´ralement l’arc cohe´rence, et on appelle CSP cou-
rant la fermeture, selon ce niveau de cohe´rence locale,
du proble`me initial.
De´finition 2 (Domaine courant)
Soit a un niveau de cohe´rence locale et P =
(X ,D, C,H) un CSP a` hypothe`ses.
On appelle CSP courant la fermeture par a-cohe´rence
de (X ,D, C ∪ H). On le notera (X ,Dc, Cc
Le domaine courant d’une variable xi dans P est son
domaine dans le CSP courant.
Le domaine alternatif d’une variable est de´fini
comme le domaine courant qu’aurait une variable ins-
tancie´e si l’utilisateur remettait en cause cette affecta-
tion. C’est l’ensemble des valeurs que l’utilisateur peut
donner a` cette variable sans faire apparaˆıtre d’incohe´-
rence dans le CSP courant.
1 2 3 4
x1 ?   ×
x2 ×   ?
x3 ×   ×
Table 1 – Valeurs affecte´es (?), interdites (×) et al-
ternatives () pour le CSP X = {x1, x2, x3},D = D1×
D2 ×D3 = {1, 2, 3, 4}3, C = { Alldiff(x1, x2, x3)},H =
{(x1 ← 0), (x2 ← 4)}).
De´finition 3 (Domaine alternatif)
Soit a un niveau de cohe´rence locale et P =
(X ,D, C,H) un CSP a` hypothe`ses.
Le domaine alternatif d’une variable xi modulo a, est
son domaine selon la fermeture par a-cohe´rence du
CSP (X ,D, C ∪ H \ {hi}).
Dans la suite, on utilisera la notation P ai pour
de´signer la fermeture par a-cohe´rence du CSP
(X ,D, C ∪ H \ {hi}).
Une valeur v est donc une valeur alternative pour
xi soit si elle est dans le domaine courant de xi (c’est
en particulier le cas lorsque xi est affecte´e a` v), soit
si xi est affecte´e a` une autre valeur que v et que le
seul retrait de cette affectation suffit a` re´autoriser v.
Par exemple, si xi est la dernie`re variable a` avoir e´te´
affecte´e, toutes les valeurs de son domaine avant l’af-
fectation sont dans son domaine alternatif. Un exemple
de domaine alternatif peut eˆtre visualise´ sur la figure
1.
La notion de domaine alternatif peut eˆtre rappro-
che´e de la notion de (1, 0) super-solution propose´e par
Hebrard et al. [4]. Rappelons qu’une (i, j) super so-
lution d’un CSP est une solution comple`te d du CSP,
c’est-a`-dire une affectation de toutes les variables, telle
que quel que soit l’ensemble Y ⊆ X de i variables que
l’on conside`re, il existe une solution d′ du CSP telle
que, (i) les valeurs donne´es aux variables de Y diffe`rent
dans d et d′ et (ii) d et d′ diffe`rent sur au plus i + j
variables au total. Cette notion ge´ne´ralise la notion de
fault tolerant solution propose´e par [15] - une fault to-
lerant solution e´tant une (1, 0) super solution, c’est-a`-
dire une solution du CSP pour laquelle chaque variable
affecte´e posse`de une valeur alternative : si le choix uti-
lisateur devient impossible pour une raison ou pour
une autre, on peut le Aˆn´ re´parer Aˆz˙ sans changer les
valeurs des autres variables. En d’autres termes, une
fois l’affectation comple`te d re´alise´e, chaque variable
xi doit posse´der un domaine alternatif contenant au
moins une valeur en plus de d[xi]. Plus formellement,
on peut montrer que :
Proprie´te´ 1
Soit d une affectation de toutes les variables d’un
(X ,D, C) et (X ,D, C,H) le CSP a` hypothe`ses ou` H =
{hi = (xi ← d[xi]), i = 1, card(X )}.
d est (1, 0)-super solution de (X ,D, C) si et seulement
si pour tout xi ∈ X , le domaine alternatif de xi par
arc cohe´renune ce est un sur ensemble strict de {d[i]}
Preuve : Soit d une affectation comple`te de X ; on
note di←v l’affectation d′ telle que d[xi] = v et que,
pour tout j 6= i, d′[xj ] = d[xj ]. Conside´rons le CSP
a` hypothe`ses (X ,D, C,H) correspondant : puisque
toutes les variables sont affecte´e, ∀i = 1, card(X ), hi =
(xi ← d[xi]) .
Supposons que pour tout xi le domaine alternatif
de xi par arc cohe´rence est un sur ensemble strict
de {d[i]}, i.e. que Darcalt (xi) ) {d[xi]}, et conside´rons
une variable xi quelconque ; par de´finition de la notion
de domaine alternatif, le domaine de xi dans P
arc
i ,
la fermeture par arc cohe´rence de (X ,D, C,H \ {hi})
contient au moins une valeur v diffe´rente de d[xi].
Puisque H affecte toutes les variables, chacune des
variables xj 6= xi de P arci est affecte´e a` la valeur
d[xj ]. Par de´finition de l’arc cohe´rence, et puisque
que seule xi est non affecte´e le domaine alternatif de
xi contient donc toutes les valeurs globalement cohe´-
rentes avec cette affectation ; di←v est donc une so-
lution de (X ,D, C). Ce raisonnement s’appliquant a`
chaque, xi, d est donc une (1, 0) super solution de
(X ,D, C).
Re´ciproquement, supposons que d est une (1, 0) su-
per solution de (X ,D, C). Par de´finition de cette no-
tion, pour chaque xi, il existe une valeur v 6= d[xi] telle
que di←v soit une solution du CSP. Comme l’arc cohe´-
rence ne filtre que des valeurs ne conduisant a` aucune
solution, v appartient au domaine de xi dans P
arc
i :
le domaine alternatif de xi contient donc, en plus de
d[xi], la valeur v : c’est donc sur ensemble strict de
{d[i]}.
2
La diffe´rence fondamentale entre les notions de (1, 0)
super-solution et de domaine alternatif est que la pre-
mie`re notion est limite´e aux affectations comple`tes,
alors que la seconde propose des valeurs de re´para-
tion y compris pour des configurations partielles. Les
algorithmes de calcul de super-solutions fonde´s sur la
duplication de variable ne fonctionnent pas pour la
maintenance de domaines alternatifs, comme le montre
l’exemple de la figure 2 : lorsque l’utilisateur a choisi
x1 ← 1 et x2 ← 2, la propagation re´duit le domaine de
x3 a` {3} ; et celui de x′1, qui devrait porter les valeurs
alternatives de x1, est alors vide´, alors que 3 fait bien
parti du domaine alternatif de x1.
Notons enfin que l’objectif pratique est diffe´rent :
dans le premier cas, on cherche quelques solutions ro-
bustes (mais pas toutes : elles sont potentiellement
en nombre exponentiel), et seulement des solutions
robustes alors que dans le second, on de´sire calculer














Figure 1 – Repre´sentation de x1 6= x2, x2 6= x3, x1 6=
x3,∀i,D(xi) = {1, 2, 3} lorsque l’utilisateur a choisi
x1 ← 1 et x2 ← 2.
C’est pourquoi certaines techniques de calcul des
super-solutions fonde´es sur la duplication des variables
ne fonctionnement pas pour calculer le domaine alter-
natif. Intuitivement, c’est parce que, une fois x ins-
tancie´e, le domaine de y en est restreint et que ces
restrictions vont ensuite se re´percuter sur le double de
x. En revanche, une fois y instancie´e, toute valeur re-
tire´e du domaine de y l’est a` cause de ce choix et donc
inde´pendant du choix sur x. Cela peut eˆtre visualise´
sur la figure 2, ou` le domaine de x′1 est vide car le do-
maine de x3 est re´duit a` {3} alors que 3 fait bien parti
du domaine alternatif de x1.
Le domaine alternatif est une notion orthogonale a`
la notion d’explications de retraits, telles que celle pro-
pose´e par PaLM [10]. En effet, les explications servent
a` justifier de la restriction de domaines et a` proposer
une strate´gie de restauration de ces valeurs par relaˆ-
chement des choix de´ja` effectue´s, alors que la pre´sen-
tation du domaine alternatif permet justement d’effec-
tuer des restaurations de valeur sans avoir besoin de
modifier les autres variables. Disons qu’une valeur est
alternative si son retrait n’a d’autre explication que
son l’affectation de sa variable : la notion est moins
lourde, et son calcul ne ne´cessite pas la me´morisation
d’explications.
3 Calcul des domaines alternatifs
Lorsque n variables sont affecte´es, une me´thode
na¨ıve pour calculer leurs domaines alternatifs respec-
tifs consiste en la ge´ne´ration de n+ 1 copies du CSP :
un CSP de re´fe´rence P0 ou` toutes les variables sont
instancie´es, et n CSP Pi, chaque Pi ayant les meˆmes
affectations que P0, sauf pour la variable xi. Chacun
des Pi est alors filtre´ par a-cohe´rence. Cette me´thode,
qui a l’avantage de demander peu d’espace me´moire
supple´mentaire, servira de point de re´fe´rence par rap-
port auquel comparer l’algorithme que nous pre´sen-
tons, qui prend le parti exactement inverse, a` savoir
stocker les informations utiles afin d’e´viter des calculs
redondants.
Si, lors de la pre´sentation de la notion de domaine
alternatif, on ne faisait aucune supposition sur les do-
maines des variables qui pouvaient eˆtre continus, dis-
crets, etc ; nous supposons par la suite que le domaine
de chaque variable est fini.
3.1 Retraits et justification suffisantes
L’ide´e est de maintenir, pour chaque retrait de va-
leur d’un domaine, une liste de flags : un par affecta-
tion hi ∈ H. Ce flag est positionne´ a` vrai si et seule-
ment si la remise en cause de l’affectation provoque le
retour de la valeur dans le domaine de sa variable.
De´finition 4 (Retrait)
Soit P = (X ,D, C,H) un CSP a` hypothe`ses et
(X ,Dc, Cc la fermeture par a−cohe´rence de (X ,D, C ∪
H) (le CSP courant).
Un retrait est un couple r = (xj , v) tel que v ∈ D(xj)
et v /∈ Dc(xj)
On note R est l’ensemble des retraits de P .
Pour plus de clarte´, un retrait (xj , v) sera souvent
note´ (xj 6= v)
De´finition 5 (Justification Suffisante)
Soit P = (X ,D, C,H) un CSP a` hypothe`ses.
Pour toute valeur v dans le domaine initial d’une
variable xj, et tout hi ∈ H, on dit que hi est une
justification suffisante de xj 6= v modulo une proprie´te´
de cohe´rence locale a (ou ”justification a-suffisante”)
si v appartient au domaine de xj dans la fermeture
par a-cohe´rence de (X ,D, C ∪ H \ {hi}).
On dit que hi est une justification suffisante d’un
retrait r = (xj 6= v) ∈ R, ssi c’est une justification
a-suffisante de v.
Typiquement, si la dernie`re affectation a provoque´
l’elimination de v pour xj , elle est une justification
suffisante de (xj 6= v).
De la meˆme fac¸on, les retraits invalident des tuples
qui sont eux-meˆmes supports pour des valeurs, et la
notion de justification suffisante peut eˆtre e´tendue aux
tuples :
De´finition 6 (Ensemble de conflits, tuple invalide)
Un retrait (x 6= v) et un tuple t sont en contra-
diction directe ssi t[x] = v.
L’ensemble des conflits d’un tuple est l’ensemble des
retraits avec lesquels il est en contradiction directe :
CS(t) = {(xi 6= v) ∈ R t. q. t[xi] = v}. Un tuple
est invalide ssi il est en contradiction directe avec au
moins un retrait.
De´finition 7 (Justification suffisante d’un tuple)
Soit t ∈ RC un tuple dans la table d’un contrainte C.
On dit que hi est une justification a-suffisante pour
t ssi, pour tout xj ∈ vars(C), t[j] appartient au
domaine de xj dans la fermeture par a-cohe´rence de
(X ,D, C ∪ H \ {hi}).
Au sens de ces de´finitions, hi est e´galement une jus-
tification suffisante de t (respectivement de v pour xj)
si t est valide (resp. si v est dans le domaine courant
xj). En fait, pour les tuples valides (et les valeurs des
domaines courants), toute hypothe`se est une justifica-
tion suffisante.
Notre algorithme est fonde´ sur le fait que l’affecta-
tion hi est une justification a-suffisante pour le tuple
t ssi, pour chaque variable xj concerne´e, soit t[xj ] est
dans le domaine courant de xj , soit hi est une justifi-
cation suffisante de chacune des valeurs du tuple qui
ne sont pas dans les domaines courants. C’est le sens
de la proprie´te´ suivante :
Proprie´te´ 2 hi est une justification suffisante d’un
tuple invalide t ssi c’est une justification suffisante de
tous les retraits de son ensemble de conflits.
Preuve :
⇒ Supposons par l’absurde qu’il existe hi justifica-
tion a-suffisante d’un tuple t et (x 6= v) un retrait
appartenant a` l’ensemble de conflits de t (i.e. t[x] = v)
dont hi ne soit pas une justification suffisante.
On note P ai la fermeture par a-cohe´rence de (X ,D, C∪
H \ {hi}). Puisque hi est une justification a-suffisante
de t , par de´finition, t est valide P ai . D’un autre cote´,
puisque hi n’est pas une justification suffisante de
(x 6= v), v n’est pas dans le domaine de x dans P ai ; t
est donc invalide dans P ai , de qui contredit la de´duc-
tion pre´ce´dente.
⇐ Re´ciproquement, soit hi une justification a-
suffisante de tous les retraits de l’ensemble des conflits
d’un tuple t. Pour chacun de ces (xj 6= vj), vj est par
de´finition dans le domaine de xj dans P
a
i . Donc t est
un tuple valide dans P ai - par de´finition de la notion,
hi est donc une justification suffisante de t.
2
On peut montrer que, lorsque la proprie´te´ de cohe´-
rence locale a` assurer est l’arc-cohe´rence ge´ne´ralise´e :
Proprie´te´ 3 hi est une justification suffisante d’un
retrait (x 6= v) modulo l’arc-cohe´rence (GAC) ssi, pour
chacune des contraintes qui portent sur x, il existe un
tuple t support de x = v dont hi soit une justification
GAC-suffisante.
Preuve :
⇒ Soit hi est une justification suffisante d’un
retrait r = (x 6= v) modulo l’arc-cohe´rence (GAC).
Supposons par l’absurde une contrainte C portant
sur la variable x telle que hi ne soit une justification
suffisante d’aucun des tuples t ∈ RC supports de
x = v, ce qui signifie que tous ces t sont invalides
dans PGACi . Donc v n’a aucun support par arc
cohe´rence sur C dans PGACi : il n’est donc pas dans
le domaine de x dans la fermeture par arc cohe´rence
de PGACi : hi n’est pas une justification suffisante de r.
⇐ Re´ciproquement, conside´rons une hypothe`se hi et
supposons que, ∀C portant sur x, ∃t support de x =
v dont hi soit une justification GAC-suffisante, c’est
a` dire que pour chacune contrainte C portant sur x,
il existe une support t de x = v valide dans PGACi ;
par de´finition de l’arc cohe´rence, v appartient donc au
domaine de x dans PGACi , i.e.
hi est une justification GAC-suffisante de r. 2
Des proprie´te´s similaires peuvent eˆtre e´tablies pour
d’autres niveaux de cohe´rence locale induisant des re-
traits dans les domaines :
De´finition 8
Soit v une valeur dans le domaine initial d’une
variable x, V un ensemble de k variables et Ck
l’ensemble des contraintes qui portent sur {x} ∪ V.
v est localement cohe´rente par rapport a` V ssi il
existe une affectation t de {X} ∪ V telle que t[X] = v
et ∀C ∈ Ck, t[vars(C)] ∈ RC , ou` t[vars(C)] est la
projection de t sur les variables de C.
On dit que t est un support de v sur V.
De´finition 9
Un CSP est (1, k) cohe´rent ssi, pour toute variable et
toute valeur dans son domaine, pour tout groupe V. de
k variables, v admet un support sur V.
Proprie´te´ 4
hi est une justification (1, k)-suffisante d’un retrait
(x 6= v) ssi, pour chaque groupe V de k variables il
existe support t de v dont hi est justification (1, k)-
suffisante.
Preuve : ∀(x1, ..., xk),∃(v1, ..., vk) support de x = v
tel que hi justification (1, k)-suffisante de (v1, ..., vk)
⇔ ∀(x1, ..., xk),∃(v1, ..., vk) support de x = v tel que
chacun des vj appartienne au domaine de xj dans la
fermeture par (1, k)-cohe´rence de (X ,D, C ∪H \ {hi})
⇔ v appartient au domaine de x dans la fermeture
par (1, k)-cohe´rence de (X ,D, C ∪ H \ {hi}) (par
de´finition de la 1, k cohe´rence)
⇔ hi est une justification (1, k)-suffisante de x 6= v
2
3.2 Algorithme de maintenance des domaines al-
ternatifs
supports de xj = vj
justification t1 t2 t3 t4
x1 6= v1 h1, h2 ? ?
x2 6= v2 h1, h3 ? ?
x3 6= v3 h2, h4 ? ? ?
re´sultante h1, h2, h4 h1 h2 h2, h4 ∅
Table 2 – Calcul du tableau de flags d’un retrait (x 6=
v) sur une contrainte C ; les ti sont les supports de
x = v. Un ? dans la case (ti, xj 6= vj) signifie que le
tuple ti est invalide lorsque xj 6= vj .
Notre algorithme est un algorithme de type GAC4
[9] - la diffe´rence est qu’une valeur retire´e va e´ventuel-
lement eˆtre retire´e plusieurs fois (a` cause de plusieurs
contraintes), et que cette nouvelle cause de retrait doit
eˆtre propage´e. Plus largement, un retrait (x 6= v) doit
eˆtre propage´ a` chaque modification de son vecteur de
justifications. Il est de´faille´ ci dessous (Algorithmes 1
et 2). La modification de ce vecteur, comme celle des
vecteurs de flag des tuples, e´tant monotone (une justi-
fication suppose´e suffisante peut disparaˆıtre, mais ja-
mais redevenir suffisante), l’algorithme termine. Sans
le me´moriser force´ment, on peut parler des flags d’un
tuple : c’est un vecteur de bits, qui, pour chaque hk,
porte la valeur vrai ssi hk est une justification suffi-
sante pour chacune des valeurs du conflit set de t.
En effet, pour que le choix utilisateur hk soit une
justification suffisante de x 6= v sur C, il faut que la
remise en cause de hk aboutisse a` ce qu’au moins un
tuple de C compatible avec x = v devienne a` nouveau
valide ; et un tuple t redevient valide par la remise
en cause de hk ssi tous les elements de son ensemble
de conflit ont hk comme justification suffissante. En
d’autre termes les flags d’un tuple est l’intersection
des flags des retrait qui contredisent le tuple. Finale-
ment lorsque c’est une proprie´te´ d’arc cohe´rence qui










Preuve : L’ensemble des justifications AC-suffisantes







Or, d’apre`s la proposition 2, l’ensemble des justifica-
tions AC-suffisantes d’un tuple est l’intersection des
justifications AC-suffisantes des retraits de son en-
semble de conflits. 2
L’algorithme 2, inspire´ de l’algorithme GAC4 [9] de´-
crit la mise a` jour des vecteurs de flags des retraits
selon cette formule. Nous notons :
– n, le nume´ro d’instantiation. Vaut initialement 0.
– Cpt(x, v, C), le nombre de tuples supports dans
la contrainte C de x = v.
– f(xk 6=u), l’ ensemble de justifications suffisantes du
retrait (xk 6= u). f(xk 6=u)[hk] = true⇔ hk est une
justification suffisante de xk 6= u. Vaut initiale-
ment Vrain
– Dc(xi) le domaine courant de la variable xi.
– D(xi) le domaine initial de la variable xi.
– Si,v,C , l’ensemble des tuples t de la contrainte C
tels que t[i] = v.
– Mem : Buffer
– f(t) : Ensemble des justifications suffisantes du
tuple t. Initialement, vaut Vrain
Procedure Initialise((X ,Dc, Cc) : CSP initial)
/* (X ,Dc, Cc) suppose´ arc cohe´rent */
/* Tous les tupples sont suppose´s valides */
begin
pour tous les Contraintes C faire
pour tous les xi ∈ vars(C), v ∈ D(xi)
faire
Cpt(xi, v, C) := 0;
fin
pour tous les t ∈ vars(C) faire
ft = Vrai
n;
valide(t) = Vrai CS(t) = Fauxn;
f(t) = Vrain;
pour tous les xi ∈ vars(C) faire






Procedure Propagate( (xk = v) : hypothe`se ;
(X ,Dc, Cc) : CSP courant) Q := ∅;
pour tous les u 6= v ∈ Dc(xk) faire
f(xk 6= u)← Fauxn;
si u ∈ Dc(xk) alors
f(xk 6= u, hk)← Vrai;
fin
Ajouter ((xk 6= u)) a` Q;
fin
pour Q non vide faire
Choisir et retirer un nœud (xi 6= v) de Q;
si v ∈ Dc(xi) alors
Retirer v de Dc(xi);
fin
pour tous les C portant sur xi et tout tuple
t de Si,v,C faire
Mem← f(t);
f(t)← f(t) ∧ f(xi 6= v);
si t e´tait valide alors
pour tous les xj 6= xi ∈ vars(t) faire
Cpt(xj , t[j], C)
−−;
si Cpt(xj , t[j], C) = 0 alors
f(xi 6= v)← Vrain /* init */ ;





si Mem! = f(t) Une justif de t a disparu
alors
pour tous les xj 6= xi ∈ vars(t) faire
mem′ = fxj 6=t[j];
fxj 6=t[j],C = fxj 6=t[j],C ∨ f(t);
fxj 6=t[j] = fxj 6=t[j] ∧ fxj 6=t[j],C ;
si mem′ 6= fxj 6=t[j] alors






Algorithm 2: Propagation de la de´cision utilisateur
hk = (xk = v)
Le surcout des calculs de vecteurs est ne´gligeable
(on les effectue en temps constant par conjonction ou
disjonction de bitvecteurs)
Au lieu de rentrer une seule fois dans la boucle Q,
comme dans un GAC4 classique, chaque retrait peut
rentrer n fois, autant qu’il y a de changements possible
dans un vecteur de flags. La complexite´ en pire cas est
majore´e par O(n.e.dk) avec e le nombre de contraintes,
m le nombre de variables, n le nombre d’hypothe`ses d
la taille maximale du domaine d’une contrainte et k
l’arite´ maximale d’une contrainte. C’est donc la meˆme
que celle de la me´thode naive fonde´e sur GAC-4, dont
notre algorithme est inspire´ : n.O(e.dk). A ceci pres
que, dans la me´thode naive, GAC-4 tourne exactement
n fois, alors qu’ici il tourne au plus n fois.
En termes d’espace, sont me´morise´s par GAC4 les
ensembles Si,v,C de supports de chaque valeur - une
structure qui est en O(A), A e´tant l’espace pris pas
le tuples admissibles contenus dans les tables des
contraintes. Notre algorithme maintient de plus, pour
chaque tuple t, un vecteur de n boole´ennes (les flags)
soit un espace O(T.n), T e´tant le nombre de tuples
admissibles . Le proble`me produit au plus autant de
retraits que de valeurs dans les domaines, pour cha-
cun desquels on me´morise e´galement un vecteur de n
boole´ens - donc une structure en O(d.m.n). Soit par
rapport a` l’algorithme de base, GAC4, un espace sup-
ple´mentaire borne´e par O(n.(T + d.m)).
4 Re´sultats Expe´rimentaux
Nous avons teste´ ces algorithmes sur un benchmark
issus du monde industriel. Il relativement petit (32 va-
riables, de domaines de taille 2 a` 10, et 35 contraintes
binaires) 1. Il s’agit d’une souﬄeuse, c’est-a`-dire une
machine cre´ant de manie`re automatique des bouteilles
dans diffe´rentes mate´riaux.
Chaque point de l’e´chantillon simule une session de
configuration. Il consiste en une se´rie d’affectations,
selon un ordre ale´atoire, de toutes les variables du pro-
ble`me. A chaque affectation de variable, les domaines
des variables libres sont filtre´s par arc cohe´rence et
les domaines alternatifs de toutes les variables de´ja` af-
fecte´es sont calcule´s. L’ordre dans lequel les variables
sont affecte´es est choisi selon un distribution uniforme,
et pour chaque variable, la valeur affecte´e est choi-
sie de manie`re e´quiprobable parmi les valeurs restant
dans son domaine (i.e. choisie dans son domaine cou-
rant). Notre e´chantillon contient 1000 se´quences d’af-
fectation.
Pour chaque se´quence (x1, . . . , xm} nous mesurons,
a` chaque affectation xk = vk, le temps ne´cessaire pour
1. Il peut eˆtre retrouve´ sur ftp://ftp.irit.fr/pub/IRIT/
ADRIA/PapersFargier/Config/___Souffleuse.csp
calculer les domaines alternatifs des variables pre´ce´-
demment affecte´es (i.e. x1 a` xi). Tout le processus est
re´pe´te´ pour les deux algorithmes, qui jouent donc sur
les meˆmes se´ries d’affectations.
La figure 2 pre´sente les re´sultats de cette expe´ri-
mentation. On a porte´ en abscise la position de l’af-
fectation dans la sequence. La courbe en plein repre´-
sente le temps moyen ne´cessite´ par la me´thode na¨ıve
(croissante, ronds), celle en pointille´ (stable, carre´s) la
moyenne des temps ne´cessite´s de notre algorithme.
Figure 2 – Comparaison du temps de calcul de la
me´thode na¨ıve (en noir, 4, croissante) et de notre al-
gorithme (en rouge , stable.).
Les re´sultats sont excellents : l’algorithme que nous
proposons offre des re´sultats plus rapides de`s que plus
de 5 variables sont affecte´s - i.e. de`s que le nombre
de domaines alternatifs a` calculer de´passe 5. Comme
on pouvait s’en douter, le temps ne´cessite´ par l’algo-
rithme naif croˆıt avec le nombre de variables concer-
ne´es, alors que le temps ne´cessite´ par notre algorithme
reste stable.
5 Conclusion et perspectives
Dans ce travail, nous avons propose´ un nouveau
concept, celui de domaine alternatif d’une variable se-
lon un niveau de cohe´rence locale. Nous avons pre´-
sente´, pour la maintenance des domaines alternatifs
modulo l’arc cohe´rence ge´ne´ralise´e, une extension de
l’algorithme GAC4 qui consiste en une prolongation de
la propagation des retraits au dela` des domaines des
variables concerne´es. Par opposition a` une me´thode
naive qui consisterait a` effectuer from scratch autant
de propagations qu’il y a de domaines alternatifs a`
calculer, notre me´thode me´morise des justifications (li-
mite´es) des retraits. Elle consomme plus d’espace me´-
moire que la me´thode naive et ne´cessite des contraintes
de´finies en extension. Nos premieres experimentations,
sur un cas re´el, sugge`rent qu’elle est rapidement plus
efficace que la me´thode naive.
L’espace ne´cessaire reste une limite de la me´thode ;
le surcouˆt en espace, par rapport a` l’algorithme GAC4
depend directement du nombre de variables dont on
veut calculer le domaine alternatif. Cela dit, il faut
garder a` l’esprit que l’on ne demandera pas en pra-
tique au syste`me de pre´senter les domaines alternatifs
de toutes les variables : l’utilisateur est ope´rateur hu-
main avec une charge mentale limite´e et il n’est pas
e´vident qu’il puisse (ou meˆme de´sire) se repre´senter ef-
ficacement un grand nombre de domaines alternatifs.
Dans une application de configuration par exemple,
on ne pre´sentera les domaines alternatifs que de cer-
taines variables, par exemple celles correspondant au
sous composant que l’on est en train de configurer.
Les concepts de´veloppe´s dans cet article, nous
l’avons vu, sont assez proches des notions de solution
robuste et de restauration de valeur. Dans le travail
present, nous nous sommes focalise´s sur le calcul des
domaines alternatifs. Cela dit, une partie des informa-
tion utilise´es par l’algorithme peut mieux eˆtre exploi-
te´e lors de l’interaction avec l’utilisateur : une justi-
fication suffisante d’un retrait (x 6= v) peut eˆtre vue
comme une restauration de taille 1 de v, et eˆtre pre´-
sente´e en tant que telle lorsque l’utilisateur cherche a`
libe´rer une valeur interdite par les choix courants.
Ce travail sugge`re de nombreux de´veloppements et
perspectives. Tout d’abord, il faut e´videment ame´lio-
rer notre algorithme, par exemple en proposant une
version paresseuse, et comple´ter nos expe´rimentations.
Il faudra ensuite re´fle´chir a` ce qui peut eˆtre fait pour
le maintien des domaine alternatifs dans les CSP qui
ne limitent pas leurs contraintes a` des repre´sentations
sous forme de table. Enfin et surtout, il faudrait savoir
prendre en compte l’interaction dans son ensemble :
pour l’instant, nous n’avons conside´re´ que l’affectation
de valeur ; reste a` traiter la relaxation par l’utilisateur
d’un ou plusieurs de ses choix. Cette adaptation suppo-
sera une hybridation avec les algorithmes de maintient
de cohe´rence dans les CSP dynamiques [2].
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