Abstract
Introduction
In recent years, a considerable amount of work has been done to apply real-time techniques to new kinds of timesensitive applications, which are inherently more dynamic than classical real time applications.
Due to their temporal constraints, these systems are great candidates for using real-time techniques; however, they present new challenges due to the variability and unpredictability of their processing times, and to the datadependent processing requirements that characterise them.
When multiple real-time tasks of this type share the same CPU, allocating resources to them becomes difficult, and the tasks can be properly served only if the resource scheduler is able to cope with the high variance and unpredictability of their requirements. Since the tasks running in the system are characterised by unpredictable behaviour, it is important to provide temporal protection, so that each task is protected from the fluctuations in the resource requirements of the other ones. When temporal protection is enforced, each task executes as if it were on a slower dedicated processor, and can be guaranteed independently of the presence of other tasks in the system. Temporal protection can be £ This work was partially supported by DARPA/ITO under the Information Technology Expeditions, Ubiquitous Computing, Quorum, and PCES programs, NSF Grant CCR-9988440 and EIA-0130344, and by Intel.
provided by using reservation-based schedulers [11] , that have proven to be very effective in various different situations.
If the tasks' parameters were known in advance, it would be possible to statically reserve the proper amount of resources to each task. However, most of the time insufficient accurate information is available statically to reserve the correct amount of time to each task (because, for example, the execution times or the interarrival times are unknown a-priori).
It is clear that we need some way of dynamically adapting the scheduling parameters to the actual workload. We propose to do this, by using a feedback controller to monitor and adapt the reservation to the observed requirements. In other words, we believe that a combination of feedback scheduling techniques and resource reservations is a useful technique for properly serving time-sensitive applications in a modern multimedia OS. Some of the advantages of this combined use of feedback and reservation techniques are the following. Better portability of real-time code: using a feedback reservation-based scheduler, the performance of the application does not depend on the execution time estimation. Thus, applications can easily run on lots of different machines and achieve a predictable QoS level. A higher-level programming interface: the use of the proposed feedback mechanism permits the implementation of high level task models that separate the task parameters from the scheduling parameters [2] . Robustness to variations in execution times caused by DMA, caches, PCI bus masters, and similar mechanisms. Moreover, a reservation-based feedback scheduler permits to cope with the interrupt handling overhead by using augmented reservations [16] or similar mechanisms. Increased system efficiency: adaptive reservations allow automatic adaptation of each reservation to the application's real requirements.
Using a reservation-based feedback scheduler, the problem of providing high system utilisation and high QoS to applications is decomposed into two simpler problems: 1) designing a feedback controller that is stable and provides a specified closed-loop dynamics, defined in terms of overshoot and response time, or in terms of closed-loop poles, and 2) choosing the closed loop dynamic that provides the desired QoS/utilisation trade-off.
In this paper, we address the first problem, characterising the open-loop behaviour of a reservation-based scheduler, and designing a proper feedback controller that is able to provide a specified closed-loop behaviour. We believe that the contribution of this paper is important in understanding the dynamics of a reservation-based scheduler, and providing a foundation for developing adaptive reservation techniques.
Related Work
Both the ideas of reservation-based scheduling and feedback scheduling are not new. CPU reservations were proposed by Mercer and others [11] , and are the theoretical foundation for resource kernels [13] . Moreover, reservation techniques proved to be very effective in providing temporal isolation, and have been implemented in a number of different systems using different scheduling algorithms [5, 1, 4, 15] . Feedback techniques were originally proposed in time sharing systems [3] , and have been successively applied to real-time [12, 16] and multimedia systems [18] .
In particular, the reservation and feedback approaches can be combined to adjust tasks' periods according to the actual CPU load [12] , or the CPU proportion of each process can be adapted to control the task's performance. For example, the processes served by reservation-based scheduler can be organised in a pipeline, and the the adaptation mechanism can control the length of the queues between pipeline's stages [18] , or adaptive reservations can be used for separating the task parameters from the scheduling parameters [2] .
Although these examples of feedback schedulers have proved to be very effective in addressing the above issues, little theoretical analysis of such mechanisms has been provided. For example, in some of those works [12, 2] the feedback scheduler is designed using an ad-hoc approach, whereas other works are based on the use of a PID controller [18] , which is known to stabilise a wide range of systems. However, none of them analysed the feedback mechanism to guarantee its dynamic behaviour.
The use of a more theoretically founded approach (already presented in [7] ) was finally advocated by Stankovic and others, and a feedback scheduler based on EDF was designed based on those premises [9] . However, when designing a feedback scheduler, control theory should be applied carefully. The authors realized the problem, and corrected their previous paper [8] presenting a general framework for evaluating feedback schedulers.
Terminology and Definitions
As discussed in the introduction, in this paper we propose to monitor the real-time performance of the tasks, and to use this information for adapting the amount of resources reserved to each task. This performance monitoring can be done by using a particular task model, the real-time task model, that permits the association of temporal constraints, called deadlines, with the task. If these temporal constraints are violated, the size of the reservation should be increased.
Definitions
According Our goal is to provide support for time-sensitive applications in which a deadline miss can degrade the QoS of the task but does not have any catastrophic consequence. Therefore, we will consider soft deadlines, and the goal of the system will be to control the number of deadline misses. 
Reservation-Based Scheduling
There is a clear relationship between VFT and LFT:
LFT VFT
where Õ is the residual budget when the job finishes.
Bandwidth Reservations (CBS & GRUB)
Although any scheduling algorithm could be used to implement a reservation strategy, the use of a dynamic priority scheduler permits to obtain a more efficient implementation. An example is the Constant Bandwidth Server (CBS) [1] a reservation algorithm based on the Earliest Deadline First (EDF) priority assignment, that uses a server mechanism to implement reservations. A server is a scheduling entity that maintains two internal variables, a budget Õ and an absolute deadline × . Each time a task arrives, the server becomes active, and it is assigned an initial deadline × , and an initial budget Õ . Then, all the active servers are ordered in a EDF queue: the earliest deadline server is selected, and the corresponding task is executed. While the task executes, the server budget is decreased accordingly; if the task finishes before the reservation is depleted, the server becomes inactive and is extracted from the EDF queue. If instead the reservation is depleted and the task has not yet finished, the server deadline is postponed to × × · Ì × , and the EDF queue is reordered. For a full explanation of the algorithm, see [1] .
Algorithm GRUB (Greedy Reclamation of Unused Bandwidth) [4] is very similar to the CBS. As with CBS, each server has an absolute deadline × ; however, instead of using a budget Õ , each server uses a variable Î , called server virtual time. In addition, each server uses an internal variable that represents the current server bandwidth: if is set constant and equal to , then Algorithm GRUB is almost equivalent to Algorithm CBS 1 . If we want to reclaim the unused processor bandwidth, then is variable and equal to Ø , where Ø is the sum of the bandwidths of the active servers. For the sake of simplicity, in the remaining of this paper we do not consider the reclaiming rule of Algorithm GRUB: hence, we set . Note that, for CBS and GRUB, when a job finishes the deadline of the server minus the job arrival time is equal to the latest possible finishing time:
Moreover, when using Algorithm GRUB, the VFT of a job is simply the value of the server virtual time when the job finishes.
Feedback Scheduling
A feedback mechanism can be defined based on: an observed value, used as input to the feedback mechanism, an actuator, which permits to apply the feedback action to change the system behaviour, and a feedback law, used to compute the new value to apply to the actuator, based on the observed value. When such a feedback scheme is applied to a scheduler, the observed value can be some QoS metric: for example, the deadline miss ratio in some interval of time [8] , or the response time, the jitter, and so on. Similarly, some scheduling parameter can be used as an actuator.
If the feedback strategy is applied to a reservation based scheduler, the actuator is the amount of CPU reserved to the task (hence, É or ). Since É ( ) is not constant, we will indicate it as É ( ). We call the resulting abstraction an Adaptive Reservation. An adaptive reservation mechanism works as follows: a reservation´ 
Mathematical Model of a Reservation
Since a proper feedback scheme providing the required characteristics can be designed only based on an accurate model of the system, we are going to develop a precise mathematical model of a reservation based scheduler. First of all, we simplify the notation by removing the task index from all the quantities: we will use É instead of É , Ì × instead of Ì × , Â instead of Â , and so on.
The goal of our feedback scheduler is to control LFT (or VFT) to Ì ; thus, we define the scheduling error¯ as the difference between the latest possible finishing time LFT and the job relative deadline Ì . Note that, if LFT Ì , then job Â ½ consumes some of the time that should be used by the next job, which will have less time to execute.
In this case, jobs Â ½ and Â share a reservation period, and LFT ·½ depends on LFT . To express this dependency, and to write the dynamic equations of our system, it is useful to introduce another state variable that represents the amount of time used by Â ½ in its last reservation that it shares with Â . We propose two different models: one model is based on the virtual finishing time, and we assume that all the state variables are accessible. The other model is based on the latest possible finishing time and we assume that LFT is the only accessible state variable.
Accessible Internal State
In the first model, we define the scheduling error as the difference between the virtual finishing time and the task period:¯ VFT Ì . Using Algorithm GRUB VFT can be directly measurd; if, on the other hand, another reservation-based algorithm (like the CBS) is used and the value of the budget Õ is not accessible, then the VFT can be computed by using Equation 1 . If the scheduling error at the previous instance is less than 0, the VFT can be easily calculated as: VFT . By substituting, we can express the dynamic equation of the system as follows:
Note that, by using this definition, the scheduling error is a continuous value.
Non-Accessible Internal State
When it is not possible to measure the virtual finishing time, we define the scheduling error as the difference between the latest possible finishing time and the task period: LFT Ì . Notice that, in this case, the scheduling error is a discrete variable and it is a multiple of Ì × .
We find it useful to define a state variable Ü that represents the amount time consumed by job Â ½ on the latest Figure 1 . In Figure  1 .a, Â ½ uses only 2 reservation periods and finishes before the end of its period: Â ½ and Â ¾ do not share any reservation, and Ü ¾ ¼. In Figure 1 .b, Â ½ uses 3 reservation periods: therefore, Ü ¾ ½. In the following, we assume that Ü is not measurable.
The equations for computing Ü and LFT are shown in Figure 2 ; from those equations, we can derive the scheduling error:
Now, we want to show that this model is equivalent to the one expressed by Equation 2, plus a quantisation error due to the fact that the internal state Ü is not measurable.
We define the quantisation error QE in the two cases:
In the first case,¯ depends on Ü ½ that is not measurable. However, Ü ½ is always in the range ¼ ½ Ì × . Hence, we can use the following upper bound for the scheduling error:
Now, we define the quantisation error as:
In the second case, we can simply define the quantisation error as: 
Controller Design
As shown in Section 3 a reservation-based scheduler with period Ì × can be dealt with as a dynamical system described by the following equations:
where¯ represents the scheduling error, with Ã ¼ for the first model, described in Section 3.1, and Ã Ì × for the second model, described in Section 3.2. In the latter case Equation 5 describes an approximation of the scheduling error where the quantisation error QE is neglected (in the sequel we will also tackle this problem). The goal of this section is to propose techniques for effectively designing feedback controllers for this system.
We will first use a classical "pole-placement" technique to synthesise a controller in each mode. Before getting into these topics we need to introduce some definitions and notations that will be used throughout the section. By À we denote the set of sequences of execution times such that À . Vector Ü will denote the state of the closed loop system, inclusive of¯ and of the controller's own states (for example the state of a Proportional Integral (PI) controller consists of the past values of its input that it needs to issue a new command). The symbol Ö´Ü¼ µ denotes the set of all points having euclidean distance (henceforth denoted by ×Ø) from Ü ¼ lower than or equal to Ö. Finally by Ü we will denote an equilibrium point for the closed loop system's state. An It is worth noting that the action of the unknown disturbance prevents one from controlling the system exactly into a point Ü. Rather the system is controlled into a set Ê´Ü µ, whose radius Ê grows with À (i.e. with the maximum allowed variation of the computation time). Consequently,¯ that is part of the state is controlled into a neighbourhood Ê´¯µ of the equilibrium¯of radius Ê, given by a one dimensional projection of Ê´Ü µ. Practical asymptotical stability implies that in response to a small perturbation of the initial state, the evolution of¯ always remains close to Ê´¯µ and that it is eventually captured into this set. For exponential stability, we include the additional requirement that the distance between¯ and Ê´¯µ decays with exponential rate. Another quantity of interest describing the quality of the system's evolution if the overshoot defined as Ñ Ü ×Ø´Ü Ö´Ü µµ.
Design based on a PI Controller
To design a controller for the dynamic system described by Equation 5 , we are going to analyse the two modes corresponding to¯ Ã and¯ Ã separately. The underlying assumption is that that the considered equilibrium¯is "far" from the switching surface¯
Ã. If this assumption
were released, there would be no theoretical support for the proposed design technique 2 . However, in practical applications the system did not exhibit pathological behaviour.
We are going to show the design for the first operating mode (the same considerations apply to the second one): if Ã, then¯ ·½ ¯ · Ù Ì where Ù is defined as ½ . Quantities¯ , , and can be expressed as a constant value plus a variation:¯ ¡¯ ·¯, · ¡ and Ù Ù · ¡ Ù . At the steady state it must hold Ì Ù . Assuming small variations around the linearization point, the relation between the variations can be found via differentiation:
For notational simplicity, in the rest of the section we will drop the symbol ¡ and,¯ , Ù and will represent variations of the original quantities around the¯ Ù respectively. 2 In the control literature it is possible to find both unstable systems resulting from the switching combination of stable systems and vice versa. Repeating the computations for¯ ½ Ã , we obtain:
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Accounting for the Quantisation Error
Focusing on the case of the unaccessible internal state, we have to deal with the problem of quantisation error.
According 
Observing that Ü Ü Ü · ½ , we obtain:
As one would expect, diminishing Ì × (and hence the quantisation grain) results into higher and higher precision for the control.
A global stability test.
Such properties as the system's practical stability are formally guaranteed, in the synthesis technique proposed above, only if the closed loop evolution of the system is confined to one of the two modes (i.e. either¯ Ã or Ã for all ).
In a special but important case it is possible to provide a stronger result. For the sake of simplicity, we restrict only to the case of accessible internal state, which is described by
À. For practical purposes this assumption means that the computation times vary slowly with respect to the system closed loop dynamics. For simplicity consider only the case when the system has to be stabilised into¯ ¼, Ù Ì . In this case the scheduler is a piecewise affine (PWA) system [6] : i.e. there exists a partition of the state space into polyhedral cells (¯ Ã and¯ Ã) and in each cell the system evolves with a linear dynamic. We use a different PI controller in each cell:
Considering as state vector Ü ¯ Ù Ì Ì , the closed loop evolution is given by:
where:
The problem we want to tackle is to analyse the robust stability of a given design. More precisely we want to know if 
tive definite matrix. Inequalities in condition 11 are linear matrix inequalities (LMI); finding a feasible solution for a system of LMIs is a problem that can be solved in polynomial time using convex optimisation techniques.
The above result produces a "global" stability test, i.e. we are able to know if the origin of the state space is asymptotically stabilised starting from any initial state and with the possibilities of switching between the two modes. The price to be paid for this strong result is the assumption of constant (or at least slowly varying) .
Experimental Results
The correctness of the controller design was verified through simulations and through some experiments with real a implementation on the Linux kernel. In this section, we are going to show some of these results.
Simulations
Evaluating the performance of a feedback scheduler is not trivial: schedulers that seem to work properly at a first glance [9] may result to be unstable when evaluated more systematically [8] . To properly evaluate our adaptive reservation mechanism, we considered the system response to a step and a ramp in the system load, since they have been proven to be a good test case [8] . In particular, we report the evolution of the scheduling error¯ and of the reserved CPU bandwidth .
We performed extensive simulations using a wide set of different parameters. For the sake of brevity we report only some meaningful experiments. In particular, in the following we consider a task with period Ì ¼ and execution time if
¿¼¼, ½ otherwise, and we report only the results obtained using the model presented in Section 3.2, in which the internal state is not fully accessible, and that is more difficult to control. When, at job Â ¾ , the execution time increases from to ½ , the scheduling error raises to ¼ (two times the reservation period), and it is controlled to ¼ in a short time. Note that when the system reaches the steady state, the quantisation error is ¼, as expected. Moving ¾ from ¼ ¾ to ¼ the decay rate increases (as expected from control theory) thus resulting into a longer transient. input, and we obtained similar results.
Real Workloads
As previously stated, the first set of experiments was performed based on a synthetic workload that has been recognised as particularly significant for evaluating system performance [8] . However, some experiments performed using a more realistic workload highlighted new problems. To generate a realistic workload, we instrumented an MPEG player running on Linux, and we measured the frame decoding times for the trailer of Star Wars Episode 1 [10] , shown in Figure 8 (note the huge variations in decoding times due to the VBR encoding). As it is possible to see, the execution times are highly variable. Since the goal of the PI controller is to control the scheduling error to ¼, we can expect that this variability in the execution times will be reflected in a high variability in the reserved time. Figure 9 Proceedings of the 23rd IEEE REAL-TIME SYSTEMS SYMPOSIUM (RTSS'02) 1052-8725/02 $17.00 © 2002 IEEE shows the evolution of the reserved time for a PI controller, using the second model (when the internal state is not fully accessible). We consider Ì ¿ ¿ Ñ× (¿¿ ¿ frames per sec-
(the results obtained with the first model are similar). By comparing the two figures, it is clear that the reserved bandwidth does not stabilise properly; as a result, the scheduling error does not stabilise to 0, but continues to oscillate. We can expect this kind of problem, from the theory of control, because the system's input is highly variable. Since the system is practically stable and the variations in the input are bounded, the variations on the scheduling error are also bounded (and the average of the scheduling error is ¼). This oscillation of the scheduling error and of the reserved bandwidth can be addressed by filtering out the higher frequencies. We moved one of the two poles near to ½, and the results are shown in Figure 10 . By comparing Figures 10 and 8 , it is clear that the reserved bandwidth results to be more stable, and this can permit to better control the scheduling error. By analysing the scheduling error, it appears that the first controller (with ¾ ¼ ¾) tends to "over-react" to execution time variations, presenting a bigger overshot: even after the initial transient, the scheduling error raises to more than ¿¿Ñ×. On the contrary, moving the second pole to ¾ ¼ , the maximum scheduling error registered after the initial transient is
Ñ×.
Summing up, we can say that while considering the response to a step or to a ramp the position of the poles ½ and ¾ only influences the overshoot and the response time, when a more realistic workload is applied as input to the system, the position of the poles becomes critical for the system performance.
Implementation on a Real System
After verifying the correctness of the proposed feedback scheme through simulations (using synthetic and real-world workload traces), we performed some experiments on a real implementation. For this purpose, we used the dynamic QoS manager implemented on Linux/RK [14] and the second model of the scheduler, described in Section 3.2, which can introduce some quantisation error. The implementation of the PI controller presented in this paper was a simple task and required less than half an hour. ror is controlled to about ¼. Since the execution times are highly variable, the scheduling error cannot be constant, but it is important to note that¯ ¼ most of the time (remember that a negative scheduling error is not bad for the perceived QoS). In coincidence with big variations in the execution times, the scheduling error increases, but it is immediately controlled to ¼ again. It is important to note that these plots refer to real experiments performed on a real Linux system, and that the two players run simultaneously and share some important resource such as the X server.
Conclusions
In this paper, we addressed the problem of developing a feedback scheduler based on resource reservations, by developing a precise and accurate mathematical model of a reservation-based scheduler. We verified the correctness of the proposed model and the effectiveness of the designed controller through an extensive set of simulations and through real experiments on a real-time version of Linux. As a future work, we plan to apply control theory more rigorously in order to formally prove the robustness and stability of the controller. The problem of determining a proper closed loop dynamics that guarantees the desired QoS level in the presence of a realistic workload will be addressed. In particular, we will devise a methodology for imposing the decay rate of the close loop system.
