. That is, we are more cautious about asserting a causal relationship between factor A and the outcome if there is another factor potentially confounded with factor A.
For example, in the famous debate on effectiveness of Catholic high schools, the positive effect of Catholic schools on achievement was questioned (see Bryk, Lee, and Holland 1993; Jencks 1985) . Students entering Catholic schools were hypothesized to have higher achievement prior to entering high school than those attending public schools. Thus, prior achievement is related to both sector of school attended and later achievement. Because prior achievement is causally prior to the sector of the high school a student attends, prior achievement is a classic example of a confounding variable. No definitive interpretation with regard to the effect of Catholic schools on achievement can be made without first accounting for prior achievement as a confounding variable.
In the case of an evaluation of a treatment effect, one might control for prior differences by randomly assigning subjects to treatment groups. In the language of the counterfactual argument (Giere 1981; Lewis 1973; Mackie 1974; Rubin 1974) , the difference in means between treatment and control groups then represents the effect a given subject would have experienced had he or she been exposed to one type of treatment instead of the other (see Kitcher 1989 for the potential of counterfactuals to inordinately dominate a theory of causality). If the causal effect is defined as the difference between two potential outcomes (only one of which can ever be observed), random assignment assures that the missing counterfactual outcome is missing completely at random. Therefore, under random assignment, and barring any other threats to internal validity (see Cook and Campbell 1979) , the average difference between treatment and control groups within any subset of persons is an unbiased estimate of the average treatment effect for that subset of persons.
Random assignment to treatment and control is often impractical in the social sciences given logistical concerns, ethics, political contexts, and sometimes the very nature of the research question (e.g., Cook and Campbell 1979; Rubin 1974) . For example, to randomly assign students to Catholic or public schools would be unethical. Therefore, we often turn to observational studies and use of statistical control of a con-found (Cochran 1965; McKinlay 1975) . In this approach, the potentially confounding variable is measured and included as a covariate in a quantitative model. Then, for each level of the covariate, and given that the assumptions of ANCOVA have been satisfied, individuals can be considered conditionally randomly assigned to treatment and control (Rosenbaum and Rubin 1983; Rubin 1974) . (For a recent discussion of conditional random assignment and its impact on expected mean differences between treatment and control, see Sobel [1998] .) For example, if one included a measure of prior achievement in a model assessing the effect of school sector, one could then consider students to be randomly assigned to Catholic or public school conditional on their prior achievement. One could also pursue such control through various matching schemes (Cochran 1953; McKinlay 1975; Rubin 1974) .
Unfortunately, it is not always possible to measure all confounds and include each as a covariate in a quantitative model. This may be especially true for analyses of secondary data such as were used to assess the Catholic school effect. Furthermore, even if one confounding variable is measured and included as a control, no coefficient can be interpreted as causal until the list of possible confounds has been exhausted (Pratt and Schlaifer 1988; Sobel 1998) . Paradoxically, the more remote an alternative explanation, the less likely is the researcher to have measured the relevant factor, the more prohibitive becomes the critique. The simple question, "Yes, but have you controlled for xxx?" puts social scientists forever in a quandary as to inferring causality.
Some have suggested social scientists should temper their claims of causality (Abbott 1998; Pratt and Schlaifer 1988; Sobel 1996 Sobel , 1998 . Alternatively, one can assess the sensitivity of results to inclusion of a confounding variable (Mauro 1990; Rosenbaum 1986 ). If a coefficient is determined to be insensitive to the impact of confounding variables, then it is more reasonable to interpret the coefficient as indicative of an effect.
But sensitivity analyses are often computationally intensive and tabular in their result, requiring extensive and not always definitive interpretations. Furthermore, they are difficult to extend to models including multiple covariates such as are typical in the social sciences. Not surprisingly, although the value of sensitivity analyses is often noted, sensitivity analyses are applied infrequently (e.g., Mauro's [1990] article been cited by only eight other authors and Rosenbaum's [1986] article by only five according to the Social Science Citation Index [see also Cordray 1986] ).
In this article, I extend existing techniques for sensitivity analyses by indexing the impact of a potentially confounding variable on the statistical inference with regard to a regression coefficient. The index is a function of the hypothetical correlations between the confound and outcome, and between the confound and independent variable of interest. The expression for the index allows one to calculate a single valued threshold at which the impact of the confound would be great enough to alter an inference with regard to a regression coefficient.
In the next section, I develop the index for bivariate regression and obtain the threshold at which the impact of the confounding variable would alter the inference of a regression coefficient. I then discuss the range and distribution of the index. In the following section, I relate the index to existing procedures and techniques. I then develop the index for the multivariate case. I apply the index to an example of the relationship between socioeconomic status and educational attainment and describe a reference distribution for the index. In the discussion, I comment on the use of the index and reference distribution relative to larger debates on statistical and causal inference, and explore extensions.
IMPACT OF A CONFOUNDING VARIABLE
A confounding variable is characterized as one that correlates with both a treatment (or predictor of interest) and outcome (Anderson et al. 1980, chap. 5) . It is also considered to occur causally prior to the treatment (see Cook and Campbell 1979) . In other contexts, the confounding variable might be referred to as a "disturber" (Steyer and Schmitt 1994) , a "covariate" (Holland 1986 (Holland , 1988 , or, drawing from the language of R. A. Fischer, a "concomitant" variable (Pratt and Schlaifer 1988) .
Consider the following two standard linear models for the dependent variable y i of subject i:
y i = β 0 + β 1 x i + β 2 cv i + e i .
In each model, x i is the value of the predictor of interest for subject i.
The variable x might be a treatment factor, or a factor that the researcher focuses on in interpretation (Pratt and Schlaifer 1988) . In the case of school research, x might indicate whether the student attends a Catholic school.
The scenario begins when the estimate of β 1 , referred to as $ β 1 , is statistically significant in model (1a). That is, the t ratio defined by [ $ β 1 /se ( $ β 1 )] is larger in absolute value than the critical value of the t distribution for a given level of significance, α, and degrees of freedom, n -2 (where n represents the sample size). Therefore, we would reject the null hypothesis that β 1 = 0. (For the remainder of this article, this framework of null hypothesis statistical testing applies unless otherwise stated.) An inference with regard to β 1 is based on the assumption that the e i are independent and identically normally distributed with common variance. This assumption is necessary for ordinary least squares estimates to be unbiased and asymptotically efficient, and for the ratio $ β 1 /se( $ β 1 ) to have a t distribution. An implication of "identically distributed" is that e i are independent of x i , thus ensuring that the e i have the same mean across all values of x i (e.g., Hanushek 1977) . This latter assumption is necessary for the ordinary least squares estimate of β 1 to be unbiased. The assumption is violated if there is a confounding variable, cv, that is correlated with both e and x and is considered causally prior to x.
2 For example, in the Catholic schools research, sector of school attended is not independent of the errors if the confounding variable, achievement prior to entering high school, is related to both sector of school attended and final achievement.
The concern then is that $ β 1 is statistically significant in (1a) but not so in (1b), which includes a confounding variable, cv. In this case, $ β 1 in (1a) cannot be interpreted as indicative of an effect of x on y. My focus is on the change in inference with regard to β 1 because social scientists use statistical significance as a basis for causal inference and for policy recommendations. Therefore, the threshold of statistical significance has great import in practice, even if cutoff values such as .05 are arbitrary (in the discussion, I will comment more on concerns with regard to the use of significance testing and causal inference).
To assess the impact of a confounding variable on the inference of a regression coefficient, we can ask the following question: Given $ β 1 is statistically significant in (1a), how large must the correlations be between cv and y and between cv and x such that $ β 1 is not statistically significant in (1b)? I will answer this question by expressing the components of a t test for a partial regression coefficient in terms of zero-order correlations. Throughout this presentation, I use r to represent correlations that are estimated in a given sample as well as correlations that would be observed were a measure of a confounding variable included in the data. In particular, define quantities used for estimation and inference in model (1a): r y x ⋅ is the sample correlation between the outcome and the predictor of interest (e.g., x is a treatment dummy variable), R y 2 is the proportion variance explained in a regression with just the predictor of interest, n is the sample size, q is the number of parameters estimated in a model (not including the intercept, β 0 ), sd(y) is the standard deviation of y, and sd(x) is the standard deviation of x. Define additional quantities needed to estimate model (1b): r y cv ⋅ is the correlation between the outcome and the confounding variable, andr x cv ⋅ is the correlation between the predictor of interest and the confounding variable. Then $ β 1 , the standard error of $ β 1 , and their ratio defining t (on n -q -1 degrees of freedom) for model (1b) are Although alternative expressions can be developed to calculate the t ratio of a regression coefficient, equations such as (2), and similar equations used by Mauro (1990) , are unique in expressing the t statistic in terms of components associated with a potentially confounding variable. The product r r y cv x cv ⋅ ⋅ × appears in the numerator and denominator of the t ratio in (2) and includes the two relations defining confounding-the relationship between the outcome and the confounding variable (r y cv ⋅ ) and the relationship between the predictor of interest and the confounding variable (r x cv ⋅ ). Therefore, because the goal is to develop a concise expression for the impact of a confounding variable, I characterize the overall impact of the confound in terms of the product, k = r r 
Next, the argument that inclusion of the confounding variable in the model will alter the interpretation of $ β 1 is validated when t( $ β 1 ) for model (1b) becomes less than a critical value. Correspondingly, we seek to minimize t( $ β 1 ) with respect to r y cv ⋅ and r x cv ⋅ (thus affording the confounding variable the greatest impact on t[ $ β 1 ]). Because n, q, and r y x ⋅ can be obtained from the sample data, for a given value of k the right-hand side of (3) is minimized when the expression in the denominator is maximized, which occurs when 1 2 
Thus, t( $ β 1 ) can be expressed as a function of r y x ⋅ , k, and the degrees of freedom (n -q-1).
The definition of k and the expression in (5) can be used to characterize the distribution of k. First, when k = 0 the expression in (5) is equivalent to the standard test for a regression coefficient, save for a one-unit change in degrees of freedom (but this is merely the same issue as including a nonpredictive variable in a model). That is, when k = 0 the test of $ β 1 in model (1b) is comparable to the test of $ β 1 in (1a) that does not include the confounding variable. Second, k is based on the product of two correlation coefficients. Therefore, -1 ≤ k ≤ 1. Furthermore, when 2k ≥ 1 + r y x ⋅ the expression in (5) becomes undefined or complex, indicating that t( $ β 1 ) cannot be interpreted. This restriction corresponds to the mathematically defined lower limit of r y x ⋅ as given by r r r r r y x y cv x cv x cv y cv
2 (see Cohen and Cohen 1983:280) . When the limit is exceeded, the matrix of correlations containing r y x ⋅ , r y cv ⋅ , and r x cv ⋅ cannot represent a set of product moment correlations from a single sample and is ill conditioned. Therefore, the restriction in (5) is equivalent to the restriction associated with estimation of the general linear model.
For the moment, assume k > 0 (the case for k < 0 will be addressed through symmetry). To find the value of k that would alter the inference with regard to $ β 1 , solve (5) for k.
where a n q = − − − 
Define
In the last equivalences of (6), I refer to the expressions for k as impact thresholds (ITs). 5 Assuming that t = t critical (with degrees of freedom n -q -1) and other assumptions of inference have been satisfied, the impact threshold for a confounding variable (ITCV) indicates the impact necessary to make a $ β 1 (and r y x ⋅ ) that is positive and statistically significant become positive and just statistically significant.
The impact threshold for a suppressor variable (ITSV) would make an r y x ⋅ (and $ β 1 ) that is positive become just statistically significantly and negative. This modifies typical definitions of suppression that are stated in terms of a change in magnitude or sign of $ β 1 . But is the change enough to alter the inference with regard to β 1 ? Typically, definitions of suppression do not address this issue. Thus, suppression is defined here as the complement to confounding, making $ β 1 statistically significant when it is not so in the original model.
The relationship between the IT (ITCV or ITSV) and r y x ⋅ for IT > 0 is shown in the upper half of Figure 1 for n = 29, t = 2.05, and α = .05. The lines for the ITCV and the ITSV each pass through the point (1, 1) as each equation in (6) approaches -n/(-n) as r y x ⋅ approaches unity. Figure 1 also includes lines for the ITCV and the ITSV when the IT < 0, which can be obtained through arguments symmetric to those applied in the development of (6) and by interchanging the intercepts and slopes for the ITCV and the ITSV.
The graph in Figure 1 is symmetric because magnitudes of the impact thresholds for r y x ⋅ < 0 are the same as those for r y x ⋅ > 0. Thus, the roles of the ITCV and the ITSV can be stated in more general terms: when r y x ⋅ is statistically significant, an impact of the ITSV will make r y x ⋅ just statistically significant with opposite sign, and an impact of the ITCV will make r y x ⋅ just statistically significant while retaining its sign. When r y x ⋅ is not statistically significant, the ITCV is not defined, and the ITSVs represent the impacts necessary for r y x ⋅ to become statistically significant in either direction. Graphically, inside the parallelogram, $ β 1 would not be statistically significant were the confounding variable included in the model. statistically significant, and on the border $ β 1 would become just statistically significant. Values of impact in the shaded regions correspond to a mathematical inconsistency among r y x ⋅ , r y cv ⋅ , and r x cv ⋅ and, therefore, are not interpretable.
Together, the functions ITCV > 0 and ITSV < 0 define the impact necessary to make r y x ⋅ positive and just statistically significant. But note a given change in r y x ⋅ is associated with larger changes in the ITCV than in the ITSV. That is, the impact of suppression is relatively stronger than the impact of confounding. For example, r y x ⋅ is just statistically significant at .36, at which point ITCV = ITSV = 0. Moving .3 units to the left of .36, at r y x ⋅ = .06, the ITSV is about -.2, a change of .2 units. On the other hand, .3 units to the right of .36, at r y x ⋅ = .66, the ITCV is about .52, a change of more than .5 units.
The strength of the suppression impact relative to the confounding impact is consistent with the principle of analysis of covariance: Including covariates in a model tends to reduce residual variation and thus improve our certainty and inferences. Thus, in suppression, the algebraic effect of r r y cv x cv ⋅ ⋅ × in the numerator of the t statistic is complemented by the effect in the denominator, whereas in confounding, the two effects compete. In terms of the statistical mechanics of the linear model, it is easier to induce suppression than to establish confounding.
An alternate way to regard Figure 1 is to note the value of r y x ⋅ defines a natural delimiter for the impact of a confounding variable. An impact equivalent tor y x ⋅ can occur when cv is perfectly correlated with x (r x cv ⋅ = 1, r y cv ⋅ = r y x ⋅ ) or when cv is perfectly correlated with y (r y cv
The line for which the impact equals r y x ⋅ corresponds to the 45-degree line in Figure 1 . Above this line, the IT is associated with an r y x ⋅ that is negative and just statistically significant, regardless of the initial sign of r y x ⋅ . Below the 45-degree line, the IT is associated with an r y x ⋅ that is positive and just statistically significant. Of course, the value of the IT depends in part on sample size. The range of the IT for positive values of r y x ⋅ for α = .05 is shown across a range of sample sizes in Figure 2 . The sample sizes 784, 85, and 29 correspond to the sample sizes necessary for small (.1), moderate (.3), and large (.5) values of r y x ⋅ to be statistically significant at α = .05 with power = .80 for individual-level data (see Cohen and Cohen 1983:61, table G2). 6 Each line crosses the reference line (where IT = 0) at the point at which r y x ⋅ is just statistically significant. Furthermore, the intercepts (where r y x ⋅ = 0) indicate the threshold at which the impact of a suppressor is great enough to make an original correlation of zero become statistically significant. For example, for a sample of 784, an impact of -.08 is great enough to make r y x ⋅ = 0 statistically significant once the suppressor is included in the model.
All of the lines converge as r y x ⋅ → 1 and the IT → 1. When the correlation is strong, values of the IT must be near unity to alter the interpretation of $ β 1 , regardless of sample size. Values of the IT are larger for larger sample sizes, since it should be more difficult to alter an interpretation of $ β 1 (and r y x ⋅ ) for larger sample sizes. Furthermore, the slopes for the different sample sizes are not parallel. A given change in r y x ⋅ is associated with relatively more change in the ITCV for small sample sizes than for large sample sizes. In contrast, a given change in r y x ⋅ is associated with relatively less change in the ITSV for small sample sizes than for large sample sizes.
The slopes for the ITCV and the ITSV converge for large sample sizes. That is, the ITCV and the ITSV both approach the line defined by IT = r y x ⋅ as n increases. While this may seem a surprising result, it is contained within the expression for $ β 1 . When n is large, any value of $ β 1 different from zero will be statistically significant. Therefore, $ β 1 must approach zero to be not statistically significant. The numerator for $ β 1 approaches zero when r y x ⋅ = r y cv ⋅ × r x cv ⋅ . Thus, a simple rule of thumb when n is large is that the impact of a confounding variable (r y cv ⋅ × r x cv ⋅ ) must approach r y x ⋅ for $ β 1 to become not statistically significant. Using Cohen and Cohen's (1983) levels of small (.1), medium (.3), and large (.5) effects for correlations, the large sample rule implies that r y cv ⋅ and r x cv ⋅ both must be at least one level stronger than r y x ⋅ to alter the inference of β 1 (assuming r r
2 ). The IT also is sensitive to the specified level of α. The relationships between the IT and r y x ⋅ for levels of α of .10, .05, and .01 for a sample of 85 are shown in Figure 3 . In general, the larger the value of α, the larger is the IT. This is intuitive, since it takes a greater impact for t( $ β 1 ) to cross the higher threshold. As in Figure 2 , the slopes of the lines in Figure 3 are not parallel. A given change in r y x ⋅ is associated with relatively more change in the ITCV for small values of α than for large values of α. In contrast, a given change in r y x ⋅ is associated with relatively less change in the ITSV for small values of α than for large values of α.
I have developed the IT with respect to the significance test for $ β 1 or r y x ⋅ . Because of the association between confidence intervals and significance tests, one could state the index in terms of the impact necessary to make the confidence interval for $ β 1 have a boundary exactly at zero. Furthermore, one could state the impact in terms of standardized regression coefficients of cv on x (β x cv ⋅ * ) and of cv on y (β y cv ⋅ * ). The regression of cv on x controls for no other variable, so the standardized coefficient simply equals r x cv ⋅ . The regression on y includes both x and cv. Therefore, the impact expressed in terms of standardized coefficients is 
assuming r r r r k
. One can also calculate an impact in terms of unstandardized regression coefficients: By replacing k in (7) or (8) with the values from (6), one can reexpress the ITCV and the ITSV in terms of standardized regression coefficients,
.
RELATIONSHIP TO OTHER STATISTICAL APPROACHES/PROCEDURES
An extensive search of the literature including applied statistics textbooks (Chatterjee and Hadi 1988; Cohen and Cohen 1983; Draper and Smith 1981; Hanushek 1977; Montgomery and Peck 1982; Pedhazur 1982; Rice 1988; Ryan 1997; Snedecor and Cochran 1989; Weisberg 1985) did not reveal an index comparable to the IT. The presentation here has commonalities with many statistical approaches but differs in important ways.
SPURIOUS REGRESSION AND BIAS IN
Like the spurious regression coefficient and bias induced by correlation between x and e that could be attributed to cv (see Cohen and Cohen 1983; Draper and Smith 1981; Pedhazur 1982; Snedecor and Cochran 1989) , the ITCV focuses on the impact a confounding variable may have on the interpretation of $ β 1 . But whereas bias and spurious regression focus on the coefficient $ β 1 or on tests for misspecification (Godfrey 1988; Hausman 1978) , the IT focuses on the statistical inference of β 1 . Furthermore, the development here expresses impact in terms of r r y cv x cv ⋅ ⋅ × .
SIZE RULE
Developed mostly for biomedical applications, the size rule accounts for the impact of a confounding variable on a coefficient in log-linear models for contingency tables (Bross 1966 (Bross , 1967 ; see also Cornfield et al. 1959; Lin, Psaty, and Kronmal 1998; Schlesselman 1978) . Like the size rule, the ITCV is based on the relationship between the confound and the predictor of interest, and between the confound and the outcome. But the IT applies to linear models and focuses on the impact on inference rather than on the change in the size of the coefficient.
INSTRUMENTAL VARIABLES
Like the instrumental variable (e.g., Angrist, Imbens, and Rubin 1996; Hanushek 1977; Hausman 1978; Heckman and Robb 1985) , the IT concerns relationships between x and a second independent variable. Furthermore, statistical tests of $ β 1 in the instrumental variables approach have been developed (Hausman 1978) , and the instrumental variable has been considered for its effect on causal inference (Angrist et al. 1996) . But in the development of the IT, the third variable (e.g., cv) is presumed correlated with both x and y, whereas the instrumental variable is assumed to be uncorrelated with the outcome y. The instrument is not considered an alternate cause of x and y but an alternate measurement of x. Thus, the instrumental variable is used to reduce bias in estimation of β 1 , whereas the ITCV is used to assess the sensitivity of $ β 1 and its standard error to the inclusion of a confounding variable.
COLLAPSIBILITY
A confounding variable is collapsible with respect to x and y if including the confounding variable does not statistically significantly alter $ β 1 (Clogg, Petkova, and Shihadeh 1992) . Thus, collapsibility concerns the statistical test of the difference between $ β 1 in model (1a) without cv and $ β 1 in model (1b) with cv (e.g., Clogg et al. 1992; Cochran 1970) . Using tests for collapsibility and a given value of t( $ β 1 ) in model (1a), one could construct a test for $ β 1 in model (2a). But this initial step has not been explored within the context of collapsibility, nor has an index been developed based on the components r y cv ⋅ and r x cv ⋅ as is done for the IT.
OMITTED VARIABLES
Many statistics test whether an omitted variable should be included in a model (e.g., Chatterjee and Hadi 1988; Ramsey 1974) . Like the IT, these statistics address the impact of the omitted variable on parameter estimates and inferences. But statistics for omitted variables typically are expressed in terms of changes in sums of squares of residuals or other measures of fit and are not easily reduced to indexes of correla-tions associated with the omitted variable. In other words, it is assumed that measures of the omitted variables are available and their impact on parameter estimates can be calculated from available data. The expression here indexes the impact for unmeasured variables. Furthermore, the ITCV is developed to capture the impact of a special type of omitted variable, the confounding variable, that a skeptic has used to challenge an inference with regard to a regression coefficient.
CAUSAL MODELS AND INDIRECT EFFECTS
If the role of the covariate were that of a mediator instead of a confounding variable, then the "impact" could be interpreted as the indirect effect of x on y (Asher 1983; Holland 1988; Pedhazur 1982; Sobel 1998) . That is, indirect effects can be thought of in terms of r r y m x m ⋅ ⋅ × , where m represents a mediating variable (one that is considered to be caused by the predictor of interest). But even given this similarity, the indirect effect is typically evaluated for its impact on the direct effect, not for its impact on the statistical inference of the direct effect. Moreover, the development of the ITCV draws on a theoretical framework embedded in arguments of control for a confounding variable (e.g., the motivation for minimizing the expression for t to maximize the impact of the confounding variable). Rosenbaum (1986) calculated the sensitivity of an estimated treatment effect to differences between treatment and control groups on a confounding variable, and Mauro (1990) calculated the sensitivity of inferences for regression coefficients for hypothesized impacts of confounding variables. Like the ITCV, these sensitivity analyses prospectively account for the impact of a confounding variable. But the ITCV neatly summarizes the threshold value as a function of the two critical pieces of information associated with the confound: r y cv ⋅ and r x cv ⋅ . Defining the ITCV in terms of r y cv ⋅ × r x cv ⋅ greatly reduces the information required to assess the potential impact. Furthermore, the concise expression of the index facilitates the extension to the multivariate case and the exploration of a reference distribution, topics that are developed in subsequent sections.
SENSITIVITY ANALYSIS

MULTIVARIATE EXTENSIONS
First, consider models in which there are a set of covariates, z1, z2, . . ., zp, in the original model, but we still examine the impact of a single confound:
In the Catholic schools example, the set of covariates might include educational aspirations, family ability to afford private education, and so on. Model (9a) includes these covariates but still does not include the confounding variable, prior achievement. Thus, there is still the argument that the relationship associated with Catholic schools (represented by β 1 ) could be attributed to prior achievement. This suggests that β 1 is zero in model (9b), which includes the confounding variable. Define z as a vector containing elements (z1, . . ., zp) and define the partial correlation between y and x as r y x cv
. This can be understood as the correlation between y and x, where both y and x have been controlled for z and cv. For model (9b), we have .
The latter two equivalences are based on the assumption that r cv⋅z = 0. That is, the potential confounding variable is uncorrelated with the covariates already in the model. In general, if r cv⋅z > 0, then t( $ β 1 ) in model (9b) is inflated, thus weakening the argument that including a confounding variable in the model would make $ β 1 not statistically significant. As Pratt and Schlaifer (1988) argued, once x is independent of cv, regardless of whether cv is in the model, one can interpret $ β 1 as consistent and unbiased and, therefore, supportive of a law. In other words, if the correlation between cv and x is absorbed through the correlation between x and z, then the concern with regard to the potential impact of cv is nullified.
8 Therefore, to give full weight to the skeptic's concern, I assume r cv⋅z = 0. 
Some algebra shows this latter expression is equivalent to the expression in (3) when we set r r
There is a question of whether we can substitute r r k
as in the bivariate case. Given the constraint r r y cv x cv ⋅ ⋅ × = k, note that (10) and (13) are minimized when r y x cv
as defined in (12) is minimized. Given n, q, r r
, and r x⋅z , the term r y x cv
is maximized. Using a LaGrange multiplier to obtain the constrained maximum similar to the bivariate case, we have 
. , . Each term will be positive provided r x cv ⋅ and r y cv ⋅ take the same sign, which will hold if k is defined as confounding for r x y ⋅ > 0.
EXAMPLE: FAMILY BACKGROUND AND EDUCATIONAL ATTAINMENT
The relationship between family background and educational attainment 10 has been the focus of considerable sociological attention over the years. For example, Featherman and Hauser (1976) estimated the effect of family background on educational attainment using Blau and Duncan's (1967) occupational changes in generation data. Recently, Sobel (1998) critiqued the inference made by Featherman and Hauser on several grounds. One of Sobel's primary arguments was that "it is not plausible to think that background variables satisfy the assumption of conditional random assignment" (p. 343). In particular, Sobel argued that "father's education should be a predictor of son's education" (p. 334). That is, father's education is a confounding variable for the relationship between background characteristics and educational attainment. Therefore, the coefficients estimated from Featherman and Hauser's data cannot be interpreted as effects.
Formally, define y to represent the outcome, educational attainment, and x to represent the predictor of interest, background characteristics. The cv represents Sobel's proposed confounding variable, father's education. Sobel's critique is represented in Figure 4 . Begin with the standard representation of the relationship between x and y, referred to as β 1 , associated with the arrow at the top of the figure. Then, introduce the concern for the confounding variable in terms of the relationships associated with the confounding variable, r x cv ⋅ and r y cv ⋅ . The impact is then expressed in terms of the arrows emerging from r x cv ⋅ and r y cv ⋅ and converging to represent the product r r x cv y cv ⋅ ⋅ × which then affects β
.
To assess Sobel's (1998) critique, begin by examining the initial correlation matrix for the variables in the regression analysis. The correlations for men in 1962 as reported in the upper left of Featherman and Hauser's (1976) Table 1 . Define father's occupation to be the specific predictor of interest and observe that father's occupation is strongly correlated with educational attainment (.427). Then, farm origin and number of siblings are defined as covari-ates in estimating the relationship between father's occupation and educational attainment (father's occupation is correlated -.437 with farm origin and -.289 with number of siblings).
When the covariates are controlled for, we obtain the regression results in Table 2 for married civilian men whose spouses were present.
11 From these and other analyses, Featherman and Hauser (1976) concluded that family background has an effect on educational attainment. Sobel (1998) countered, arguing that father's education affects both family background and educational attainment but has not been controlled for in the model. The question then is not whether father's education is related both to family background and to educational attainment. Undoubtedly it is. Focusing on father's occupation as an example of family background, a more specific question is "How large must be the correlations between father's education and father's occupation, and between father's education and educational attainment to alter the inference with regard to father's occupation?"
From the correlations in Table 1 , the necessary impact for a confounding variable to alter the inference with regard to father's occupation as captured by the ITCV from (18) is .228 (see Table 2 ). That is, for the coefficient associated with father's occupation to become not statistically significant, the impact of a confounding variable must be greater 
=.470. The two values are not equal because of the different ratios defined in (16).
The partial correlations of at least .47 needed to alter the interpretation with regard to father's occupation are themselves close to large effects in the social sciences (Cohen and Cohen 1983) . That is, the unique correlation between educational attainment and father's education and the unique correlation between father's occupation and father's education would each have to be large in social science terms to alter the inference with regard to the coefficient for father's occupation. Because it is likely that father's education is correlated with the other covariates in the model, farm origin and number of siblings, the zero-order correlations between educational attainment and father's education and between father's occupation and father's education would have to be larger than .47 for the corresponding partial correlations to be at least .47.
Although we cannot yet speak of the likelihood of the ITCV exceeding .228, we can now consider the magnitude of the impact necessary to sustain Sobel's (1998) concern with regard to Featherman and Hauser's (1976) interpretation of the estimated regression coefficient for father's occupation as an effect. Given the size of the ITCV, it is now incumbent upon the skeptic, in this case Sobel, to argue or demonstrate that partial correlations on the order of .47 are likely to be observed.
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A REFERENCE DISTRIBUTION FOR THE IMPACT OF A CONFOUND
Although the ITCV quantifies the concern of the skeptic, we only have a rough baseline in terms of "large effects in the social sciences" by which to evaluate the ITCV. But one can use the impacts of existing covariates to generate a more specific and informative reference distribution. 13 Here, covariates include measured variables considered to be confounding; that is, the covariates include variables that are correlated with both the predictor of interest and the outcome (Holland 1986 (Holland , 1988 . The use of existing covariates here is similar to Rosenbaum's (1986) for a sensitivity analyses in his Table 8 .
For Featherman and Hauser's (1976) data, if the impact of the confounding variable, father's education, were represented by the existing impact of farm origin, the value would be .058: The impact for number of siblings would be .097 (these values are reported in the last column of Table 2 ). Note that these values are considerably smaller than the threshold value of .228 necessary to alter the inference regarding father's occupation. These two data points can be supplemented using the correlation matrices reported by Duncan, Featherman, and Duncan (1972) for relationships between background characteristics and Educational Attainment for various samples and data sets. Covariates included number of siblings, importance of getting ahead, brother's education, and father in farming. Data sets included Blau and Duncan's (1967) occupational changes in generation study and the family growth in metropolitan America study. A distribution of Fisher's z transformation of 14 estimates of impact is shown in Figure 5 .
Fisher's z transform of the ITCV of .228 is .232 (Fisher's z has little effect for values close to zero), and all of the values in Figure 5 are less than .232. The largest value, represented at roughly .2 in the figure, is .188.
We can use information such as in Figure 5 to formally test the hypothesis with regard to the ITCV. The general alternatives are as follows:
A 1 : The impact of a confounding variable is greater than the ITCV (predictor of interest). A 2 : The impact of a confounding variable is less than or equal to the ITCV (predictor of interest).
In this particular case, we have the following:
The impact of father's education is greater than the ITCV (father's occupation). A 2 : The impact of father's education is less than or equal to the ITCV (father's occupation).
Here, A 1 represents the skeptic's claim that the inference with regard to father's occupation would change if father's education were in the model. We reject A 1 if we determine that P[impact of father's education ≥ ITCV (father's occupation)] < α, where α is some prespecified level of probability, such as .05. The key to assessing the alternatives is to assume the impacts of the observed covariates define a reference distribution for the impact of the unobserved confounding variable. That is, operationally the alternatives are as follows:
A 1 : The impact of a covariate is greater than the ITCV (father's occupation). A 2 : The impact of a covariate is less than or equal to the ITCV (father's occupation).
Thus, the reference distribution can be used to assess the likelihood that the impact of a covariate will exceed the ITCV of a predictor of interest. In Featherman and Hauser's (1976) data, all 14 observed estimates of impact in Figure 5 are less than the ITCV for father's occupation of .228, and therefore we can reject A 1 with p ≤ 1/14 or p ≤ .08.
14 We could also assess the above alternatives in terms of a theoretical reference distribution for the impact (which is based on the product of two correlation coefficients) using statistics estimated from the observed impact values. One approximation is to apply Fisher's z transformation to each component of the impact, making each component approx-imately normally distributed. 15 That is, define a reference distribution for k z z y cv x cv
To assess the probability of obtaining a given value of k* or greater, begin by defining µ 
, thus k** is adjusted for the variances. The distribution of k**, the product of two normally distributed variables (with nonzero correlation), is given by Aroian, Taneja, and Cornwell (1978) , and the algorithm for integration is given by Meeker and Escobar (1994) . 16 Meeker, Cornwell, and Aroian (1980) tabulated the percentages of the cumulative distribution for w, which is a standardized version of k**.
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Figure 5: Reference Distribution of Impact for Covariates in Featherman and Hauser's (1976) Data
In the Duncan et al. (1972) covariates, the sample mean of k** is 2.25 and the sample standard deviation is 1.68. Given the other estimated parameter values, the critical value of w for p ≤ .05 is 1.83. The transformed ITCV for father's occupation is 4.20, which is statistically significant at p ≤ .001 (using no interpolation but instead rounding the value of $ δ 1 up to 2.4 and the value of $ δ 2 up to 2.8 to obtain a conservative p value).
Note that the percentages of the cumulative distribution for w do not account for the fact that several of the parameters were estimated, a critical issue for such a small (n = 14) sample size. Without the correction, the reported p value is likely to be too small. Note also the critical assumption that the impacts of the covariates are representative of the impact of the confounding variable. In this case, one could argue the impact of father's education would be most like the extreme impact (.188) of brother's education (taken from Duncan et al. 1972, appendix 1) . If the impact of brother's education were most representative of the impact of father's education, it is quite possible that the impact of father's education would exceed the ITCV of .228. This highlights the importance of considering the representativeness of the covariates for making inferences with regard to an ITCV.
As it happens, the impact of father's education can be partially assessed in terms of data in Duncan et al. (1972, appendix A1) . In these data, the correlation between educational attainment and father's education (r y cv ⋅ ) was estimated to be .42 and the correlation between father's occupation and father's education (r x cv ⋅ ) was estimated to be .49. The unadjusted impact is .206, and similar unadjusted impacts based on the appendix in Sewell, Hauser, and Wolf (1980) are .16 for women and .17 for men. Using Sewell et al., adjusting for number of siblings and farm origin, the correlation for men between educational attainment and father's education (r y cv ⋅ ) was estimated to be .29 and the correlation between father's occupation and father's education (r x cv ⋅ ) was estimated to be .47. The product gives an impact of .13. The impact for women was slightly smaller.
The adjusted, as well as the unadjusted, impacts are less than the ITCV for father's occupation of .228. Not surprisingly, in Sewell et al. (1980, tables 8, 9 ), father's occupation has a statistically significant direct effect on educational attainment for men or women when controlling for several background characteristics (including parental in-come, mother's education, mother's employment, farm origin, intact family, number of siblings, and mental ability, as well as father's education) and some mediating variables (including high school grades, parental encouragement, and teacher's encouragement).
17 Even though many of these variables have small to moderate correlations with both educational attainment and father's occupation, as a set their impact on the coefficient for father's occupation is only .424 because many of the covariates are intercorrelated. The impact of the set is less than the ITCV for the original correlation between father's occupation and educational attainment, and therefore, even after controlling for the set, the relationship between father's occupation and educational attainment is statistically significant. Nonetheless, we are not always fortunate enough to have estimates of correlations associated with the confounding variable. The critical point here is that the distribution of the impact of measured covariates may be used to assess the likelihood that a given impact will exceed the ITCV.
DISCUSSION USE OF THE ITCV: INFORMING CAUSAL INFERENCE
One of the primary concerns in making causal inferences is that an observed relationship could be attributed to an alternate mechanism. But one can ask, "How large must be the impact of a confounding variable to alter an inference?" The question can be quantified by indexing the impact as r r I demonstrated that the bivariate ITCV depends on the original correlation between the dependent variable and the independent variable, r y x ⋅ , the sample size, and the specified level of α. In general, the larger the r y x ⋅ the larger the sample, and the larger the α, the larger the impact to alter an inference must be. But Figures 1, 2, and 3 show that the relationship between the impact and r y x ⋅ depends on sample size and α as well as whether one focuses on confounding or suppressing variables.
The ITSV is itself an important by-product of the development in this article, indicating the threshold at which a suppressor variable would alter a statistical inference.
Before applying the ITCV to an example, I generalized the ITCV to cases with multiple covariates or multiple confounds. This is necessary for most applications. Then, in the example of Featherman and Hauser's (1976) data raised by Sobel (1998) , an ITCV for father's occupation of .228 indicates that a confounding variable would have to be correlated (partialing out covariates and maximizing the impact) both with father's occupation and with educational attainment at .47 or greater to alter the inference made with regard to father's occupation. The magnitude of the ITCV suggests that the component partial correlations would each have to be close to large by social science terms to alter the interpretation of the coefficient for father's occupation. By contextualizing the original inference, the ITCV informs a personal measure of uncertainty (Dempster 1988) or degree of belief (Rozenboom 1960 ) with regard to the regression coefficient. Thus, the ITCV takes causal inference beyond formal proofs and theorems (Freedman 1997 ) and embraces Duncan's "properly relativistic sociology" (cited in Abbott 1998:167) .
Where the ITCV indicates the impact necessary to alter an inference, the reference distribution allows one to assess the probability of observing such an impact. Probability was introduced to causation through statements such as the following: "Assuming there is no common cause of A and B; if A happens, then B will happen with increased probability p" (Davis 1988; Einhorn and Hogarth 1986; Suppes 1970) . But because probable causes do not absolutely link cause and effect, probable causes are open to challenges of alternative explanations associated with confounding variables. This has motivated many theories of causation (Dowe 1992; Mackie 1974; Reichenbach 1956; Salmon 1984 Salmon , 1994 Sober 1988) . Alternatively, use of the reference distribution provides a probabilistic response to challenges to "probable causes." In the Featherman and Hauser (1976) example, the values were p ≤ .08 (for the observed distribution) and p ≤ .001 (for the theoretical distribution) for the alternative that the impact of a covariate exceeds the ITCV of .228 for father's occupation. Thus, there is only a small probability that an alternate cause would account for the observed relationship between father's occupation and educational attainment.
Identifying the ITCV and use of the reference distribution does not absolutely rebut a skeptic's claim that the inclusion of a confounding variable would alter the inference of a regression coefficient. Rather, it allows researchers to quantitatively assess the skeptic's claim that the impact of the confound is large enough to alter an inference. (For a similar albeit nonquantitative argument, see Cordray [1986] .) If the skeptic's arguments are not compelling, one can more strongly argue that a statistically significant coefficient is indicative of a causal relationship (although the size of the effect may still be undetermined). In this sense, causal inferences are neither absolutely affirmed nor rejected; rather, they are statements that are asserted and debated (e.g., Abbott 1998:164, 168; Cohen and Nagel 1934; Einhorn and Hogarth 1986; Gigerenzer 1993; Sober 1988; Thompson 1999) .
Of course, causal inference cannot be asserted based on statistical criteria alone (see Dowe's [1992] critique of Salmon [1984] ). A statistical relation combines with a general theory of causal processes (e.g., Salmon 1984 Salmon , 1994 , as well as a theory of a specific causal mechanism (see McDonald 1997; Scheines et al. 1998) , to establish what Suppes (1970) described as a prima facie cause. Although Featherman and Hauser (1976) focused on gender differences, they generally argued that family background and resources could provide opportunities to pursue status attainment (including education). This theory combines with the statistically significant coefficients to establish family background as a prima facie cause of educational attainment. Prima facie causes are then separated into spurious causes and genuine causes depending on whether the effect can be attributed to a confounding variable. In the Featherman and Hauser example, the ITCV of .228 for father's occupation (and the small probability of observing such an ITCV of .228 or greater) is consistent with the assertion that father's occupation is a genuine cause of educational attainment.
Other research supports the claim that parental occupation has an effect on educational attainment and achievement net of father's education. At the micro level, Lareau (1989:110-14) found that parental occupation affected status differences between parents and teachers. These in turn affect the level and effectiveness of parental involvement in school, which in turn affects educational attainment. These effects are separate from effects of parental education, which are associated more with parental self-efficacy and competency. At the macro level, schooling institutions preserve and extend economic advantages into educational attainment, net of direct intergenerational transmission of educational levels (e.g., Bourdieu 1986; Bowles and Gintis 1976) .
Beyond the specific example in Featherman and Hauser (1976) , the ITCV is generally important for small or moderate effect sizes observed in large data sets. Pragmatically, we may not be able to alter those factors that have the strongest effects. (Holland [1986 (Holland [ , 1988 would argue that such factors cannot even be considered causes.) But we may be able to alter several factors that have moderate effects. Thus, when the ITCV is large, we can commit further attention to studying and altering secondary, but nonetheless important, factors. An example of this is the effect of smoking on cancer, which has a small effect size, but for which there is a substantial accumulation of evidence (Gage 1978) and for which the statistical inference informs policy. Effect sizes from meta-analyses also can be enhanced through the ITCV, drawing on the strength of accumulated samples to establish the impact necessary to alter an inference.
The ITCV is also informative for large effect sizes that are statistically significant even in small samples. True, the boundary of a confidence interval close to zero also indicates caution in interpreting a coefficient. But a small ITCV more directly quantifies the concern that an interpretation may not be robust with respect to alternative causal explanations.
When the ITCV is undisputedly large, one can assert causality of one factor while acknowledging the possibility of other causal agents. In these circumstances, one need not contort theory or conduct experiments to defend the interpretation of a coefficient as an effect. This is consistent with how we approach causal inference from a cognitive perspective drawing on the philosophical positions of multiple causes and probable causes (Einhorn and Hogarth 1986; Mackie 1974; Meehl 1978; Mill [1843 Mill [ ] 1973 .
For the sake of clarity, I have presented most of the discussion in terms of the impact of a single confounding variable. Algebraically, extending the ITCV to include multiple covariates and confounds is straightforward, as demonstrated in equations (18) and (19). In terms of the debate on causal inference, the possibility of multiple confounding variables could overwhelm an ITCV of almost any value. Here, I believe the standard for the skeptic should be the same as for the researcher. Where strong and direct chains of causality are more persuasive in developing theory and presenting results (Einhorn and Hogarth 1986 ), so such chains are more persuasive in the critique. Where the researcher is called upon to consider theory, research standards, and parsimony in developing a model, so should the skeptic be required to consider a similar mix in proposing a set of confounding variables. Furthermore, multiple confounds are accounted for through the multiple correlation between the confounds and x, and therefore an argument must be made for the unique impact of each confound on the relationship between x and y. These unique impacts must be net of existing covariates in the model as well as other proposed confounds.
CONCERNS WITH REGARD TO SIGNIFICANCE TESTING
I have defined the ITCV relative to a change in statistical inference. Led by Cohen, many researchers have recently questioned the use of, or called for abandoning, significance tests (Cohen 1990 (Cohen , 1994 Gigerenzer 1993; Hunter 1997; Oakes 1986; Schmidt 1996; Sohn 1998) , 18 although many of the arguments are not new (Bakan 1966; Carver 1978; Meehl 1978; Morrison and Henkel 1970; Rozenboom 1960) . Very briefly, some concerns with regard to significance testing are as follows (for more extensive discussions, see Cortina and Dunlap 1997; Harlow, Mulaik, and Steiger 1997; Wilkinson and Task Force on Statistical Inference 1999):
• p values are misinterpreted as the probability the null hypothesis is true.
• p values are misinterpreted as the probability a statistical inference will be replicated.
• Small p values are mistaken to represent large effects (e.g., the more *'s, the better).
• The alpha level is an arbitrary cutoff, disrupting the incremental growth of science.
• The syllogistic reasoning of significance testing is illogical (incorporating probability into the deductive reasoning of the null and alternative hypotheses corrupts the logic) (see Cohen 1994:998) .
There are important responses to many of these points. We can teach our students (and ourselves) how better to interpret p values (Schmidt 1996; Thompson 1999) . We should consider changes in p values from prior to statistical analysis to posterior to statistical analysis (Grayson 1998; Pollard 1993) . The null hypothesis is sensible for establishing a surprising effect (Abelson 1997) or the direction of an effect (Tukey 1991) . Finally, the examples of the illogic of null hypothesis significance testing can be misleading (Cortina and Dunlap 1997) .
But, tellingly, the debate often boils down to a combination of the last two concerns. Those against significance testing argue that using an arbitrary cutoff to evaluate a null hypothesis inaccurately represents the data and falsely dichotomizes decision making. Instead, we should use confidence intervals to represent the lack of certainty in our belief about our data, power analysis to assess the probability of a Type II error (failing to reject the null hypothesis when the null hypothesis is false), and exploratory data analysis (Tukey 1977) and effect sizes (combined with meta-analysis) to represent the magnitude of effects. Those in favor of significance testing respond that making policy and determining courses of treatment require binary decisions, that an alpha level can be agreed upon for making such a decision, and that the conservative stance of an unknown relationship being nil accurately represents resistance to the implementation of a new program or treatment (Abelson 1997; Chow 1988; Cortina and Dunlap 1997; Frick 1999; Harris 1997; Wainer 1999) .
The key point here is that the ITCV represents a middle ground. Based on the significance test, the framework of the ITCV applies to binary decisions. But like the confidence interval, the ITCV contextualizes a given p value. Like the effect size, the numerical value of the ITCV indicates an aspect of the strength of the relationship between x and y; the stronger the relationship between x and y, the greater must be the impact of a confounding variable to alter the inference with regard to x and y. But, linked to the t statistic, the ITCV also includes information about the uncertainty of an estimate. In fact, use of the ITCV is very much in the spirit of the recent guidelines for statistical methods in psychology journals, whose authors, including many of the most prominent statisticians in the social sciences, declined to call for a ban on statistical tests (Wilkinson and Task Force on Statistical Inference 1999:602) . Instead, the task force recommended that results of statistical tests be reported in their full context. And sensitivity to the impact of a confound is part of that context. Perhaps it is best to consider the ITCV like other statistical tools that should be used based on the consideration of the researcher, referee, and editor (Grayson 1998) .
Of course, the logic of the ITCV can be applied beyond the framework of null hypothesis significance testing. × neatly quantifies the terms of discussion and the values of each index can be compared to a reference distribution based on impacts of existing covariates. Ultimately, however, the use of each index is tied to a binary decision, and thus may be controversial.
Most generally, I presented the ITCV in the context of statistical inference because contemporary theories of causation provide a sound basis for social scientists to use statistical inference. For all intents and purposes, unmeasurable differences among people force social scientists to accept probable causes and statistical relationships just as theoretical uncertainty in physical measurement forces physical scientists to accept the same (e.g., Suppes 1970) . Philosophers of science have turned to probabilistic and statistical relations as essential and irreplaceable aspects of causality (Salmon 1998) . Nonetheless, for social science to progress we must recognize that a statistical inference is not a final proclamation (e.g., Hunter 1997; Rozenboom 1960; Sohn 1998 ). This caution is consistent with Fisher's qualified interpretation of the p value (see Gigerenzer 1993:329) . Therefore, instead of abandoning statistical inference we should expand upon it to recognize the limitations of the inference and the robustness of the inference with respect to alternative explanations. It is in this vein that I developed the ITCV.
CONCERNS WITH REGARD TO CAUSAL INFERENCE
There are those who are philosophically uncomfortable with causal inference 20 in the social sciences, especially from quantitative analyses of observational data. Such cautions have emerged particularly in response to claims associated with causal modeling (Abbott 1998; Freedman 1997; Pratt and Schlaifer 1988; Sobel 1996 Sobel , 1998 . 21 The cautions must be heeded. One cannot definitively infer causality from regression estimates in an observational study unless all confounds have been measured and controlled for. Consequently, some have emphasized the descriptive value of quantitative models from observational studies (e.g., Abbott 1998; Sobel 1998) .
Even when these concerns are acknowledged, the ITCV has value. First, the ITCV quantifies the concern expressed by those who are philosophically uncomfortable with causal inference. After calculating the ITCV, we know how large the impact of a confounding variable must be to alter an inference. This informs our interpretations of findings by moving the discussion from a binary scale-either there is or is not a confounding variable-to the continuous scale of the ITCV. Use of the ITCV also is consistent with recent guidelines for psychological research (Wilkinson and Task Force on Statistical Inference 1999) , which call for researchers to alert the reader to plausible rival hypotheses that might explain the results.
Second, the ITCV can be applied to any experimental design. Use of the ITCV can strengthen interpretations from quasi-experimental designs that control for many of the most important covariates; when one quantifies the impact of a confounding variable, one must acknowledge that the impact may be partially absorbed by existing covariates. In Featherman and Hauser's (1976) example, the existing covariates of farm origin and number of siblings absorbed some of the impact of the proposed confound, father's education; the coefficient associated with father's occupation was already partially adjusted for father's education. The ITCV also can be applied to statistical analyses of experimental data in which there is concern that important differences (not attributable to treatment) emerged between treatment and control groups.
Most generally, the ITCV can contribute to the accumulation of knowledge gleaned from any data design by helping researchers evaluate the robustness of an inference.
Third, those designs that offer the highest internal validity, such as experimental, may also be the most expensive and difficult to implement (in fact, there are many instances in which experiments are impractical in the social sciences). Thus, evidence from the weaker designs can be used as indicators for pursuing confirming evidence from more rigorous designs. Toward this end, use of the ITCV informs the research agenda.
In spite of the value of the ITCV, it is worth emphasizing that the ITCV does not definitively sustain new inferences when statistical control is relied upon to control for confounding variables. The ITCV does not replace the need for improved data collection designs, experiments (where possible), and theories. If one accepts the idea that causal inferences are to be debated, what the ITCV does do is quantify the terms of the debate. Therefore, instead of "abandoning the use of causal language" (Sobel 1998:345; see also Sobel 1996:355) , we can use the ITCV to quantify the language, extending the deep history of causal inference in the social sciences (for references to Durkheim, see Abbott 1998; see also MacIver 1964).
CONCERNS WITH REGARD TO THE USE OF THE REFERENCE DISTRIBUTION
In Featherman and Hauser's (1976) example, the inference with regard to the probability of an impact of a covariate exceeding the ITCV was based on a small sample, suggesting caution. Furthermore, the covariate most representative of father's education had the largest impact of .18, relatively close to the threshold of .228. Perhaps it is best that the example of the reference distribution did not yield an unequivocal interpretation. It highlights the fact that in making any inference, researchers must determine the population represented by the sample. When the focus of the model is on explaining variance in the outcome, the reference distribution based on the covariates identified primarily for their correlation with the outcome may well underestimate the impact of a potential confound for a specific predictor. On the other hand, when a model is developed with a focus on a single predictor of interest, a reference distribution based on the most important covariates thought to be correlated with both the outcome and the predictor of interest may well overestimate the potential impact of any secondary confound.
Two other caveats with regard to the use of the reference distribution are critical. First, although in Sobel's (1998) example the ITCV was unlikely to be exceeded (and was not exceeded for observed correlations for father's education), it does not diminish concerns he and others have raised with regard to causal inference. The impact of father's education was close to the ITCV for father's occupation, and might well have exceeded the ITCV for number of siblings or farm origin, which were not as strongly correlated with educational attainment as father's occupation was. In fact, part of the value of the reference distribution is that it can be used to identify when a potentially confounding variable is likely to alter causal inferences.
Second, it may be tempting to argue that the cutoff value for assessing the alternatives with regard to the ITCV should be larger than the standard .05 because the ITCV is used to adjudicate between two equally held positions rather than between a "commonly accepted" null and an alternative. But a larger cutoff value might support erroneous causal inferences. Instead, I would advocate using a stringent criteria (perhaps even smaller than .05) that, if satisfied, would definitively rebut the skeptic.
EXTENSIONS
The concern with regard to the representativeness of existing covariates suggests it would be valuable to characterize the reference distribution of impacts across the social sciences based on different types of covariates. What is the reference distribution if pretests are included? What is it if only a core of covariates common to most studies are included?
22 What does it look like if all covariates are included? Perhaps a prediction could be obtained for k* given characteristics of the covariates. This would support statements such as the following: "The ITCV for predictor x is on the order of a typical pretest impact." This type of reasoning may also have applications in the legal realm, where potential confounds are often proposed by an adversary and where there may be little basis for a specific reference distribution (see Dempster 1988:152) .
Of course, if multiple effects are estimated in a single model, then each effect is adjusted for the others. In this case, a matrix could be used to represent the impacts of each independent variable on the others. That is, element (x1, x2) would represent the impact of x1 on the inference of the coefficient for x2. Two such values are calculated in the last column of Table 2 for the impacts of farm origin and number of siblings on father's occupation. A scan of a full matrix could help one appreciate which independent variables were critical controls in interpreting estimated coefficients for other variables. But considering multiple independent variables as effects conflicts with the focus on one effect with many covariates in a model and, therefore, should be undertaken with caution.
Of course, the observed correlations on which the statistical control is based can be attenuated by measurement error. The concern here is that the observed relationship between x and y is underadjusted for the confounding variable due to the unreliability of the measure of the confounding variable. In this case we might ask, "How small must be the reliability of the confounding variable such that the observed relationship between x and y can be attributed to the unreliability of the measure of the confounding variable?" To answer this question, define κ as the impact of the confounding variable in the population if the confounding variable were measured with 100 percent reliability. Define α(cv) as the reliability of the confounding variable. The concern is that ITCV = κ, whereas k < ITCV because α(cv) < 1. Now, express κ in terms of the observed correlations and the reliability of the confounding variable, and then solve for the reliability. This gives the following relation for the bivariate case: 
where the ITCV is calculated without the observed covariate in the model. Thus, the relationship between x and y can be attributed to the unreliability of the measure of cv in proportion to k/ITCV. Thus, large values of α(cv) indicate that the existing impact is quite close to the observed ITCV, and therefore only a small degree of unreliability in the confounding variable can cause an incorrect inference with regard to x. The expression in the multivariate case, assuming covariates (z) are in the model, is 
Note that if there are no covariates, (21) reduces to (20) . Applications of the IT can be extended by drawing on the algebraic relationships of the general linear model. For example, one could present the ITCV in terms of the necessary impact of a confounding variable to position the border of a confidence interval at zero. Or one could assess the necessary impact of a mediating variable to reduce the direct effect of a predictor of interest to zero. In exploring such extensions, it is important to note that I developed the ITCV with regard to a skeptic who proposes a potentially confounding variable, with implications for my calculations. For example, I minimized the expression defining the index and calculated the index assuming the impact of the confound had not been absorbed by existing covariates in the multivariate case (r cv⋅z = 0). But to the extent that the approach here is extended, other decisions might be made.
The ideas in this article also can be extended beyond the general linear model. For example, one could obtain the ITCV for multilevel models or logistic regressions. Indeed, I did not pursue the example of the effect of Catholic schools because of the absence of such extensions. Furthermore, there is an urgent need to consider the development of the ITCV for causal models cast in the framework of causal inferences (Holland 1988; Sobel 1998) and instrumental variables that have recently been reconsidered with respect to causal models (Angrist et al. 1996) . Such developments will no doubt demand more complex representations than the simple scalar formulas developed here, but it is worthwhile to extend the concept to as broad an array of models as possible. 2. Technically, the expression cv to represent a confounding variable is redundant, since it refers to a random variable. But I use the expression because the term confounding variable has nearly first-order meaning for social scientists.
3. The following presentation is developed for $ β 1 instead of a partial correlation because $ β 1 typically is interpreted by the social scientist.
4. The following expression for k has been modified from the standard quadratic because the 2's cancel and the negative sign typically associated with b is included in the expression of b.
5. The term k is presented as an index relative to an estimated regression coefficient. To the extent that k is considered an estimate of a population parameter, it would have all of the properties of an estimated correlation (e.g., bias, consistency) because it is a linear function of the estimated correlation. I have chosen not to simplify these expressions for the impact threshold (IT) so that I may represent the intercept and slope linking r y x ⋅ and the IT. 6. I added one to the sample sizes represented in Cohen and Cohen (1983, table G2 ) to account for the extra parameter, β 2 , associated with cv that would be estimated in model (1b).
7. Mauro (1990) described a potential index in terms of the volume within a cube defined by correlations associated with the confounding variable, but this measure was not fully developed or implemented.
8. I believe it is new to characterize the existing covariates as "absorbing" the impact of the confounding variable. The terms impact and absorb form a consistent physical metaphor and help us to think about the role of existing covariates as statistical controls.
9. It is possible that r cv⋅z < 0 while the impact of cv is positive. Here, the skeptic would be arguing that the impact of the confounding variable is suppressed (in the traditional sense) by the existing covariates. That is, the skeptic argues "now that you have controlled for z, it is more important to control for cv." This line of argument is so unusual that I eliminate it by assumption to ease calculation.
10. I have chosen not to use the Catholic schools issue as an example because of complications with the multilevel nature of the data. The example developed here based on the effect of socioeconomic status on educational attainment underlies the debate with regard to the effect of schooling, controlling for socioeconomic status.
11. Note the effects reported here are estimated from the correlation matrix presented in Table 1 of Featherman and Hauser (1976) . They are slightly different from regression results reported in Featherman and Hauser's Table 3 , presumably due to differences in the use of pairwise and listwise deletion.
12. Sobel (1998) had other concerns with regard to the interpretation of the regression coefficients for the background variables as "effects." Namely, that a mediating variable, marital status, was essentially included in Featherman and Hauser's (1976) analyses. But Sobel's primary concern, as reflected in his theoretical development (pp. 322-30) , and similar to Pratt and Schlaifer's (1988) argument, focused on the potential impact of a confounding variable. 14. This departs considerably from a standard hypothesis testing framework. Here, I use the marginal distribution of the observed impacts to make an inference about observing an impact of a given value. Thus the decision making domain is defined by the skeptic's challenge to a statistical inference from sample data. Using a frequentist approach in a more traditional hypothesis testing framework, one could obtain the one-tailed probability of observing a given distribution of impacts under the null hypothesis that the population value of impact is greater than or equal to the ITCV. If the probability is small, one would reject the skeptic's null hypothesis. But this decision rule is sensitive to sample size, and thus one could reject the skeptic's hypothesis even if a significant percentage of the observed impacts is greater than the ITCV. Therefore such a decision rule is unlikely to persuade a skeptic.
Alternatively, using a Bayesian approach, one could combine the conditional distribution of the observed impacts (under the null and alternative hypotheses) with a prior distribution of impact to obtain the posterior distribution of impact. From this one could define a decision rule in terms of the probability that a given impact exceeds the ITCV. But specification of the prior distribution for impact and the conditional and posterior distributions in terms of (δ 1 , δ 2 , and ρ) is beyond the scope of this article.
15. When there are many estimates of k, the normality of each set of transformed coefficients can be checked through a q-q plot, but it is not informative to do so here because of the small sample size.
16. Special cases of k* are discussed by Aroian, Taneja, and Cornwell (1978) . For example, if ρ = 1 and δ 1 = δ 2 = δ, then the distribution is χ 2 with noncentrality parameter λ = δ 2 /2.
17. In fact, the direct effect of father's occupation is no longer statistically significant only after controlling for college plans and occupational status aspiration, each of which clearly mediates the effect of father's occupation and, therefore, should not be used to alter the causal inference with regard to father's occupation.
18. Perhaps it is not surprising that recent concerns about p values have been voiced more strongly by psychologists than by sociologists. Sociologists have always had to be more circumspect about interpreting p values because of the limited possibilities for experimentation in sociology.
19. In applying either k(s) or k(v), it is important to note that the formulas are based on assumptions similar to those used for the ITCV, in particular that the confounding variable is not correlated with covariates already in the model and that r r k x cv y cv ⋅ ⋅ = = 2 2 . 20. Of course, the concern with regard to causal inference that there are no confounding variables is critical to statistical inference, but I address the issues separately because of the theme of the article.
21. See Abbott (1998:162) for a discussion of the link between statistical models and causal inference that emerged with causal modeling.
22. See Cochran (1965) for a similar categorization of types of covariates in the context of creating matched comparisons.
