Abstract. This paper describes our attempt to build a communicative medium for capturing and re-experiencing conversations situated in the real space. We first show a system that captures and interprets conversation scenes by ubiquitous sensors. Based on the system, we present three approaches to visualise and facilitate users to access the extracted conversation scenes, i.e., chronological summarisation of videos, spatio-temporal collage of videos, and ambient sound display.
Introduction
The spread of the computer networks and media technologies have enabled spatially and temporally distributed people to share knowledge. The knowledge exchanged through the media, however, is basically externalised and verbalised by humans manually. Therefore, the available knowledge tends to be limited to formalised one, not tacit one.
Our daily lives are full with conversations, through which we exchange and share tacit knowledge (awareness, common sense, know-how, nebulous ideas, atmosphere, etc.) with others. The recent advancement of ubiquitous computing and augmented reality technologies are expected to capture our daily conversations and facilitate us to access these. This paper shows our attempt to build a communicative medium where we can capture and share conversations situated in our daily lives. Throughout this paper, we use the term "conversation" widely to describe various kinds of interactions between people, not only speaking each other but also gazing a particular object together, staying together for a particular purpose, etc.
The first half part of the paper presents a system for capturing human interactions by ubiquious/wearable sensors. The system consists of multiple sensor sets ubiquitously set up around the room as well as wearable ones. The characteristics of our system is that we can obtain multiple viewpoint videos that capture a particular scene. The first goal for building a medium to deal with the captured conversations is to extract conversation scenes with meaningful and tractable size, as quantised conversations [1] . We show a method to infer interaction semantics, such as "talk with someone", "staying somewhere", "gazing at something", etc., among users and the environment by collaboratively processing data of those who jointly interacted with each other. This can be performed without time-consuming audio and image processing by employing an infrared ID system to determine the position and identity of objects in each video's field of view.
The second part of the paper describes systems that facilitate us to access the extracted conversations. Our approach is "collage" of video and sound fragments associated with the extracted conversations. This paper shows three kinds of "collage" systems as follows.
Video summary: Chronological collage of multiple-viewpoint videos. Spatio-temporal video collage: Visualisation of conversation scenes in a 3D virtual space. Ambient sound collage: Acoustic visualisation of past conversations in the real space.
Capturing Conversation Scenes by Multiple Sensors
We prototyped a system for recording natural interactions among multiple presenters and visitors in an exhibition room [2] . The prototype was installed and tested in one of the exhibition rooms during our research laboratories' open house.
Our approach is characterised by the integration of many sensors (video cameras, trackers and microphones) ubiquitously set up around the room and wearable sensors (video camera, trackers, microphone, and physiological sensors) to monitor humans as subjects of interactions. Our system incorporates ID tags with an infrared LED (LED tags) and infrared signal tracking device (IR tracker) in order to record position context along with audio/video data. The tracking device is a parallel distributed camera array where any camera can determine the position and identity of any tag in its field of view. By wearing a tracking camera, a user's gaze can be determined. This approach assumes that gazing can be used as a good index for human interactions [3] . Fig. 1 is a snapshot of the exhibition room set up for recording interactions among visitors and exhibitors. There were five booths in the exhibition room. Each booth had two sets of ubiquitous sensors that include video cameras with IR trackers and microphones. LED tags were attached to possible focal points for social interactions, such as on posters and displays. Each presenter at their booth carried a set of wearable sensors, including a video camera with an IR tracker, a microphone, an LED tag, and physiological sensors (heart rate, skin conductance, and temperature). A visitor could choose to carry the same wearable system as the presenters or just an LED tag, or nothing at all. One booth had a humanoid robot for its demonstration that was also used as an actor to interact with visitors and record the interactions using the same wearable system as the human presenters.
Eighty users participated during the two-day open house providing ∼ 300 hours of video data, 380,000 tracker data along with associated biometric data.
Segmentation and Interpretion of Scenes
We developed a method to segment interaction scenes from the IR tracker data. We defined interaction primitives, or "events", as significant intervals or moments of activities. For example, a video clip that has a particular object (such as a poster, user, etc.) in it constitutes an event. Since the location of all objects is known from the IR tracker and LED tags, it is easy to determine these events. We then interpret the meaning of events by considering the combination of objects appearing in the events. user gazes at someone/something. Attention. An LED tag attached to an object is simultaneously captured by IR trackers worn by two users: users jointly pay attention to the object. When many users pay attention to the object, we infer that the object plays a socially important role at that moment. Facing. Two users' IR trackers detect each others' LED tag: they are facing each other.
Video Summary: Chronological Collage of Multiple-Viewpoint Videos
We constructed a system to provide users with a personal summary video at the end of their touring at the exhibition room on the fly. We were able to extract appropriate Fig. 3 . Automated video summarisation "scenes" from the viewpoints of individual users by clustering events having spatial and temporal relationships. Fig. 3 shows an example of video summarisation for a user. The summary page was created by chronologically listing scene videos, which were automatically extracted based on events. We used thumbnails of the scene videos and coordinated their shading based on the videos' duration for quick visual cues. The system provided each scene with annotations, i.e., time, description, and duration. The descriptions were automatically determined according to the interpretation of extracted interactions by using templates, e.g., I talked with [someone] ; I was with [someone] ; and I looked at [something] .
We also provided summary video for a quick overview of the events the users experienced. To generate the summary video we used a simple format in which at most 15 seconds of each relevant scene were put together chronologically with fading effects between the scenes.
The event clips used to make up a scene were not restricted to only those captured by a single resource (video camera and microphone). For example, for a summary of a conversation "talked with" scene, video clips used were recorded by: the camera worn by a user him/herself, the camera of the conversation partner, and a fixed camera on the ceiling that captured both users. Our system selected which video clips to use by consulting the volume levels of users individual voices. Remember, the worn LED tag is assumed to indicate that the user's face is in the video clip if the associated IR tracker detects it.
Building 3D Virtual Space by Spatio-Temporal Video Collage
Our ubiquitous sensor system records huge amount of video data that capture conversation scenes. We are prototyping a system to build a virtual 3D space as a medium for re-experiencing the captured conversations. The important characteristics of our system here is that we have multiple viewpoint videos that capture a particular scene. Suppose that the multiple-viewpoint videos that participate the scene are projected in a virtual 3D space according to the spatial point and direction of the individual video cameras (Fig. 4 (1) ). In such a space with spatially mapped multiple-videos, the particular object (a person or exhibit) that collects many attentions at a time is expected to reveal its appearance at the intersection of videos. Conversely, area that does not draw anybody's attention will not be visually rendered at all. We call the method "spatio-temporal (video) collage".
Most of existing attempts to build virtual 3D spaces so far are based on uniform modelling from so-called "the God's view" and then not good for representing alive atmosphere by people residenting in the space. On the other hand, a space produced by the spatio-temporal collage method is expected to reveal social attention by participants in the real scenes, although the produced space may be geometrically inconsistent. The vidualised social attention (i.e., intersection of multiple videos) will give a visitor in the 3D virtual space a guidance to walk through (i.e., re-experience) the 3D space.
In order to build the video collage method, we have to tackle the following two issues at least: 1. Observer's information such as the spatial point and direction of cameras are necessary; and 2. If we try to align videos in a strict point temporally and spatially, video resources to render each scene will be insubstantial.
Regarding the first issue, we are prototyping a LPS (Local Positioning System) to track every participant's location and gazing direction by putting the previously mentioned IR tracker on the top of the head of each participant and regularly attaching many LED tags on the ceiling. Regarding the second issue, we are examining a method to increase the visual resources that capture a particular object by extending temporal window. Fig. 4 (2) shows an example snapshot of a 3D virtual space reproduced by the video collage method. As seen in this example, only three objects that drew attentions of participants in the scene are displayed while four objects were detected in this view by LPS. Such automatic selection naturally reveals viewpoints of participants in the scene and helps a user to re-experience the scene.
The Ambient Sound Shower: Sound Collage for Revealing Situated Conversations
The Ambient Sound Shower system [4] shows a user who is touring at an exhibition with ambient sound by earphone, e.g., mixture of conversations by past visitors, in order to intuitively provide him/her with atmosphere of the exhibition site on the fly. The system uses the ubiquious sensors to infer the user's current situation and changes sound modes according to his/her situation.
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EXHIBIT DETAIL
Play only one conversation at a time which is selected by the system to present the most interesting one
Fig. 5. Usage scenario of the Ambient Sound Shower system
The system automatically changes between three different playback modes as illustrated in Fig. 5 . In case the user is at an exhibition which not many people attend at that time the system will first try to establish a stimulating ambient atmosphere by playing back on the user's earphone a mix of all conversations that were held at the exhibits by other participants so far. If the user is then showing interest for a particular exhibit by focussing it the system will switch to playback a mix of all conversations that were held only about (actually, beside) this particular exhibit. The number of conversations the user can hear shows him/her the amount of popularity this exhibit had. If he/she keeps the exhibit in focus the system assumes that he/she is still interested in it and starts the playback of only one conversation at a time. The presented conversation is assumed to be of particular interest for the user. It is selected by taking several context information of the user and his/her environment into account.
The most important part of the system does a matchmaking between the user and the past participants of the conversation by looking at their context history. For detecting the user's current situation and deciding if providing additional information is useful or disturbing the system takes into account the user's context sensed by wearable sensors like a throat microphone or IR tracker. The system infers from the sensory data contextual information like the user's -conversational status ("is he involved in a conversation?"), -accompanimental status ("is he accompanied by people?"), and -interest in particular exhibits ("is he focussing a particular exhibit?").
One of our premises is to avoid the use of automatic speech recognition and natural language understanding systems since the use of them in real environments is still difficult and error prone.
Related Works
There have been many works on smart environments for supporting humans in a room by using video cameras set around the room, e.g., the Smart rooms [5] , Intelligent room [6] , AwareHome [7] , Kidsroom [8] , and EasyLiving [9] . The shared goal of these works was recognition of human behaviour using computer vision techniques and understanding of the human's intention. On the other hand, our interest is to capture not only an individual human's behaviour but also interactions among multiple humans (networking of their behaviour). We then focus on the understanding and utilisation of human interactions by employing an infrared ID system to simply identify the human's existence.
There also have been works on wearable systems for collecting personal daily activities by recording video data, e.g., [10] and [11] . Their aim was to build an intelligent recording system used by single users. We, however, aim to build a system collaboratively used by multiple users to capture their shared experiences and promote their further creative collaborations. By using such a system, our experiences can be recorded by multiple viewpoints and individual viewpoints will become obvious.
This paper shows a system that automatically generates video summaries for individual users as an application of our interaction corpus. In relation to this system, some systems to extract important scenes of a meeting from its video data were proposed, e.g., [12] . These systems extract scenes according to changes in the physical quantity of video data captured by fixed cameras. On the other hand, our interest is not to detect the changes of visual quantity but to segment human interactions (perhaps derived by the humans' intentions and interests), and then extract scene highlights from a meeting naturally.
A wide range of projects exist which relate to the Ambient Sound Shower system in the area of nomadic information systems, some of them using ubiquitous or wearable sensors. In the HIPS project [13] a hand-held electronic museum guide was developed. The Museum Wearable [14] uses a similar wearable and ubiquitous sensor system to ours. In both projects the presented information is already existing in the way that it is contained and retrieved from a static database. The sensory data is only used to decide which information should be selected or in which way it should be arranged, but it is not captured and used to be presented to other visitors as additional information about the exhibits. In our approach instead we try to enable the experience sharing among the visitors which was also a concept of the C-MAP system described in [15] . With the Ambient Sound Shower visitors and exhibitors can contribute to a dynamic repository of data which is used for providing additional information about exhibits.
With systems like the Audio Aura [16] or the system described by Rekimoto et al. [17] people can attach digital messages to objects which are automatically or manually retrieved and presented if other persons gaze at the object or enter a certain location. The retrieval of the messages is compared to the Ambient Sound Shower system not personalised, which means that all messages attached to one object or location will be presented to the user regardless if they are of interest for him or not.
Conclusions
This paper described our attempt to build a communicative medium for capturing and re-experiencing conversations situated in the real space. We first showed a system that captures and interprets conversation scenes by ubiquitous sensors. Based on the system, we presented three approaches to visualise and facilitate users to access the extracted conversation scenes, i.e., chronological summarisation of videos, spatio-temporal collage of videos, and ambient sound display.
