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Abstract
Spiking Neural Networks (SNNs) have incorporated more biologically-plausible
structures and learning principles, hence are playing critical roles in bridging the
gap between artificial and natural neural networks. The spikes are the sparse
signals describing the above-threshold event-based firing and under-threshold
dynamic computation of membrane potentials, which give us an alternative
uniformed and efficient way on both information representation and compu-
tation. Inspired from the biological network, where a finite number of meta
neurons integrated together for various of cognitive functions, we proposed and
constructed Meta-Dynamic Neurons (MDN) to improve SNNs for a better net-
work generalization during spatio-temporal learning. The MDNs are designed
with basic neuronal dynamics containing 1st-order and 2nd-order dynamics of
membrane potentials, including the spatial and temporal meta types supported
by some hyper-parameters. The MDNs generated from a spatial (MNIST) and a
temporal (TIDigits) datasets first, and then extended to various other different
spatio-temporal tasks (including Fashion-MNIST, NETtalk, Cifar-10, TIMIT
and N-MNIST). The comparable accuracy was reached compared to other SOTA
SNN algorithms, and a better generalization was also achieved by SNNs using
MDNs than that without using MDNs.
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1. Introduction
Many efforts have been taken towards improving artificial neural networks
(ANNs) with the higher efficiency, the stronger generalization and the clearer
interpretability [1, 2]. The biological network has played important roles in this
procedure, including for example, the inspiration for the proposal of the first
generation of ANNs (Perceptron), and also the following progresses after that
from the perspectives of structural designments and tuning methods, towards
human-competable efficient-learning such as robust computation and learing
with reasoning, instead of on the contrary, such as easily fooled [3] or attacked
[4].
Until now, the most growing-popular type of ANNs is Deep Neural Networks
(DNNs) [5], containing various delicately designed structures and efficient learn-
ing methods of end-to-end gradient back propagation (BP) [6]. However, the
DNN is considered as a black box, having a weak extendibility especially on tasks
related to the incremental learning, and also being short on the open-ended in-
ference and the debuggability. Some new models have been proposed to resolve
these mentioned problems, such as capsule network for a better interpretability
[7], neuronal turing machine for the biologically-plausible memorization [8], net-
works that overcomed catastrophic forgotting by reusing synapses [9], networks
using unsupervised calsually reasoning for the robust computation [10].
However, these models are just at a very begining of the refinement of DNNs
towards the computation with human-level intelligence. And there are still many
shortcomes remained as some characteristics of DNNs that might be the main
reasons for the previously described criticisms. First, the inner neuronal dy-
namics in DNNs is relative simple, only using activation functions describing a
non-linear information conversion, e.g., Sigmoid, Tanh or Rectified Linear Unit
(ReLU). Second, to the opposite, the network topologies in DNNs are surpris-
ingly too complicated, usually with very dense connnections instead of that
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with sparse ones in their counterpart biological systems. Third, it is hard for
the network to get a very high accuracy (that needs a little overfitting) and
a strong extendability (where a little underfitting is better) at the same time.
Fourth, the BP is not biologically-plausible, which makes it hard to explain
the inner dynamics of the network, with the state-of-the-art biological discov-
eries that might be the key to open the black box of the intelligent brain. For
example, the spike-timing-dependent plasticity (STDP) [11, 12] that described
the synaptic modifications updated with spike states of pre- and postsynaptic
neurons. Other local-scale plasticity rules have also been verified useful during
SNN learning, including but not limited as short-term plasticity (STP) [13],
long-term potentiation (LTP) [14], long-term depression (LTD) [15] and local
inhibition [16].
Hence, an alternative effort to break these dilemmas of DNNs is turning to
the natural or spiking neural network (SNN) [17, 18, 19], which is proposed
for the goal of human-like first and then human-level intelligence with both
biologically-plausible structures and biologically-powerful functions. SNNs con-
tain diverse types of biological neurons, structures, and plasticity rules that
might give us more hints and inspirations for the efficient computation of bio-
logical networks from different scales.
The research on the basic biological neurons is the first step to achieve
these goals. In neuroscience, different types of neurons can be classified with
molecules, transcriptomes, genomes, biophysics, or morphologies [20, 21]. How-
ever, until now, there is still no broadly and generally agreed-upon approach
for the neuron type definition and classification. Here we select the biophysics
as the main neuron-type definition for its stronger relationship with neuronal
dynamics. The dynamic neurons with limited hyperparameters include leaky
integrated-and-fire (LIF) neuron, spike-response model (SRM) neuron, and Izhike-
vich neuron [22], describing some basic dynamics such as fast-spiking, regular-
spiking, chattering-firing.
Inspired from biological neurons in the natural neural network, in this paper,
we proposed a finite number of meta neurons, called Meta-Dynamic Neurons
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(MDN), to improve SNNs for a better network efficiency and generalization. The
MDNs have non-differential membrane potentials, discrete spikes with a precise
encoding of time, most importantly, the 1st-order or higher-order neuronal dy-
namics. Firstly, the spatial and temporal MDNs are self-learned from a spatial
(i.e., MNIST) and a temporal (i.e., TIDigits) data sets, respectively. Then they
are applied on other different types of tasks (e.g., Fashion-MNIST, NETtalk,
Cifar-10, TIMIT and N-MNIST). The comparable accuracy was reached com-
pared to other SOTA SNN algorithms, and a better generalization was also
achieved by SNNs using MDNs than that without using MDNs.
The intrisic nature of the intelligent computation of the brain is still a mys-
tery. However, hunderds of years’ development of neuroscience might give us
more hints or inspirations about it from different scales. We might start to open
this black box step-by-step with the brain-inspired computation. Our research
related to meta neurons is a small step forward to the better explaination of the
strong generatlization of brain at micro scale, and might also contribute to the
next-step research on meta curcuits at a higher mesoscale or macroscale levels.
2. Related works
In order to improve the generalization of DNNs, many efforts have been
taken, including hyperparameter optimization, meta learning, neural architec-
ture search, and other auto-machine-learning methods used to apply on chal-
lengable transfer-learning tasks [23]. However, most of these efforts are still
based on architectures containing only artificial neurons with a couple of simple
active functions. It has been found out that the performance of DNNs could
be further improved by incorporating more neuronal dynamics [24]. Hence, in
this paper, we will more focus on the biologically-plausible SNN architectures
for their more complicated neuronal dynamics at the microscale.
For neuron types, the first mathematical model for biological neurons was the
Hodgkin-Huxley (H-H) model [25] described the dynamic membrane potential
and a zoo of ion channels. The nonlinear LIF model is a formal threshold model
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of neuronal firing, which can be considered as an approximation of H-H model
that contains only one attractor of membrane potential, and has been well used
on many SNN algorithms [26, 27, 28, 29, 30, 31, 32]. Different with H-H and
LIF models that reset the membrane potential after reaching firing thresholds
(also cause the non-differential problem during BP), the SRM is proposed [33,
34] by replacing integration of membrane potential with kernel functions. The
Izhikevich neurons with 2nd-order equations of membrane potential were further
proposed, with a better presentation of complex neuronal dynamics such as
chattering-firing, bursting firing, and firing with adaptation [22, 35].
For plasticity rules, unsupervised local-plasticity STDP was used for the
network tuning of multi-layer SNNs containing LIF neurons [30, 36, 37, 11].
The non-local reward signal was also given for the training of some hidden
layers in SNNs [38]. The balanced tuning methods were also proposed for the
efficient learning of SNNs [27, 39]. Other biologically-plausible plasticity rules
including LTP, LTD, short-term plasticity, local inhibition were also proposed
[29, 11, 12, 13]. Some BP-related methods were proposed, such as BP-like STDP
[37, 31], spatial-temporal BP [40]. Usually, the non-differential characteristic
of SNNs would make it harder to be directly tuned with the standard BP.
However, some researchers got around of this problem by tuning ANNs first and
then converting them into SNNs [41, 42]. The main reason for this successful
conversion is that the neurons in SNNs might be designed as simple LIF neurons
that usually show a linear relationship between the output fire rate and the input
strength of stimulus, so as to approximately convert from firerate to spikes.
Other similar efforts replaced the non-differential parts of BP as a constant
differential variable [43] for an efficient learning [24, 43], hence they were also
called pseudo BP.
For structures, some standard modules in DNNs were also introduced into
SNNs, such as convolutional kernels[36, 38], feed-forward propagation [39] and
recurrent loops [44, 45]. The performances of SNNs on benchmark datasets
are increasing dramatically, including spatial datasets (e.g., MNIST, Fashion-
MNIST, Cifar-10), temporal datasets (e.g., TIDdigits and TIMIT), and hy-
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brid datasets (e.g., N-MNIST). In these benchmark datasets, a balance-tuning
method was proposed for the SNN learning, which made an additional constrain
of each neuron for the input-output signal balancing and got 98.6% accuracy
on the MNIST dataset [32, 39]. A SOM-SNN is proposed with the integration
of firerate and spikes, and got 97.40% accuracy on the TIDigits [46] dataset.
A three-layer SNN is proposed, tuned with curiosity mechanism and STDP
learnign rule, and got 52.85% accuracy on the Cifar-10 dataset [47]. Inspired
by the curiosity-based learning of the human brain, in which the fancy visual
sensations were more easily to be strengthened as the future memory compared
to the usual stimulus, the curiosity-based SNN was proposed for the efficient
learning of previous benchmark datasets with relatively fewer training samples
[28], including MNIST and Cifar-10 datasets.
Until now, the meta learning on SNNs is only at the begining of research.
In this paper, we think some meta neuronal dynamics in biological networks
will improve SNNs on the efficient learning, especially on some related and new
tasks.
3. Method
3.1. The architecture of SNN
In this paper, we focus more on basic neuronal dynamics instead of network
topologies. Hence, a basic three-layer SNN as simple as possible is constructed
for the next-step analyses. This designment minimalize the influence of complex
structures to the representation of inner dynamics of neurons.
The architecture of SNN with MDNs is shown in Fig. 1. The inputs of the
network are characterized with temporal encoding of signals. The signals in
hidden and output layers of the network are all spike trains with the same time
span. Average firing rate is only used for the calculation of loss function and
accuracy after output during learning. The MDNs contain 2nd-order dynamic
membrane potentials with up to two attractors or 1st-order dynamic membrane
potentials with up to one attractor.
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Figure 1: The architecture of SNN with meta dynamic neurons.
3.2. The 2nd-order dynamic neurons in SNN
Izhikevich neurons [22] are neurons with standard 2nd-order dynamics, as
shown in Equation (1), where the Vj(t) is membrane potential, and the dimen-
sion of it is mV . The proportion of (Vj(t))
2
is carefully designed as 0.04, and
also for that of (Vj(t))
1
(set as 5) and (Vj(t))
0
(set as 140). Uj(t) is a mem-
brane recovery variable charging for the activation of potassum ionic current
and inactivation of sodium ionic current, and with the bigger Uj(t), the Vj(t)
is more about hyperpolarization. After firing, the dynamic Vj(t) and Uj(t) will
be reset to c and Uj(t) + d, respectively. The a, b, c and d in Equation (1) are
the predefined hyper parameters for Izhikevich neurons.

dVj(t)
dt = 0.04Vj(t)
2 + 5Vj(t) + 140− Uj(t) + I
dUj(t)
dt = a(bVj(t)− Uj(t))
Vj(t) = c, Uj(t) = Uj(t) + d if(Vj(t) = 30mV )
(1)
Similar but different with Izhikevich neurons, we design the 2nd-order differ-
ential equations as the basic neuron model without any predefiend parameters
for (Vj(t))
2
, (Vj(t))
1
, and (Vj(t))
0
, as shown in Equation (2), where Uj(t) is
a resistance item simulating hyperpolarization, θa, θb, θc, and θd are dynamic
parameters that discriminate different 2nd-order dynamics of membrane poten-
tial Vj(t) (we choose not to use a, b, c and d to avoid the possible occurance of
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confusion). For simplicity, we use 1 instead of the basic dimensions, e.g. mV,
ms.

dVj(t)
dt = Vj(t)
2 − Vj(t)− Uj(t) + σ(
∑N
i=1Wi,jIi(t))
dUj(t)
dt = θa(θbVj(t)− Uj(t))
Vj(t) = θc, Uj(t) = Uj(t) + θd if(Vj(t) > Vth)
Sj(t) = Vj(t) > Vth
(2)
The attractor of Vj(t) is decided by both Uj(t) and input currents I(t) =
σ(
∑N
i=1Wi,jIi(t)), where Ii(t) is the input from upstream neuron i, Wi,j is the
synaptic weight between presynaptic neuron i and postsynaptic neuron j, and
σ() is a sigmoid function used to limit the range of input currents. When  > 0
( = Uj(t) −
∑N
i=1Wi,jIi(t) +
1
4 , the same hereinafter), there are two extreme
points of Vj(t), i.e. V
∗
j (t) =
1
2 ±
√
 which contains a fixed point attractor at
V ∗j (t) =
1
2 −
√
 and an unstable point at V ∗j (t) =
1
2 +
√
. When  = 0, the
only extreme point of Vj(t) at V
∗
j (t) = 0.5 acts as the attractor. When  < 0,
Vj(t) possesses neither extreme point nor real-valued attractor, but a virtual
attractor leading Vj(t) to +∞. Meanwhile, the existence of the attractor of
Uj(t) only depends on dynamic parameter θa. When θa < 0, Uj(t) has an
attractor at U∗j (t) = bVj(t) and when θa > 0, Uj(t) has a virtual attractor at
+∞. Specially, when θa = 0, Uj(t) is a constant wihout dynamic characteristic.
When Vj(t) > Vth, a spike is generated as Sj(t) = 1, or else Sj(t) = 0.
3.3. The procedure of generation and selection of the 2nd-order dynamic neurons
In order to construct different kinds of 2nd-order meta neurons, we adopt a
training-and-sorting approach, as shown in Fig. 2. Firstly, we use approximate
BP to train dynamic parameters of 2nd-order dynamic neurons and gain a series
of candidate hyperparameters, i.e. θa,k, θb,k, θc,k, and θd,k, where k ∈ N (N is
the number of neurons in hidden and output layers).
Secondly, we used a clustering method to process these learned hyperparam-
eters. Since dynamic parameters θa,k and θb,k are more related to the resistance
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neurons
2nd-order temporal 
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Extending to new spatial and temporal datasets
Clustering with Mean-
shift and K-means
Filtering with accuracy 
in source datasets
Figure 2: The procedure of generating MDNs.
item U , they are combined together into a two-dimension vector while cluster-
ing (e.g. Fig. 3(c,d)). Similar to that, dynamic parameters θc,k and θd,k are
combined together for their naturally similar connection with the reset process
(e.g. Fig. 3(e,f)).
Thirdly, the number of cluster centers (labeled as M) is calculated by Mean-
shift algorithm, and then K-means algorithm is used to accomplish the cluster
process with K = M . The clustering centers are selected as candidate dynamic
parameters to combine into complete sets of dynamic parameters.
Finally, we preliminarily sort the 2nd-order dynamic neurons according to
their different dynamic characteristics of membrane potential comparing with
each other. The dynamic parameters gained by this process will not be modified
during the training process in next-step tasks aiming to test their convergence
and generalization.
3.4. The traditional 1st-order dynamic neurons in SNN
In order to reveal the distinction between the 2nd-order and the 1st-order
dynamic neurons, we also bring LIF to following learning tasks. LIF is a type
of commonly used standard 1st-order dynamic neurons which contains only up
to one attractor. The dynamic firing process at neuron j can be described by
Equation (3), where Vj(t) is the membrane potential, gj is the conductance, Vth
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is the predefined firing threshold, Ii(t) is the input from upstream neuron i, Wi,j
is the synaptic weight between presynaptic neuron i and postsynaptic neuron
j, and σ() is a sigmoid function used to limit the range of input currents.

dVj(t)
dt = gjVj(t) + σ(
∑N
i=1Wi,jIi(t))
Vj(t) = Vreset if(Vj(t) > Vth)
Sj(t) = Vj(t) > Vth
(3)
The dynamics of membrane potential in LIF contain three processes. Firstly,
before current inputs are given, Vj(t) dynamically decays to the rest poten-
tial with the attractor at V ∗j (t) = 0. Secondly, after receiving current inputs
I(t) = σ(
∑N
i=1Wi,jIi(t)), the single attractor of membrane potential Vj(t) be-
comes V ∗j (t) =
1
gj
∑N
i=1Wi,jIi(t), which is usually bigger than Vj(t) itself, thus
elevating Vj(t) to a higher value. Third, if Vj(t) surpasses the firing threshold,
that neuron fires a spike to its downstream neurons with Sj(t) = 1, and the
Vj(t) will be reset as Vreset.
For various types of LIF neurons with different hyperparameters, e.g. gj ,
Vth, and Vreset, they possess different rules to update membrane potential, i.e.
different neuronal dynamics. However, this issue of 1st-order dynamic neuron
has been extensively studied and is not the concern of this paper, so we only
predefine parameter gj = 0.8, Vth = 0.5, and Vreset = 0 directly (without
dimensions). Additionally, we also use 1 instead of the basic dimensions for
simplicity.
3.5. Training SNN with approximate BP
The conventional BP is based on differential chain rule, where L is the
standard loss function described the summation of the square error of mean
output firerates and labels Ok, where k is the id of neurons.
L =
K∑
k
(
1
T
T∑
t
Sk(t)−Ok
)2
(4)
As shown in Equation (5), for standard BP, the ∂L∂Wi,j contains two parts:
One is the global ∂L∂Vj(t) and another is local
∂Vj(t)
∂Wi,j
. However, ∂L∂Vj(t) contains
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an special part
∂Sj(t)
∂Vj(t)
, which is an infinite differential gradient, where the dif-
ferential of spikes is +∞ or −∞, hence will truncate chain rule and make SNNs
untrainable by standard BP.
 ∂L∂Vj(t) = ∂L∂Sj(t)
∂Sj(t)
∂Vj(t)
+ ∂L∂Vj(t+1)
∂Vj(t+1)
∂Vj(t)
∂L
∂Wi,j
= ∂L∂Vj(t)
∂Vj(t)
∂Wi,j
(5)
An approximate BP trick [24] may well resolve this problem by defining a
pseudo differential gradient with lower and upper bounds for the infinite differ-
ential gradient at the spiking time within a time window.
Grad =
 1 if(|Vj(t)− Vth| < Vwindow)0 else (6)
As shown in Equation (6), Vj(t) is the membrane potential saved from the
phase of feed-forward propagation, Vth is the firing threshold, Vwindow is a range
of membrane potential between δt, Grad is the gradient calculated for the up-
date of synaptic modifications in SNNs. This Grad will be not +∞ or −∞,
hence might propagate gradient accordingly without non-differential conflicts.
4. Experiments
4.1. The spatial and temporal datasets
The MNIST [48] contains 70,000 28×28 1-channel gray hand-written digit-
number images from 0-9, in which 60,000 samples are selected as training sam-
ples, and remained 10,000 samples are used for testing.
The Fashion-MNIST has the same number of samples and classes with
MNIST dataset, only replacing the hand-written digit numbers with image
classes with objects containing more complex features, such as the T-shirt and
shoes.
The NETtalk [49] is a phonetic transcription dataset, each sample in it
is an English word and has multiple target phonemes. The dataset contains
5,033 training and 500 test samples with aligned English letters and phonetic
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representations with stresses. The input is a string of English letters with a
dimension of 189 sizes (contains seven words and each word is encoded with a
27-length one-hot vector), and output is the proper phoneme to each word (a
26-length vector for 72 phonetic representations except punctuation).
The Cifar-10 [50] contains 60,000 32×32 3-channel color images covering 10
classes, in which 50,000 for training and 10,000 for testing. The samples in both
of them are static 2D images.
The Neuromorphic-MNIST (N-MNIST) dataset [51] has the same classes
and samples with MNIST dataset, but after a spiking conversion by mounting
the ATIS sensor on a motorized pan-tilt unit and having the sensor move while
it views MNIST examples on an LCD monitor.
The TIDigits [52] contains 4,144 (20K Hz and around 1 second for each
sample) spoken digits from 0-9. It is challenging on the temporal informa-
tion processing, containing sequential pronounce of spoken numbers. Signals in
TIDigits are continuous; hence a further procedure of spike generation is needed.
Here we set 30 frames and 30 bands with 50% overlap for each frames, and the
spikes are generated with random sampling.
The TIMIT [53] is designed for automatic speech recognition. However, in
this paper, we only use it as the dataset for gender separation. The dataset con-
tains voices from 326 man and 136 woman for training, and lefted voices from
112 men and 56 women for testing. Each sample is a wav file with 6-bit and
16kHz, processed after MFCC with 800 frames and 13 bands, and then sequan-
tially added into the SNN with timestep of 20 (instead of direct classification
with spectrogram).
Additionally, for datasets that consist of static 2D-images, e.g., MNIST,
Fashion-MNIST, Cifar-10, a further procedure of spike train generation with
random sampling within a time window is needed.
4.2. The configurations and hyperparameter settings for following experiments.
In this paper, the experiments are implemented on NVIDIA TITAN Xp.
The code is written under the PyTorch framework, thus weights are randomly
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initialized by the default method of PyTorch. We use Adam as an optimizer
and decay learning rate by epochs. Every accuracy that we present below is the
average of five repeatability tests with different random seeds.
As for hyperparameters, we focus on 2nd-order neuronal dynamics in SNNs;
hence we do not chase for the best dynamic-irrelevant hyperparameters but
treat them as extraneous variables in control experiments, as shown in Table 1.
Additionally, the initial value of θa, θb, θc, θd, Vj , and Uj are 0.02, 0.2, 0, 0.08,
0, and 0.08 for all following tasks, respectively.
Table 1: Hyperparameters used in following experiments, where F-MNIST is Fashion-MNIST,
ηW is the learning rate of synaptic weights between neurons.
Parameters MNIST F-MNIST NETtalk Cifar-10 TIDigits TIMIT N-MNIST
Input size 784 784 189 3072 30 520 2592
Hidden size 500 500 500 1500 500 500 500
Output size 10 10 26 10 10 2 10
Batch size 100 100 5 100 10 32 100
Epochs 20 20 20 20 30 20 20
ηW 1e-3 1e-3 1e-3 1e-4 1e-2 1e-3 1e-3
4.3. The clustering of the 2nd-order MDNs
We selected spatial MNIST and temporal TIDigits as two basic source datasets
for the learning of 2nd-order meta neurons and applied training of not only con-
nection weights but also dynamic parameters of neurons with approximate BP
(shown in Fig 3(a-b)), during which the ηD is used as the learning rates of dy-
namic parameters in the learning of 2nd-order meta neurons, and ηD= 1e-3 for
MNIST and ηD=1e-4 for TIDigits, respectively.
For spatial MNIST, we got only one clustering center for parameters θa and
θb in Fig 3(c), and three clustered centers for parameters θc and θd in Fig 3(e).
There were 3 types of combinations of dynamic parameters (1 center of (θa,θb)
and 3 centers of (θc,θd)). These 3 2nd-order meta neurons were learned from
spatial MNIST dataset hence we named them as “spatial meta neurons”.
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Figure 3: The constructing process of dynamic parameters. Subfigures (a) and (b) are the
testing accuracy curves of MNIST and TIDigits, respectively. For spatial MNIST task, the
clustering centers of θa and θb are shown in subfigure (c) while that of θc and θd are shown
in subfigure (e). Meanwhile, the clustering centers of θa-θd for temporal TIDigits task are
shown in subfigures (d) and (f).
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Similar to that, we also got another 6 “temporal meta neurons” (3 centers
of (θa,θb) and 2 centers of (θc,θd)) from temporal TIDigits dataset, as shown in
Fig. 3(d) and Fig. 3(f). These generated meta neurons with similar neuronal
dynamics on membrane potential would further be filted out so as to get the
meta neurons with both high accuracy and also larger inner differences (only one
meta neuron would be left from the ones with similar dynamics of membrane
potential).
Figure 4: The neuronal dynamics on membrane potential of five 2nd-order and one 1st-
order meta neurons. (a-c), The spatial 2nd-order meta neurons, showing dynamic membrane
potential V (red lines), dynamic resistance item U (green lines), simulated input (blue lines),
and the attractors of membrane potential (yellow lines). (d-e), The temporal 2nd-order meta
neurons, given the same input with (a-c). (f), The 1st-order meta neuron constructed from
the standard LIF neuron model, given the same input with (a-c).
4.4. The filtering of 2nd-order meta neurons with memrbane-potential dynamics
Firstly, dynamic analyses on membrane potential were applied on these meta
neurons. As shown in Fig. 4(a-e), 3 spatial and 2 temporal 2nd-order meta neu-
rons were selected from total 9 neurons (containing 3 spatial and 6 temporal
neurons, as described previously) and stimulated by the same periodically fluc-
tuating input (sine waves with the mean of 0 and the standard deviation of
0.723, i.e. blue lines in the subfigures of Fig. 4). The membrane potential
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Vj(t) (red lines) dynamically changed according with the input stimulus. The
inner variable Uj(t) (green lines) also dynamically changed. The attractor of
membrane potential (yellow lines) was calculated based on Equation (2) and
Equation (3). When real-valued attractor was not existed in 2nd-order meta
neuron, which meant the membrane potential tended to elevate bondlessly, with
a voltage much higher than the threshold was used to represent it.
Table 2: Dynamic parameters used in experiments.
Parameters 2-FS 2-RS 2-SDS 2-WDS
Param θa 0.060 0.060 -0.009 0.005
Param θb 0.219 0.219 0.246 0.158
Param θc -0.065 -0.010 -0.058 -0.058
Param θd 0.003 0.050 0.065 0.065
It was obviously to find that the 2nd-order Fast Spiking (2nd-FS, Fig 4(a))
neuron and Regular Spiking (2nd-RS, Fig 4(b)) neuron showed relatively strong
and weak linear relationships between output firerates and input strength, re-
spectively, which, to some extent, were similar to that of 1st-order meta neuron
under the same input stimulus (Fig 4(f)).
Figure 5: The performance and convergence of four 2nd-order meta neurons on their source
datasets.
Fig 4(c) showed a negative example about unreasonable meta neurons, in
which Uj(t) continuously decreased, and to the opposite, Vj(t) reached the firing
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threshold quickly regardless of decay. Hence this neuron would be surprisingly
non-sensitive to different neuronal inputs that contained either spatial firerate
or temporal firetime information and would be discarded during following ex-
periments.
Different with spatial meta neurons, the neuronal dynamics of temporal
meta neurons were learned from temporal TIDigits dataset and shown in Fig
4(d,e), where the dynamic Vj(t) contained more temporal information (including
both spiketime and phase position). The 2nd-order Strong-Depression Spiking
(2nd-SDS) neuron described a situation where the first few spikes had a strong
depression for following spikes, while the 2nd-order Weak-Depression Spiking
(2nd-WDS) neuron described a relatively weaker depression. These charac-
teristics of temporal information encoding would contribute to the learning of
temporal tasks. Finally dynamic parameters used in following experiments are
shown in Table 2.
Additionally, dynamic analysis was also performed on the 1st-order meta
neuron in Fig. 4(f) in order to furtherly undersatnd the difference between the
1st-order and 2nd-order meta neurons. To some extent, the 1st-order meta neu-
ron was similar to the spatial 2nd-FS and 2nd-RS neurons by showing relatively
similar linear dynamics.
4.5. Convergence analysis for the selected spatial and temporal meta neurons
We tested the performance of these selected four 2nd-order meta neurons
(two spatial and two temporal types) on their source datasets (MNIST and
TIDigits datasets).
As shown in Fig. 5(a), the spatial meta neurons 2nd-FS and 2nd-RS were
convergent on the spatial MNIST dataset. However, these two types of meta
neurons also showed difference on their test performance, where the performance
of the 2nd-FS neuron was higher than that of the 2nd-RS neuron. Similar
result might also be concluded colorredfrom temporal meta neurons, i.e., the
2nd-SDS and 2nd-WDS neurons, where both of them were convergent and the
performance of the 2-SDS neuron was higher than that of the 2-WDS neuron.
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Hence, as a conclusion, meta neurons with faster or stronger spikes might gain
a better test accuracy.
4.6. Generalization analysis for the selected spatial and temporal meta neurons
We chose several spatial and temporal datasets to test the performance of
the selected meta neurons, including MNIST, Fashion-MNIST, NETtalk, Cifar-
10 for the generalization verification of spatial neurons, and TIDigits, TIMIT,
N-MNIST for that of temporal neurons.
Figure 6: The generalization of spatial or temporal 2nd-order meta neruons on spatial and
temporal tasks.
As shown in Fig. 6, different meta neurons showed different test accuracy
while performing spatial and temporal tasks. The Fig. 6(a,e) showed the per-
formance of meta neurons on source datasets (datasets where their dynamic
parameters were learned). As expected, the spatial meta neurons won out on
their own source dataset and so were the temporal meta neurons.
For new spatial tasks, the spatial meta neurons (2nd-FS and 2nd-SDS) out-
permed the temporal meta neurons (2nd-SDS and 2nd-WDS) with obviously
higher mean test accuracies (the dashed red lines on the top of bars), includ-
ing Fashion-MNIST (from 90.0% to 85.5%, accuracy), NETtalk (from 91.6%
to 88.2%, accuracy) and Cifar-10 datasets (53.8% to 48.1%, accuracy), in Fig.
6(b-d)
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For new temporal tasks, including TIMIT dataset, the temporal meta neu-
rons (2nd-SDS and 2nd-WDS) showed a relative higher mean test accuracy
compared to that of spatial meta neurons, from 91.6% to 87.7% (accuracy), in
Fig. 6(f).
As shown in Fig. 6(g), for new N-MNSIT dataset that contained both strong
spatial and strong temporal information, the accuracy for each spatial or tem-
poral meta neuron was similar to each other. In addition, the temporal meta
neurons that fell behind spatial neurons for 3.40% in MNIST reduced the gap
to 0.5% in N-MNIST, indicating that the temporal information might compen-
sate temporal neurons for their weakness in handling spatial information while
learning N-MNIST tasks.
Table 3: Performance of different meta neurons on chosen tasks, with unit of (%) for following
accuracies. The bold numbers are the top-2 accuracies on specific tasks.
Tasks 2nd-FS 2nd-RS 2nd-SDS 2nd-WDS 1st-order
MNIST 98.67±0.05 98.33±0.03 94.87±0.08 95.34±0.21 98.69±0.03
F-MNIST 90.50±0.10 89.58±0.07 85.37±0.06 85.79±0.07 90.38±0.07
NETtalk 91.46±0.36 91.70±0.14 87.15±0.20 89.41±0.04 89.99±0.25
Cifar-10 54.30±0.16 53.39±0.13 47.26±0.15 49.07±0.08 52.63±0.20
TIDigits 65.76±0.79 69.47±0.78 78.00±0.44 76.32±1.08 61.64±1.03
TIMIT 87.61±2.39 87.93±1.35 91.22±1.13 91.98±0.70 76.39±2.76
N-MNIST 98.14±0.02 97.95±0.01 97.53±0.05 97.63±0.03 98.18±0.03
Furthermore, Table 3 gave a summarized results of the performance of dif-
ferent meta neurons on different tasks. We could conclude from the table that
the spatial 2nd-order spatial MDNs were more powerful on spatial tasks, while
the 2nd-order temporal MDNs performed better on temporal tasks.
4.7. The comparison of 1st- and 2nd-order neural dynamics
Additionally, we tested the peformance of 1st-order meta neuron on the same
tasks and compared it with those of both 2nd-order spatial and temporal meta
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neurons (shown in Fig. 7).
Figure 7: The accuracy comparison of spatial and temporal meta neurons on different tasks.
For spatial tasks, the 1st-order dynamic neuron showed similar peformance
to the spatial meta neurons, and both of them exceeded the temporal meta
neurons, as shown in Fig. 7. For temporal tasks, the 1st-order dynamic neuron
showed a worse peformance compared to the spatial meta neurons, let alone the
temporal meta neurons. Such experimental results satisfied the argument that
the 1st-order dynamic neuron was similar (but still less powerful) to the spatial
meta neurons, suggesting the advantage of using 2nd-order dynamic neurons as
meta neurons of SNNs.
4.8. The analysis of spatio-temporal capability of different meta neurons
The normalized performance of different meta neurons is shown in Equation
(7),
Cap =
Acc−mean(Acc)
var(Acc)
(7)
where the capacity Cap is calculated with the normalized value of mean
mean(Acc) and the standard deviation var(Acc).
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Figure 8: The capability of spatial and temporal tasks for different meta neurons.
As shown in Fig. 8, different types of meta neurons showed a very different
capacities. For the 1st-order fast spiking neuron, it showed strong spatial but
weak temporal capacities. For the 2nd-order FS neuron, it has a stronger spatial
but weaker temporal capacity compared to 2nd-order RS neuron. However, both
of them were spatial-type meta neurons that showed poor capacity on temporal
information processing. On the contrary, the temporal neurons, including 2nd-
order WDS and SDS neurons, they showed strong temporal but weak spatial
capacities. The integration of spatial and temporal meta neurons will make
network strong on both spatial and temporal information, which is also one key
important advantage of the biological network, where the efficient multi-type
information is processed by the integration of different meta neurons.
4.9. The comparison of our SNNs using MDNs with other SOTA SNN algo-
rithms
The SNNs with 1st-order or 2nd-order MDNs showed a comparable perfor-
mance compared to SOTA SNN algorithms, as shwon in Table 4.
The performance of SNNs with MDNs reached the best accuracy on spa-
tial datasets, compared to the SOTA SNN algorithms with shallow network
architectures (with 3-layers). For temporal datasets, our algorithms reached
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Table 4: The comparison of our MDNs improved SNNs with other SOTA SNN algorithms.
Task Algorithms Learning rules Accuracy
MNIST
SNN [54] Equilibrium, STDP, 3-layers 98.52%
SNN [55] Balanced, STDP, 3-layers 98.64%
Ours MDNs, 3-layers 98.69%
Fashion-MNIST
SNN [47] Curiosity, STDP, 3-layers 85.74%
Ours MDNs, 3-layers 90.5%
NETtalk
SNN [47] Curiosity, STDP, 3-layers 87.20%
Ours MDNs, 3-layers 91.46%
Cifar-10
SNN[47] Curiosity, STDP, 3-layers 52.85%
Ours MDNs, 3-layers 54.30%
TIDigits
SNN [46] SOM, BP, 3-layers 97.40%
LSM [44] BP, recurrent, 3-layers 92.30%
Ours MDNs, sequantial, 3-layers 78.00%
Ours MDNs, non-sequantial, 3-layers 94.00%
TIMIT Ours MDNs, 3-layers 91.98%
N-MNIST
SNN [56] Convolutional 3-layers 98.56%
Ours MDNs, 3-layers 98.14%
a comparable performance with other SOTA methods. The TIMIT was not
compared with other algorithms for the consideration of the gender classifica-
tion in our experiments, which was different from the standard TIMIT voice
classification with tens of classes. The accuracy for our methods was a little
lower than SOTA methods on some temporal tasks, one of the main reasons
was the sequential information input instead of the whole sequence conversion
as a spectrogram for the next-step classification.
5. Conclusion
Until now, the research on ANNs focuses more on the complexity at the net-
work scale, where the basic computational unit of neurons is usually designed as
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simple as possible, for example, some simple activation functions for non-linear
spatial information conversion. This effort makes the network easily-trained
with conventional backpropagation, but also leads to the exponential increas-
ing of network scale with the growing complixity of the learning tasks. Hence
the ANNs designed for relative complex tasks (e.g., ImageNet classification) are
usually with a very big network size that is hard to analysis.
On the contrary, networks in biological system are different from DNNs on
well balancing the complexities at both network and neuron scales. There are
more types of biological neurons that are carefully designed for processing spa-
tial or temporal information. Inspired from natural networks, here we propose
Meta-Dynamic Neurons (MDNs) for a better processing of spatial and temporal
informaiton in SNNs. The MDNs are designed with basic neuronal dynamics
containing 1st-order and 2nd-order of membrane potentials, including the spa-
tial and temporal meta types supported by some hyper-parameters. The MDNs
generated from a spatial (MNIST) and a temporal (TIDigits) datasets first,
and then extended to various other different spatio-temporal tasks (including
Fashion-MNIST, NETtalk, Cifar-10, TIMIT and N-MNIST). The comparable
accuracy was reached compared to other SOTA SNN algorithms, and also a bet-
ter generalization was achieved by SNNs using MDNs than that without using
MDNs.
We think this is a small step towards the biologically-plausible efficient in-
formation processing from the perspective of meta neurons. Next, a further
research on meta circuits (or network Motifs) will also contribute this areas to-
wards a better understanding of the strategy of information processing in the
biological brain.
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