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Abstract
We study the problem of 0nding an acyclic orientation of an undirected graph, such that
each (oriented) path is covered by a limited number k of maximal cliques. This is equivalent
to 0nding a k-approximate solution for the interval coloring problem on a graph. We focus our
attention on claw-free chordal graphs, and show how to 0nd an orientation of such a graph in
linear time, which guarantees that each path is covered by at most two maximal cliques. This
extends previous published results on other graph classes where stronger assumptions were made.
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1. Introduction
We study the problem of 0nding an acyclic orientation of an undirected graph
G=(V; E), such that each (oriented) path is covered by a limited number k of max-
imal cliques of G. This problem is related to a wide class of optimization problems
(i.e., scheduling, coloring, packing), in which each feasible solution corresponds to an
acyclic orientation of a weighted graph, and the solution value is equal to the length
of the longest weighted path of the oriented graph. Optimal solutions correspond to
acyclic orientations whose longest weighted path length is as small as possible; we
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call these orientations optimal. Any clique of the graph, once oriented, produces a path
of length equal to the weight of the clique, therefore, the weight of the maximum
weighted clique is a valid lower bound on the optimal solution value. If G is a compa-
rability graph, then it permits a transitive orientation that can be found in polynomial
time [12], in which, by transitivity, each path is covered by a maximal clique of G;
hence, any such orientation is optimal. In all other cases, even for perfect graphs, any
acyclic orientation has a path that is covered by more than one maximal clique, and
0nding the optimal orientation is, in general, a strongly NP-hard problem [7]. For
some graph classes, one can attempt to obtain in polynomial time an acyclic orienta-
tion such that path lengths can be limited. This could be achieved, for example, by
providing an orientation for which one can guarantee that any path is covered by a
limited number k of maximal cliques. Therefore, the value of this orientation (i.e. the
length of the longest weighted path) would be at most k times the optimum, for any
vertex weighting function.
Finding an optimal orientation of a weighted graph G is polynomially equivalent to
solving the interval coloring problem on G [12]. An interval coloring of a weighted
graph G=(V; E) maps each vertex v∈V , with weight wv, onto an interval Iv of the
real line of width wv, such that adjacent vertices are mapped to disjoint intervals. Let
|⋃v∈V Iv| be the number of hues of the coloring. The objective of the problem is to
0nd an interval coloring with the minimum number of hues (interval chromatic number
of G) [12]. Associated with any interval coloring of a weighted graph G=(V; E) there
exists an acyclic orientation A of G, which is obtained by directing an edge toward
the vertex whose coloring interval on the real line is to the right of the other; that
is, (x → y)∈A if and only if Ix precedes Iy, for all (x; y)∈E. Vice versa, given
an acyclic oriented graph H =(V; A), a feasible interval coloring can be obtained in
O(|A|) time by a breadth-0rst search on H , as follows. For each vertex x∈V with
no ingoing directed edge, let x =1; proceeding recursively, for any vertex y∈V let
y =max(x→y)∈A [x +wx], and assign to it the coloring interval [y; : : : ; y +wy − 1].
The number of hues of the coloring is equal to the length l(A) of the longest weighted
(oriented) path A in the oriented graph H =(V; A); the interval chromatic number is
equal to the minimum of l(A) among all the possible acyclic orientations [12].
The interval coloring problem, which is a generalization of the vertex coloring prob-
lem, has several applications, and published results on this subject often appear under
diHerent names, like multiprocessor task scheduling, dynamic storage allocation, ship
building, bandwidth allocation, and periodic allocation. In the following we try to give
an account of the complexity and approximation results which are known in this area.
The 0rst works that provide complexity and approximation results by using graph
models for multiprocessor task scheduling problems are by Krawczyk and Kubale [14],
and Kubale [15]. Dell’Olmo et al. [6] consider a similar scheduling problem correspond-
ing to the interval coloring problem on graphs which are decomposable such that the
outer factor of the composition graph is an odd hole and the inner factors are complete
graphs; they give an approximation result with performance ratio that tends to 32 as the
number of vertices of the hole goes to in0nity. Their work extends previous results in
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Fig. 1. The 3-sun.
[14] and [15], and also answers the conjecture on the chromatic index problem on odd
multicycles left open in [15]. Dell’Olmo et al. [7], considering a scheduling problem
corresponding to the interval coloring problem on split graphs, provide an approxima-
tion result with performance ratio 32 . In [8], the same authors give an approximation
result with performance ratio 54 for another scheduling problem whose graph model
corresponds to the interval coloring on graphs which are decomposable such that the
outer factor of the composition graph is the 3-sun (see Fig. 1) and the inner factors
are complete graphs. The latter result has been improved by Goemans [11], providing
an approximation result with performance ratio 76 .
The interval coloring problem on interval graphs corresponds to the ship building
problem [12], bandwidth allocation problem [13], and dynamic storage allocation prob-
lem [2]. In particular, for this latter problem, Gergov [10] provides an approximation
result with performance ratio 3. For the subclass of crown-free interval graphs, Con-
fessore et al. [3] provide a 4-approximation algorithm, and, for the subclass of proper
interval graphs, the same authors provide a 2-approximation algorithm [4]. A general-
ization of the dynamic storage allocation problem, called periodic allocation problem,
which is equivalent to the interval coloring problem on circular arc graphs, has been
studied by Confessore et al. [5]; they provide an approximation result with performance
ratio 2 for the subclass of Helly proper circular arc graphs.
The technique of searching for the orientation of an undirected graph such that each
path can be covered by at most k cliques, in order to give a k-approximate solution for
the interval coloring, has also been used in [3–5]. It can be seen as a generalization of
the approach used by Golumbic [12] for optimal orientations of superperfect graphs.
One of the advantages of this technique is that any solution obtained in this way is
guaranteed to be k-approximate for any weighting function applied to the vertices of
the graph. This is particularly interesting for all those applications in which the weights
can change dynamically or are not known in advance.
The major drawback of this technique is that in order to 0nd such an orientation,
the vertex set must be partitioned in a very special way, according to properties related
to the intersection and adjacency relations of the maximal cliques of the graph. These
latter do not hold, in general, and the analysis must be carried out by considering
special substructures. One of the minimal substructures, which is very diLcult to handle
in that respect, is the complement of the 3-sun, one of the asteroidal triples (ATs).
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In fact, most of our previous results [3,4,6,7] are for AT-free graph classes, and only
in [5,8] we consider graph classes containing only one asteroidal triple, the 3-sun (see
Fig. 1). Moreover, also under stricter assumptions on the graph the value of k is not
negligible (see [3], where k =4).
In this paper, we consider chordal graphs containing both the 3-sun and its comple-
ment, with the only restriction of being claw-free. Notwithstanding this generalization,
we are able to achieve a performance ratio equal to 2, which is the best ratio obtain-
able with this technique, maintaining independence from the vertex weighting function.
We show how to acyclically orient a claw-free chordal graph such that each path is
covered by at most 2 maximal cliques. This orientation induces a feasible solution for
the interval coloring problem with a solution value at most 2 times the optimal one,
for any vertex weighting function.
The main contributions of our work are as follows. Given a claw-free chordal graph
G=(V; E), we start to analyze the structure of the subgraph induced by the neigh-
borhood of a maximal clique Q of G. We prove that this subgraph is disconnected,
and that each connected component is a clique or the union of two cliques. Then, in
a recursive fashion, we decompose the whole graph G, partitioning its vertex set into
cliques, and show that the adjacency graph of these cliques is a special supergraph
of a tree. Based on this decomposition, we show how to acyclically orient the clique
adjacency graph such that each (maximal) oriented path is composed of 2 or 3 ver-
tices; an orientation of this type implicitly de0nes an acyclic orientation of G such
that each path in the oriented graph is covered by at most 2 maximal cliques of G.
This latter result allows us to state that a 2-approximation algorithm for the interval
coloring problem of claw-free chordal graphs exists.
The paper is organized as follows. Section 2 provides background with de0nitions
used throughout the paper. In Section 3, we characterize the neighborhood of a maximal
clique of a claw-free chordal graph. Section 4 provides structural properties of claw-free
chordal graphs. Based on these properties, in Section 5 we give a linear time algorithm
that decomposes a claw-free chordal graph, partitions the vertex set of the graph into
cliques, and constructs the adjacency graph of these cliques. In Section 6, properties
of the clique adjacency graph are discussed. Finally, in Section 7, on the basis of a
particular acyclic orientation of the clique adjacency graph, we give an orientation of
the claw-free chordal graph such that each path in the oriented graph is covered by
at most 2 maximal cliques. That is, we provide a 2-approximation algorithm for the
interval coloring problem on the class of claw-free chordal graphs.
2. Basic notations and denitions
A graph is a pair G=(V; E), where V is a 0nite set of n= |V | elements called ver-
tices, and E ⊆ {(x; y)∈V ×V | x =y} is a set of m= |E| unordered vertex pairs called
edges. For two distinct vertices x; y we say that x is adjacent to y (or equivalently, y
is adjacent to x) if (x; y)∈E; otherwise, they are said to be independent.
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Given G=(V; E), the (open) neighborhood of a set X of vertices of G is the set
NG(X )= {y∈V\X | ∃x∈X : (x; y)∈E}; NG[X ] =NG(X )∪X denotes the closed neigh-
borhood of X .
Given G=(V; E) and a subset X ⊆ V , the graph G(X )= (X; E(X )) is the subgraph
of G induced by X if E(X )= {(x; y)∈E | x; y∈X }. Two subgraphs G(X ), G(Y ) of G
are (mutually) disjoint if X ∩Y = ∅. Two disjoint subgraphs G(X ), G(Y ) are adjacent
if there exists an edge (x; y)∈E, with x∈X and y∈Y .
If we orient an edge (x; y) of G=(V; E) from x to y, we write (x → y), and the
oriented edge is called arc. If all edges in E are oriented, the resulting graph is called
oriented (directed) graph.
A path in an undirected graph G=(V; E) (resp. a directed graph H =(V; A)) is a
sequence of k distinct vertices (x1; x2; : : : ; xk) of V , such that (x1,x2); : : : ; (xk−1,xk) ∈E
(resp. (x1 → x2); : : : ; (xk−1 → xk)∈A). These edges (resp. arcs) are called the edges
(resp. arcs) of the path. Let the number k of vertices of the path be the length of the
path.
A path (x1; x2; : : : ; xk) is a cycle of length k if in addition (x1; xk)∈E ((xk → x1)∈A).
The edges (arcs) of the cycle are de0ned analogously to the edges (arcs) of the
path.
An even (odd) cycle (path) is a cycle (path) of even (odd) length.
An orientation of a graph G=(V; E) is the set of arcs A (or, generally speak-
ing, the oriented graph H =(V; A)) such that |A|= |E|, and for each (x; y)∈E either
(x → y)∈A, or (y → x)∈A. An orientation A of G is acyclic if there is no cycle
(x1; x2; : : : ; xk) in the oriented graph H .
An orientation A of G is transitive if for all (x → y) and (y → z)∈A we have
(x → z)∈A; hence, a transitive orientation is also acyclic. A graph G=(V; E) which
is transitively orientable is called a comparability graph. Comparability graphs can be
recognized and transitively oriented in polynomial time [12].
A graph G is connected if for any two distinct vertices u; v∈V there is a path
(u; : : : ; v) in G, otherwise G is disconnected and formed by p¿ 2 disjoint maximal
connected subgraphs called connected components. We say that two disjoint subgraphs
G(X ); G(Y ) of G are linked if there is a path (x; : : : ; y) in G, with x∈X and y∈Y ,
otherwise they are unlinked.
A chord of a path (cycle) (x1; x2; : : : ; xk) is an edge between two vertices of the path
(cycle) that is not an edge of the path (cycle).
A chord (xi; xj) in an even cycle (x1; : : : ; x2n) is an odd chord if the number of edges
of a shortest path in the cycle between xi and xj is odd.
A path (cycle) of a graph G is chordless if the subgraph induced by its vertices is
a path (cycle); in particular, a hole is a chordless cycle.
A graph G is a chordal graph if each cycle in G, of length at least 4, has a chord;
that is, G contains no induced hole of length greater than 3.
A graph G is a strongly chordal graph if G is chordal and each even cycle in G,
of length at least 6, has an odd chord.
A tree is a connected graph without cycles.
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A set V ′ ⊆ V of vertices is a clique of G if the subgraph G(V ′) of G induced by
V ′ is a complete graph. A maximal clique is a clique not properly contained in any
other clique.
Given a graph G0 = (V0; E0) with r vertices {v1; : : : ; vr}, and r disjoint graphs G1 =
(V1; E1); : : : ; Gr =(Vr; Er), the composition graph G=G0[G1; : : : ; Gr] is the graph
G=(V; E), such that V =
⋃r
i=1 Vi, and E=
⋃r
i=1 Ei ∪ {(x; y) | x∈Vi; y∈Vj and (vi; vj)
∈E0}; G0 is the outer factor, and G1; : : : ; Gr are the inner factors. Vice versa, a graph
G=(V; E) is decomposable if it can be expressed as a non-trivial composition of some
of its induced subgraphs, that is if there exists a partition of V into r ¡n nonempty
pairwise disjoint subsets V1; : : : ; Vr , such that G=G(R)[G(V1); : : : ; G(Vr)], for any set
of representatives R= {u1; : : : ; ur}; ui ∈Vi. Such a partition is said to induce a proper
decomposition of G.
A graph G is a claw-free chordal (CFC) graph if it is chordal and there is no
induced subgraph of G isomorphic to the K1;3 (or claw) graph.
An incomplete trampoline (or incomplete sun) is a chordal graph G of 2n vertices
whose vertex set can be partitioned into two sets W={w1; : : : ; wn}, and U={u1; : : : ; un},
such that W is an independent set and, for each i and j, wi is adjacent to uj if and
only if i= j or i ≡ (j + 1)mod n.
A trampoline (or sun) is an incomplete trampoline G in which G(U ) is a complete
graph.
The 3-sun is a trampoline with n=3 (see Fig. 1).
3. Characterization of the neighborhood of a maximal clique
In this section, we analyze the structure of the neighborhood NG(Q) of a maximal
clique Q of a claw-free chordal (CFC) graph G. We will show that the subgraph
G(NG(Q)) induced by NG(Q) is disconnected, and each connected component is a
complete graph such that the outer factor is a path of three vertices and the inner
factors are complete graphs.
Without loss of generality, we henceforth refer to a connected graph G. First, let us
introduce the de0nition of adjacent paths of Q, and show some properties between Q
and its adjacent paths.
Denition 3.1. Given a maximal clique Q of a graph G, an adjacent path Pj(Q)=
(x1; : : : ; xj) of Q in G(V\Q) is a chordless path of length j, such that each xi ∈Pj(Q)
belongs to NG(Q).
In general, if G is a chordal graph, it is simple to see that the following property
holds.
Property 3.1. Given a maximal clique Q of a chordal graph G=(V; E); a chordless
path Pj =(x1; : : : ; xj) in G(V\Q); such that x1; xj ∈NG(Q); is an adjacent path of Q.
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We start to show that the adjacent paths of a maximal clique Q of a CFC graph G
are of length at most 3, and if there exists such a path of length 3, G contains a 3-sun
as an induced subgraph.
To prove these claims, 0rst we need to show that:
Lemma 3.1. Given a maximal clique Q of a CFC graph G=(V; E); if P3(Q)= (x1;
x2; x3) is an adjacent path of Q; it results that |Q|¿ 3; and there exists no vertex
y∈Q; such that (y; x1); (y; x3)∈E.
Proof. First of all, let us show that if P3(Q) is an adjacent path of Q then |Q|¿ 3. G
being connected, |Q| is obviously greater than 1. By contradiction, let us suppose that
Q= {y; z}. Denoting with E′ ⊂ E the set of edges between P3(Q) and Q, we have that
|E′|¿ 3. If |E′|=3, there are two cases: both x1; x3 are adjacent to a vertex y∈Q;
x1; x3 are adjacent to diHerent vertices y; z ∈Q. But, in the 0rst case, the subgraph
G({y; z; x1; x3}) is a claw, while in the latter, the subgraph G({x1; x2; x3; y; z}) contains
a chordless cycle of length 4. If |E′|¿ 3, at least one vertex of P3(Q) is adjacent to
both y and z, hence, Q is not a maximal clique of G, contradicting the hypothesis.
Now, by contradiction, let us suppose that there exists a vertex y∈Q, such that
(y; x1); (y; x3)∈E. In this case, since (x1; x3) ∈ E, it results that (y; x2)∈E, otherwise
the subgraph G({x1; x2; x3; y}) of G is a chordless cycle of length 4.
In particular, each vertex w∈Q\{y} must be adjacent to at least x1 or x3, otherwise
the subgraph G({y; x1; x3; w}) is a claw. Moreover, since Q is a maximal clique, neither
x1 nor x3 is adjacent to all the vertices of Q; hence, there exist at least two vertices
w; z ∈Q\{y}, such that (w; x1); (z; x3)∈E, and (w; x3); (z; x1) ∈ E. Let us show that this
cannot happen, proving the lemma.
Being (x1; x3); (z; x1); (w; x3) ∈ E, the subgraph G({x1; x2; x3; z; w}) contains no chord-
less cycle of length at least 4, if and only if both (w; x2); (z; x2)∈E. If Q= {y; w; z},
then Q∪{x2} is a clique. Therefore, let us suppose that Q= {y; w; z}∪K , with K = ∅.
We have shown that each vertex of Q belongs to NG({x1; x3}), hence, in particular, this
is true for all u∈K . From this fact, it also results that (u; x2)∈E, as shown next: if u
is adjacent to both x1 and x3, then (u; x2)∈E, otherwise the subgraph G({x1; x2; x3; u})
is a chordless cycle of length 4; if u is adjacent to only x1 (resp. x3), then (u; x2)∈E,
otherwise the subgraph G({u; x1; x2; z}) (resp. G({w; x2; x3; u})) is a chordless cycle of
length 4. Hence, again, Q ∪ {x2} is a clique.
Now, we are ready to prove that:
Theorem 3.1. Given a maximal clique Q of a CFC graph G=(V; E); if there exists
an adjacent path P3(Q)= (x1; x2; x3) of Q; then there exist at least three vertices
y; w; z of Q such that the subgraph G(P3(Q) ∪ {y; w; z}) is a 3-sun.
Proof. By Lemma 3.1, |Q|¿ 3 and there is no vertex of Q adjacent to both x1 and
x3. Hence, there exist at least two vertices y; z of Q such that (y; x1); (z; x3)∈E, and
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(y; x3); (z; x1) ∈ E. Therefore, since (x1; x3) ∈ E, the subgraph G(P3(Q) ∪ {y; z}) con-
tains no chordless cycle of length at least 4, if and only if (y; x2); (z; x2)∈E.
Since |Q|¿ 3, the set Q\{y; z} is not empty. In particular, there exists a vertex
w∈Q\{y; z}, such that w ∈ NG(P3(Q)), otherwise Q ∪ {x2} is a clique (and hence Q
is not maximal). Therefore, the subgraph G(P3(Q) ∪ {y; w; z}) is a 3-sun.
The previous theorem allows us to give an upper bound on the length of the adjacent
paths of a maximal clique Q of a CFC graph.
Theorem 3.2. Given a maximal clique Q of a CFC graph G=(V; E); there is no
adjacent path Pk(Q) of Q of length k greater than 3.
Proof. By contradiction, let us suppose that there exists an adjacent path P4(Q)=
{x1; x2; x3; x4} of Q in G; hence, there are also two adjacent paths
P13(Q)= {x1; x2; x3}, P23(Q)= {x2; x3; x4} of Q, each one composed of three vertices.
By Theorem 3.1, there are three vertices y; w; z ∈Q such that the subgraph G(P13(Q)∪
{y; w; z}) is a 3-sun, where (y; x1); (y; x2); (z; x2); (z; x3)∈E and w ∈ NG(P13(Q)).
Moreover, being (y; x2); (z; x2)∈E and considering the adjacent path P23(Q), (y; x4)
does not belong to E, by Lemma 3.1; therefore, also (w; x4) ∈ E, otherwise the subgraph
G({w; z; x3; x4}) is a chordless cycle of length 4.
By Theorem 3.1 the subgraph G(P23(Q)∪Q) must contain a 3-sun; in particular, this
implies that there exists another vertex v∈Q\{y; w; z} such that G(P23(Q) ∪ {z; w; v})
is a 3-sun, with (v; x3); (v; x4)∈E, and (v; x2) ∈ E; but in this case, the subgraph
G({v; y; x2; x3}) is a chordless cycle of length 4.
Now, let us consider the neighborhood NG(Q) of a maximal clique Q of a CFC
graph. In general, NG(Q) induces a disconnected subgraph G(NG(Q)) of G, where
each connected component of G(NG(Q)) is composed of adjacent paths.
Let F(Q)= {P1(Q); : : : ; Pf(Q)} be a (maximal) family of connected adjacent paths
such that G(P1(Q) ∪ · · · ∪ Pf(Q)) is a connected component of G(NG(Q)).
As shown before, each adjacent path is of length at most 3.
Let F2(Q) be a family of connected adjacent paths of Q, containing no adjacent
path of length 3. Clearly, F2(Q) is a clique of G, and a maximal clique of G(NG(Q)).
Let F3(Q) be a family of connected adjacent paths containing at least one adjacent
path of length 3. We will show that the subgraph G(F3(Q)) is decomposable such
that the outer factor is a (chordless) path of three vertices, and the inner factors are
complete graphs. Hence, G(F3(Q)) is the union of two maximal cliques of G(NG(Q)).
In order to do that, let us introduce the following de0nition.
Denition 3.2. Given a maximal clique Q of a CFC graph G, and an adjacent path
P3(Q)= (x1; x2; x3) of Q in G, let the sets X1; X2; X3 be, respectively,
X1 = {u∈V\Q | (u; x1)∈E; (u; x2)∈E; (u; x3) ∈ E} ∪ {x1};
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X2 = {u∈V\Q | (u; x1)∈E; (u; x2)∈E; (u; x3)∈E} ∪ {x2};
X3 = {u∈V\Q | (u; x1) ∈ E; (u; x2)∈E; (u; x3)∈E} ∪ {x3}:
Note that, by de0nition, X1; X2; X3 are disjoint subsets of V . Moreover, it is simple
to show that they are cliques of G. In fact, for any pair of vertices u1; u2 ∈X1, the edge
(u1; u2) must belong to E, otherwise the subgraph G({x2; u1; u2; x3}) is a claw; hence,
X1 is a clique. Following similar considerations, we have that also X3 is a clique. As
for X2, for any pair of vertices v1; v2 ∈X2, the edge (v1; v2) must belong to E, otherwise
G({x1; v1; x3; v2}) is a chordless cycle of length 4; hence, X2 is a clique.
Next, we give some other properties of X1; X2; X3.
Proposition 3.1. Given a maximal clique Q of a CFC graph G=(V; E); let P3(Q)=
(x1; x2; x3) be an adjacent path of Q in G. Any triplet of vertices u1; u2; u3 belonging
to X1; X2; X3; respectively; forms an adjacent path (u1; u2; u3) of Q.
Proof. By Theorem 3.1, there are three vertices y; w; z ∈Q such that the subgraph
G(P3(Q)∪{y; w; z}) is a 3-sun, where (y; x1); (y; x2); (z; x2); (z; x3)∈E, (y; x3); (z; x1) ∈
E and w ∈ NG(P3(Q)).
First, let us show that ∀u1 ∈X1, (u1; x2; x3) is an adjacent path of Q. Given any
u1 ∈X1, by de0nition of X1, it results that (u1; x2)∈E, and (u1; x3) ∈ E. Moreover, since
(y; x3) ∈ E, there exists (u1; y)∈E, otherwise the subgraph G({x2; u1; y; x3}) is a claw;
hence, (u1; x2; x3) is an adjacent path of Q and the subgraph G({u1; x2; x3} ∪ {y; w; z})
is a 3-sun, since (u1; w) ∈ E otherwise G({u1; x2; z; w}) is a chordless cycle of length
4. In the same way, we can prove that (u3; z)∈E, (x1; x2; u3) is an adjacent path of Q,
and the subgraph G({x1; x2; u3} ∪ {y; w; z}) is a 3-sun, for all u3 ∈X3.
Secondly, (x1; u2; x3) is an adjacent path of Q; in fact, (u2; y); (u2; z)∈E otherwise
G({x1; u2; x3; z; y}) contains a chordless cycle of length at least 4. Moreover, since
(u1; u3) ∈ E otherwise G({u1; u3; z; y}) is a chordless cycle of length 4, (u1; x2; u3) is
an adjacent path of Q.
Finally, (u1; u2)∈E otherwise G({y; u1; u2; w}) is a claw; similarly (u2; u3)∈E. Then
(u1; u2; u3), (x1; u2; u3), and (u1; u2; x3) are adjacent paths of Q.
From this proposition, it follows that (X1 ∪ X2 ∪ X3) belongs to NG(Q). Moreover,
Proposition 3.2. Given a maximal clique Q of a CFC graph G=(V; E); let P3(Q)=
(x1; x2; x3) be an adjacent path of Q in G. There is no vertex u∈V\(Q∪X1∪X2∪X3);
such that there exists a vertex u2 ∈X2 for which (u; u2)∈E.
Proof. By contradiction, let us suppose that there exists a vertex u∈V\(Q∪X1 ∪X2 ∪
X3), and a vertex u2 ∈X2, such that (u; u2)∈E. By Proposition 3.1, (x1; u2; x3) is an
adjacent path of Q. Therefore, (x1; x3) ∈ E; hence, at least one edge of {(u; x1); (u; x3)}
belongs to E, otherwise the subgraph G({u2; u; x1; x3}) is a claw. Therefore, by De0-
nition 3.2, u∈ (X1 ∪ X2 ∪ X3).
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At this point, we can relate the sets X1; X2; X3 to a family F3(Q).
Lemma 3.2. Let Q be a maximal clique of a CFC graph G=(V; E). Given an adja-
cent path P3(Q)= (x1; x2; x3) of a family F3(Q); the set of vertices X1 ∪ X2 ∪ X3 is
exactly the set of vertices of the adjacent paths of F3(Q).
Proof. Let Y be the set of vertices of the adjacent paths of F3(Q). Knowing that
X1; X2; X3 are cliques, and from Proposition 3.1, we have (X1 ∪ X2 ∪ X3) ⊆ Y . Now, if
we show that (X1 ∪ X2 ∪ X3) ⊇ Y; we are done. Let us suppose that this is not true,
and there is an adjacent path P(Q) in F3(Q); such that there is a vertex v∈P(Q)
that does not belong to X1 ∪ X2 ∪ X3. W.l.o.g., let us suppose that there is an edge
(v; x)∈E with x∈ (X1 ∪ X2 ∪ X3). By Proposition 3.2, x cannot belong to X2. Hence,
let us suppose that x belongs to X1 (or to X3). In this case, there is no vertex y
belonging to X3 (X1) such that (v; y)∈E; otherwise, (x; x2; y) being an adjacent path
of Q by Proposition 3.1, the subgraph G({v; x; x2; y}) is a chordless cycle of length 4.
Therefore, for any y∈X3; (v; x; x2; y) is an adjacent path of Q of length 4, but this is
impossible by Theorem 3.2.
From Lemma 3.2 and Proposition 3.1, and knowing that X1; X2; X3 are cliques, it is
simple to prove that
Theorem 3.3. Given a maximal clique Q of a CFC graph G=(V; E); the subgraph
G(F3(Q)) is decomposable such that G(F3(Q))=P3[H1; H2; H3]; where the outer
factor P3 is a chordless path of three vertices; and the inner factors are the complete
graphs H1 =G(X1); H2 =G(X2); and H3 =G(X3).
Clearly, G(F3(Q)) is the union of two intersecting cliques.
Let us suppose that G(NG(Q)) is formed by h + l connected components, where
the 0rst h are formed by h families of connected adjacent paths of Q containing no
adjacent paths of length 3; and the other ones are formed by l families of connected
adjacent paths, each one containing at least one adjacent path of length 3.
On the basis of what we have shown before, we can state that:
Theorem 3.4. Given a maximal clique Q of a CFC graph G=(V; E); andK= {K1; : : : ;
Kh; Kh+1; : : : ; Kh+2l} being the set of all the maximal cliques of NG(Q); the sub-
graph G(NG(Q)) is disconnected and decomposable into h + l connected compo-
nents G(Ki); for i=1; : : : ; h; and G(Kh+2p−1 ∪ Kh+2p); for p=1; : : : ; l; where G(Ki)
is a complete graph; and G(Kh+2p−1 ∪ Kh+2p)=P3[G(Kh+2p−1\Kh+2p); G(Kh+2p−1 ∩
Kh+2p); G(Kh+2p\Kh+2p−1)].
By now, we have characterized the structure of the subgraph G(NG[Q]); and shown
how it decomposes.
Let us consider an example. Fig. 2 shows the whole structure of a CFC graph, where
G(NG[Q]) is the gray subgraph of the graph. Let us analyze G(NG[Q]) (the remaining
part of the graph will be discussed later).
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Fig. 2. The structure of a CFC graph.
It contains a maximal clique Q; and the maximal cliques K1; K2; K3; K4; K5; K6 of
G(NG(Q)); where K3; K4 and K5; K6 are mutually intersecting cliques. Note that G(K1∪
K2 ∪ K3 ∪ K4 ∪ K5 ∪ K6) is a disconnected subgraph of G; formed by 4 connected
components G(K1); G(K2); G(K3∪K4); and G(K5∪K6). In particular, both the subgraphs
G(Q ∪ K3 ∪ K4) and G(Q ∪ K5 ∪ K6) contain at least a 3-sun.
4. Structural properties of CFC graphs
We have analyzed the structure of the subgraph G(NG(Q)); which is in general
disconnected, and shown that each connected component is a maximal clique or the
union of two intersecting maximal cliques of G(NG(Q)).
Next, we complete the analysis of the structural properties of a CFC graph. We have
that:
Theorem 4.1. Given a maximal clique Q of a CFC graph G=(V; E); the subgraph
G(V\NG[Q]) is decomposable into q mutually disjoint and unlinked subgraphs
G1; : : : ; Gq; such that if Gi is not empty it is adjacent to one and only one maxi-
mal clique Ki of NG(Q).
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Proof. In order to prove the theorem, let us show that there is no path P; containing
vertices in V\NG[Q]; between any couple of vertices, belonging to diHerent maximal
cliques Ki; Kj of G(NG(Q)).
First, let us consider the case in which Ki∩Kj = ∅. W.l.o.g., let us suppose that there
exist two vertices vi; vj belonging to Ki and Kj; respectively, such that, by contradiction,
there is a path P=(vi; v; : : : ; vj) of length at least 3, where every vertex but vi; vj belongs
to V\NG[Q]. By Proposition 3.2, it follows that vi ∈Ki\Kj and vj ∈Kj\Ki. In this case,
there exists a vertex x∈Ki ∩ Kj such that the path (vi; x; vj) is an adjacent path of Q;
hence, since by Proposition 3.2 (v; x) ∈ E; the subgraph G({vi; v; : : : ; vj; x}) contains a
chordless cycle of length at least 4.
Now, let us consider the case in which Ki ∩ Kj = ∅; and, by contradiction, let us
suppose that there exists a path PO between vi and vj containing vertices in V\NG[Q].
Moreover, there exists at least one path PI between vi and vj; formed only by vertices
of Q. It is simple to see that the subgraph G(PO ∪ PI ) contains a chordless cycle of
length at least 4, since by Theorem 3.4 (vi; vj) ∈ E; and, by de0nition of PO; there
exists at least one vertex v∈PO such that v ∈ NG(Q).
Let us consider again the example of Fig. 2, and complete the analysis of the structure
of a CFC graph G and its decomposition, starting from a maximal clique Q of G.
We have already shown how G(NG[Q]) can be decomposed; as for G(V\NG[Q]); it
is decomposable into q=6 disjoint and unlinked subgraphs G1; : : : ; G6; with Gi being
adjacent only to the maximal clique Ki of Q; and G1 being disconnected and formed
by 2 connected components G11 ; G
2
1 which are both adjacent to K1.
Given Gi=(Ui; Fi); for i=1; : : : ; q; by Proposition 3.2 each Gh+2p−1 (resp. Gh+2p),
for p=1; : : : ; l; is indeed adjacent only to the clique Kh+2p−1\Kh+2p (resp. Kh+2p\
Kh+2p−1). Therefore, denoting with Hi=(Vi; Ei); for i=1; : : : ; h; the subgraph G(Ui ∪
Ki); and with Hh+2p−1 = (Vh+2p−1; Eh+2p−1) (resp. Hh+2p=(Vh+2p; Eh+2p)), for p=
1; : : : ; l; the subgraph G(Uh+2p−1 ∪ (Kh+2p−1\Kh+2p)) (resp. G(Uh+2p ∪ (Kh+2p\
Kh+2p−1))), it follows that
Corollary 4.1. Given a maximal clique Q of a CFC graph G=(V; E); the graph
G(V\(Q ∪ (⋃lp=1 (Kh+2p−1 ∩Kh+2p)))) is disconnected and decomposable into q con-
nected components H1; : : : ; Hq; where for each Hi=(Vi; Ei); we have Vi ∩ NG[Q] ≡ Ki
if Ki ∩ Kj = ∅; Vi ∩ NG[Q] ≡ Ki\Kj otherwise.
5. Decomposition algorithm
In this section, following the structural properties of CFC graphs analyzed in the
previous sections, we give a decomposition algorithm that partitions the vertex set
V of a CFC graph G=(V; E) into cliques Qi of G; decomposes G; and constructs
the adjacency graph GD[G] = (VD; ED) of these cliques, where each vertex xi ∈VD
represents a clique Qi of G; and (xi; xj)∈ED if and only if the subgraphs G(Qi); G(Qj)
are adjacent in G. Let us call GD[G] the decomposition graph of G.
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The algorithm operates according to the following considerations. Given a CFC graph
G=(V; E) and a maximal clique Q of G; let us consider the subgraphs G(NG[Q]) and
G(V\NG[Q]); where K1; : : : ; Kh+2l=q are the maximal cliques of G(NG(Q)).
Theorem 3.4 says that G(NG(Q)) is disconnected and decomposable into h+ l con-
nected components G(Ki); for i=1; : : : ; h; G(Kh+2p−1 ∪ Kh+2p); for p=1; : : : ; l; in
particular, G(Ki) is obviously a complete subgraph, and G(Kh+2p−1 ∪ Kh+2p)=
P3[G(Kh+2p−1\Kh+2p); G(Kh+2p−1 ∩ Kh+2p); G(Kh+2p\Kh+2p−1)].
Theorem 4.1 says that G(V\NG[Q]) is decomposable into a set of disjoint and un-
linked subgraphs, each one being adjacent to exactly one maximal clique of G(NG(Q)).
In particular, Corollary 4.1 states that if a connected component Gsi =(U
s
i ; F
s
i ) of
G(V\NG[Q]) is adjacent to a maximal clique Ki of G(NG(Q)); the subgraphs Hi=
(Vi; Ei)=G(
⋃
s U
s
i ∪ Ki) (Hi=G(
⋃
s U
s
i ∪ (Ki\Kj)) if Ki\Kj = ∅), for i=1; : : : ; q; are
mutually disjoint and unlinked subgraphs of G.
Let H+i =G(Vi∪Ki) (where obviously H+i =Hi; for i=1; : : : ; h), and let K˜ i ⊇ Ki be
a maximal clique of H+i (containing the maximal clique Ki of G(NG(Q)); in particular,
by Proposition 3.2, K˜h+j =Kh+j; for j=1; : : : ; 2l. We call K˜ i a maximal adjacent clique
of Q.
Since, by de0nition, each subgraph of a CFC graph is itself claw-free chordal, in
order to decompose Hi we can independently and recursively reapply the previous
considerations to each subgraph H+i ; with K˜ i as a maximal clique.
W.l.o.g., we consider a connected CFC graph G=(V; E); otherwise the following has
to be applied for each connected component of G. Given G; the algorithm partitions V;
decomposes G; and returns GD[G]; starting from Q; recursively in the following way.
Decomposition algorithm
Step 0: Let Q be a maximal clique of a CFC graph G=(V; E). Let VD= {x} and
ED= ∅; with x representing Q in the decomposition graph GD[G].
Step 1: Given the maximal clique Q of G; let {K1; : : : ; Kh; Kh+1; : : : ; Kh+2l} be the
maximal cliques of G(NG(Q)); where the 0rst h cliques are disjoint maximal cliques.
Given x; the vertex representing the maximal clique Q; add a vertex xi to VD and
an edge (x; xi) to ED for each maximal adjacent clique K˜ i ⊇ Ki; with i=1; : : : ; h.
Then, for p=1; : : : ; l; add three vertices x1p; x
2
p; x
3
p to VD; representing, respectively,
the cliques K˜h+2p−1\K˜h+2p; K˜h+2p−1 ∩ K˜h+2p; K˜h+2p\K˜h+2p−1; and add the edges
(x; x1p); (x; x
2
p); (x; x
3
p); (x
1
p; x
2
p); (x
2
p; x
3
p) to ED.
Step 2: Following Step 1, decompose the subgraph H+i as a new separated CFC
graph, starting from the maximal clique K˜ i of H+i .
In particular, the maximal clique Q in Step 0 can be found in linear time by con-
sidering a maximal clique containing a simplicial vertex of G; where a vertex x of a
graph G=(V; E) is called simplicial if the induced subgraph G({y∈V | (y; x)∈E}) is
a clique. It is known that every chordal graph has a simplicial vertex which can be
found in linear time [12].
86 G. Confessore et al. / Discrete Applied Mathematics 120 (2002) 73–90
Fig. 3. A CFC graph G.
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Fig. 4. Decomposition graph of G.
The decomposition algorithm runs in O(n+m) time, since the set of maximal cliques
of a chordal graph can be found in linear time in the number of vertices and edges of
the graph [12].
In order to show how the algorithm works, let us consider the CFC graph G in
Fig. 3. Let us suppose that the maximal clique Q from which the algorithm starts is
the only one composed of 6 vertices, in which there is one simplicial vertex. Let x be
the vertex of the decomposition graph GD related to Q. The algorithm proceeds by iden-
tifying the maximal cliques of G(NG(Q)); and adds the vertices {x1; x11 ; x21 ; x31 ; x12 ; x22 ; x32}
to GD. Proceeding recursively, the whole graph G is decomposed and the decomposi-
tion graph GD is shown in Fig. 4.
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6. Structure of the decomposition graph
In this section we investigate the structure of the decomposition graph GD=(VD; ED)
of a CFC graph G=(V; E). Based on the results of the previous sections, if G is a
connected CFC graph, it is simple to show that, by construction, the decomposition
graph GD is connected, too; moreover, all the maximal cliques of GD are composed
of only 2 or 3 vertices. In particular, for each clique of three vertices {u; u1; u2};
there exists another clique of three vertices {u; u2; u3} such that the induced subgraph
GD({u; u1; u2; u3}) is a diamond, that is a K4 graph without one edge. W.l.o.g., u
represents a maximal clique Q of a subgraph of G and u1; u2; u3 are related to the
cliques Q1; Q2; Q3 of G(NG(Q)); respectively. By Theorem 3.4 we have that:
Lemma 6.1. For each diamond GD({u; u1; u2; u3}) in GD there exist four cliques Q;Q1;
Q2; Q3 in G represented by u; u1; u2; u3; respectively; such that Q1 ∪ Q2 and Q2 ∪ Q3
are maximal cliques of G(NG(Q)).
Moreover, by Proposition 3.2, it follows that u2 is adjacent only to all the other
vertices u; u1; and u3 of the diamond. Referring to all the diamonds in GD; let U2 be
the set of such vertices u2 in VD.
Based on the property of the vertices of U2; since, by construction, GD(VD\U2) is
connected and acyclic, it follows that
Lemma 6.2. The subgraph GD(VD\U2) is a tree.
Hence, GD is a special supergraph of a tree, that is
Theorem 6.1. The decomposition graph GD of a CFC graph G is a supergraph of a
tree; and contains diamonds as subgraphs.
Next we show that, in the special case of claw-free strongly chordal (CFSC) graphs,
the decomposition graph GD is exactly a tree.
Recall that a graph G is strongly chordal if and only if it is chordal and does
not contain trampolines [1,9]. Since the 3-sun is the only claw-free trampoline, the
following proposition holds.
Proposition 6.1. A CFC graph G is strongly chordal if and only if it does not contain
any subgraph isomorphic to the 3-sun.
Hence, from Theorem 3.1, it follows that in a CFSC graph, any maximal clique
Q has only adjacent paths of length two; this means that the maximal cliques of
G(NG(Q)) are mutually disjoint. Therefore, the decomposition algorithm constructs a
decomposition graph GD in which the subset U2 of vertices of GD is empty, and then,
by Lemma 6.2, it results that
Theorem 6.2. The decomposition graph GD of a CFSC graph G is a tree.
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Fig. 5. Orienting the decomposition graph.
7. The approximation result
As mentioned in Section 1, we achieve the approximation result by 0nding an acyclic
orientation of a claw-free chordal graph G; such that each path in the oriented graph
is covered by at most two maximal cliques of G. In particular, such an orientation is
obtained by partitioning the vertex set into cliques, and by orienting the relative clique
adjacency graph, that is the decomposition graph GD[G]; issued by the decomposition
algorithm previously described. The orientation of GD[G] implicitly de0nes an acyclic
orientation of the claw-free chordal graph G such that each path in the oriented graph
is covered by at most two maximal cliques of G; as shown below.
Let us start by acyclically orienting the decomposition graph GD. By Lemma 6.2,
the cliques in G related to non-leaf vertices of the tree GD(VD\U2) are cut sets of G.
The cut sets identi0cation allows us to acyclically orient G in a very eHective way, as
shown in the sequel.
Being that GD(VD\U2) is a tree, and hence a special comparability graph, we are
able to orient it in a transitive way such that each directed path is composed of 2
vertices. To complete the acyclic orientation of GD; we have to orient all the edges
in ED that are incident to vertices of U2. Let us consider a vertex u2 ∈U2. The edges
incident to vertex u2 are (u; u2); (u1; u2); (u3; u2) and form together with (u; u1); (u; u3)
the edges of a diamond GD({u; u1; u2; u3}). After orienting the tree GD(VD\U2) we
have that either (u→ u1); (u→ u3) or (u1 → u); (u3 → u). In the 0rst case, we orient
the edges incident to u2 in the following way (u → u2); (u2 → u1); (u2 → u3); in
the latter we consider (u2 → u); (u1 → u2); (u3 → u2). Repeating this orienting proce-
dure for each u2 ∈U2; the whole decomposition graph GD is acyclically oriented; in
Fig. 5 the oriented decomposition graph for the example is shown. By construction, it
is guaranteed that each directed path is composed of two or three vertices, and starts
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and ends at two vertices in VD\U2; while the other vertex of a path of length 3 belongs
to U2. In particular, by Lemma 6.1, given a directed path (y1; y2; y3) of 3 vertices and
considering the related cliques Y1; Y2; Y3 of G; either Y1 ∪ Y2 or Y2 ∪ Y3 is a clique of
G.
As a consequence, the oriented decomposition graph induces an acyclic orientation
on G that can be found in O(m) time, in which each directed path is covered by at
most two maximal cliques of G. Let VD= {x1; : : : ; xd} be the set of vertices of GD; and
S=(S1; : : : ; Sd) be the partition of V into cliques, with xi being the vertex related to
the clique Si. First, we orient the edges of each clique Si; for i=1; : : : ; d; according to
any one of their transitive orientations. As for the remaining edges of G; we orient all
the edges (u; v)∈E with u∈ Si and v∈ Sj; i = j; according to the oriented edge between
vertices xi and xj of the oriented decomposition graph.
Since the interval coloring problem on a weighted graph is equivalent to 0nding
an acyclic orientation of the graph whose longest weighted path length is as small as
possible, the latter result implies that:
Theorem 7.1. There exists a linear time 2-approximation algorithm for the interval
coloring problem of claw-free chordal graphs.
Moreover, the performance ratio holds for any vertex weighting function.
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