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ABSTRACT
We describe the first results from a six-month long reverberation-mapping experiment in the ultravi-
olet based on 171 observations of the Seyfert 1 galaxy NGC 5548 with the Cosmic Origins Spectrograph
on the Hubble Space Telescope. Significant correlated variability is found in the continuum and broad
emission lines, with amplitudes ranging from ∼ 30% to a factor of two in the emission lines and a
factor of three in the continuum. The variations of all the strong emission lines lag behind those of the
continuum, with He iiλ1640 lagging behind the continuum by ∼ 2.5 days and Lyαλ1215, C ivλ1550,
and Si ivλ1400 lagging by ∼ 5–6 days. The relationship between the continuum and emission lines
is complex. In particular, during the second half of the campaign, all emission-line lags increased by
a factor of 1.3–2 and differences appear in the detailed structure of the continuum and emission-line
light curves. Velocity-resolved cross-correlation analysis shows coherent structure in lag versus line-of-
sight velocity for the emission lines; the high-velocity wings of C iv respond to continuum variations
more rapidly than the line core, probably indicating higher velocity BLR clouds at smaller distances
from the central engine. The velocity-dependent response of Lyα, however, is more complex and will
require further analysis.
Subject headings: galaxies: active — galaxies: individual (NGC 5548) — galaxies: nuclei — galaxies:
Seyfert
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1. INTRODUCTION
1.1. The Broad-Line Region
One of the most prominent characteristics of the ul-
traviolet (UV), optical, and near-infrared (NIR) spec-
tra of active galactic nuclei (AGNs) is the presence of
broad emission lines. While we know that these fea-
tures arise on scales not much larger than the accretion
disk, their physical nature remains one of the major un-
solved mysteries in AGN astrophysics. A particularly
important feature of the broad emission lines is that they
are, by definition, resolved in line-of-sight (LOS) veloc-
ity, and their large widths leave little doubt that the pri-
mary broadening mechanism is differential Doppler shifts
due to the motion of individual gas clouds, filaments, or
more-or-less continuous flows around the central black
hole.
However, it is not possible to establish the broad-
line region (BLR) kinematics simply by inverting the
line profiles because this inverse problem is degener-
ate, with a wide variety of simple velocity models pro-
viding satisfactory fits (e.g., Capriotti, Foltz, & Byard
1980). The existing evidence on the BLR kinemat-
ics is ambiguous: some of this gas may flow in-
ward, helping to feed the central black hole. Ex-
tended, flattened, rotating disk-like structures seem to
be important in at least some BLRs, as shown sta-
tistically for radio-loud AGNs (Wills & Browne 1986;
Vestergaard, Wilkes, & Barthel 2000; Jarvis & McLure
2006), by the pronounced double-peaked profiles ob-
served in some sources (e.g., Eracleous & Halpern
1994, 2003; Strateva et al. 2003; Gezari et al. 2007;
Lewis, Eracleous, & Storchi-Bergmann 2010), and from
spectropolarimetry (Smith et al. 2004; Young et al.
2007). There is evidence of the importance of the black
hole gravity in dominating the motion of the BLR gas
(Peterson et al. 2004), although radiation pressure may
also play a role (Marconi et al. 2008; Netzer & Marziani
2010).
On the other hand, developments over the last
two decades re-open the interesting possibility that
much of the emitting BLR gas is due to outflow-
ing winds (e.g., Bottorff et al. 1997; Murray & Chiang
1997; Proga et al. 2000; Everett 2003; Elvis 2004;
Young et al. 2007), perhaps connected to the outflows
detected in absorption features (e.g., Hamann & Sabra
2004; Krongold et al. 2005, 2007; Kriss et al. 2011;
Kaastra et al. 2014; Scott et al. 2014), whose kinematics
and energetics are also poorly understood. The unknown
dynamics of the BLR gas represents a serious gap in our
understanding of AGNs and in the calibrations needed
for the study of black-hole/host-galaxy co-evolution up
to very high redshifts.
There have been many attempts to model the physics
of the BLR. In general, photoionization equilibrium mod-
els can reproduce the line intensities, but self-consistent
models that provide simultaneous solutions to the line in-
tensities, profiles, and variability are lacking. The locally
optimally emitting cloud model (Baldwin et al. 1995;
Korista & Goad 2000) and the stratified cloud model
(Kaspi & Netzer 1999) explain most observed line inten-
sities and some of the observed time lags between the
continuum and emission lines. However, they lack the
important kinematic ingredients required to explain the
observed line profiles.
1.2. Reverberation Mapping
In order to understand the structure and kinematics
of the BLR, we must break the degeneracy that comes
from the study of the line profiles alone. We can do
this by using reverberation mapping (RM) to determine
how gas at various LOS velocities responds to contin-
uum variations as a function of light travel-time delay
(Blandford & McKee 1982; Peterson 1993, 2014).
Over the last quarter century, the RM technique has
become a standard tool for investigating the BLR. In
its simplest form, RM is used to determine the mean
time delay between continuum and emission-line varia-
tions, typically by cross-correlation of the respective light
curves. It is assumed that this represents the mean light-
travel time across the BLR. By combining this with the
emission-line width, which is assumed to reflect the ve-
locity dispersion of gas whose motions are dominated by
the mass of the central black hole, the black hole mass
can be estimated. RM in this form has been used to mea-
sure the black hole masses in over 50 AGNs (for a recent
compilation, see Bentz & Katz 2015) to a typical accu-
racy of ∼ 0.3 dex. Important findings that have arisen
from these RM studies include the following:
1. In a given AGN, emission lines that are character-
istic of higher-ionization gas respond more rapidly
to continuum flux variations than those character-
istic of lower-ionization gas, indicating ionization
stratification within the BLR (Clavel et al. 1991;
Reichert et al. 1994).
2. There is an inverse correlation between the time
delay, or lag τ , for a particular emission line and
the Doppler width ∆V of that emission line. The
relationship for a given AGN is consistent with the
virial prediction ∆V ∝ τ−1/2 (Peterson & Wandel
1999, 2000; Kollatschny 2003; Peterson et al. 2004;
Bentz et al. 2010a). Without this relationship, RM
masses would be highly dubious.
3. There is an empirical relationship between the
AGN luminosity L and the radius of the BLR
R (hereafter the R–L relationship) that is
well-established only for the Hβ emission line
(Kaspi et al. 2000, 2005; Bentz et al. 2006, 2009,
2013). Limited data on C ivλ1549 indicates
a similar relationship applies to that line as
well (Peterson et al. 2005; Vestergaard & Peterson
2006; Kaspi et al. 2007; Park et al. 2013). The ex-
istence of R–L relationships for both low-ionization
and high-ionization lines has been independently
confirmed by gravitational microlensing observa-
tions (Guerras et al. 2013).
The R–L relationship is of particular interest as it allows
estimation of the central black-hole mass based on a
single spectrum from which the line width is measured
and the BLR radius is inferred from the AGN luminosity.
This neatly bypasses the need for a direct RM measure-
ment of the emission-line time lag. RM is necessarily
resource intensive: even to determine the mean time
delay for an emission line typically requires some 30–50
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well-spaced high-quality spectrophotometric observa-
tions or a good measure of luck for fewer observations.
The R–L relationship is very important as the RM-based
mass determinations anchor empirical scaling relation-
ships (e.g., McLure & Jarvis 2002; Vestergaard 2002;
Shields et al. 2003; Grupe & Mathur 2004; Vestergaard
2004; Greene & Ho 2005; Mathur & Grupe 2005;
Kollmeier et al. 2006; Vestergaard & Peterson 2006;
Salviander et al. 2007; Treu et al. 2007; McGill et al.
2008; Park et al. 2013, 2015; Netzer & Trakhtenbrot
2014) that are used to estimate the masses of quasar
black holes in large numbers (e.g., Vestergaard et al.
2008; Vestergaard & Osmer 2009; Shen et al. 2011;
De Rosa et al. 2014). Virtually all quasar mass esti-
mates and their astrophysical uses are tied to RM.
Measurement of the mean lag and line width for a given
emission line provides important, though limited, infor-
mation about the BLR and the central mass of the AGN.
We are only now beginning to realize the full power of
RM through velocity-resolved investigations of the BLR
response. The first generation of successful RM programs
provided sufficient understanding of AGN variability and
BLR response times to design programs that could effec-
tively extract velocity–dependent information that would
lead to an understanding of the structure and kinematics
of the BLR through recovery of “velocity–delay” maps
from RM data (Horne et al. 2004). The relationship
between the continuum variations ∆C(t) and velocity-
resolved emission-line variations ∆L(V, t) is usually de-
scribed as
∆L(V, t) =
∫
∞
0
Ψ(V, τ)∆C(t − τ)dτ, (1)
where Ψ(V, τ) is the “response function,” or velocity–
delay map (Horne et al. 2004). As can be seen by in-
spection, Ψ(V, τ) is simply the observed emission-line
response to a delta-function continuum outburst. The
velocity–delay map is simply the BLR geometry and
kinematics projected into the two observable quantities
of LOS velocity and time delay relative to the contin-
uum. This linearized echo model is justified by the fact
that the continuum and emission-line variations are gen-
erally quite small (10–20%) on reverberation time scales
(see also Cackett & Horne 2006). The technical goal of a
reverberation program such as the one described here is
to recover the velocity–delay map Ψ(V, τ) from the data
and thus infer the geometry and kinematics of the BLR.
Time-resolved velocity–delay maps have now been ob-
tained for a handful of AGNs (e.g., Bentz et al. 2010b;
Brewer et al. 2011; Pancoast et al. 2012; Grier et al.
2013; Pancoast et al. 2014), but only for optical lines (the
Balmer lines, He iλ5876, and He iiλ4686). In general,
these suggest flattened geometries at small to modest in-
clinations and some combination of virialized motion and
infall. An outflow signature has been observed in only
one case, NGC3227 (Denney et al. 2009).
The lack of velocity–delay maps for UV lines, on the
other hand, leaves us with a very incomplete understand-
ing of the BLR. It is, in fact, the high-ionization level UV
resonance lines (e.g., C ivλ1549, Si ivλ1400, Lyαλ1215)
that might be expected to dominate any outflowing com-
ponent of the BLR. The optical lines, in contrast, gener-
ally seem to arise in disk-like structures with infall com-
ponents (e.g., Pancoast et al. 2014).
RM studies in the UV have been limited. Several
observing campaigns were undertaken with the Inter-
national Ultraviolet Explorer (IUE) or Hubble Space
Telescope (HST) or both on (i) NGC5548 (Clavel et al.
1991; Korista et al. 1995), (ii) NGC3783 (Reichert et al.
1994), (iii) Fairall 9 (Clavel, Wamsteker, & Glass
1989; Rodr´ıquez-Pascual et al. 1997), (iv) 3C 390.3
(O’Brien et al. 1998), (v) NGC 7469 (Wanders et al.
1997), (vi) NGC4151 (Clavel et al. 1990; Ulrich & Horne
1996; Crenshaw et al. 1996), (vii) Akn 564 (Collier et al.
2001), and (viii) NGC4395 (Peterson et al. 2005). With
the exception of Akn 564, which showed essentially no
emission-line variability over a comparatively short
campaign, all of these programs yielded emission-
line lags, but only limited information about the
detailed response of the UV emission lines (e.g.,
Horne, Welsh, & Peterson 1991; Krolik et al. 1991;
Wanders et al. 1995; Done & Krolik 1996). The existing
velocity-delay map for NGC4151 shows some incipient
structure in C ivλ1549 and He iiλ1640 and a general
shape that seems to be consistent with a virialized BLR
(Ulrich & Horne 1996).
1.3. The AGN STORM Project
Given the importance of the UV emission lines in the
photoionization equilibrium of the BLR gas and the prob-
able differences between the geometry and kinematics of
the high and low-ionization gas in the BLR, we have un-
dertaken a large RM program in the UV using the Cosmic
Origins Spectrograph (COS; Green et al. 2012) on HST
(HST Program GO-13330), the AGN Space Telescope
and Optical Reverberation Mapping (AGN STORM)
Project, in the first half of 2014. The program was de-
signed with certain specific goals in mind:
1. Determine the structure and kinematics of the
high-ionization BLR through observations of the
variations in the C ivλ1549, Lyαλ1215, Nvλ1240,
Si ivλ1400, and He iiλ1640 emission lines.42
2. Carry out simultaneous ground-based observations
of (a) the high-ionization optical line He iiλ4686
for direct comparison with He iiλ1640 and (b)
the Balmer lines, particularly Hβ λ4861, to de-
termine the structure and kinematics of the low-
ionization BLR. Although the optical spectrum
is extremely well-studied (Peterson et al. 2002;
Bentz et al. 2007, 2010a; Denney et al. 2010, and
references therein), simultaneous observations are
necessary, as the dynamical timescale for the BLR
in NGC5548 is only a few years.
3. Compare in detail the continuum variations in the
UV (at ∼ 1350 A˚) with those at other wavelengths
(see Edelson et al. 2015, hereafter Paper II) and in-
fer the structure of the continuum-emitting region.
The motivation for the UV/optical continuum compari-
son is multifold:
42 We note that three of these lines are actually doublets:
Nvλλ1239, 1243, Si ivλ1394, 1403, and C ivλλ1548, 1551. More-
over, the He ii feature is blended with O iii] λλ1661, 1665 and Si iv is
blended with the quintuplet O iv]λλ1397.2, 1399.8, 1401.2, 1404.8,
1407.4, where the second, third, and fifth transitions dominate.
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1. Delays between continuum variations at longer
versus shorter wavelengths have been de-
tected or hinted at in a number of sources
(e.g., Wanders et al. 1997; Collier et al. 1998,
2001; Peterson et al. 1998; Sergeev et al. 2005;
Cackett, Horne, & Winkler 2007; McHardy et al.
2014; Shappee et al. 2014). Such delays can
provide insight into the structure, geometry, and
physics of the continuum-emitting region.
2. Velocity–delay maps recovered using the UV con-
tinuum as the driving light curve (Equation 1) are
expected to be of higher fidelity than those ob-
tained from the optical continuum because the ob-
servable UV is closer in wavelength to the ioniz-
ing continuum (λ < 912 A˚) that powers the emis-
sion lines. The optical continuum is not only a
slightly time-delayed version of the UV contin-
uum, but it seems smoothed somewhat as well
(Shappee et al. 2014; Peterson et al. 2014), which
might make it difficult to recover detailed structure
in the velocity–delay maps.
Our HST program afforded a valuable opportunity for
exploring AGN behavior at high time resolution for an
extended period at wavelengths beyond those covered by
our HST COS spectra. The HST program is the an-
chor of a much broader AGN STORM project to address
broader issues through observations across the electro-
magnetic spectrum. This paper serves as the first in a
series.
Of special interest is the possibility of using short-
timescale lags between variations in different continuum
bands to map the temperature structure of the accre-
tion disk. The Swift satellite (Gehrels et al. 2004) is es-
pecially suitable for such a study because of its broad
wavelength coverage (hard X-ray through V -band) and
ability to execute high-cadence observations over an ex-
tended period of time. In Paper II, we present the re-
sults of a four-month program of high-cadence (approxi-
mately twice per day) multiwavelength observations with
Swift. Additional papers in this series will describe high-
cadence ground-based photometry from the near UV
through the NIR. We will also present results from a pro-
gram of ground-based spectroscopy that is similar in ca-
dence to the HST COS observations, but covers a some-
what longer temporal baseline. Other additional papers
will present results on the variable absorption features
and on our efforts to decipher the broad emission-line
variations and determine the structure and geometry of
the BLR.
In Section 2, we describe the observations and data
processing, including a discussion of the program design
and a complete description of how the standard data re-
duction pipeline was modified to meet our stringent cali-
bration requirements. We describe our initial data anal-
ysis and results in Section 3, and in Section 4, we briefly
discuss the first results from our program and place these
results in the context of previous monitoring campaigns
on NGC 5548. When necessary, we assume a ΛCDM cos-
mology with H0 = 70 km
−1 s−1Mpc−1, ΩM = 0.28, and
ΩΛ = 0.72 (Komatsu et al. 2011).
2. OBSERVATIONS AND DATA REDUCTION
2.1. Program Design
RM is a resource-intensive activity that requires ob-
taining high signal-to-noise ratio (S/N) homogeneous
spectra at sufficiently high spectral resolution to resolve
the gross kinematics of the BLR. Spectra must be ob-
tained at a high cadence over a temporal baseline that is
longer than the typical variability timescale of the AGN.
Given the inherent risks of RM programs due to the un-
predictability of AGN variability, it is essential that our
experimental design assures a successful outcome, yet is
as economical with observing time as possible. The first
consideration is that each epoch of observation should
require no more than one HST orbit per “visit” which
restricts the integration time per visit to ∼ 45− 50 min-
utes. This consideration limits us to relatively bright
nearby Seyfert 1 galaxies. COS is clearly the instrument
of choice for such a project, as it is a very sensitive, high
spectral resolution spectrometer. Its native resolution
(R > 20000) is high enough to allow us to trade off res-
olution and S/N in the data processing phase. In order
to schedule the observatory efficiently, a cadence of one
visit per day or longer is required.
We therefore want to target an AGN that has a C iv-
emitting region several light days in extent, and this
requires a source with logLλ(1350 A˚)/(ergs s
−1) >∼ 43.5
(e.g., Kaspi et al. 2007). This led us immediately to
select as a target the well-studied Seyfert 1 galaxy
NGC5548 (z = 0.017175). NGC5548 is probably
the best-studied AGN by RM, with historical optical
spectroscopy extending as far back as the early 1970s
(Sergeev et al. 2007). Importantly, it has never been
known to go into a “dormant state,” as observed recently
in the case of Mrk 590 (Denney et al. 2014), that would
preclude a successful reverberation campaign and, histor-
ically, self-absorption in the UV resonance lines has been
minimal (Crenshaw & Kraemer 1999), although strong
absorption appeared in 2013 (Kaastra et al. 2014).
The remaining adjustable parameter is the dura-
tion of the campaign. We investigated this using
Monte Carlo simulations similar to those described by
Horne et al. (2004). Using recent developments in sta-
tistically modeling AGN light curves (Kelly et al. 2009;
Koz lowski et al. 2010; MacLeod et al. 2010), we can
make very robust models of the expected continuum
behavior of NGC 5548. Quasar light curves are well-
described by a stochastic process, the damped ran-
dom walk. The process is described by an amplitude
σ and a damping timescale τd, which for NGC 5548
in the optical are measured to be σ = 0.89+0.30
−0.20 ×
10−15 ergs s−1 cm−2 A˚
−1
and τd = 77
+59
−34 days, respec-
tively (Zu, Kochanek, & Peterson 2011). We used these
measured properties of NGC 5548 to simulate the con-
tinuum variations; this is a conservative choice as the
UV continuum can be expected to show both higher am-
plitude and shorter time-scale variations, both of which
are an advantage. We then convolved the artificial
light curves with model velocity–delay maps for several
lines to provide an artificial spectrum. As described by
Horne et al. (2004), we adopted a BLR model with an
extremely challenging velocity–delay map for these sim-
ulations, a Keplerian disk with a single two-armed spiral
density wave. While this is unlikely to be the actual
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AGN BLR geometry, it provides a challenging test: if we
can recover such a complex velocity–delay map correctly,
then we can certainly hope to recover others of com-
parable complexity and would have no difficulties with
geometries like those that have been recovered for opti-
cal lines (e.g., Bentz et al. 2010b; Pancoast et al. 2012;
Grier et al. 2013; Pancoast et al. 2014).
We modeled the emissivity and response of each line
realistically using a grid of photoionization equilibrium
models (Horne et al. 2004). We sampled the artificial
spectra to match our proposed observations, including
noise. We then modeled the artificial spectra to recover
the velocity–delay maps using MEMECHO (Horne 1994;
Horne et al. 2004). Simulations based on characteristics
of previous RM experiments yield velocity–delay maps
with noise levels similar to those obtained from the actual
data, demonstrating the verisimilitude of our simulations
(see Horne et al. 2004, for examples).
The goal of our simulations was to determine the min-
imum duration program that would allow us to recover a
velocity–delay map with a high probability of success.
For COS-like observations (in terms of S/N per visit
and spectral resolution), our initial simulations indicated
that reliable velocity–delay map recovery for a strong line
(e.g., C iv) required between 130 to 200 days. A finer grid
of models showed that in 10 of 10 simulations, a high-
fidelity velocity–delay map was recovered after 180 days,
which was thus adopted as the program goal. A much
longer program at this sampling rate would in any case
be precluded by the accessibility of the target to HST.
Because of the long duration of the proposed program,
we also considered the possible impact of losses of data
due to instrument or spacecraft safing events. Short saf-
ing events occur frequently enough that we needed to as-
sess their impact. Based on the record for HST and COS
in Cycles 17–20, there might be two spacecraft events
that lose 2–3 days each and one COS event that loses 2
days over a stretch of 180 consecutive days. By repeat-
ing a subset of our simulations, we found that losses of
such small numbers of observations would have no im-
pact on our ability to recover the velocity–delay maps.
The simulations also allowed us to assess the impact of
early termination of our experiment due to a major fail-
ure. If a program was terminated at ∼ 100 days, the
probability that the data would yield a useful (but not a
detailed) velocity–delay map would be ∼ 50%. However,
a program as short as 75 days would have a very low
probability (∼ 10%) of success.
The key to a successful RM campaign is that it must be
long enough that favorable continuum variability char-
acteristics become highly probable. That this is essen-
tially guaranteed to happen during a 180-day experiment
played a major role in selecting NGC 5548 as our target.
2.2. COS Observations
Observations were made in single-orbitHST COS visits
approximately daily from 2014 February 1 through July
27. Of the 179 scheduled visits, 171 observations were
executed successfully and 8 were lost to safing events
or target acquisition failures (very close to the expected
number of losses).
In each visit, we used the G130M and G160M gratings
to observe the UV spectrum over the range 1153–1796A˚
in four separate exposures. Exposure times were selected
to provide S/N >∼ 100 when measured over velocity bins
of ∼ 500 km s−1. During each visit, we obtained two
200-second exposures with G130M centered at 1291 A˚
and 1327 A˚ and two 590-second exposures with G160M
centered at 1600 A˚ and 1623 A˚.
The COS far-ultraviolet detector is a windowless,
crossed delay-line microchannel plate stack that is sub-
ject to long-term charge depletion. To extend the use-
ful lifetime of the detector, we positioned the spectrum
so that bright geocoronal airglow lines (e.g., Lyαλ1215)
and AGN emission lines (e.g., redshifted Lyα) would not
always fall on the same area of the detector. First, we al-
ternated the target acquisition between the G130M/1291
and the G130M/1327 configurations. The G130M/1327
configuration is then followed by a G130M/1327/FP-
POS=3 exposure43, and by a G130M/1291 exposure al-
ternating among FP-POS=1, 2, and 4. The G130M/1291
configuration is instead followed by a G130M/1291/FP-
POS=3 exposure, and by a G130M/1327 exposure al-
ternating among FP-POS=1, 2, and 4. Second, we al-
ternated the FP-POS for the G160M/1623 exposure be-
tween FP-POS=1 and FP-POS=2. We could not vary
the settings for the G160M/1600 and G160M/1623 fur-
ther because we needed to ensure the coverage of the
entire wavelength range while keeping the detector gap
from falling on the redshifted C ivλ1549 emission line.
Finally, we used four additional orbits to improve our
understanding of the COS flux calibrations (see Section
2.3). During these additional visits, we observed two of
the standard stars (WD 0308–565 and WD 1057+719)
employed to obtain sensitivity functions (Massa et al.
2014) at the same detector locations we used for the re-
verberation program. The observations were taken using
all the instrument configurations employed in our pri-
mary observing program.
2.3. Data Reduction
We used the CalCOS pipeline v2.21 for the bulk of our
data processing. The absolute flux calibration of the
COS reduction pipeline is reported to be accurate to
∼ 5% and the relative flux calibration is good to bet-
ter than ∼ 2% (Holland et al. 2014). We are primarily
interested in the quality of the relative flux calibration
as we are looking for very small-scale variations on short
timescales; we need the fluxes to be stable and repeat-
able across the spectrum. We found, however, that there
were local variations in the precision of the fluxes that
necessitated improvements.
To produce a final dataset with a flux calibration that
is everywhere precise at the 2% level, we refined the exist-
ing calibration reference files and applied a post-CalCOS
pipeline to further process the data. The main areas of
improvement include refinements to the dispersion solu-
tion, fixed-pattern noise mitigation, the sensitivity func-
tion, and the time dependent sensitivity (TDS) functions,
as outlined below. The final data product consists of one
combined spectrum per grating per day. Airglow emis-
sion lines (O iλλ1302.2, 1306 and N iλλ1199.5, 1200.7)
were filtered from the data by removing events detected
43 FP-POS values refer to small displacements of the spectrum
on the detector in the dispersion direction in order to minimize the
effects of fixed-pattern noise.
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when HST was in daylight. The spectra were further
binned by 4 pixels in order to increase the S/N per spec-
tral element of the AGN continuum. This binning still
results in two binned pixels per COS resolution element.
2.3.1. Dispersion solution
The COS wavelength solution has a quoted uncertainty
of ∼ 15 km s−1 (Holland et al. 2014). As the STIS un-
certainty is < 5 km s−1 (Hernandez et al. 2014), we re-
fined the dispersion solutions for our COS dataset using
previous observations of NGC 5548 taken with the STIS
E140M/1425 mode in 1998 (PID 7572, PI: Kraemer). To
accomplish this, we cross-correlated the line profiles of
strong interstellar medium absorption features between
each COS observation and the STIS reference spectrum.
We used 19 interstellar absorption features, ranging from
Si iiλ1190 at the short-wavelength end to Al iiλ1670 at
the long-wavelength end. A linear correction to the ini-
tial wavelength solution was then computed across each
detector segment and applied directly to the extracted
spectra. With this correction, measurements of the root
mean square (rms) of the residual offsets decreased from
∼ 15 km s−1 to < 6 km s−1.
2.3.2. Fixed-pattern noise
The standard reference files used in the CalCOS pipeline
correct for only the most prominent fixed-pattern noise
features such as the quantum-efficiency gridwires, low-
order response variations, and large geometric distortion
artifacts (Ely et al. 2011). Usually, users combine mul-
tiple FP-POS positions to smooth over the remaining
features. However, this was not possible for our dataset,
since only a single FP-POS setting was used for each cen-
tral wavelength setting in each orbit (see Section 2.2).
To correct these features to a higher degree we
derived one-dimensional pixel-to-pixel flats (“p-flats”).
These flats were produced by combining normalized,
high signal-to-noise ratio white dwarf spectra in detec-
tor space, following the method described by Ely et al.
(2011). The white dwarf spectra used were taken as part
of the HST/CAL program 12806 (PI: Maasa) and used
the same detector locations as used for the NGC 5548
datasets.
To test the effects of our p-flat correction, we com-
bined the 171 spectra reduced both with and without
the application of the p-flats. The S/N per pixel in 5 A˚
continuum regions increased from ∼ 75 to ∼ 80 for the
G130M grating, and from ∼ 60 to ∼100 for the G160M
grating through the removal of small localized flux cali-
bration errors by the p-flat correction. The improvement
for the G130M combined spectrum is less dramatic be-
cause (a) we rotated among the four FP-POS settings,
and (b) the G130M grating disperses more widely in the
cross-dispersion direction, and thus intrinsically averages
the fixed-pattern noise over a larger area of the detector.
2.3.3. Sensitivity functions and TDS
The COS flux calibration is done in two steps: (a)
derivation of static sensitivity functions and (b) charac-
terization of the time evolution of the sensitivity through
the TDS correction (Holland et al. 2014). Thanks to the
existing calibration program that monitors the TDS vari-
ations (PID 13520), we had bi-monthly observations of
the standard star WD 0308–565 for 3 out of the 4 cen-
tral wavelength settings we are using in our program
(G130M/1291, G130M/1327 and G160M/1623). Stan-
dard star data were obtained in 2014 February, April,
June, and August. By analyzing these calibration data,
together with the data collected during our additional
calibration orbits (Section 2.2), we verified that both the
static and time-dependent response functions vary more
with instrument configuration than currently modeled by
the CalCOS pipeline. While CalCOS assumes that both
the sensitivity function and the TDS correction vary only
as a function of wavelength, we were able to improve the
relative flux calibrations and reach our required level of
precision by (a) obtaining sensitivity functions individu-
ally for each configuration (one function per wavelength
setting per FP-POS per detector segment), and (b) com-
puting the TDS correction individually for each wave-
length setting observed as part of the routine calibration
program.
We estimate the quality of the flux calibration by in-
spection of the fractional residuals fres of the calibrated
standard star spectra and their respective CalSPEC stel-
lar model (the same models employed by the standard
pipeline reference file),
fres =
fWD,obs − fModel
fModel
, (2)
where both fWD,obs and fModel are binned over 1 A˚ using
a boxcar filter in order to increase the S/N per spectral
element. While the visual inspection of the residuals as a
function of wavelength allows us to identify and correct
for local biases, we use the mean value of the distribu-
tion of the residuals as an indicator of a global bias in
the calibration. The flux calibration uncertainty is an
estimate of the limit of the stability of the flux calibra-
tion at a given time. However, since the overall instru-
ment sensitivity evolves with time, and our final spectra
are obtained from the combination of multiple settings
for each grating, we conservatively define the fractional
precision error δP for each grating as the maximum frac-
tional uncertainty computed for any of the wavelength
settings.
The new sensitivity functions were derived from spec-
tra of the standard star WD 0308–565 for the G130M
settings, and of WD 1057+719 for the G160M settings
(PID 12806). While one individual sensitivity function
per detector segment characterizes the full grating (data
from different settings are averaged together) in CalCOS,
we built one independent sensitivity function for each
wavelength setting and FP-POS used in our program.
By comparing the bi-monthly WD 0308–565 data, we
found that residuals with respect to the stellar models
were greatly reduced if the TDS corrections were com-
puted individually for each of the wavelength settings
(G130M/1291, G130M/1327 and G160M/1623), instead
of averaging the data over multiple modes. Additional
improvements were obtained by increasing the number
of time intervals over which the TDS trends are com-
puted and by redefining the wavelength ranges used in
the analysis. Unfortunately, there are insufficient cali-
bration data for the longest wavelengths in the G160M
spectra, so we were forced to truncate these spectra at
1750 A˚.
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In spite of these improvements, the available data did
not allow us to conduct any tests on the remaining set-
ting (G160M/1600). This setting is particularly impor-
tant for our scientific goals since it includes most of the
broad C iv emission line (section 1.3). Moreover, since
all the calibration data for TDS monitoring purposes
are obtained only using FP-POS=3, they did not al-
low us to test for any residual dependence of the TDS
correction on FP-POS configuration. These are the two
reasons that motivated us to request further calibration
data (see Section 2.2). These data for WD 0308–565 and
WD 1057+719 collected in 2014 September allowed us
to derive an independent set of sensitivity functions. By
comparing the new sensitivity functions with the orig-
inals, appropriately corrected for time evolution of the
TDS, we were able:
1. To identify the best possible TDS correction attain-
able for the G160M/1600 setting with the current
TDS calibration data. The current CalCOS TDS
correction for this configuration was obtained from
combining both G160M/1577 and G160M/1623
data. Although this correction is not ideal, it min-
imizes both the global bias and the flux calibration
uncertainty when compared to the TDS corrections
obtained individually from either the G160M/1577
or the G160M/1623 settings.
2. To verify that the TDS correction does not vary
strongly with FP-POS settings. While compar-
ing the residuals with respect to the stellar models
shows structure unique to each FP-POS setting,
the level of the local biases is such that both the
global bias and the flux calibration uncertainty can
be considered stable for each wavelength setting
(the maximum deviation in the width of the resid-
ual distribution is ∼ 0.2%).
With the new flux calibration and TDS characteriza-
tion, our global biases are consistent with zero and the
overall fractional precision is δP ∼ 1.1% and ∼ 1.4%, re-
spectively, for the G130M and G160M settings, compared
to δP ∼ 1.4% and ∼ 3.5% for the standard pipeline. We
intend to make these improvements available to other
COS users.
2.3.4. Sensitivity offsets for the final week of data
During the final week of the observing campaign, the
operating high voltage (HV) for one of the COS detec-
tor segments was increased to combat the negative ef-
fects of “gain-sag” (Sahnow et al. 2011). While neces-
sary to provide well-calibrated data, this HV change also
has the effect of introducing small changes in the de-
tector response. Using WD 0308–565 observations from
our calibration orbits taken at the same HV as the rest
of the campaign and contemporaneous TDS monitoring
observations of the same calibration target (taken at the
increased HV), we were able to estimate a HV bias cor-
rection for the G130M grating from a direct comparison
of the spectra. This bias was measured to be 1% with-
out any detectable dependence on wavelength or cen-
wave setting. Unfortunately, the same procedure could
not be done for the G160M grating as our additional or-
bits and the TDS observations used different standard
stars (WD 0308–565 instead of WD 1057+719). Instead,
the bias estimate for this grating was obtained by an-
alyzing the time evolution of the mean flux in overlap-
ping regions of G130M/1327 at the lower HV setting and
G160M/1600 at the higher HV setting. This analysis
gave a plausible estimate of a 1% bias. However, with
such a limited amount of data at the lower HV and a
narrow overlapping wavelength range, the estimate lacks
the accuracy of the G130M bias estimate.
3. DATA ANALYSIS
3.1. Mean and RMS Spectra
For an initial look at the spectral variations, we define
G130M and G160M mean spectra as
F (λ) =
1
N
N∑
i=1
Fi (λ) , (3)
where Fi is the ith spectrum of the series of N = 171
spectra. Similarly, the rms residual spectrum (hereafter
referred to simply as the RMS spectrum) is defined as
S (λ) =
{
1
N − 1
N∑
i=1
[
Fi (λ)− F (λ)
]2}1/2
. (4)
The RMS spectrum is especially useful as it isolates the
variable part of the spectrum; constant components dis-
appear, though sometimes small residuals are visible in
the case of strong features.
The statistical uncertainty in the mean spectra is
σF (λ) =
1
N
{
N∑
i=1
σ2Fi (λ)
}1/2
, (5)
where σFi is the error spectrum of the ith spectrum in
the series.
The total uncertainty in the mean spectra consists of
this statistical uncertainty and our estimate of the frac-
tional uncertainty in precision as described above, which
amounts to δP(G130M) ≈ 1.1% and δP(G160M) ≈ 1.4%.
To determine the total uncertainty, the statistical un-
certainty (Equation 5) and the uncertainty in precision
(δPF (λ)) are added in quadrature. The mean and RMS
spectra for the G130M and G160M settings are shown in
Figures 1 and 2, respectively.
The RMS spectrum resulting from Equation (4) com-
bines both the intrinsic variability and the variance
due to noise, as discussed by Park et al. (2012) and
Barth et al. (2015). In order to isolate the RMS spec-
trum of the intrinsic variations σ0, we model the distri-
bution of the residuals of each pixel about the mean. The
combined statistical and systematic noise in each pixel
of spectrum i is thus (σ2i + (δPFi)
2)1/2. Assuming that
the flux measurement errors and the intrinsic variations
arise from independent Gaussian random processes, we
find maximum likelihood estimates for the optimal aver-
age44, Fµ, and σ0 by minimizing
−2 lnL
(
Fµ, σ0
)
= χ2+
N∑
i=1
ln
[
σ20 + σ
2
i + (δPFi)
2
]
, (6)
44 The unweighted average F in Equation 3 is formally distinct
from the optimal average Fµ, though practically they are indistin-
guishable for these data.
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Figure 1. Spectra obtained with the G130M grating. The shaded areas show the integration regions defined in Table 1). Top panel:
the mean spectrum, as defined in Equation (3), is shown as a black solid line. The spectral model described in Section 3.5 is shown in
red. The deep trough centered at 1215 A˚ is Galactic Lyα absorption and the strong narrow emission line at the center of this trough is
geocoronal Lyα emission. The narrow Galactic absorption lines, although generally saturated, are never black at line center because the
thermal broadening of this cold gas is still far below the resolution of COS. Bottom panel: the RMS spectrum, as defined in Equation (4),
is shown as a black solid line, while the intrinsic RMS spectrum σ0 (see Section 3.1) is shown in blue. In grey we show the total error
on the mean, which is the statistical error (Equation 5) combined in quadrature with the fractional error in precision, δP = 1.1% for the
G130M spectra. Note the difference in the flux scale between the two panels.
where
χ2 =
N∑
i=1
(
Fi − Fµ
)2
σ20 + σ
2
i + (δPFi)
2 , (7)
and δPFi is the precision of the ith spectrum. This es-
timate of the intrinsic RMS spectrum (σ0) is also shown
in Figures 1 and 2.
3.2. Integrated Light Curves
The next step in our initial analysis is to produce light
curves for the continuum and emission lines. At this
stage, our goal is to make simple measurements from the
reduced spectra, introducing as few assumptions as pos-
sible. All flux measurements are performed on spectra in
the observed frame. We have not corrected the spectra
for Galactic extinction in order to facilitate the clean-
est comparison with other measurements to be reported
elsewhere in this series of papers (e.g., broad-band pho-
tometry).
There are bad pixels throughout the spectrum, and
their location and severity change with time, instrument
settings, and airglow subtraction (e.g., if a spectrum is
taken entirely in orbital bright time, the flux in the air-
glow windows is set to zero and the pixels are flagged
as bad pixels). To prevent the introduction of artificial
variations in the relative flux estimates, bad pixels are
masked throughout the dataset. This means that if a
pixel is bad in any of the visits, the pixel is masked out
in each of the 171 spectra. We further mask Galactic
Lyα absorption and airglow region. Integration ranges
(listed in Table 1) were chosen using the mean spectra in
Figures 1 and 2 as a guide. Continuum ranges are chosen
to be as uncontaminated as possible by absorption lines
and broad emission-line wings. In the case of overlap-
ping emission lines (e.g., C iv and He ii), the boundary
wavelength corresponds to the wavelength at which the
fluxes of the two lines are comparable. We do not mask
absorption lines at this stage in our analysis. We are un-
able to cleanly separate Nv and Lyα using this simple
procedure.
Continuum fluxes are measured as the weighted mean
of the flux density in the integration region, with weights
equal to the inverse of the variance,
Fλ =
(
N∑
i=1
wi Fi
)(
N∑
i=1
wi
)−1
, (8)
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Figure 2. Spectra obtained with the G160M grating. The shaded areas show the integration regions defined in Table 1). Top panel: the
mean spectrum, as defined in Equation (3), is shown as a black solid line. The spectral model described in Section 3.5 is shown in red.
The narrow Galactic absorption lines, although generally saturated, are never black at line center because the thermal broadening of this
cold gas is still far below the resolution of COS. Bottom panel: the RMS spectrum, as defined in Equation (4), is shown as a black solid
line, while the intrinsic RMS spectrum σ0 (see Section 3.1) is shown in blue. In grey we show the total error on the mean, which is the
statistical error (Equation 5) combined in quadrature with the fractional error in precision, δP = 1.4% for the G160M spectra. Note the
difference in the flux scale between the two panels.
Table 1
Integration Limits for Light Curves
Emission Integration Shortward Longward
Component Limits Continuum Region Continuum Region
Fλ
(
1367A˚
)
1364.5–1369.5 – –
Lyαλ1215 1201.0–1255.0 1155.0–1160.0 1364.5–1369.5
Si ivλ1400a 1405.0–1455.0 1364.5–1369.5 1460.0–1463.5
C ivλ1549 1520.0–1646.0 1475.0–1482.0 1743.0–1749.0
He ii λ1640b 1647.0–1740.0 1475.0–1482.0 1743.0–1749.0
Note. — All regions are in the observed frame (A˚).
a Integration range also includes O iv]λ1402.
b Integration range also includes O iii] λ1663.
where wi = σ
−2
Fi
as in Equation (5). Statistical uncer-
tainties computed by CalCOS are corrected for low counts
following Gehrels (1986). Statistical uncertainties on the
mean fluxes are obtained through standard error propa-
gation,
σFλ =
(
N∑
i=1
wi
)−1/2
. (9)
In all cases, bad pixels are excluded from the computa-
tion.
Emission-line fluxes are measured as the numerical in-
tegral of the emission flux above a locally defined contin-
uum defined by the relatively featureless windows given
in Table 1. To estimate the local continuum underneath
the line we performed a χ2 linear fit of the continuum
flux in the selected regions. The linear local continuum
is then subtracted from the emission component, again
masking bad pixels. The line flux is numerically inte-
grated over the integration limits given in Table 1 us-
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ing Simpson’s method. We do not interpolate over bad
pixels. We note, however, that the difference between
integrating over the bad pixels and computing the in-
tegral excluding them is < 0.1%. Statistical errors are
computed numerically by creating Nsample = 5000 real-
izations of the line flux and the underlying linear contin-
uum. The flux Fλ is randomly generated from a Gaussian
distribution having mean equal to the flux of the spectral
element and width σ equal to the statistical error on the
flux. For the linear continuum, we generate Nsample fits
having a mean equal to the best fit values and covari-
ance equal to their covariance matrix. For each realiza-
tion, a line-flux estimate is then obtained by subtracting
the linear continuum and by performing the numerical
integration of the residuals. Confidence levels (1σ) are
finally obtained from the distribution of the Nsample line
fluxes. When the error bars are asymmetric, we adopt
the larger error as the statistical error associated with
the integrated flux.
As noted above, we adopt as the fractional error in
precision δP = 1.1% and δP = 1.4% for the G130M and
G160M settings, respectively. This is added in quadra-
ture to statistical error of the integrated fluxes. The error
in the precision dominates throughout the G160M spec-
tra and in the G130M spectra as well, except at wave-
lengths shortward of ∼ 1180 A˚ longward of ∼ 1425 A˚,
and in the core of the Lyα complex.
The final continuum and emission-line light curves are
listed in Table 2 and shown in Figure 3. The light curve
statistics are given in Table 3. The average interval be-
tween two consecutive observations is 〈∆t〉 = 1.0 days
with an rms σ(∆t) = 0.3 days. The median interval be-
tween observations is ∆tmed = 1.0 days. The largest gaps
between consecutive observations are three days (on two
occasions) and two days (on six occasions).
3.3. Time-Series Measurements
Certain simplifying assumptions underlie the RM tech-
nique. Most time-series analyses start with the assump-
tion that the emission-line light curves are simply scaled,
time-delayed, and possibly smoothed versions of the con-
tinuum light curve. Inspection of the light curves in Fig-
ure 3 suggests that this is an entirely reasonable assump-
tion for the first half of the campaign. However, approx-
imately halfway through the campaign, the emission-line
response becomes more complicated. Between approxi-
mately HJD2456780 and 2456815, the emission-line light
curves are either flat (Lyα, He ii) or decreasing (C iv)
while the continuum is slowly rising. Moreover, the in-
tensity ratio between the last two strong peaks in the con-
tinuum light curve at around HJD2456820 and 2456840
seems to be almost inverted in the lines, with the sec-
ond peak being stronger than the first one (especially in
C iv). There is also a small event in the continuum light
curve around HJD2456785 that does not appear to have
counterparts in the emission-line light curves. The line
light curve that seems to best trace the continuum is the
He ii light curve, which is sensitive to the continuum at
energies above 4 Ryd. It is also the only strong line in
the COS spectra that is neither a resonance line nor self-
absorbed. Moreover, it is the line that arises closest to
the continuum source, as we will show below.
Because of the changing character of the emission-line
response, for our initial analysis we measure emission-
line lags (a) for the entire data set and (b) for subsets
that divide the data into two separate halves of 85 obser-
vations each. The first subset, which we will refer to as
“T1,” runs from HJD2456690 to 2456780 and the second
subset, “T2,” runs from HJD2456781 to 2456865.
We first measured the emission-line lags relative to
the continuum variations by cross-correlation of the
light curves. We used the interpolation cross-correlation
(ICCF) method as implemented by Peterson et al.
(2004). In this method, uncertainties are estimated us-
ing a model-independent Monte Carlo method referred
to as “flux randomization and random subset selection
(FR/RSS).” For each realization, N data points are se-
lected from a light curve with N independent values,
without regard to whether or not any particular point
has been previously selected. For data points selected n
times in a given realization, the flux error associated with
that data point is reduced by a factor of n1/2. The flux
measured at each data point is then altered by adding
or subtracting a random Gaussian deviate scaled by the
flux uncertainty ascribed to that point. Each realiza-
tion yields a cross-correlation function that has a max-
imum linear correlation coefficient rmax that occurs at
a lag τpeak. We also compute the centroid τcent of the
cross-correlation function using all the points near τpeak
with r(τ) ≥ 0.8 rmax. Typically a few thousand realiza-
tions are used to construct distribution functions for the
ICCF centroid and peak. We adopt the median values of
the cross-correlation centroid distribution and the cross-
correlation peak distribution as our lag measurements.
The uncertainties, which are not necessarily symmetric,
correspond to a 68% confidence level. In general, τcent is
found to be a more reliable indicator of the BLR size than
τpeak, though we record both. The ICCF measurements
of τpeak and τcent for the four strongest UV emission lines
are given in the second and third columns, respectively,
in Table 4.
We have also estimated emission-line lags using
JAVELIN, which is an improved version of SPEAR
(Zu, Kochanek, & Peterson 2011). JAVELIN assumes
that the emission-line light curves are shifted and
smoothed versions of the continuum light curve (as with
the ICCF analysis), where the continuum is modeled as a
damped random walk (Kelly et al. 2009; Koz lowski et al.
2010; MacLeod et al. 2010) with uncertainties deter-
mined using the Markov Chain Monte Carlo method. We
model the full dataset, and each line light curve was run
independently with the continuum. The results, given in
column (4) of Table 4, are in good agreement with the
ICCF analysis, as expected.
In columns (5) and (6) of Table 4, we also give the
ICCF centroid values for the T1 and T2 subsets. We
also show the ICCFs for the entire sample and the T1
and T2 subsamples in Figure 4. In general, the lags for
the T1 subsample have the smallest uncertainties and the
ICCFs have the largest peak correlation coefficients rmax,
as expected. The T2 subset, on the other hand, yields
lags with larger uncertainties and ICCFs with lower val-
ues of rmax (indeed, much lower in the case of Si iv and
C iv), again as expected from visual inspection of the
light curves. The T2 lags are also larger than those from
T1, probably only in small part because the continuum
is on average brighter (by ∼ 15% on average) during the
12 De Rosa et al.
Table 2
Continuum and Emission-Line Light Curves
G130M G160M
HJDa Fλ
(
1367A˚
)
b F (Lyα)c F (Si iv)c HJDa F (C iv)c F (He ii)c
6690.6120 34.27± 0.64 39.66± 0.47 4.04± 0.26 6690.6479 53.24± 0.79 6.92± 0.31
6691.5416 35.45± 0.65 39.88± 0.48 4.47± 0.30 6691.5760 53.06± 0.79 6.99± 0.34
6692.3940 37.71± 0.67 39.88± 0.48 4.83± 0.27 6692.4084 53.30± 0.80 6.51± 0.35
6693.3237 38.14± 0.68 39.22± 0.47 4.19± 0.28 6693.3380 53.08± 0.80 6.64± 0.36
6695.2701 40.94± 0.71 39.52± 0.47 3.92± 0.29 6695.3145 53.09± 0.81 7.36± 0.35
6696.2459 44.25± 0.75 39.49± 0.48 3.72± 0.29 6696.2602 52.76± 0.80 7.25± 0.36
6697.3080 45.30± 0.75 40.16± 0.49 4.38± 0.30 6697.3223 53.77± 0.82 8.00± 0.36
6698.3041 48.27± 0.79 40.04± 0.48 4.14± 0.30 6698.3184 55.40± 0.83 8.75± 0.36
6699.2338 45.80± 0.76 41.43± 0.51 4.80± 0.35 6699.2481 55.65± 0.84 8.77± 0.37
6700.2299 46.00± 0.76 41.13± 0.50 4.37± 0.30 6700.2442 55.13± 0.83 7.73± 0.38
6701.3588 47.46± 0.78 41.75± 0.50 4.52± 0.33 6701.3731 54.82± 0.83 8.41± 0.38
6702.1557 47.74± 0.78 41.98± 0.51 4.41± 0.34 6702.1700 55.64± 0.84 8.72± 0.39
6703.1518 47.56± 0.78 42.33± 0.51 4.70± 0.32 6703.1661 55.63± 0.84 9.27± 0.37
6705.3432 45.77± 0.76 43.80± 0.53 5.57± 0.33 6705.3575 57.85± 0.86 9.31± 0.34
Note. — Full table is given in the published version. Integrated light curves in the observed
frame. Flux uncertainties include both statistical and systematic errors.
a Midpoint of the observation (HJD − 2450000).
b Units of 10−15 erg s−1 cm−2 A˚−1.
c Units of 10−13 erg s−1 cm−2.
Table 3
Light Curve Statistics
Emission Mean and Mean Maximum Minimum
Component RMS Flux Fractional Error Fvara Flux Flux Rmaxb
(1) (2) (3) (4) (5) (6) (7)
Fλ
(
1367A˚
)
c 42.64± 8.60 0.017 0.201 64.74 21.87 2.96± 0.08
F (Lyα)d 41.22± 2.71 0.012 0.065 46.84 34.31 1.37± 0.02
F (Si iv)d 4.62± 0.55 0.065 0.099 6.00 3.23 1.86± 0.15
F (C iv)d 53.28± 3.91 0.015 0.072 62.97 47.23 1.33± 0.03
F (He ii)d 7.93± 1.13 0.046 0.135 10.62 5.47 1.94± 0.12
Note. — Light curves statistics are in the observed frame.
a Excess variance, defined as
Fvar =
√
σ2 − δ2
〈F 〉 (10)
where σ is the RMS of the observed fluxes (column 2), δ is the mean statistical uncertainty
(column 3 times 〈F 〉), and 〈F 〉 is the mean flux in column (2) (Rodr´ıquez-Pascual et al. 1997).
b Ratio between maximum and minimum flux.
c Units of 10−15 erg s−1 cm−2 A˚−1.
d Units of 10−13 erg s−1 cm−2.
Table 4
Emission-Line Lags
Emission Line τpeak
a τcent
a τJAVELIN
a τcent,T1
b τcent,T2
c
Lyα 6.1+0.4
−0.5 6.19
+0.29
−0.25 5.80
+0.36
−0.39 5.90
+0.30
−0.29 7.73
+0.76
−0.57
Si iv 5.5+1.1
−1.1 5.44
+0.70
−0.71 5.94
+0.53
−0.55 4.99
+0.75
−0.68 7.22
+1.33
−1.06
C iv 5.2+0.7
−0.6 5.33
+0.44
−0.48 4.59
+0.68
−0.42 4.61
+0.36
−0.35 9.24
+1.04
−1.04
He ii 2.4+0.3
−0.8 2.50
+0.34
−0.31 2.42
+0.67
−0.06 2.11
+0.43
−0.38 3.87
+0.71
−0.58
Note. — Delays measured in light days in the rest frame of NGC 5548.
a Complete dataset: 171 visits
b T1 dataset: visits 1–85
c T2 dataset: visits 86–171
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Figure 3. Integrated light curves. The continuum flux at 1367 A˚ is in units of 10−15 erg s−1 cm−2 A˚−1 and the line fluxes are in units
of 10−13 erg s−1 cm−2 and are in the observed frame. Flux uncertainties include both statistical and systematic errors.
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second half of the campaign so the BLR gas that is most
responsive to continuum changes is farther away from the
central source.
3.4. Velocity-Binned Results
As noted earlier (Section 2.1), this program was de-
signed to recover kinematic information about the BLR
by resolving the emission-line response as a function of
radial velocity. This will be explored in detail in sub-
sequent papers in this series. Here we carry out a sim-
ple preliminary analysis intended to show only whether
velocity-dependent information is present in the data.
We isolate the Lyα and C iv profiles as described ear-
lier (Section 3.2) but then integrate the fluxes in bins of
width 500km s−1, except in the shortward wing of Lyα
(−10, 000 km s−1 ≤ ∆V ≤ −7000 km s−1) where we use
1000km s−1 bins on account of the low flux in the blue
wing of this line.
We show the ICCF centroids for each velocity bin in
the C iv emission-line profile in the bottom panel of Fig-
ure 5. For the two subsets as well as the entire dataset,
we see that there is a clear ordered structure in the kine-
matics. We cannot infer much from such a simple analy-
sis, of course, because we cannot accurately characterize
a complex velocity field with a single number. It is re-
assuring, however, that the general pattern is similar to
what has been seen in other objects and is qualitatively
consistent with a virialized region (i.e., the high veloc-
ity wings respond first). The middle panel of Figure 5
shows the RMS spectra for the entire dataset and the
two subsets.
In the bottom panel of Figure 6, we show the velocity-
binned ICCF centroids for the Lyα emission line. Again,
a clear pattern emerges, as the lags in each velocity bin
are highly correlated with those of adjacent bins. How-
ever, the pattern that emerges is unlike what is seen in
C iv; the largest lags are at intermediate velocities and
the lags decrease toward line center. However, given the
severe blending and strong absorption, detailed model-
ing will be required before any meaningful conclusions
can be drawn.
3.5. Modeling the mean spectrum
The mean spectra shown in Figures 1 and 2 can be
compared with earlier UV spectra of NGC 5548 ob-
tained with HST (e.g., Korista et al. 1995; Kaastra et al.
2014). The earliest high-quality UV spectra of NGC
5548 showed only weak absorption in the resonance lines
(Lyα, Nv, Si iv, and C iv), a factor that contributed to
our selection of NGC 5548 as a target for this investiga-
tion. The 2013 spectra (Kaastra et al. 2014), however,
revealed not only several strong narrow absorption
features in the resonance lines, but also evidence for
a relatively large “obscurer” that strongly absorbs the
emission in the blue wings of the resonance lines. This
feature is still present in our spectra obtained a year
later, but is weaker than it was in 2013. The presence of
this absorption, combined with the blending of various
emission features (Lyα and Nv, Si iv and O iv], C iv and
He ii), complicates analysis of these spectra. To charac-
terize the emission-line structure of NGC 5548 and guide
our selection of continuum windows for our emission-line
flux measurements, we fit a heuristic model to the lines
and continuum in the mean spectra. Our model for
NGC 5548 is similar to that adopted by Kaastra et al.
(2014), and it includes the broad absorption features
associated with all permitted transitions in the spec-
trum. Our adopted continuum is a reddened power
law of the form Fλ(λ) = Fλ(1000 A˚)(λ/1000 A˚)
−α.
We correct for E(B−V ) = 0.017mag of Galac-
tic extinction (Schlegel, Finkbeiner, & Davis 1998;
Schlafly & Finkbeiner 2011) using the prescription of
Cardelli, Clayton, & Mathis (1989) and RV = 3.1.
We do not apply any correction for possible inter-
nal extinction in NGC5548. Longward of 1550 A˚,
we also include blended Fe ii emission as mod-
eled by Wills, Netzer, & Wills (1985), broadened
with a Gaussian with full-width at half-maximum
FWHM = 4000 km s−1. We model the emission lines
with multiple Gaussian components. These are not an
orthogonal set, and the decomposition is not rigorously
unique, but they characterize each line profile well.
For the brightest lines, we start with a narrow com-
ponent, typically with FWHM ≈ 300 km s−1. This
component is essentially identical to the narrow com-
ponent used by Crenshaw et al. (2009) for fitting the
2004 STIS spectrum of NGC 5548. Since this narrow
component is difficult to deblend from the broader com-
ponents of each line, and since Crenshaw et al. (2009)
saw little variation in narrow-line intensity over time,
we fix the flux and widths of the narrow components of
Lyα, Nv, C iv, and He ii to the values we used to fit
the 2004 STIS spectrum. The Si iv lines do not have a
detectable narrow-line component. We note that while
Peterson et al. (2013) detected changes in the strength
of the narrow [O iii]λλ4959, 5007 lines over timescales of
years, the variations over the last decade have been only
at the few percent level. Similar variations in the narrow
components of the UV lines would not be easily detected
here because the narrow components are all so weak.
Next we add an intermediate-width component with
FWHM ≈ 800 km s−1 without ascribing physical mean-
ing to it, using the STIS 2004 spectrum as a model.
An intermediate-width component is included in Lyα,
Nv, Si iv, C iv, and He ii, as well as in the fainter
lines C iii*λ1176, Si iiλ1260, Si ii+O iλ1304, C ii λ1335,
N iv]λ1486, O iii]λ1663, and N iii]λ1750. For the weaker
lines, this is often the only component detected, so its
flux, width, and position are all allowed to vary. For the
stronger lines, as for the NLR components, we again keep
the fluxes and widths of the intermediate-width compo-
nents fixed at the values found for the STIS 2004 spec-
trum since Crenshaw et al. (2009) found that these com-
ponents vary only slightly in flux over several years. For
the stronger lines, we next include broader components
with FWHM ≈ 3000, 8000, and 15, 000 km s−1, respec-
tively. For the doublets of Nv, Si iv, and C iv, we assume
the line-emitting gas is optically thick and fix the flux
ratio of each pair to 1:1, although for the 15, 000 km s−1
component, only a single Gaussian is used. Finally, as
can be seen in the RMS spectrum in Figure 2, there are
two weak bumps that appear on the red and blue wings of
the C iv emission-line profile at ∼ 1554 A˚ and ∼ 1604 A˚
in the observed frame. These bumps are also present in
the mean spectrum; we include a single Gaussian com-
ponent to account for each of these bumps.
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Figure 5. Velocity-binned results for the C ivλ1549 emission line. The top and middle panels show the mean and intrinsic RMS (σ0)
spectra, respectively. The bottom panel shows the centroid of the cross-correlation function for each individual velocity bin, corrected to
the rest frame of NGC5548. Velocity bins with no lag measurement contain too little total flux to reliably characterize the variations. In
each case, the black line represents the entire dataset, and the T1 (first 85 visits) and T2 (last 85 visits) subsets are shown in gray and
orange, respectively. Note that the shortest lags are found for the highest-velocity gas.
AGN STORM. I. UV Observations 17
Figure 6. Velocity-binned results for the Lyαλ1215 emission line. The top and middle panels show the mean and intrinsic RMS (σ0)
spectra, respectively. The bottom panel shows the centroid of the cross-correlation function for each individual velocity bin, corrected to
the rest frame of NGC5548. Velocity bins with no lag measurement contain too little total flux to reliably characterize the variations. In
each case, the black line represents the entire dataset, and the T1 (first 85 visits) and T2 (last 85 visits) subsets are shown in gray and
orange, respectively. The large gap at around −5000 km s−1 avoids the region of the spectrum affected by geocoronal emission and Galactic
absorption.
As described by Kaastra et al. (2014), we use an asym-
metric Gaussian with negative flux to model the broad
absorption troughs. The asymmetry in these Gaussian
profiles is introduced by specifying a larger dispersion
on the blue side of line center than on the red side. The
asymmetry is fitted as a free parameter, and the resultant
absorption line has a roughly rounded triangular shape
with a blue wing extending from the deepest point in the
absorption profile (for an illustration, see Kaastra et al.
2014). During the first part of our reverberation cam-
paign, when these absorption features were strongest, an
additional depression appeared on the high-velocity blue
tail of the main absorption trough. We use a single,
symmetric Gaussian to model the shape of this addi-
tional shallow depression. For absorption by Nv, Si iv,
and C iv, since the individual doublet profiles are unre-
solved, we assume the lines are optically thick, so each
line in the doublet has the same strength and profile.
As a final component, we include absorption by
damped Galactic Lyα with a column density of N(H i) =
1.45 × 1020 cm−2 (Wakker, Lockman, & Brown 2011).
The full spectral model for NGC 5548, excluding the
narrow absorption, is shown in the upper panels of Fig-
ure 1 and Figure 2, superposed on the observed mean
spectra.45 In future papers, we will apply this model to
45 The complete model of C iv showing each of
the individual components appears in the Supplemen-
tary Materials that accompany Kaastra et al. (2014) at
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individual spectra to isolate the individual emission-line
fluxes and to study absorption-line variability.
4. DISCUSSION
To put the results reported here in context, we note
that NGC5548 has been monitored in the UV for RM
purposes on two previous occasions, as noted in Section
1.2. In 1989, NGC5548 was observed once every four
days for eight months with IUE (Clavel et al. 1991). In
early 1993, it was observed every other day with IUE
for a period of two months, and during the latter part
of that campaign, it was also observed daily for 39 days
with the HST Faint Object Spectrograph (Korista et al.
1995). The primary goals of these two experiments were
quite different: the 1989 campaign was the first mas-
sive coordinated RM experiment and it was designed to
measure the mean lags for the strong UV lines. The
1993 campaign was a higher time-resolution experiment
that was designed to eliminate ambiguities from the 1989
campaign. Specifically, its goals were:
1. To measure the lag of the most rapidly responding
line, He iiλ1640.
2. To determine whether or not there is a lag between
the UV and optical continuum variations.
3. To determine whether the wings and core of the
C iv emission line have different lags.
The first of these goals was met, but in the case of the
other two, the data only hinted at results that are being
confirmed by this project (Paper II and Figure 5).
In addition to these RM programs, several HST COS
spectra of NGC 5548 were obtained in 2013 with the pri-
mary goal of studying absorption features in the UV as
support for an intensive X-ray monitoring program un-
dertaken with XMM-Newton (Kaastra et al. 2014). Our
own results on variable absorption features constitute an
extension of that effort and will be the subject of a future
paper.
Again, for broader context, during the AGN STORM
campaign NGC5548 was at about the same mean con-
tinuum luminosity as it was during the 1989 campaign
(but with a somewhat lower amplitude of variability),
somewhat brighter than in the 1993 campaign, and de-
cidedly brighter than it was in 2013, which was near the
end of a lower-than-normal state that lasted several years
(Peterson et al. 2013). The resonance lines showed much
more self-absorption in this campaign than in either the
1989 or 1993 observations, but less than seen in 2013.
The emission-line lags were somewhat larger during the
1989 campaign and the emission-line fluxes were higher,
at least in part on account of much lower absorption in
1989. The 1993 emission-line lags were similar to those
obtained in this experiment, but again the line fluxes
were larger, but less self-absorbed.
As already noted, the response of the emission lines be-
comes complicated during the second half of the present
campaign. The He iiλ1640 light curve seems to match
the 1367 A˚ continuum most closely; this line responds
primarily to continuum emission at λ < 228 A˚, imply-
ing that the variations in the 1367 A˚ continuum provide
http://www.sciencemag.org/cgi/content/full/science.1253787/DC1.
a reasonable proxy for the behavior of the hydrogen-
ionizing continuum (λ < 912 A˚). He ii arises closer to
the central source than the other emission lines, and it
is also the only non-resonance line. More detailed analy-
sis will be undertaken once the He iiλ4686 and Balmer-
line results become available from our contemporaneous
ground-based monitoring program (Pei et al. 2015).
In addition to determining the geometry and kinemat-
ics of the BLR, we also wish to use these data to improve
on previous estimates of the mass of the central black
hole. However, the strong absorption in the blue wings of
the resonance lines, which was very weak if even present
in the 1989 and 1993 campaigns, precludes using simple
measurements of the RMS spectra (e.g., Peterson et al.
2004) to make a mass estimate. More detailed modeling
that we hope will lead to a more accurate black hole mass
will be undertaken in future papers.
To summarize briefly, we have presented the first re-
sults from a UV spectroscopic RM study of NGC5548
undertaken with HST COS in 2014. We detect strong
variations in the continuum and find clear delayed re-
sponse of the strong emission lines, Lyα, Nv, Si iv, C iv,
and He ii. A preliminary investigation shows that there
is indeed a strong velocity-dependence of the emission-
line lags, at least in the case of Lyα and C iv, although
blending and strong resonance absorption will make in-
terpretation challenging. However, we have also shown
that a heuristic multicomponent model can account for
virtually all the spectral features. In future contribu-
tions, we will use this model as a starting point to ex-
plore the UV spectral variations in detail. We will also
undertake a similar analysis of contemporaneous optical
spectra in an effort to more completely understand the
BLR geometry and kinematics. In the accompanying Pa-
per II, we combine the continuum light curve presented
here with high-cadence observations with Swift for a sim-
ilar reverberation study of the accretion disk structure in
NGC5548.
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