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Two windowed Radon transform (WRT) frame formulations for the decomposition of band
limited functions f (x) ∈ L2(R),  = 2,3, are presented. The “basic” formulation consists of
two dual frame sets of shifted and rotated windows, one is used to synthesize f and the
other to calculate the expansion coeﬃcients as projections of f onto this set. The latter
operation is a WRT that samples f at the discrete phase-space lattice of locations and
directions. Explicit expressions are derived for a class of isodiffracting (ID) windows, which
are matched to the lattice to yield snug frames. The basic formulation is then generalized
to multiscales-WRT frames, where the large scales elements are associated with wider
windows and sparser (rotation-direction) phase-space lattices that are decimated subsets
of the lattice at the smallest scale. The analysis is presented for 3D, with a summary of
the modiﬁcations for 2D. Finally, we discuss applications to time-dependent wave theory,
whereby the source distribution is expanded using a WRT frame. The WRT extracts the
local radiation properties of the source, thus describing the radiated ﬁeld as a sum of
collimated isodiffracting pulsed beams (ID-PB) that emerge from the source along the
preferred radiation directions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and problem scope
Representing a function f (x), x ∈ R ,   2, by its projections is a fundamental problem in various disciplines from
image processing to modeling of physical wave-ﬁelds. Examples are tomographic imaging [15,33], time domain wave theory
[12,21,37], and electromagnetic, acoustic, elastic or geophysical inverse scattering [2,3,5,16,30]. The underlying theory for
these representations is the Radon transform. In this paper we introduce a new localized version of this transform.
There are several reasons for introducing localized Radon transform. Since the basic Radon transform involves global
projections, localized features in f (x) are distributed in the entire transformed (projection) domain and are mixed with
contributions from other points. Reconstruction of f by back-projection to a given point therefore involves irrelevant con-
tributions from all other points, that eventually vanish in the overall summation. This affects the eﬃciency of the transform
for large problems, in particular if one is interested only in reconstructing certain sub-domains. The global Radon transform
is also inconvenient when the projections are used as inputs to a physical system. In time-domain wave theory, for exam-
ple, the radiation from a given time-dependent source distribution can be expressed as a spectrum of time-dependent plane
waves that are emitted from the source in all directions. The waveforms of these plane waves are found via Radon projec-
Abbreviations: WRT, windowed Radon transform; WFT, windowed Fourier transform; MS-WRT, multiscale windowed Radon transform; ID,
isodiffracting; PB, pulsed beam.
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A. Shlivinski, E. Heyman / Appl. Comput. Harmon. Anal. 26 (2009) 322–343 323Fig. 1. The windowed Radon transform (WRT) frame. The dotted lines illustrate the spectral lattice directions ξn about each spatial point xm . Note that the
projections of these lines on the xt axis are the same to illustrate the shear operation of the windows in (25) and (29). The window support in the x0 and
xt directions satisfy the parabolic scaling in (50) with (51).
tions of the time-dependent source distribution, an operation known as the slant stack transform (SST) [12,21,37]. However,
propagating such global plane waves in the ambient environment, which may involve inhomogeneous medium and curved
boundaries, is in general complicated, if not impossible. One would like, therefore, to use localized Radon-like projections
instead of the global SST, since they give rise to collimated pulsed beam propagators that can be propagated locally in the
medium [19,20,22,23,31,32,38,41–43]. This last application has, in fact, motivated this research and will be discussed toward
the conclusion of this paper in Section 5.
Several classes of localized Radon transform have been presented in the literature, mainly by utilizing a wavelet anal-
ysis of the projections in the conﬁguration or in the spectral domains [4,26,34,36,44,45]. A different approach is utilized
in [6–11], where f is projected on a discrete set of window functions obtained by a translation, rotation and scaling of
a “mother window,” typically arranged in a locally radial lattice. These window sets constitute tight frames, known as
“curvelets,” introduced originally as an eﬃcient image-processing tool. In the present theory, on the other hand, the original
motivation has been time-domain wave theory, hence we have also required that the window functions will give rise to
convenient asymptotic propagators that can be tracked analytically in the medium.
The discrete local Radon transform introduced here utilizes overcomplete frame theory [13,14]. Referring to Fig. 1, f (x)
is expanded using a discrete phase-space set of shifted and rotated window functions, which is associated with a phase
space lattice (xm, ξn) where xm are the window centers and ξn are the rotation lattice about each xm . This function set
is constructed in Section 2, where it is shown that it constitutes an overcomplete frame in the space of band limited
functions, henceforth denoted as the windowed Radon transform (WRT) frame. The expansion coeﬃcients are obtained by
projecting f (x) onto the dual frame that has essentially the same structure, hence they are identiﬁed as the WRT of f .
Since, as discussed above, our original motivation has been to use the frame elements as propagators in time-dependent
wave theory, we emphasize a special class of windows, known as iso-diffracting (ID), for which closed-form asymptotically
paraxial propagation expressions are available in the form of the so-called iso-diffracting pulsed beam (ID-PB) [20,22,23] (see
also discussion in Section 5). In [9–11] the curvelets and wave-atoms were utilized for the solution of the wave equation.
The layout of presentation is as follows: The basic theory of the WRT frames is presented in Section 2, starting with
the construction of the WRT function sets from the well-known windowed Fourier transform (WFT) frames in the spectral
domain which are scaled in a speciﬁc fashion (Sections 2.2–2.3). A proof that these sets constitute dual frame sets is given
in Section 2.5. The ﬁnal expressions for the frames and for the frame decomposition are given in (24), (25), (26) and (29).
Explicit expressions for the class of the ID window functions noted above are given in Section 3. As noted above, the ID-
WRT frames are of particular importance in time-domain wave theory since they give rise to ﬁeld representations wherein
ID-PB propagators emerge from a lattice of points and directions in the source domain [38,41]. The application of the WRT
to wave theory is thus discussed in Section 5. The generalization of the basic theory to multi-scale WRT frames (MS-WRT)
is presented in Section 4, with explicit expressions in Section 4.4 for the ID-MS-WRT frames. Finally, since our motivation
has been wave theory, most of the analysis is formulated in 3D space, but for completeness of the presentation the main
results applicable for 2D functions is given in Appendix A. For the readers convenience, we conclude in Section 6 with an
extensive summary of the results and some concluding remarks.
2. Construction of the WRT frames
2.1. Basic notations
The WRT is presented here in x = (x0, x1, x2) ∈ R3, but in Appendix A we shall present the modiﬁcations for x =
(x0, x1) ∈ R2. In both cases, x0 is a preferred axis of the expansion (see (1), (29) and (A.1)), and the WRT is structured
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time-dependent wave theory in 3D conﬁguration space [38,41].
We consider functions in LK2 (R
3), the space of square-summable functions whose spectrum
fˆ (k0, xt) =
∫
dx0 f (x)e
−ik0x0 , xt = (x1, x2), (1)
is essentially band limited in the spectral range K = [kmin0 ,kmax0 ] where kmin0 may be arbitrary small.
2.2. A windowed Fourier transform (WFT) in the spectral domain
We start by decomposing fˆ (k0, xt) of (1) in terms of a separable windowed Fourier transform (WFT) frame in the 2D
transversal coordinate domain xt [14], where k0 is considered here as a parameter. For a proper window function ψˆ(k0, xt),
the frame elements are given by
ψˆm1,m2,n1,n2 (k0, xt) = ψˆ(k0, x1 −m1 x¯1, x2 −m2 x¯2)ein1k¯1(x1−m1 x¯2)+in2k¯2(x2−m2 x¯2), (2)
where (x¯1, x¯2) and (k¯1, k¯2) are the unit-cell spatial and spectral translations2 and for simplicity we consider the same unit
cell in the x1 and x2 coordinates, i.e., x¯1 = x¯2 = x¯ and k¯1 = k¯2 = k¯. For brevity we shall employ a vector index notation
μt = (mt ,n) = (m1,m2,n1,n2) ∈ Z4 and express (2) as
ψˆμt (k0, xt) = ψˆ(k0, xt −mt x¯)eink¯·(xt−mt x¯). (3)
The frame elements in (3) are centered about the phase-space lattice points (xt ,kt) = (mt x¯,nk¯) where, kt = (k1,k2) are the
spectral parameters associate with the (x1, x2) coordinates.
For the set {ψˆμt } to constitute a frame, it is necessary that the area of the phase-space unit-cell be smaller than 2π , i.e.,
x¯k¯ = 2πν, ν  1, (4)
where ν describes the frame overcompleteness or redundancy (ν−1 is the oversampling factor). The frame is overcomplete
for ν < 1 and it is critically complete in the Gabor limit ν ↑ 1, where it becomes a basis.
The 2D separable frames in (3) can be obtained from a Cartesian multiplication of the 1D WFT frames in the x1 and
x2 coordinates ψˆ
( j)
mj ,n j (x j) = ψˆ( j)(x j −mjx¯ j)ein jk¯ j(x j−mj x¯ j) , j = 1,2, where in general the elements with j = 1 and 2 do not
have to be the same as long as they constitute valid frames in each coordinate. Nevertheless, here we use the same frame
expansion in x1 and x2 with (x¯1, k¯1) = (x¯2, k¯2) = (x¯, k¯) and ψˆ(xt) = ψˆ(1)(x1)ψˆ(2)(x2) with ψˆ(1) = ψˆ(2) .
A necessary condition on ψˆ( j) [14, Proposition 3.4.1] basically states that the phase space should be covered without
“holes,” i.e., ψˆ( j)(x j) and all its mx¯ translations should provide a full coverage of the real x j axis with no gaps, with a
similar condition on its Fourier transform with respect to x j .
For each k0 ∈ K , fˆ (k0, xt) can be expanded in terms of the frame elements in (3) as
fˆ (k0, xt) =
∑
μt
aˆμt (k0)ψˆμt (k0, xt) (5)
where the expansion coeﬃcients are obtained via
aˆμt (k0) =
∫
d2xt fˆ (k0, xt)ϕˆ
∗(k0, xt −mt x¯)e−ink¯·(xt−mt x¯) =
〈
fˆ (k0, xt), ϕˆμt (k0, xt)
〉
xt
(6)
where ∗ denotes a complex conjugate and 〈 , 〉xt is the conventional L2(R2) inner product. The set
ϕˆμt (k0, xt) = ϕˆ(k0, xt −mt x¯)eink¯·(xt−mt x¯), (7)
constitutes the “dual” frame of ψˆ(k0, xt) [14, Section 3.4]. The dual (or analysis) window ϕˆ(k0, xt) needs to be calculated for
a given ψˆ(k0, xt) and a phase space lattice (x¯, k¯) (see Section 3 for a discussion on the iso-diffracting Gaussian windows).
For simplicity the function ψˆ , and thereby ϕˆ , is chosen so that its Fourier transform from k0 to x0 is real, i.e.,
ψˆ(k0, xt) = ψˆ∗(−k0, xt), for k0 ∈ K . (8)
2.3. From the normalized WFT to the windowed Radon transform (WRT)
A key step in the derivation of the WRT is the normalization of the phase space lattice with respect to the spectral
parameter k0. We choose x¯ to be independent of k0, but
k¯ = k0ξ¯ (9)
2 Following (1) we deﬁne the transversal spectrum via fˆ (k0,kt ) =
∫∫
dxt fˆ (k0, xt )e−ikt ·xt .
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k¯0ξ¯ x¯= 2π, (10)
where k¯0 is a parameter to be deﬁned (see (12) and also (47)). From (9)–(10), the phase-space unit cell area satisﬁes
x¯k¯ = 2π(k0/k¯0) = 2πν, i.e., ν(k0) = k0/k¯0. (11)
Thus choosing the parameter k¯0 such that
k¯0 > k
max
0 (12)
implies that ν(k0) < 1 for all k0 ∈ K as required.
Next we substitute (9) into (5) and invert back into the x0 domain via (1) and the convolution property of the Fourier
transform, obtaining
f (x) = 1
2π
∫
dk0
∑
μt
aˆμt (k0)ψˆ(k0, xt −mt x¯)eik0[x0+nξ¯ ·(xt−mt x¯)]
=
∑
μt
∫
dx′0 aμt
(
x′0
)
ψ
[
x0 − x′0 + nξ¯ · (xt −mt x¯), xt −mt x¯
]
=
∑
μt
aμt (x0)ψμt (x) (13)
where  symbolizes the convolution integral and
ψμt (x) = ψ
[
x0 + nξ¯ · (xt −mt x¯), xt −mt x¯
]
(14)
with (see (1) with (8))
ψ(x0, xt) ≡ ψ(x) = 1
2π
∫
dk0 ψˆ(k0, xt)e
ik0x0 . (15)
The real function ψ(x), x ∈ R3, will be identiﬁed as the “mother window” of the WRT frame.
The coeﬃcients aμt (x0) in (13) are related to aˆμt (k0) via the 1D inverse Fourier transform
aμt (x0) =
1
2π
∫
dk0 aˆμt (k0)e
ik0x0 . (16)
They can be calculated directly from the data in the x domain by substituting (6) into (16) obtaining
aμt (x0) =
∫
d3x′ f (x′)ϕ
[
x′0 − x0 + nξ¯ ·
(
x′t −mt x¯
)
, x′t −mt x¯
]= 〈 f (x′),ϕμt (x′0 − x0, x′t)〉x, (17)
where 〈 , 〉x is the L2(R3) inner product,
ϕμt (x
′) = ϕμt
[
x′0, x′t
]= ϕ[x′0 + nξ¯ · (x′t −mt x¯), x′t −mt x¯] (18)
and
ϕ
(
x′0, x′t
)≡ ϕ(x′) = 1
2π
∫
dk0 ϕˆ
(
k0, x
′
t
)
eik0x
′
0 . (19)
Following (15), the real function ϕ(x′), x′ ∈ R3, will be identiﬁed as the “dual mother window” of the WRT frame.
It is important to note that spectral functions ψˆ(k0, xt) and ϕˆ(k0, xt) that are used in (15) and (19) to construct the WRT
“mother windows” ψ(x) and ϕ(x), need to be dual WFT functions in xt only for k0 ∈ K . Outside K they are chosen quite
arbitrarily to taper smoothly to zero in order to yield smooth and local ψ(x) and ϕ(x).
Eq. (13) expresses f (x′) in terms of it projections aμt (x0) onto the functions sets ϕ[x′0 − x0 + nξ¯ · (x′t −mt x¯), x′t −mt x¯]
deﬁned in (16). Referring to Fig. 1, these functions are obtained by translating ϕ(x′) to the point (x0,mt x¯) and then shearing
it about the x0-axis, to a plane that passes through this point such that the normal of this plane is
(1,n1ξ¯ ,n2ξ¯ )/
√
1+ (n21 + n22)ξ¯2. (20)
The interpretation of (16) is determined by the particular choice of “mother” windows ψ(x) and ϕ(x). We consider windows
that are rotational symmetric about the x0 axis and localized about the origin, whose width in x0 is much smaller than that
in xt (in other words, they look like ﬂat oblate spheroids or pancakes). The volume integral (16) can be regarded therefore
as a WRT of f about the point (x0,mt x¯) with regard to the spectral direction ξn = nξ¯ .
To further explain this operation, consider the limiting case where ϕ(x) = δ(x0). In this case (16) reduces to the con-
ventional 3D Radon transform of f (x′) about the slanted plane x′0 − x0 = −nξ¯ · (x′t − mt x¯). In general, however, ϕ is not
inﬁnitely narrow in x0, so that (16) is a volume integral in the vicinity of this slanted plane as depicted in Fig. 1.
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words, they look like a prolate spheroid or a sausage). The interpretation of the windowed transform (16) in this case will
be discussed elsewhere.
Further discussion of the projection (16) and of the reconstruction formula (13) is deferred to the next section where we
shall present a discrete set representation.
2.4. Discrete WRT frame sets
Recalling that f (x) is essentially bandlimited to k0 < kmax0 it follows from (16) that aμt (x0) is also bandlimited to the
same band. Thus, aμt (x0) may be sampled and represented by the interpolation series [35]
aμt (x0) =
∑
m0
aμh(x0 −m0 x¯0), (21)
where we denote μ = (m0,μt) = (m0,m1,m2,n1,n2) = (m,n) ∈ Z5, and h(x0) is a real symmetrical interpolating kernel
corresponding to the sampling interval x¯0 (see, e.g., [28,29])
x¯0  π/kmax0 , (22)
with equality at the Nyquist sampling rate (note that in practice we use the denser sampling rate in (28)).
The coeﬃcients aμ in (21) are samples of aμt (x0) at the discrete set of points {m0 x¯0}. Taking h(x0) to be an identity
operator such that for f1(x0) ∈ LK2 (R)
f1(x0) =
∫
dx′0 f1
(
x′0
)
h
(
x0 − x′0
)
, (23)
implies that the coeﬃcients are weighted samples of aμt (x0) such that
aμ = x¯0aμt (m0 x¯0) =
〈
f (x),ϕμ(x)
〉
x, (24)
where in (24) we used (16) and also deﬁned the WRT window kernel
ϕμ(x) = x¯0ϕ
[
x0 −m0 x¯0 + nξ¯ · (xt −mt x¯), xt −mt x¯
]
, (25)
where ϕ(x) is the “dual mother window” of (19).
The synthesis expression is obtained, next, by inserting (21) into (13), giving
f (x) =
∑
μ
aμψμ(x), (26)
where the synthesis window is given by the convolution integral
ψμ(x) = h(x0)ψμt (x0 −m0 x¯0, xt) =
∫
dx′0 h
(
x0 − x′0
)
ψμt
(
x′0 −m0 x¯0, xt
)
. (27)
Eq. (27) leads to an additional constraint on x¯0, which so far has been chosen in (22) to provide an alias free reconstruction
of aμt (x0) in (21). Recalling the discussion after (19), the x0-spectra of ψ and ϕ are extended smoothly outside K so that
the x-domain WRT windows are smooth. It is therefore desired that the spectrum of ψ will not be affected by h in (27).
Referring to Fig. 2 we choose
x¯0  2π/
(
kmax0 + kh0
)
, (28)
where kh0 > k
max
0 is the highest spectral component in ψˆ(k0, xt). Taking also the spectrum of h(x0) to equal unity for k kh0
and zero elsewhere, h has no effect on ψ(x) in (27), leading to
ψμ(x) = ψ
[
x0 −m0 x¯0 + nξ¯ · (xt −mt x¯), xt −mt x¯
]
, (29)
where the “mother window” ψ is given in (15).
2.4.1. A summary of the ﬁnal expressions
Eqs. (24)–(26) and (29) constitute the ﬁnal results for the WRT frame expansion. In (24), a given function f (x) ∈ LK2 (R3)
is projected onto the discrete “analysis” set {ϕμ(x)} of (25), while in (26), f is reconstructed by the “synthesis” set {ψμ(x)}
of (29). These sets consist of “mother windows” ψ(x) and ϕ(x) that are shifted to the lattice point xm = (m0 x¯0,mt x¯) and are
then sheared about the x0-axis to the lattice direction ξn = nξ¯ . The translation and rotation unit steps are given in (10)–(12)
and (28).
The WRT “mother windows” ψ(x) and ϕ(x) are calculated in (15) and (19) from the spectral functions ψˆ(k0, xt) and
ϕˆ(k0, xt). For k0 ∈ K the latter are the dual windows of the transversal WFT representation of Section 2.1 subject to the
lattice in (10)–(12). Outside K they may be taken quite arbitrarily, and are chosen to taper smoothly to zero in order to
yield smooth and local ψ(x) and ϕ(x) (see discussion after (19)).
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As discussed in connection with (20) and Fig. 1, the projection (24) can be regarded as WRT at the phase-space lattice
point (xm, ξn), deﬁned by the index μ = (m,n), while (26) can be regarded as the inverse discrete WRT.
The following section (Section 2.5) establishes the WRT frame expansion rigorously. The special class of iso-diffracting
(ID) window functions will be explored in details in Section 3.
2.5. Frame relations for {ψμ(x)} and {ϕμ(x)}
In the preceding section we derived expressions for the expansion of a function f (x) ∈ LK2 using the WRT function sets{ψμ(x)} and {ϕμ(x)}. In this section, we shall show that these sets constitute frames. In Theorem 1 we show that each
of these sets satisﬁes the frame relations in LK2 (R
3). Noting that these sets are not in LK2 since their k0-spectra extend,
in general, outside K (see comment following (19)), we show in Theorem 2 that their projection on LK2 (R
3), denoted as
{ψ Kμ (x)} and {ϕKμ(x)} constitute dual frame sets there.
Theorem 1. The WRT function sets {ψμ(x)} and {ϕμ(x)}, where μ ∈ Z5 spans the 5D discrete phase-space of location and tilt, consti-
tute frame sets in the space of bandlimited functions f (x) ∈ LK2 (R3), and satisfy the frame relations
Aψ
∥∥ f (x)∥∥2 ∑
μ
∣∣〈 f (x),ψμ(x)〉∣∣2  Bψ∥∥ f (x)∥∥2, (30a)
Aϕ
∥∥ f (x)∥∥2 ∑
μ
∣∣〈 f (x),ϕμ(x)〉∣∣2  Bϕ∥∥ f (x)∥∥2, (30b)
with frame bounds 0<Aψ < Bψ < ∞ and 0<Aϕ < Bϕ < ∞.
Proof. Let f (x) ∈ LK2 (R3). We start by showing that the sum of the squared norms of aμt (x0) of (16) has positive upper and
lower bounds. The upper bound is found via
∑
μt
∥∥aμt (x0)∥∥2x0 =∑
μt
∞∫
−∞
dx0
∣∣〈 f (x′0, x′t),ϕμt (x′0 − x0, x′t)〉x′ ∣∣2
=
∑
μt
1
2π
∫
K
dk0
∣∣〈 fˆ (k0, xt), ϕˆμt (k0, xt)〉xt ∣∣2
 1
2π
∫
K
dk0 Bϕ(k0)
∥∥ fˆ (k0, xt)∥∥2xt

∥∥ f (x)∥∥2 B¯ϕ, (31)
where in the ﬁrst equality we used deﬁnition (16), with ‖ ‖x0 denoting the conventional L2(R) norm. In the second line we
used Parseval’s relation, noting that f is bandlimited in K , with 〈 , 〉xt and ‖ ‖xt denoting the xt -inner product and norm in
L2(R
2) as in (6). In the third line we replaced the order of summation and integration and then used, for each k0, the frame
relation [14, Eq. (3.2.1)] for the WFT frame {ϕˆμt (k0, xt)} with Bϕ(k0) being the upper frame bound of {ϕˆμ} corresponding
to the overcompletness ν = k0/k¯0 of (11). In the last inequality, ‖ ‖ denotes the L2(R3) norm with respect to x and we
identiﬁed the bound
B¯ϕ = sup
k0∈K
Bϕ(k0) < ∞. (32)
Similarly, the sum on the left-hand side in (31) may be bound below by∑
μ
∥∥aμt (x0)∥∥2x0  ∥∥ f (x)∥∥2 A¯ϕ, A¯ϕ = infk0∈K Aϕ(k0) > 0, (33)
t
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A¯ϕ
∥∥ f (x)∥∥2 ∑
μt
∥∥aμt (x0)∥∥2x0  B¯ϕ∥∥ f (x)∥∥2. (34)
Next, we consider the interpolation series representation of aμt (x0) in (21). Since aμ = x¯0〈aμt (x0), h(x0 −m0 x¯0)〉 (see (23))
and the sampling rate is higher than the Nyquist rate (see (28)), it follows from [17, Theorem 1] and [18, Proposition 4] that
{h(x0 −m0x0)} is a proper frame set. Consequently [18, Eq. (31)],
AI
∥∥aμt (x0)∥∥2x0 ∑
m0
|aμ|2  B I
∥∥aμt (x0)∥∥2x0 (35)
where 0 < AI  B I < ∞ are the lower and upper frame bounds of the interpolation frames (we only assume here the
existence of these bounds without estimating their values). Combining (35) and (34) and using (24), we end up with (30b)
where Aϕ = AI A¯ϕ and Bϕ = B I B¯ϕ .
A similar analysis can be carried for the set {ψμ(x)} upon reformatting the expansion procedure using ψμ as the analysis
functions in (24) and ϕμ as the synthesis functions in (26), ending up with (30a) where Aψ = AI A¯ψ , Bψ = B I B¯ψ with
A¯ψ = inf
k0∈K
Aψ(k0), B¯ψ = sup
k0∈K
Bψ(k0), (36)
and Aψ(k0), Bψ(k0) are the lower and upper bound of {ψˆμt }, respectively, corresponding to the overcompletness ν = k0/k¯0.
Eqs. (30) have the form of [14, Eq. (3.2.1)] for the sets {ϕμ(x)} and {ψμ(x)} of (25) and (29), respectively, and for any
distribution f (x) ∈ LK2 (R3), hence these sets are frames in LK2 (R3), termed WRT frames. 
At this point we recall that {ϕμ(x)} and {ψμ(x)} of (25) and (29), respectively, are not in LK2 since their k0-spectra
extend outside K (see comment after (19)). We show next that their projections onto LK2 form a dual frame set there. These
projections are deﬁned by
ϕKμ(x) = hK (x0) ϕμ(x), ψ Kμ (x) = hK (x0)ψμ(x), (37)
where hK (x0) is a bandpass ﬁlter whose k0-spectrum equals one for k0 ∈ K and zero otherwise.
Theorem 2. The WRT function sets {ϕKμ(x)} and {ψ Kμ (x)} of (37) are dual WRT frame sets in LK2 (R3)
ψ Kμ (x) =
∑
μ′
〈
ϕKμ(x),ψ
K
μ′ (x)
〉
xψ
K
μ′ (x), (38)
with a dual relation for ϕμ in terms of ψμ .
Proof. We ﬁrst show that these sets are frames in LK2 and then that they form a dual set.
To prove that {ϕKμ(x)} and {ψ Kμ (x)} are frames in LK2 we note that the proof of Theorem 1, and all the expressions
therein, are unchanged if ϕμ and ψμ are replaced by ϕKμ and ψ
K
μ , respectively. Alternatively, we may arrive to this result
by recalling that f (x) ∈ LK2 so that the coeﬃcients aμ in (24) are
aμ =
〈
f (x),ϕμ(x)
〉= 〈 f (x) hK (x0),ϕμ(x)〉= 〈 f (x),hK (x0) ϕμ(x)〉= 〈 f (x),ϕKμ(x)〉, (39)
hence (30b) remains unchanged if ϕμ are replaced by ϕKμ . Similarly, (30b) remains unchanged with ψμ → ψ Kμ .
Next, we recall that the WFT frames {ψˆμt (k0, x)}μt and {ϕˆμt (k0, x)}μt are dual frame sets for all k0 < K , so that they
satisfy there the corresponding frame relation [14]
ψˆμt =
∑
μ′t
〈ϕˆμt , ψˆμ′t 〉xt ψˆμ′t , ∀μt ∈ Z4. (40)
We then multiply the two sides in (40) by hˆK (k0) which equals one for k0 ∈ K and zero otherwise, obtaining
hˆK ψˆμt e
−ik0m0x0 =
∑
μ′t
〈
hˆK ϕˆμt e
−ik0m0x0 , hˆK ψˆμ′t
〉
xt
hˆK (k0)ψˆμ′t , (41)
where we have also multiplied both sides by an arbitrary phase factor e−ik0m0x0 . The speciﬁc way in which this phase factor
is introduced in the right-hand side is of particular importance below.
Next we transform (41) to the x0 domain as we did in (13) with (16), and discretize the result as in (21) with (24)–(27),
ending up with
ψμ(x) hK (x0) =
∑
′
〈
ϕμ(x) hK (x0),ψμ′ (x) hK (x0)
〉
xψμ′ (x) h
K (x0), (42)
μ
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derived in the same fashion. This establishes the duality between the WRT frame sets in LK2 . 
3. Iso-diffracting (ID) WRT frames
Below we shall consider the class of the ID window functions which, when properly tuned, yield the snuggest frame
sets, thus leading to local and stable expansion coeﬃcients. As will be discussed in Section 3.1, these windows are related
to Gaussian windows whose width scales with the spectral parameter k0 in a particular fashion. The designation ID is
borrowed from time-dependent wave theory where it has been shown that these windows are associated with collimated
pulsed-beam (PB) propagators that have the same diffraction properties for all frequency (see a short review in Section 5).
3.1. WFT frames with ID Gaussian windows
As in Section 2, we start with the WFT frame expansion in the (k0, xt) domain. Referring to the phase-space lattice in
(9)–(12), we use Gaussian windows in xt whose width is scaled with k0 such that they provide the snuggest frame for all
k0 ∈ K (recall that frame snugness implies that the ratio between the upper and lower frame bounds is minimized [14]).
Snug frames are desired since they render the dual (or analysis) frame most localized, and the numerical calculations of the
dual frame most eﬃcient [13,14]. This scaling is termed here “isodiffracting” for reasons discussed in Section 3.
The generic ID windows have the general Gaussian form [20,23], ψˆ(k0, xt) = pˆ(k0)exp{± ik0 12 xTt Γ xt} with k0 ≷ 0, where
pˆ is an “amplitude” function whose role will be explain below, xTt is the transpose of xt and Γ is a complex symmetric matrix
independent of k0, such that ImΓ is positive deﬁnite. The positive deﬁniteness of ImΓ guarantees that ψˆ has a Gaussian
decay as the distance |xt | from the origin increases (note though that these windows are not compactly supported).
For the sake of simplicity we consider here the special case of a real symmetric window
ψˆ ID(k0, xt) = pˆ(k0)e−k0|xt |2/2b, k0 > 0, (43)
where b > 0 is k0-independent parameter, whose optimal value will be determined below, and for simplicity we consider
only the k0 > 0 part of the spectrum, since the k0 < 0 part satisﬁes the symmetry condition in (8). The role of the spectral
amplitude pˆ(k0) will be discussed in Section 3.2.
The snuggest WFT frame is obtained if the window (43) is matched to the phase space lattice in the sense that3
Δxt /x¯= Δkt /k¯ (44)
where Δxt and Δkt are the spatial and spectral widths of the window. Substituting Δxt and Δkt for ψˆ
ID in (43) one ﬁnds
that the optimal value of b that provides a snuggest frame is
b = x¯/ξ¯ = k¯0 x¯2/2π = 2π/k¯0ξ¯2, (45)
where in the second and third expressions we utilized (10). It is thus noted that when the Gaussian window is parameter-
ized in ID form implies, then the same value of b provides the snuggest frame for all k0 ∈ K .
Next we calculate the dual window ϕˆID(k0, xt). In general, it has to be calculated numerically for each k0 (see discussion
of the numerical approaches in [39, Appendix]). For large oversampling though (small ν(ω)) it can be approximated by [39,
Eqs. (11) and (35)]
ϕˆID(k0, xt) ≈ ν
2
‖ψˆ ID‖2 ψˆ
ID(k0, xt) = 2
k¯30 x¯
2
k30qˆ(k0)e
−k0|xt |2/2b, (46a)
with
qˆ(k0) = 1
pˆ∗(k0)
, k0 ∈ K , (46b)
where we also used ‖ψˆ ID‖2 = |pˆ(k0)|2πb/|k0|, and pˆ∗ is the complex conjugate of pˆ. The role of qˆ(k0) is similar to that of
pˆ(k0). Note that for the WFT frames in the transversal xt domain with k0 as a parameter, the functions pˆ and qˆ are simple
“amplitude” functions. For the WRT frames in the full x domain, however, these function control the spatial windowing as
will be discussed in connection with (48) and (52) and in Section 3.3.
3 For 1D Gaussian windows of the form ψ(xt ) it was found numerically in [39, Section II.C and Fig. 6] (see also [13] and [14, Table 3.3]) that the
snuggest WFT frame is obtained if the window is matched to the phase space lattice in the sense (44) where Δxt = ‖xtψ(xt )‖xt /‖ψ(xt )‖xt and Δkt =
‖kt ψˆ(kt )‖kt /‖ψˆ(kt )‖kt are the spatial and spectral widths of the window, with ψˆ(kt ) =
∫
dxt ψ(xt )e−ikt ·xt , and ‖ ‖xt and ‖ ‖kt are the L2(R) norms in
xt and kt . Expressing ψ in the ID form ψ(xt ) = e−k0x2t /2b as in (43) we have Δxt =
√
b/k0 and Δkt =
√
k0/b and by substituting in (44) we obtain the
condition (45) for b.
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This leads to the following considerations for choosing the expansion parameter k¯0 of (12) as a tradeoff between the
desired accuracy and the numerical eﬃcacy. From (11), k¯0 should be as small as possible to minimize the oversampling. For
analytic simplicity, on the other hand, k¯0 should be suﬃciently large, making ν(k0) in (11) small enough for all k0 < kmax0
so that ϕˆID can be approximated there by (46). Deﬁning the normalized parameter
k¯0/k
max
0 ≡ P > 1, (47)
it follows that ν(k0) = P−1 k0kmax0 < P
−1 for all k0 ∈ K . It has been shown in [39, Section 4.2] that P = 2.5 provides an optimal
value that accounts for these considerations, giving ν(k0)|max = ν(kmax0 ) = P−1 = 0.4 and smaller ν(k0) for k0 < kmax0 . The
error in (46) as a function of ν is explored in [39, Fig. 4].
Note though that the formulation is valid even if k¯0 is taken to be smaller than the value discussed above, as long as it
satisﬁes (12), but the approximation (46) can be used only for the low k0 where from (11) ν(k0) of is small enough (say,
ν(k0) < 0.4).
The considerations for choosing b are discussed in (51) below. Once b and k¯0 are determined, the lattice (x¯, ξ¯ ) is deter-
mined via (45).
3.2. WRT frames with ID windows
The ID windows are obtained now by substituting the ID Gaussian windows (43) in (15), giving
ψ ID(x) = 1
2π
∞∫
−∞
dk0 e
ik0x0 pˆ(k0)e
−|k0||xt |2/2b = Re
{
1
π
∞∫
0
dk0 pˆ(k0)e
ik0(x0+i|xt |2/2b)
}
= Re{pˇ(x0 + i|xt |2/2b)}. (48)
Here pˇ(x0) is the “analytic signal” in the upper half of the complex x0 plane corresponding to pˆ(k0),
pˇ(x0) = 1
π
∞∫
0
dk0 pˆ(k0)e
ik0x0 . (49)
As follows from this one sided integral deﬁnition, such signals admit arguments with positive imaginary part. They have
been shown to be a very useful tool in time-domain wave theory (see [23, Appendix A] for a brief review of their properties
and applications).
The properties of the window ψ ID(x) in (48) are controlled by pˇ. The windowing along the x0 coordinate is due to
the “pulse” shape of pˇ(x0). The xt-windowing is due to the positive imaginary part of the argument of pˇ in (48), which
increases quadratically with |xt |, and due to the general property of analytic signals in (49), that decay as the imaginary
part of their spatial argument grows.
Assuming that pˇ(x0) is localized about the origin and is supported in |x0| ∼ X , it follows from (48) that the x0 and xt
supports of ψ ID are given, respectively, by
|x0| ∼ X, |xt | ∼
√
2Xb. (50)
Recalling the discussion after (20), the WRT frame represents a Radon-like transform if the x0 width of ψ ID is much smaller
that the xt width as depicted in Fig. 1. This implies that the ID-window’s aspect ratio is controlled by
b/X  1. (51)
The condition in (50) suggests a parabolic scaling between the windows axes (see Fig. 1). In wave theory applications
(see Section 5), this condition is related to the classical Fresnel condition in (84), and the parameter b/X is termed the
“collimation parameter.”
The dual (analysis) analysis WRT window ϕID(x) is obtained, similarly, via (19). As discussed in connection with (46)
there is no closed form expression for ϕˆID(k0, xt). Yet choosing k¯0 as discussed after (47) implies that ϕID(x) may be
approximated by (46a) for all k0 ∈ K . Substituting in (19) we obtain, as in (48),
ϕID(x)  −2
k30 x¯
2
Im
{
qˇ(3)
(
x0 + i|xt |2/2b
)}
, (52)
where qˇ(x0) is the analytic signal associated with qˆ(k0) of (46b). Recalling the discussion after (19), we note that pˆ(k0) and
qˆ(k0) are related via (46b) only for k0 ∈ K , whereas outside K , they can be chosen quite arbitrarily. In Section 3.3 they will
be chosen to taper smoothly to zero outside K , thus yielding smooth and localized spatial windows in (48) and (52).
The mother windows ψ ID(x) and ϕID(x) are now used to construct the synthesis and analysis WRT frames in (29)
and (25), respectively.
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3.3. Examples for the window functions
We present examples for the ﬁlters pˇ(x0) and qˇ(x0) that deﬁne the ID mother windows in (48) and (52). They are
constructed from a generic class of band-pass ﬁlters Hˇ(x0) that complies with the requirements discussed after (19) and
(46b), and will be used further in Appendix A to construct a ﬁlter-banks of multiscale-WRT frames.
Referring to Fig. 3 which sketches the spectrum of a generic ﬁlter, Hˆ(k0) = 1 within the band k0 ∈ [k0L ,k0H ], and outside
this band it tapers to zero in the “low” and “high” transition zones [k0L − 2ΔL,k0L ] and [k0H ,k0H + 2ΔH ], respectively. The
taper is described by polynomials of order N that have N − 1 continuous derivatives at the end points. In Appendix A, we
shall demand, in addition, that the ﬁlters will have a “partition of unity” property. Thus,
HˆN=1(k0) =
⎧⎪⎨
⎪⎩
1
2 + 12ΔL δk0L , k0 ∈ [k0L − 2ΔL,k0L ],
1, k0 ∈ [k0L ,k0H ],
1
2 − 12ΔH δk0H , k0 ∈ [k0H ,k0H + 2ΔH ],
(53a)
and
HˆN=3(k0) =
⎧⎪⎪⎨
⎪⎪⎩
1
2 + 34ΔL δk0L − 14Δ3L δ
3
k0L
, k0 ∈ [k0L − 2ΔL,k0L ],
1, k0 ∈ [k0L ,k0H ],
1
2 − 34ΔH δk0H + 14Δ3H δ
3
k0H
, k0 ∈ [k0H ,k0H + 2ΔH ],
(53b)
where δk0L = (k0 − k0L +ΔL) and δk0H = (k0 − k0H −ΔH ). The corresponding analytic signals are
Hˇ1(x0) = 1
π ix0
{
sinΔHx0
ΔHx0
ei(k0H +ΔH )x0 − sinΔLx0
ΔLx0
ei(k0L−ΔL )x0
}
, (54a)
Hˇ3(x0) = −3
π ix0
{[
cosΔHx0
(ΔHx0)2
− sinΔHx0
(ΔHx0)3
]
ei(k0H +ΔH )x0
}
−
[
cosΔLx0
(ΔLx0)2
− sinΔLx0
(ΔLx0)3
]
ei(k0L−ΔL )x0 . (54b)
For x0 → ∞ in C+ (the upper half plane), HˇN (x0) decays like ∼ x−(N+1)0 ei(k0L−2ΔL )x0 , whereas for x0 → 0, it is continuous
and tends to 1π (k0H − k0L +ΔH +ΔL). The smooth transition zones affects mainly the large x0 convergence rate: Compared
to the N = 0 case (sharp spectral truncation), the transition bands essentially do not affect the main lobes of the window.
Assuming that ΔL,H are smaller than k0L,H , respectively, one ﬁnds that the main lobe range has a sinc(k0H x0) structure up
to the Mth lobe, where M ∼ 2k0H /ΔH > 1.
We choose the ﬁlters pˆ and qˆ for k0 > 0 such that
pˆ(k0) = eiα(ik0)γ HˆN (k0), qˆ(k0) = ei(α+πγ )(ik0)−γ HˆN (k0), (55)
where HˆN (k0) is taken to be 1 in the range [k0L ,k0H ] = [kmin0 ,kmax0 ] = K and, for simplicity, we use the same HˆN (k0) for
both pˆ and qˆ. The integer γ and the phase term eiα add degrees of ﬂexibility that will be discussed after (56). Clearly,
the form of pˆ and qˆ in (55) satisﬁes the requirement in (46b) for k0 ∈ K . Using (55) in (48) and (52) yields the ID mother
windows, given by
ψ ID(x) = Re{eiα Hˇ(γ )N (x0 + i|xt |2/2b)}, (56a)
ϕID(x) = 2(−1)
γ+1
k¯30 x¯
2
Im
{
eiα Hˇ (3−γ )N
(
x0 + i|xt |2/2b
)}
. (56b)
The role of the parameter γ  0 is thus to shift some derivatives of HˇN from ψ ID to ϕID, while maintaining pˆ(k0)qˆ∗(k0) = 1
for k0 ∈ K as required in (46b). Considering γ = 0, for example, we see that ϕID is proportional to Hˇ(3)N and is more
oscillatory than ψ ID which is proportional to HˇN . The choice of γ depends on the application, recalling that ϕID is used for
processing the data, while ψ ID is used for reconstruction.
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for x2 = 0. Filter parameters (see (54a)): N = 1, k0L = 0.1, k0H = kmax0 = 1, 2ΔL = 0.75k0L , 2ΔH = 0.75k0H . Frame parameters: k¯0 = Pkmax0 = 2.5 (see (47)),
b = 100 in parts (a)–(d) and b = 200 in parts (e)–(f) ((x¯, ξ¯ ) are determined by k¯0 and b). The parameters γ and α are deﬁned in (55).
The role of the phase parameter α is to change the balance between the real and imaginary parts of Hˇ(γ )N in (56). Here
we chose it so that both ψ ID and ϕID in (56) will have a global maximum at x = 0, as shown in Fig. 4. This implies that
Re pˇ(x0) in (48) and Im qˇ(3)(x0) in (52) should have a maximum at x0 = 0, leading to
α = −1γπ. (57)
2
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To explain this relation we note that Re HˇN (x0) is symmetric with a global maximum at x0 = 0 while Im HˇN (x0) is antisym-
metric with zero at x0 = 0 where it behaves like cx0 with c > 0. Thus for an even γ , Re Hˇ(γ )N (x0) is symmetric with a global
extremum at x0 = 0 while Im Hˇ(γ )N (x0) is antisymmetric with zero there, whereas for an odd γ , Re Hˇ(γ )N (x0) is antisymmetric
while Im Hˇ(γ )N (x0) is symmetric. Thus, choosing α via (57) selects the symmetric waveforms in (56) so that both Re pˇ(x0)
and Im qˇ(3)(x0) have a maximum at x0 = 0. On the other hand, choosing γ = 0 with α = π2 , for example, leads to ψ ID(x)
and ϕID(x) with a zero at x= 0, which is, of course, undesired. (The condition on α and γ can be also derived from spectral
domain considerations by demanding that both pˆ(k0) and qˆ(k0) in (55) be real for k0 ∈ K .)
Examples of the resulting ID-mother windows ψID(x) and ϕID(x) of (56), for various parameter settings, are plotted in
Figs. 4 and 5 in the (x0, x1) plane, for x2 = 0. The parameters used were: N = 1, k0L = 0.1, k0H = kmax0 = 1, k¯0 = Pkmax0 = 2.5
(i.e., P = 2.5 as discussed after (47)), 2ΔL = 0.75k0L , 2ΔH = 0.75k0H , and b = 100. For these parameters the unit cell
dimensions obtained via (45) are (x¯, ξ¯ ) = (15.853,0.1585). Figs. 4a–4b and Figs. 4c–4d depict ϕID and ψID for (γ ,α) = (0,0)
and (1,−π/2), respectively. The axes are normalized with respect to x¯. In Figs. 4e–4f we used (γ ,α) = (1,−π/2) but with
b = 200, where for comparison, the axis are normalized with respect to the same scale as in Figs. 4a–4d. One readily
observes that changing b affects the x1 width of the window as described by (50).
Fig. 5 shows the frame elements ϕμ and ψμ of (25) and (29) corresponding to the mother windows in Figs. 4c–4d,
plotted for the tilt index (n1,n2) = (−3,0).
4. Multiscale WRT frames
The formulation in Sections 2 and 3 may address functions f (x) with a wide distribution of scales, yet in this case the
large-scale constituents are highly oversampled since the spatial-directional phase-space lattice is determined by the small-
scale constituents (note from (11) and (28) that ν decreases for small k0). For certain applications, it might be preferable to
perform the WRT-frame decomposition on each scale level separately, so that the larger scales involve wider frame elements
and sparser phase-space lattices. It is desired, though, that this process will be done self-consistently so that the large-scales
lattices will be decimated subsets of the lattice at the smallest scale. In addition, the scales decomposition should be done in
a smooth fashion so that the WRT frame function in each scale are smooth and local. The theory is presented, again, for 3D
conﬁgurations. The readers are also referred to [40] which presents a similar self consistent hierarchy of frequency bands.
4.1. Filter-bank hierarchy
The smooth separation of f (x) into scales is performed by utilizing the ﬁlter-bank {Πˆ j(k0)} J1 in the spectral domain k0
(see (1)) such that
Πˆ j(k0) = Πˆ
(
2 j−1k0
)
, j = 1, . . . , J , (58)
where Πˆ(k0) is the “mother ﬁlter” at the smallest ( j = 1) scale. Note that in (71) the ﬁlter Πˆ j(k0) will be expressed
as a product of two ﬁlters pˆ and qˆ. Since the spectral data fˆ (k0, xt) in (1) is band limited in K it follows that J =
log2(kmax/kmin), where k denotes the smallest integer that is larger than k.
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The spectral data fˆ (k0, xt) can now be divided into scales via (Fig. 6)
fˆ (k0, xt) =
J∑
j=1
fˆ j(k0, xt), fˆ j(k0, xt) = Πˆ j(k0) fˆ (k0, xt). (59)
fˆ j corresponds to the ﬁltered data at the j scale. The “mother ﬁlter” ( j = 1) covers the highest spectral band in fˆ while
the j > 1 ﬁlters are associated with j octaves lower bands (see Fig. 6). In addition, the ﬁlters should taper smoothly to zero
outside the respective spectral bands so that they yield smooth and local spatial ﬁlters. Consequently, neighboring spectral
bands overlap, but the combined ﬁlter-bank should provide a uniform coverage of the spectral range of the data (see (1)),
i.e., it should satisfy the “partition of unity” property
J∑
j=1
Πˆ j(k0) = 1, ∀k0 ∈ K =
[
kmin0 ,k
max
0
]
. (60)
Henceforth we assume that each ﬁlter in the bank overlaps only with its adjacent ones (Fig. 6), so that the mother ﬁlter Πˆ
has the generic form
Πˆ(k0) =
⎧⎪⎪⎨
⎪⎪⎩
“upper taper zone”, k0 ∈ [kmax0 ,kmax0 + 2Δ],
1, k0 ∈ [ 12kmax0 +Δ,kmax0 ],
“lower taper zone”, k0 ∈ [ 12kmax0 , 12kmax0 +Δ],
0, otherwise,
(61)
where kmax0 is the highest spectral component in fˆ (k0, xt), and Δ <
1
2k
max
0 is the width of the lower taper zone (refer to
Fig. 6 where we replaced HˆN by Πˆ and identify k0H = kmax0 , k0L = 12kmax0 + Δ, ΔL = 12Δ, and ΔH = Δ). The ﬁlter-bank in
(58) thus separates K into partially overlapping sub-bands
K j = 21− j
[
1
2
kmax0 ,k
max
0 + 2Δ
]
. (62)
The speciﬁc shape of the ﬁlter is determined by the “partition of unity” property in the lower taper zone
Πˆ(2k0)+ Πˆ(k0) = 1, for k0 ∈
[
1
2
kmax0 ,
1
2
kmax0 +Δ
]
. (63)
The exact proﬁle of the taper controls the rate of decay of the temporal response and thus of the space–time processing
windows.
4.2. Decimated phase-space lattices
The WRT frame formulation can be constructed now for each j separately. Following the discussion above, however, this
is done here in a self consistent fashion as outlined below. Noting from (62) that the highest k0 in K j is 21− j(kmax0 + 2Δ),
we choose for each j a reference spectral parameter such that (see (12) and Fig. 6)
k¯ j0 = k¯021− j, where k¯0 =
(
kmax0 + 2Δ
)
P , (64)
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slanted lines illustrate the direction lattice about the spatial lattice points.
where the parameter P has been discussed in (47). It follows that in each band ν(k0) = k0/k¯ j0  P−1. The unit cell dimen-
sions for the j band (x¯ j, ξ¯ j) satisfy (10), i.e.,
k¯ j0 x¯ j ξ¯ j = 2π, (65)
hence, in view of (64),
ξ¯ j x¯ j = 2 j−1ξ¯1 x¯1. (66)
Thus, the lattices are sparser for larger j.
A key step in the theory is the use of the binary hierarchy in (66) to construct the large j lattices as decimated versions
of the j = 1 lattice. From (66), the unit cell size at the j band are related to those at j = 1 via
x¯ j
x¯1
= I jx  1, ξ¯ j
ξ¯1
= I jξ  1, I jx I jξ = 2 j−1, (67)
where I jx and I jξ ∈ N denote the level of spatial and spectral decimation. Eq. (67) can be used to construct various decima-
tion schemes. The following are a few special cases (see Fig. 7):
1. x-decimation: x¯ j are decimated while ξ¯ j are kept constant, i.e.,
x¯ j = x¯12 j−1, ξ¯ j = ξ¯1. (68a)
2. ξ -decimation: ξ¯ j are decimated while x¯ j are kept constant, i.e.,
x¯ j = x¯1, ξ¯ j = ξ¯12 j−1. (68b)
3. x–ξ decimation: x¯ j and ξ¯ j are decimated for even and odd j, respectively, i.e.,
x¯ j = x¯12 j/2, ξ¯ j = ξ¯12( j−1)/2. (68c)
4. ξ–x decimation: ξ¯ j and x¯ j are decimated for even and odd j, respectively, i.e.,
x¯ j = x¯12( j−1)/2, ξ¯ j = ξ¯12 j/2. (68d)
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points at the jth band are given by
(x1, x2) = (m1,m2)x¯ j =mt x¯ j, (ξ1, ξ2) = (n1,n2)ξ¯ j = nξ¯ j . (69)
The decimated lattices are sketched in Fig. 7, where the decimation in the x0 coordinate will be discussed in (76).
4.3. The multiscale-WRT frame expansion
The MS-WRT frames are constructed by following the procedure outlined in Sections 2.2 and 2.3 for each band j. For
k0 ∈ K j , we choose an appropriate window function ψˆ j(k0, xt) and calculate its dual ϕˆ j(k0, xt), and then construct the dual
WFT frame sets (see (3) and (7))
ψˆ jμt (k0, xt) = ψˆ j(k0, xt −mt x¯ j)eink0 ξ¯ j ·(xt−mt x¯ j), (70a)
ϕˆ jμt (k0, xt) = ϕˆ j(k0, xt −mt x¯ j)eink0 ξ¯ j ·(xt−mt x¯ j). (70b)
Note that ψˆ j for the various j need not be related, and it is only required that they form valid WFT frames at the respective
band K j , subject to the lattice (x¯ j, ξ¯ j) in (66) with k0-dependent overcompleteness as in (11). A speciﬁc example for the
ID-family of windows, will be discussed in Section 4.4.
Next, we separate the data f (x) into spectral bands via (59). To gain ﬂexibility in the formulation we separate the mother
ﬁlter Πˆ(k0) which is used in (59) in the form
Πˆ(k0) = pˆ(k0)qˆ∗(k0), (71)
so that fˆ j of (59) is now given by fˆ j(k0, xt) = fˆ (k0, xt)pˆ j(k0)[qˆ j(k0)]∗ . Next we apply the WFT frame expansion using (70)
to each fˆ j , and associate pˆ and qˆ with ψˆ jμt and ϕˆ jμt , respectively. We end up with
fˆ j(k0, xt) =
∑
μt
aˆ jμt (k0)pˆ j(k0)ψˆ jμt (k0, xt), (72a)
where the expansion coeﬃcients aˆ jμt (k0) are calculated from fˆ via
aˆ jμt (k0) =
〈
fˆ (k0, xt), qˆ j(k0)ϕˆ jμt (k0, xt)
〉
. (72b)
We now follow the procedure in Section 2.3 to construct the MS-WRT kernels by inverting the sets {pˆ jψˆ jμt } and {qˆ jϕˆ jμt }
to x0 via (1), obtaining (compare (14) and (18))
ψ jμt (x) = ψ j
[
x0 + nξ¯ j · (xt −mt x¯ j), xt −mt x¯ j
]
, (73a)
ϕ jμt (x) = ϕ j
[
x0 + nξ¯ j · (xt −mt x¯ j), xt −mt x¯ j
]
. (73b)
The “MS-mother windows” are given by (see (15) and (19) with (71))
ψ j(x0, xt) = 12π
∫
dk0 pˆ
(
2 j−1k0
)
ψˆ j(k0, xt)e
ik0x0 , (74a)
ϕ j(x0, xt) = 12π
∫
dk0 qˆ
(
2 j−1k0
)
ϕˆ j(k0, xt)e
ik0x0 . (74b)
The synthesis and analysis relations are obtained now from (59) and (72) (see (13) and (16))
f (x) =
∑
j
∑
μt
a jμt (x0)ψ jμt (x), (75a)
a jμt (x0) =
〈
f (x′),ϕ jμt
(
x′0 − x0, xt
)〉
x′ . (75b)
Finally, a jμt in (75) are continuous functions of x0, but since f j(x) are strictly band limited in k0  21− j(kmax0 + 2Δ) (see
(62)), they may be sampled at sampling intervals (see (28))
x¯ j0 = 2 j−1 x¯10, x¯10  π/
(
kmax0 + 2Δ
)
. (76)
Following the procedure in (21)–(29) we obtain the ﬁnal MS-WRT frame representation of the function f (x), x ∈ R3,
f (x) =
∑
j
∑
μ
a jμψ jμ(x), (77a)
a jμ =
〈
f (x),ϕ jμ(x)
〉
x, (77b)
where μ = (m0,μt) = (m0,m1,m2,n1,n2) as in (26), and the MS-WRT frame sets are (see (25) and (29))
A. Shlivinski, E. Heyman / Appl. Comput. Harmon. Anal. 26 (2009) 322–343 337ψ jμ(x) = ψ j
[
x0 −m0 x¯ j0 + nξ¯ j · (xt −mt x¯ j), xt −mt x¯ j
]
, (78a)
ϕ jμ(x) = x¯ j0ϕ j
[
x0 −m0 x¯ j0 + nξ¯ j · (xt −mt x¯ j), xt −mt x¯ j
]
. (78b)
Note the translation-rotation-scaling structure of this frame set, where the elements are centered about the spatial-spectral
lattice points (m0 x¯ j0,mt x¯ j,nξ¯ j), with larger j correspond to sparser lattices according to the particular decimation scheme
chosen (see (68) and Fig. 7). Furthermore, the windows ψ j(x) and ϕ j(x) are associated with the K j sub-band and become
wider with j, as demonstrated and quantiﬁed below for the MS-ID windows.
It now follows from the analysis above, by referring to Section 2.5, that the sets {ψ jμ}μ and {ϕ jμ}μ are dual frame sets
in each sub-band. Recalling that the ﬁlter bank pˆ j and qˆ j form frame sets in x0, it follows by following a procedure similar
to that in Section 2.5, that the union of all sub-band sets {ψ jμ} j,μ and {ϕ jμ} j,μ form frame sets for any f (x) bandlimited
in K .
4.4. MS-WRT frames with ID windows
The desirable properties of the ID windows (see Section 3) are now used to construct the dual MS-WRT frame sets.
The spectral ID-Gaussian windows (ψˆ j, ϕˆ j) corresponding to the jth band are given by (43) and (46) where the index j
should be added to all the parameters (i.e., b j , k¯ j0, etc.). Using these windows in (74) with (46b) scaling between pˆ and qˆ
yields the ﬁnal MS-WRT mother windows (cf. (48) and (52))
ψ IDj (x) = 21− j Re
{
pˇ
[
21− j
(
x0 + i|xt |2/2b j
)]}
, (79a)
ϕIDj (x) ≈ −
22− j
k¯30 x¯
2
j
Im
{
qˇ(3)
[
21− j
(
x0 + i|xt |2/2b j
)]}
, (79b)
where the unit cells dimensions (x¯ j, ξ¯ j) are obtained by either one of the decimation schemes in (68). The window param-
eter b j should satisfy the matching condition b j = x¯ j/ξ¯ j in (45). For the decimation schemes in (68) we obtain
x-decimation: b j = 2 j−1b1, (80a)
ξ-decimation: b j = 21− jb1, (80b)
x–ξ decimation: b j = 2b1 for j even and b j = b1 for j odd, (80c)
ξ–x decimation: b j = b1/2 for j even and b j = b1 for j odd. (80d)
The WRT frame analysis and synthesis sets of function are ﬁnally obtained by inserting these windows into (78).
The scaling of the widths of ψ IDj and ϕ
ID
j of (79) as implied by the 2
1− j term in their argument, is given by (see (50))
Δx0 j = 2 j−1X, Δxt j =
√
2 j−1b j/b1Δxt1, Δxt1 =
√
2b1X . (81)
Note that Δx0 j depends linearly on 2
j−1 while Δxt j depends on
√
2 j−1 and on the particular decimation scheme via the
term b j/b1 (see (80)).
Fig. 8 depicts the 3D MS-ID windows of (79). Recalling Fig. 4, the expansion parameters are kmax0 = 1, P = 2.5 and
b1 = 100. The “mother” ﬁlter Πˆ(k0) in (61) is taken to be Hˆ1(k0) of (54a) with 2Δ = 0.75kmax0 . It is decomposed as in
(71) such that qˆ = Hˆ1 while pˆ is a rectangular window that equals 1 for k0 ∈ [ 12kmax0 ,kmax0 + 2Δ]. One readily observes
that the MS-ID windows are indeed characterized by (81) (for example, in Figs. 8c–8d for j = 2 with x-decimation we have
Δx02 = 2Δx01 and Δxt2 = 2Δxt1, whereas in Figs. 8e–8f for j = 2 but with ξ -decimation, Δxt2 = Δxt1). Note also that the
windows magnitude reduces for larger j.
5. Concluding remarks: Applications in wave theory
As noted in Introduction, our motivation for introducing the WRT frames has been time-domain wave theory. The goal is
to provide an alternative to the conventional plane wave or ray representations for the radiation from given time-dependent
source distributions. In the conventional representations, the spectrum of transient plane waves is extracted from the source
distribution via Radon type projections in the (x, t) domain, known as the slant stack transform (SST) [12,21,37]. These time-
dependent plane-waves are then tracked in the medium and their contributions at the observation point are summed up,
thus synthesizing the ﬁeld there. A main diﬃculty in that approach is that the plane waves are global waves solutions hence
propagating them in inhomogeneous medium is, in general, quite complicated. It is therefore desired to use a spectrum of
localized propagators in the form of collimated pulsed beams (PB), which are collimated space–time wavepackets that
emerge from the source in all directions. This not only facilitates local tracking of the propagators along ray trajectories, but
also leads to local spectral representations of the ﬁeld, since only those PB that pass near the observation point are included
in the summation. Such PB shooting algorithms are the time-domain counterparts of the Gaussian beam summation method
338 A. Shlivinski, E. Heyman / Appl. Comput. Harmon. Anal. 26 (2009) 322–343Fig. 8. The 3D MS-ID “mother” windows, for the decimation schemes in (68) with (80). The presentation format is the same as in Fig. 4. The window
parameters are deﬁned after (81). Note that for j = 3, the x–ξ and the ξ–x decimation schemes are the same.
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spectral expansion and propagation formulations.
The main candidate for the PB summation expansion has been the so called isodiffracting pulsed beam (ID-PB), where
the ID designation follows from the fact that all the frequency components in the pulse remain collimated up to the
same distance before starting to diffract [20,22,23]. The ID-PB are particularly useful since they are analytically trackable,
within the paraxial approximation, through propagation in inhomogeneous media or transition at curved interfaces, while
preserving their space–time wavepacket structure. They may be viewed, therefore, as eigen-wavepacket solutions of the
time-dependent wave equation [20]. Solutions for edge diffraction or for head-wave diffraction were derived in [24,27]
and [25], respectively. For recent reviews of the ID-PB theory and applications see [22,23,41] and references therein.
Field representations based on the concepts discussed above have been derived originally in [19,42,43], using a continuous
phase-space spectrum of ID-PB propagators that emerge from all points in the source domain and in all directions. In
particular the formulation in [19] (see also a revision in [22]) provides an exact spectral expansion of the time-dependent
Green’s function using an angular spectrum of ID-PB’s that emerge from the source in all directions (as an alternative to the
conventional Sommerfeld integral). The formulations in [42,43], on the other hand, deal with aperture source distributions.
Application examples involve not only forward calculation of source-excited waveﬁelds, but also inverse scattering where the
PB expansion are used for local analysis of scattering data in the space–time domain and for locale inverse scattering by
means of PB backpropagation [31,32].
The WRT frame formulation presented in the present paper provides a new discrete phase space framework for PB summa-
tion representations. Such representation has been introduced in [38,41] in the context of radiation into the half space z > 0
from a time-dependent “aperture” source distribution speciﬁed on the z = 0 plane in a 3D coordinate space (x1, x2, z). The
source is thus deﬁned as a function f (t, x1, x2) in R3, where t is the time variable and (x1, x2) are the aperture coordinates.
Following (26), f
can be expressed as
f (t, x1, x2) =
∑
μ
aμψμ(t, x1, x2), (82)
where the frame elements ψμ are given in (27) with −t replacing x0 as the preferred axis of the expansion and, for sim-
plicity, we use normalized coordinates where the wavespeed c = 1. The radiating ﬁeld in the half space z > 0 is expressed
then as
u(t, x1, x2, z) =
∑
μ
aμBμ(t, x1, x2, z), (83)
where Bμ are the radiated ﬁelds due to the frame elements ψμ . Under well collimated conditions (deﬁned below), they
behave like PB ﬁelds that emerge at times t = −m0 x¯0 from a discrete set of points (x1, x2) = (m1 x¯,m2 x¯) in the aperture
plane, and in directions that are speciﬁed by the spectral projections ξn = (n1ξ¯ ,n2ξ¯ ). Only those projections with |ξn| < 1,
i.e., those lying within the “light cone” that makes a π/4 angle with respect to the t-axis, yield propagating Bμ , whereas
for |ξn| > 1, Bμ decay in the z direction, thereby representing the “evanescent spectrum” of the source.
The PBs amplitudes aμ are found via the WRT processing of the source f in (24). This operation is readily identiﬁed as
a localized version of the slant stack transform (STT) of the time-dependent source distribution f , thus extracting the local
spectral (directional) radiation properties of f about the space–time lattice points (see Fig. 3 in [41]). The ﬁeld representa-
tion is therefore a priori localized since only those PB propagators that match the local properties of the source are actually
excited via the WRT processing (see numerical example in Fig. 10 of [41]). Further localization is affected by noting that
only those PB that pass near a given space time observation point need to be included in the ﬁnal summation (83).
Finally, as noted above, the formulation in [41] utilizes the ID-windows of (48) since they give rise to the ID-PB propaga-
tors of [20,22,23]. The window parameter b in (48) has been identiﬁed there as the PB collimation distance, also known as
the Fresnel distance. It can be shown that the far zone diffraction angle θD of these PB is proportional to
√
X/b, where X is
the pulse length as speciﬁed in (50), hence paraxial collimation of the PB propagators implies X/b  1 (see the condition
in (51) which has been derived from different considerations). Under this condition, the pulse-length and the width of the
window are related via the parabolic relation in (50) (cf. the parabolic scaling principle in [9]). Expressed in conventional
wave theory notations, this expression is rewritten as
F = W 2/cT (84)
where we identify b = F = the Fresnel collimation distance, |xt | = W = beam-waist and X = cT = pulse length. This
condition is therefore identiﬁed as the time-domain counterpart of the classical Fresnel condition. The readers are referred to
[22,23] for further details on this condition, while for details and numerical examples of the WRT-frame based PB expansion
for time-dependent wave radiation problems, they are referred to [41].
6. Summary and conclusions
We introduced two windowed Radon transform (WRT) frame formulations for the decomposition of band limited func-
tions f (x) ∈ LK2 (R),  = 2,3. The analysis is presented for  = 3, with a brief a summary for  = 2 in Appendix A.
For the readers convenience, the key features of these formulations are summarized below:
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1. The formulation is presented in x= (x0, x1, x2) ∈ R3 with x0 being the preferred axis of the expansion. Referring to (1),
it addresses functions in the Hilbert space LK2 of functions that are band limited in K = [kmin0 ,kmax0 ], where k0 is the
spectral parameter associated with x0.
2. Two dual WRT frame sets were constructed, the “analysis” frame {ϕμ(x)} in (25) and the “synthesis” frame {ψμ(x)}
in (29), where μ = (m,n) = (m0,m1,m2,n1,n2) ∈ Z5 is an index. Referring to Fig. 1 they are generated by “mother
windows” ψ(x) and ϕ(x) that are shifted to the lattice point xm = (m0 x¯0,m1 x¯,m2 x¯) and then sheared about the x0-axis
to the lattice direction ξn = (n1ξ¯ ,n2ξ¯ ). The translation and rotation unit steps x¯0, x¯ and ξ¯ are deﬁned in (10)–(12) and
(28). A proof that theses sets constitute dual frames in LK2 appears in Section 2.5.
3. The WRT formulation has been derived in Sections 2.1–2.3 from a spatio-spectral windowed Fourier transform (WFT)
representation in the transversal coordinate xt = (x1, x2). A key feature in the construction is the scaling of the overcom-
pletness parameter ν with k0 as in (11), which renders the phase-space lattice (xm, ξn) independent of k0.
4. The WRT “mother” windows ψ(x) and ϕ(x) are calculated in (15) and (19) from the window functions ψˆ(k0, xt) and
ϕˆ(k0, xt) of the transversal WFT noted above. For k0 ∈ K , ψˆ and ϕˆ are the dual windows of this WFT, but for k0 /∈ K ,
they may be arbitrary, hence they are chosen to taper smoothly to zero in order to yield smooth and local ψ(x) and
ϕ(x) (see discussion after (19)).
5. The WRT expansion of a given f (x) ∈ LK2 (R3) is given in (26) and (24). The expansion coeﬃcients in (24), obtained by
projecting f (x) onto the “analysis” frame, are identiﬁed as a WRT of f at the phase-space lattice point (xm, ξn), hence
(26) is the inverse discrete WRT.
6. Explicit expressions for a class of windows, termed iso-diffracting (ID), are given in Section 3. The ID windows are given
in (48) and (52) where we use analytic signal of x0 that are tagged by the symbol ˇ (see (49)). The ID windows are
controlled by a single parameter b that is chosen in (45) to match the phase-space lattice (x¯, ξ¯ ), thus yielding snug
frames. They also depend on 1D “ﬁlter functions” p(x0) and q(x0). Examples for the ID-windowed obtained for speciﬁc
ﬁlters are given in Section 3.3. The term ID window stems from time-domain wave theory as discussed in Section 5.
6.2. The MS-WRT frame formulation (Section 4)
7. This is a generalization of the basic WRT formulation, wherein the WRT-frame decomposition is applied together with
a scale decomposition, so that the larger scales involve wider frame elements and sparser phase-space lattices (xm, ξn).
Note that the basic WRT formulation may also address multi-scale functions, but without explicit scale decomposition.
8. The formulation utilizes a self-consistent hierarchy of WRT lattices (x jm, ξ jn), where the large-scales WRT lattices
( j  2) are decimated subsets of the lattice at the smallest scale ( j = 1). Several decimation schemes are discussed
in (67)–(68) and (76), and in Fig. 7.
9. The MS-WRT frames are deﬁned in (78) by shifting and rotating the “mother” windows ψ j(x) and ϕ j(x) to the lattice
points (x jm, ξ jn). ψ j(x) and ϕ j(x) are calculated in (74), wherein pˆ(2
j−1k0) and pˆ(2 j−1k0) are ﬁlter banks that separate
the data smoothly into one-octave spectral bands as discussed in Section 4.1. The ﬁlters taper down to zero outside
theses bands, with a partition of unity overlap between adjacent bands (see (63)).
10. The ﬁnal MS-WRT expansion of a given function f is given in (77). The expansion coeﬃcients in (77b), obtained by
projecting f (x) onto the “analysis” frame, are identiﬁed as a MS-WRT of f at the phase-space lattice point (x jm, ξ jn),
and scale level j.
11. Explicit expressions were given in Section 4.4 for the ID-MS-WRT frames (see item 6 above).
6.3. Applications in wave theory (Section 5)
12. The WRT theory presented here has been derived originally in the context of radiation from time-dependent source
distribution [38,41]. In that context, the WRT processing of the source distribution is identiﬁed as a localized version
of the slant stack transform (STT) of the time-dependent source distribution. The WRT extracts the local radiation
properties of the source. The radiated ﬁeld is thereby described as a phase-space summation of pulsed-beams (PB)
emerging from all the space–time lattice points in the aperture and in all directions. The excitation amplitudes of these
PB’s are proportional to the local radiation properties of the source. We emphasized a special class of windows, known
as iso-diffracting pulsed beams (ID-PB), for which there are closed-form paraxial propagation expressions. The readers
are referred to [39–41] for further details and numerical examples.
Appendix A. WRT frames in 2D
The WRT-frame formulation remains essentially unchanged when applied to the 2D case x = (x0, x1) ∈ R2, where, as
before, x0 is the preferred axis of the expansion. The main differences are in the closed form expressions for the ID-window
functions of Section 3. The main results are summarized below.
We consider the Hilbert space LK2 (R
2) as deﬁned in (1). The analysis and synthesis WRT dual frame sets are given by
(cf. (25) and (29))
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[
x0 −m0 x¯0 + nξ¯ (x1 −m1 x¯), x1 −m1 x¯
]
, (A.1a)
ψμ(x) = ψ
[
x0 −m0 x¯0 + nξ¯ (x1 −m1 x¯), x1 −m1 x¯
]
, (A.1b)
where μ = (m0,m1,n) ∈ Z3. The phase space lattice (x¯0, x¯, ξ¯ ) is deﬁned in (10) and (28) wherein the parameter k¯0 is deter-
mined in (12) and (47). The “mother windows” ψ(x0, x1) and ϕ(x0, x1) are calculated via (15) and (19) from the transversal
WFT frame functions ψˆ(k0, x1) and ϕˆ(k0, x1) that are associated with the WFT lattice (10). Recalling the discussion in (20),
the frame elements in (A.1) are obtained by translating the mother windows to the point xm = (m0 x¯0,m1 x¯) and then shear-
ing them about the x0-axis to a line (Fig. 1)
x0 −m0 x¯0 + nξ¯ (x1 −m1 x¯). (A.2)
The WRT expansion relation is given by (24) and (26), where aμ are the projections of f (x) onto ϕμ . As discussed in
connection with (20), the interpretation of these projections is determined by the particular choice of ψ(x) and ϕ(x). We
consider windows that are localized about the origin and whose support in x0 is much smaller than in x1. In this case, the
integration in (24) can be regarded as a windowed Radon transform of f near the point xm and along spectral line (A.2)
(Fig. 1). In the limiting case where ϕ(x) = δ(x0), the integration in (24) reduces to the conventional Radon-type integration
of f (x) along the slanted line (A.2).
As discussed in Section 3, the ID windows provide the snuggest frame. To construct these windows for the 2D case we
start with the ID Gaussian window (43) of the WFT
ψˆ ID(k0, x1) = pˆ(k0)e−k0x21/2b, k0 ∈ K , (A.3)
where the optimal b for given (k¯0, x¯, ξ¯ ) is give by (45). Under the conditions discussed in (46), the dual ID window for
k0 ∈ K can be approximated by
ϕˆID(k0, x1) ≈ ν‖ψˆ ID‖2 ψˆ
ID(k0, x1) = k
3/2
0
k¯3/20
√
2
x¯
qˆ(k0)e
−k0x21/2b, (A.4)
where qˆ(k0) is given as in (46b) and where we also used ‖ψˆ ID‖2 = |pˆ(k0)|2
√
πb/k0. Note the differences between (46) and
(A.4) regarding the k0-spectrum of ϕˆID in the 3D and 2D cases. It is convenient to calculate the ID-WRT mother windows,
which are deﬁned in (15) and (19), via the one-sided k0 transform in (49), giving
ψ ID(x) = Re{pˇ(x0 + ix21/2b)}, ϕID(x) =
√
2
k¯3/20 x¯
Re
{
e−i3π/4qˇ(3/2)
(
x0 + ix21/2b
)}
, (A.5)
where as noted in (49) the function marked by ˇ admit arguments with positive imaginary part.
Comparing to (48) and (52), one notes that here we need to use fractional derivatives. The th fractional derivative of an
analytic signal fˇ (x0) is deﬁned as a convolution with the th derivative of the analytic delta function δˇ(x0)
fˇ ()(x0) = 1
2
δˇ()(x0) fˇ (x0) = 1
2
∞∫
−∞
dx′0 δˇ()
(
x0 − x′0
)
fˇ
(
x′0
)
, Im x0  0, (A.6)
where, for Re > −1 and Im x0  0,
δˇ()(x0) = 1
π
∞∫
0
dk0 (ik0)
eik0x0 = e
iπ(+1)
π ix+10
Γ (+ 1), δˇ(0)(x0) = δˇ(x0) = −1
π ix0
. (A.7)
Note that the  power of x0 in (A.7) is deﬁned with a branch cut along the negative imaginary axis such that arg{x0} ∈
(−π/2,3π/2) (e.g., for negative x0, x0 = |x0|eiπ).
Next we construct pˇ and qˇ using the standard ﬁlters HˇN (x0) in (54). Expressing pˆ(k0) and qˆ(k0) as in (55), where the
parameters −1< γ < 5/2 and eiα are to be determined, we obtain
pˇ(x0) = eiα Hˇ(γ )N (x0), qˇ(x0) = ei(α+πγ ) Hˇ(−γ )N (x0). (A.8)
Note that closed form expressions for Hˇ(γ )N (x0) with fractional γ can also be obtained by applying (49) to (ik0)
γ HˆN (k0):
For HˆN discussed in (54), the integration consists of three k0 regimes that can be evaluated in closed form, expressing Hˇ
(γ )
N
as a sum of incomplete Gamma functions with complex argument.
Finally, ψ ID and ϕID are obtained by using (A.8) in (A.5). As discussed in connection with (57), we choose α for a given
γ such that both ψ ID and ϕID will have a global maximum at x = 0, leading, again, to α = − 12γπ . These windows are
depicted in Fig. 9 for the parameters of Fig. 4. Note from (A.8) in (A.5) that if γ < 3/4, then ϕID is more oscillatory than
ψ ID, but for γ = 3/4, they have the same structure (cf. Figs. 9c–9d).
342 A. Shlivinski, E. Heyman / Appl. Comput. Harmon. Anal. 26 (2009) 322–343Fig. 9. The 2D “mother” ID window functions ϕ(x) and ψ(x), for the same parameters used in Fig. 4, and for several γ and α.
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