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Gegenstand der Darstellungstheorie von endlichen Gruppen ist die Klassikation der Ahn-
lichkeitsklassen von Darstellungen einer endlichen Gruppe G uber einem Korper F oder,
aquivalent dazu, der Isomorphieklassen von FG-Moduln. Eine Moglichkeit, an diese Aufga-
be heranzugehen, ist das Studium von Darstellungsringen. Man betrachtet dazu die Menge
a(FG) der Isomorphieklassen von
"
virtuellen\ FG-Moduln, die durch direkte Summe und
Tensorprodukt eine wohldenierte Ringstruktur erhalt. Diese Konstruktion wurde zuerst
von J. Green eingefuhrt und wird daher oft als Green-Ring bezeichnet. Nach dem Satz von
Krull-Schmidt ist a(FG) ein freier Z-Modul mit den Isomorphieklassen von unzerlegbaren
FG-Moduln als Basis.
Ist F ein algebraisch abgeschlossener Korper der Charakteristik 0, so sind die unzerlegba-
ren FG-Moduln zugleich einfach, und die Abbildung, die jedem FG-Modul den zugehori-
gen Charakter zuordnet, ist ein Ringisomorphismus zwischen a(FG) und dem Charakter-
ring R(G) von G.
Im Fall, da F die positive Charakteristik q besitzt, ist der Green-Ring jedoch meistens
zu gro, um ihn (vernunftig) beherrschen zu konnen. Z.B. ist nach D. Higman [13] die
Anzahl der Isomorphieklassen von unzerlegbaren FG-Moduln (und damit der Z-Rang
von a(FG)) genau dann endlich, wenn G eine zyklische q-Sylowgruppe besitzt. Statt-
dessen betrachtet man daher gewisse Teil- und Faktorringe von a(FG), etwa den Ring
a(FG;Triv) der FG-Moduln mit trivialer Quelle oder den Grothendieck-Ring c(FG) der
Kategorie der FG-Moduln. Nicht zuletzt zahlt auch der Burnside-Ring b(G), namlich der
Grothendieck-Ring der Kategorie der endlichen G-Mengen, zu den Darstellungsringen. Sie
alle sind kommutative Z-Ordnungen, die eine eigene Darstellungstheorie besitzen, die es
zu untersuchen gilt.
Um diese Aufgabe zu erleichtern, erweitert man ublicherweise den Koezientenring Z
zu einem Korper k mit der Eigenschaft, da die entstehende k-Algebra zerfallt. Auf diese
Weise erhalt man Ak(FG) := kZa(FG); Ck(FG) := kZc(FG), usw. Im Fall char k = 0
ist die Struktur dieser Algebren meist bekannt. So folgt bereits aus den Arbeiten von
R. Brauer, da CC(FG) halbeinfach ist. BQ(G) und AC(FG;Triv) sind nach L. Solomon
[21] bzw. S. Conlon [6] ebenfalls halbeinfache Algebren, und dies trit auch fur AC(FG)
zu, wenn G eine zyklische q-Sylowgruppe besitzt (J. Green [11] und M. O'Reilly [20]).
Der Schwerpunkt dieser Arbeit liegt daher auf dem Fall char k = p > 0, sozusagen der
modularen Darstellungstheorie von Darstellungsringen. Die beiden Charakteristiken p und
q von k bzw. F konnen dabei sowohl gleiche wie auch verschiedene Primzahlen sein.
Zunachst werden wir dazu im ersten Kapitel den Begri einer geschlossenen Algebra
einfuhren. Er ermoglicht es, allgemeine Ergebnisse fur die Darstellungsringe, die wir un-
tersuchen wollen, zu formulieren. Durch eine geeignete Wahl des Koezientenrings wird
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namlich jeder dieser Darstellungsringe zu einer geschlossenen Algebra. Es wird gezeigt,
da jede geschlossene R-Algebra A uber dem Zerfallungskorper von R halbeinfach ist,
und es wird beschrieben, wie die Blocke nach Reduktion modulo p zusammenfallen. Eine
wichtige Rolle spielen vor allem die Species von A, d.h. die R-Algebrenhomomorphismen




Der Rest der Arbeit widmet sich der Reihe nach dem Burnside-Ring, Charakterring,
Grothendieck-Ring und dem Trivial-Source-Ring. Durchwegs behandelt dabei der jeweils
erste Abschnitt in jedem Kapitel den Fall char k = 0 und stellt eine Zusammenfassung von
bekannten Tatsachen dar.
Die Species des Burnside-Rings sind die sogenannten Markenhomomorphismen, die bereits
W. Burnside eingefuhrt hat. Sie zahlen die Fixpunkte von G-Mengen unter jeweils einer
festen Untergruppe von G, und durch sie wird b(G) zu einer geschlossenen Z-Algebra. Die
modulare Darstellungstheorie des Burnside-Rings ndet ihren Ausgangspunkt bei A. Dress
[9], der die Primideale von b(G) beschrieben hat. Dies hat T. Yoshida [24] dazu benutzt,
um die primitiven Idempotente von Bk(G) anzugeben. Davon ausgehend untersuchen wir
in Kapitel 2 einzelne Blocke von Bk(G). Sie sind indiziert uber die Konjugationsklassen
von p-perfekten Untergruppen von G, und wir nennen BH den zu H  G gehorigen
Block, falls H p-perfekt ist. Wir geben eine kanonische k-Basis von BH an, mit deren
Hilfe wir das Jacobson-Radikal JBH von BH beschreiben (Satz 2.16) und die Loewy-
Lange l(BH) von BH nach oben durch r+1 abschatzen konnen, wenn jNG(H) : Hjp = p
r
ist (Satz 2.18). Ist G eine p-Gruppe, so ist Bk(G) eine lokale Algebra, und wir nden
auch eine Abschatzung der Loewy-Lange nach unten: Bezeichnet (G) die Frattinigruppe
von G, so gilt l(Bk(G))  r + 1, wobei r der Rang der elementarabelschen p-Gruppe
G=(G) ist (Satz 2.20). Ist G zusatzlich abelsch, so wird diese Abschatzung zur Gleichheit.
Abschlieend geben wir ein Kriterium an, wann ein Block von Bk(G) fur eine beliebige
endliche Gruppe G eine symmetrische Algebra ist. Dabei kommt es darauf an, genugend
Elemente im Sockel eines Blocks zu nden. Es stellt sich heraus, da BH genau dann
symmetrisch ist, falls p2 - jNG(H) : Hj ist (Satz 2.27). Fur Bk(G) selbst war eine ahnliches
Kriterium bereits bekannt (siehe [12]).
In Kapitel 3 untersuchen wir den Charakterring. Wir betrachten dabei R(G) uber einem
Koezientenring O, der die Werte aller Charaktere von G enthalt. Wir sind dann in der
Lage, Species des Charakterrings zu denieren, indem wir die Charaktere jeweils an einem
festen Gruppenelement auswerten. Auf diese Weise konnen wir die Ergebnisse aus Kapitel
1 auf den Charakterring anzuwenden. Wir geben die primitiven Idempotente von Rk(G)
explizit an (Satz 3.2 und 3.5) und zeigen, da Rk(G) genau dann halbeinfach ist, wenn
p die Gruppenordnung von G nicht teilt (Satz 3.6). Genauer charakterisiert Satz 3.6 die
einfachen Blocke. Nebenbei erhalten wir an dieser Stelle ein bekanntes Ergebnis, das auf
S. Berman [4] zuruckgeht: Der Charakterring enthalt auer 0 und 1 keine Idempotente.
Als nachstes stellen wir fest, da Rk(G) im Gegensatz zu Bk(G) in jedem Fall eine symme-
trische k-Algebra ist (Satz 3.8), und wir beweisen einen Induktionssatz fur Rk(G), der auf
den p-quasielementaren Untergruppen von G basiert (Satz 3.11). Auerdem beschreiben
wir das Radikal von Rk(G) als Kern der Zerlegungsabbildung (Satz 3.14) und den Sockel
als Ring der projektiven Charaktere (Satz 3.19). Leider konnen wir keine obere Schran-
ke fur die Loewy-Lange von Rk(G), dafur aber immerhin fur den Nilpotenzgrad eines
Radikal-Elements angeben. Sie wird gegeben durch den p-Exponenten von G (Satz 3.16).
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Anstelle der gewohnlichen Charaktere benutzt man beim Grothendieck-Ring die Brauer-
charaktere von G, um Species zu denieren. Sie zeigen, da c(FG) uber einem Korper
der Charakteristik 0, der die Brauercharakterwerte enthalt, ein halbeinfacher Faktorring
des Green-Rings ist. Der modulare Grothendieck-Ring Ck(FG) dagegen ist genau dann
halbeinfach, wenn p = q oder p - jGj ist (Satz 4.5). Bei der Untersuchung von Ck(FG)
beschranken wir uns ansonsten auf die Beschreibung der primitiven Idempotente (Satz 4.2
und 4.4), dem Nachweis, da Ck(FG) eine symmetrische Algebra ist (Satz 4.7), und ei-
ner Ubertragung der Nilpotenzaussagen des Charakterrings auf den Grothendieck-Ring
(Satz 4.8).
Im letzten Kapitel betrachten wir den Trivial-Source-Ring oder den Ring der q-Permutati-
onsmoduln a(FG;Triv). Die Species des Trivial-Source-Rings wurden zum ersten Mal von
S. Conlon angegeben. Wir bestimmen ein Kriterium dafur, wann diese Species nach der Re-
duktion modulo p zusammenfallen und mussen dazu die Falle p 6= q und p = q unterschei-
den. Die Ergebnisse sind in Satz 5.7 und Satz 5.11 zu nden. Es folgt, da Ak(FG;Triv)
genau dann halbeinfach ist, wenn p - jGj ist (Satz 5.13). Diese Aussage beruht wie beim
Charakterring auf der Charakterisierung der einfachen Blocke von Ak(FG;Triv). Schlie-
lich zeigen wir, da auch a(FG;Triv) auer 0 und 1 keine Idempotente besitzt.
Bedanken mochte ich mich abschlieend bei der Universitat Augsburg, die einen Teil mei-
ner Promotionszeit mit einem Stipendium unterstutzt hat, und naturlich bei meinem Be-
treuer Prof. Dr. B. Kulshammer fur viele lehrreiche Stunden und fur seine Unterstutzung,
die mir immer gewi war.
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KAPITEL 1
Geschlossene Algebren
Da die Ringstrukturen der verschiedenen Darstellungsringe einander ahnlich sind, mochte
man sie naturlich so weit wie moglich einheitlich behandeln. Als geeignete Verallgemeine-
rung stellt sich der von D. Kletzing in [17] eingefuhrte Begri der geschlossenen Algebra
heraus. Wir werden spater sehen, da die meisten Darstellungsringe geschlossene Algebren
sind, wenn man den Koezientenbereich geeignet wahlt.
1. Denition und Eigenschaften
Dieser Abschnitt ist im wesentlichen eine Zusammenfassung von Ergebnissen aus [17].
Seien R ein Dedekindring und A eine kommutative R-Algebra mit Einselement, die tor-
sionsfrei als R-Modul ist. Einen Homomorphismus ' : A ! R von R-Algebren nennen
wir Species, und wir bezeichnen mit SpR(A) die Menge aller Species von A. Auerdem sei
SpecR das Primideal-Spektrum von R. Fur ' 2 SpR(A) und P 2 SpecR sei das Primideal
p(';P ) von A deniert durch
p(';P ) := fa 2 A : '(a) 2 Pg:
Wir setzen
Supp(';P ) := f 2 SpR(A) : p( ; 0)  p(';P )g:
und nennen Supp(';P ) den Trager von ' bei P . Oenbar ist stets ' 2 Supp(';P ).






Es leiten sich folgende elementare Eigenschaften von geschlossenen Algebren ab:
Satz 1.2. Sei A eine geschlossene R-Algebra. Dann gilt:
(i) A ist eine ganze Ringerweiterung von R.
(ii) Jedes Primideal in A ist von der Form p(';P ) fur ein ' 2 SpR(A) und ein P 2
SpecR.
(iii) A besitzt Krull-Dimension 1; insbesondere sind Primideale der Form p('; 0) mini-
mal und Primideale der Form p(';P ) fur P 6= 0 maximal.
Beweis. [17, Prop 1.2].
1
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Denition 1.3. Sei P 2 SpecR. Zwei Elemente '; 2 SpR(A) nennen wir P -aquivalent,
falls p( ;P ) = p(';P ) gilt. Gegebenenfalls schreiben wir ' P  .
Lemma 1.4.
(i) Fur '; 2 SpR(A) und P 2 SpecR sind aquivalent:
(1) ' P  .
(2) Supp(';P ) = Supp( ;P ).
(3)  2 Supp(';P ).
(4) '   (mod P ).
Insbesondere ist Supp('; 0) = f'g.
(ii) Existieren '1; : : : ; 'n 2 SpR(A) mit
Tn
i=1Ker'i = 0, so ist SpR(A) = f'1; : : : ; 'ng.
Insbesondere besitzt eine geschlossene R-Algebra nur endlich viele Species.
Beweis. (i) (1))(2))(3): Trivial.
(3))(4): Seien  2 Supp(';P ) und a 2 A. Dann ist 0 =  (a)   (a) =  (a    (a)  1A),
d.h. a   (a)  1A 2 p( ; 0)  p(';P ). Folglich ist '(a)   (a) = '(a   (a)  1A) 2 P .
(4))(1): Sei a 2 p(';P ), d.h. '(a) 2 P . Im Fall '   (mod P ) ist '(a)  (a) 2 P , also
auch  (a) 2 P . Dies zeigt p(';P )  p( ;P ). Aus Symmetriegrunden ist p(';P ) = p( ;P ),
d.h. ' P  .
(ii) Sei ' 2 SpR(A). Dann ist
Tn
i=1Ker'i = 0  Ker' und damit Ker'i  Ker' fur ein
i 2 f1; : : : ; ng. Folglich ist 'i 2 Supp('; 0), also ' = 'i nach (i).
Wir gehen jetzt uber zu Lokalisierungen. Fur P 2 SpecR bezeichnen wir mit RP die
Lokalisierung von R nach P . Zu jedem ' 2 SpR(A) erhalten wir eine lokale RP -Algebra
Ap(';P ). Aus Lemma 1.4(i) folgt, da jedes  2 Supp(';P ) einen Homomorphismus  ̂ :




 (b) fur a 2 A und
b 2 A n p(';P ) deniert.
Der nachste Satz zeigt, da sich die Geschlossenheit von A auch auf seine Lokalisierungen
vererbt.
Satz 1.5. Seien A eine geschlossene R-Algebra, ' 2 SpR(A) und P 2 SpecR. Dann gilt:
(i) Ap(';P ) ist eine geschlossene RP -Algebra.
(ii) SpRP (Ap(';P )) = f ̂ :  2 Supp(';P )g:
(iii) Ap(';P ) ist frei als RP -Modul mit rkRP Ap(';P )  jSupp(';P )j.
(iv) Ist A frei als R-Modul und rkRA = jSpR(A)j, so ist rkRP Ap(';P ) = jSupp(';P )j.
Beweis. [17, Prop. 1.3, Cor. 1.4 und Cor. 1.6].
Wir wahlen ein Reprasentantensystem RP fur die P -Aquivalenzklassen von SpR(A). Fur
' 2 RP sei der Homomorphismus i' : RPRA! Ap(';P ) von RP -Algebren gegeben durch
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ist ein Isomorphismus von RP -Algebren.
Beweis. [17, Prop. 1.5].
2. Idempotente
Seien R ein Dedekindring, K der Quotientenkorper von R, P 6= 0 ein Primideal in R,
k := R=P der Restklassenkorper und A eine kommutative torsionsfreie R-Algebra, die
endlich erzeugt als R-Modul ist. Wir setzen AK := K R A und Ak := k R A. Fur jedes
Element ' 2 SpR(A) bezeichnen wir auch die Fortsetzung AK ! K mit '.
Zunachst geben wir einen nutzlichen Satz an, mit Hilfe dessen wir nachweisen werden, da
gewisse Darstellungsringe geschlossene Algebren sind.
Satz 1.7. Es ist jSpR(A)j  dimK AK, und die folgenden Aussagen sind aquivalent:




' : AK ! K
jSpR(A)j ist ein Isomorphismus von K-
Algebren.
(3) AK ist eine zerfallende halbeinfache K-Algebra.
(4) jSpR(A)j = dimK AK .
Beweis. Da A endlich erzeugt ist, ist jSpR(A)j <1, etwa SpR(A) = f'1; : : : ; 'ng. Wegen
0 2 SpecR zeigt Lemma 1.4(i), da die Kerne Ker'1; : : : ; Ker'n paarweise verschieden




'i : AK ! K
n
nach dem Chinesischen Restsatz ein Epimorphismus von K-Algebren; insbesondere ist
dimK AK  n = jSpR(A)j.
(1))(2): Ist A eine geschlossene R-Algebra, so ist
Tn
i=1Ker'i = 0, d.h.  ist auch injektiv.
(2))(3): Klar.
(3))(4): Sei AK eine zerfallende halbeinfache K-Algebra. Da AK kommutativ ist, ist
nach Wedderburn AK = K
m fur ein m 2 N. Verknupft man diesen Isomorphismus fur
i = 1; : : : ;m mit der Projektion Km ! K auf die i-te Komponente, so erhalt man m
paarweise verschiedene Species AK ! K. Daher ist
jSpR(A)j = jSpK(AK)j  m = dimK AK :
(4))(1): Im Fall dimK AK = jSpR(A)j = n ist  ein Isomorphismus. Daher ist \
n
i=1Ker'i
= Ker = 0, d.h. A ist eine geschlossene R-Algebra.
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Sei ab jetzt A eine geschlossene R-Algebra. Ziel dieses Abschnitts ist es, die primitiven
Idempotente von A, AK und Ak zu bestimmen.
Satz 1.7 zeigt, da AK in eine direkte Summe von jSpR(A)j Kopien von K zerfallt. Die
primitiven Idempotente von AK stehen also in Bijektion zu SpR(A). Das zu  2 SpR(A)
gehorige primitive Idempotent e ist dabei charakterisiert durch
'(e ) =
(
1; falls ' =  ;
0; falls ' 6=  :
Wir betrachten die Zariski-Topologie von SpecA. Per Denition ist eine Teilmenge von
SpecA in dieser Topologie genau dann abgeschlossen, wenn sie von der Form
V (I) := fp 2 SpecA : I  pg
fur ein Ideal I in A ist. Dann liefert die Abbildung
! : e 7! fp 2 SpecA : e =2 pg
eine Bijektion zwischen den Idempotenten von A und den oenen abgeschlossenen Teil-
mengen von SpecA (siehe z.B. [16, p. 406, Thm. 7.3]). Ein Idempotent ist dabei genau
dann primitiv, wenn die zugehorige Menge !(e) eine Zusammenhangskomponente bildet.
Wir wollen auf diesem Weg die primitiven Idempotente von A bestimmen, d.h. wir mussen
die Zusammenhangskomponenten von SpecA ermitteln.
Ob zwei Primideale p(';P ) und p( ;Q) in derselben Zusammenhangskomponente von
SpecA liegen, hangt oenbar nur von ' und  ab; denn fur jedes P 0 2 SpecR liegt
p(';P 0) im Abschlu von fp('; 0)g, und daher liegen die Ideale p(';P 0) (P 0 2 SpecR) alle
in der gleichen Zusammenhangskomponente von SpecA.
Denition 1.8. Wir nennen '; 2 SpR(A) zusammenhangend und schreiben '   ,
wenn '0='; '1; : : : ; 'n 1; 'n= 2 SpR(A) und P1; : : : ; Pn 2 SpecR mit 'i 1 Pi 'i
fur i = 1; : : : ; n existieren.
Satz 1.9. Fur '; 2 SpR(A) und P;Q 2 SpecR sind die folgenden Aussagen aquivalent:
(1) Die Primideale p(';P ) und p( ;Q) liegen in derselben Zusammenhangskomponente
von SpecA.
(2) Es existieren minimale Primideale p0; : : : ; pn in A mit p(';P ) 2 V (p0), p( ;Q) 2
V (pn) und V (pi 1) \ V (pi) 6= ; fur i = 1; : : : ; n.
(3) ' und  sind zusammenhangend.
Beweis. (1))(2): Wir bezeichnen mitM die Menge aller minimalen Primideale p in A mit
der Eigenschaft, da eine Kette p0; : : : ; pn = p von minimalen Primidealen mit p(';P ) 2








Nach der Denition vonM sind X und Y disjunkt und SpecA = X _[Y . Da A nur endlich
viele minimale Primideale enthalt (siehe Satz 1.2(iii) und Lemma 1.4(ii)), sind X und Y
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als endliche Vereinigung von abgeschlossenen Mengen selbst abgeschlossen. Daher ist X
eine oene abgeschlossene Teilmenge von SpecA.
Seien jetzt Z die Zusammenhangskomponente von SpecA, in der p(';P ) und p( ;Q)
enthalten sind, und p; p0 2 SpecA mit p  p0. Da Z abgeschlossen und oen ist, existieren
Ideal I und J in A mit Z = V (I) und SpecA n Z = V (J), und es gilt:
p 2 Z ) I  p ) I  p0 ) p0 2 Z;
p
0 2 Z ) J 6 p0 ) J 6 p ) p 2 Z;
also p 2 Z () p0 2 Z. Dies zeigt, da X in Z enthalten und damit p( ;Q) 2 Z = X ist.
(2))(3): Sei (2) erfullt, und fur i = 0; : : : ; n sei pi = p('i; 0) fur ein 'i 2 SpR(A). Fur i =
1; : : : ; n existiert nach Voraussetzung ein Primideal p('0; P 0) 2 V (p('i 1; 0))\V (p('i; 0)).
Folglich sind 'i 1 und 'i in Supp('
0; P 0) enthalten und daher 'i 1 P 0 '
0 P 0 'i nach
Lemma 1.4. Wegen p('0; 0)  p(';P ) und p('n; 0)  p( ;Q) sind auerdem ' P '0 und
'n Q  , d.h. ' und  sind zusammenhangend.
(3))(1): Seien ' und  zusammenhangend, d.h. es existieren '0='; '1; : : : ; 'n 1; 'n=
 2 SpR(A) und P1; : : : ; Pn 2 SpecR mit 'i 1 Pi 'i fur i = 1; : : : ; n. Nach der Vorbe-
merkung liegen fur i = 2; : : : ; n die Primideale p('i 1; Pi 1) und p('i 1; Pi) = p('i; Pi) in
derselben Zusammenhangskomponente von SpecA. Dies zeigt, da p('0; P1) = p('1; P1)
und p('n; Pn) und damit auch p(';P ) und p( ;Q) in derselben Zusammenhangskompo-
nente liegen.
Ist R ein Reprasentantensystem fur die Zusammenhangsklassen von SpR(A), so gilt:
Satz 1.10. Die primitiven Idempotente von A sind
P
 ' e (' 2 R).
Beweis. Nach Satz 1.9 sind Z' := fp( ;Q) :   '; Q 2 SpecRg (' 2 R) die Zusam-
menhangskomponenten von SpecA. Ist ! die vorher angegebene Bijektion zwischen den
Idempotenten von A und den oenen abgeschlossenen Teilmengen von SpecA, so sind
! 1(Z') (' 2 R) die primitiven Idempotente von A.
Sei jetzt ' 2 R und e := ! 1(Z') ein primitives Idempotent, d.h. Z' = !(e) = fp 2











1; falls  2 X;
0; falls  =2 X;
also
 2 X ()  (e) =2 Q () e =2 p( ;Q) () p( ;Q) 2 Z' ()   ':
Folglich ist X = f 2 SpR(A) :   'g und e =
P
 ' e .
Um die primitiven Idempotente von Ak zu bestimmen, machen wir einen Umweg uber
AP := RP R A. Wir wahlen wieder ein Reprasentantensystem RP fur die P -Aquivalenz-
klassen von SpR(A). Mit JAp(';P ) bzw. JRP bezeichnen wir jeweils das Jacobson-Radikal.
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Lemma 1.11. Fur ' 2 RP ist die Abbildung
 : Ap(';P )=JAp(';P ) ! RP =PP ; x+ JAp(';P ) 7! '̂(x) + PP
ein Isomorphismus von RP -Algebren; insbesondere ist
Ap(';P )=JAp(';P ) = k:
Beweis. Zunachst ist  wegen '̂(JAp(';P ))  JRP = PP wohldeniert. Sind a 2 A und












2 p(';P )p(';P ) = JAp(';P ):
Dies zeigt, da  injektiv ist. Andererseits ist RP =PP = R=P = k ein Korper und oenbar
 6= 0. Somit ist  auch surjektiv und Ap(';P )=JAp(';P ) = RP =PP = k.
Satz 1.12. Die primitiven Idempotente von AP sind f' :=
P
 P'
e (' 2 RP ), und fur
' 2 RP gilt:
AP f' = Ap(';P ):
Beweis. Fur ' 2 RP ist nach dem vorigen Lemma Ap(';P )=JAp(';P ) = k ein Korper, d.h.













in Blocke B' von AP . Fur ' 2 RP existiert also ein primitives Idempotent f von AP mit
AP f = B', und es bleibt zu zeigen, da f = f' ist.
f ist das Einselement in B', und fur  2 Supp(';P ) ist
( ̂  i')(f) =  ̂(1Ap(';P )) = 1:
Andererseits gilt fur x 2 RP und a 2 A:






= x (a) =  (x a);




e fur eine Teilmenge X' von SpR(A), und es gilt:












gilt sogar Gleichheit, und es ist f =
P
 2Supp(';P ) e = f'.
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Wir kommen jetzt auf Ak zuruck. Wir bezeichnen mit  die Reduktion modulo P , d.h.
die kanonischen Epimorphismen  : R ! R=P = k und  : RP ! RP =PP ! R=P = k
sowie die davon induzierten Epimorphismen
 : A! R=P R A = Ak
und
 : AP = RP R A! RP =PP R A! R=P R A = Ak:
Auerdem sei ' : Ak ! k fur ' 2 SpR(A) die reduzierte Abbildung, d.h. '(xa) = x'(a)
fur x 2 k; a 2 A.
Satz 1.13. Jedes Idempotent von Ak lat sich auf eindeutige Weise zu einem Idempotent




e (' 2 RP )
die primitiven Idempotente von Ak.
Beweis. Es genugt zu zeigen, da jedes primitive Idempotent in Ak von der Form f' fur
ein ' 2 RP ist, und da die Idempotente f' (' 2 RP ) paarweise verschieden sind.




f' ist die (bis auf die Reihenfolge) eindeutige Zerlegung der Eins von AP
in primitive Idempotente. Nach Reduktion modulo P liefert dies eine Zerlegung der Eins
von Ak in Idempotente f'. Wegen f' f = f'f = 0 = 0 fur ' 6=  sind die Elemente
f' (' 2 RP ) paarweise verschieden.





Nach Lemma 1.11 und Satz 1.12 ist
Akf' = k R AP f' = k R Ap(';P )
und
Akf'=JAkf' = k R (Ap(';P )=JAp(';P )) = k:
Dies zeigt, da Akf' eine lokale k-Algebra und damit ein Block von Ak ist. Insbesondere
ist f' ein primitives Idempotent von Ak.
3. Blocke und Halbeinfachheit
Wir fuhren die Bezeichnungen aus dem vorigen Abschnitt fort und nehmen weiterhin an,
da A eine geschlossene R-Algebra ist.
Da Ak eine kommutative k-Algebra ist, sind die primitiven Idempotente f' (' 2 RP ) von
Ak zugleich die Blockidempotente, und die Zerlegung 1Ak =
P
'2RP
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von Ak. Auerdem ist jeder Block Akf' ein projektiv unzerlegbarer Ak-Modul. Folglich
liegt genau ein einfacher Ak-Modul in Akf', namlich Akf'=JAkf'. Andererseits induziert
jedes  2 SpR(A) einen 1-dimensionalen (also einfachen) Ak-Modul S durch xs :=  (x) s
fur x 2 Ak; s 2 S . Wegen
f' s =  (f') s =  (f') s =
X
P'
 (e) s =
(
s; falls  P ';
0; falls  6P '
fur s 2 S liegt S genau dann im Block Akf', wenn  P ' gilt. In diesem Fall ist
S ' Akf'=JAkf'. Es gilt also:
Lemma 1.14.
(i) S' (' 2 RP ) sind (bis auf Isomorphie) die einfachen Ak-Moduln; insbesondere ist
jeder einfache Ak-Modul 1-dimensional.
(ii) Fur '; 2 SpR(A) gilt: ' =  () ' P  .
(iii) Spk(Ak) = f' : ' 2 RPg
Beweis. (i) folgt aus S' ' Akf'=JAkf'.
(ii) Nach der Vorbemerkung gilt fur '; 2 SpR(A):
 = ' () S ' S' ' Akf'=JAkf' ()  P ':
(iii) Da jedes Element in SpR(A) einen 1-dimensionalen Ak-Modul induziert, folgt die
Behauptung aus (i).
Satz 1.15. Seien ' 2 RP und Akf' ein Block von Ak. Dann sind aquivalent:
(1) Akf' ist einfach.
(2) Fur  2 SpR(A) gilt: ' =  () ' =  .
Insbesondere ist Ak genau dann halbeinfach, wenn fur alle '; 2 SpR(A) gilt: ' =  ()
' =  .
Beweis. Nach Satz 1.12 und Satz 1.5 ist
dimkAkf' = rkRP AP f' = rkRP Ap(';p) = jSupp(';P )j:
S' ist bis auf Isomorphie der einzige einfache Ak-Modul, der in Akf' enthalten ist, und
zwar mit Vielfachheit dimk S' = 1. Daher gilt:
Akf' einfach () Akf' ' S' () jSupp(';P )j = dimk Akf' = 1:
Aus Lemma 1.14(ii) folgt jetzt die Behauptung.
Zum Schlu geben wir noch das Jacobson-Radikal JAk von Ak an:
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Beweis. Sei ' 2 RP . Dann gilt fur den Annullator AnnS' von S':
AnnS' = fx 2 Ak : xs = 0 fur alle s 2 S'g = fx 2 Ak : '(x) = 0g = Ker':











Seien G eine endliche Gruppe und b+(G) die Menge der Isomorphieklassen von endlichen
G-Mengen. Bezeichnen wir die Isomorphieklasse einer G-Menge X mit [X] und setzen fur
G-Mengen X;Y
[X] + [Y ] := [X _[ Y ];
[X]  [Y ] := [X  Y ];
so wird b+(G) zu einem kommutativen Halbring. Der Grothendieck-Ring b(G) von b+(G)
ist der Burnside-Ring von G.
Jede G-Menge X lat sich auf eindeutige Weise in eine disjunkte Vereinigung X =
X1 _[ : : : _[Xn von transitiven G-Mengen X1; : : : ;Xn, namlich den Bahnen von X unter G,
zerlegen. Daher ist b(G) ein freier Z-Modul mit den Isomorphieklassen von transitiven G-
Mengen als Basis. Fur jede Untergruppe H von G wird die Menge der Linksnebenklassen
G=H von G nach H durch Linksmultiplikation zu einer transitiven G-Menge. Anderer-
seits ist jede transitive G-Menge isomorph zu G=H fur eine Untergruppe H von G. Fur
H;K  G sind G=H und G=K isomorph als G-Mengen genau dann, wenn H und K in
G konjugiert sind. Ist also S ein Reprasentantensystem fur die Konjugationsklassen von
Untergruppen von G, so ist f[G=H] : H 2 Sg eine Z-Basis von b(G).
1. Der gewohnliche Fall
SeiK ein Korper der Charakteristik 0, dessen Ganzheitsring O uber Z ein Dedekindring ist
(z.B. ein algebraischer Zahlkorper). Wir betrachten in diesem Abschnitt BO(G) := O Z
b(G) und BK(G) := K Z b(G). Fur H  G bezeichnen wir mit X
H die Fixpunktmenge
einer G-Menge X unter H. Wir erhalten auf diese Weise eine Abbildung
'H : BO(G)! O; [X] 7! jX
H j;
die wegen j(X _[ Y )H j = jXH j+ jY H j und j(X  Y )H j = jXH j  jY H j fur G-Mengen X;Y
ein Ringhomomorphismus ist undMarkenhomomorphismus genannt wird. Wir bezeichnen
die Fortsetzung BK(G)! K von 'H ebenfalls mit 'H .
Lemma 2.1. Seien H; I  G. Dann gilt:
(i) 'H([G=I]) = jfgI 2 G=I : g
 1Hg  Igj; insbes. ist 'H([G=H]) = jNG(H) : Hj.
(ii) 'H([G=I]) 6= 0 () H .G I.
(iii) 'H = 'I () H G I.
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(v) Fur x 2 BO(G) existieren I 2 O mit





Beweis. (i)-(iii) Dies folgt leicht aus der Denition der Markenhomomorphismen.
(iv), (v) Siehe z.B. [8, x80].
Satz 2.2.
(i) BO(G) ist eine geschlossene O-Algebra mit SpO(BO(H)) = f'H : H 2 Sg.








ist ein Isomorphismus von K-Algebren; insbesondere ist BK(G) halbeinfach.
Beweis. Nach Lemma 2.1(iii) haben wir mindestens jSj = rkZ b(G) = dimK BK(G) ver-
schiedene Markenhomomorphismen. Daher folgen die Behauptungen aus Satz 1.7.
Die primitiven Idempotente eH (H 2 S) von BK(G) sind also die Urbilder der kanonischen
primitiven Idempotente von K jSj unter ', d.h. sie werden charakterisiert durch
'I(eH) =
(
1; falls H G I;
0; falls H 6G I:
Lemma 2.3. Seien H 2 S, I  G und x 2 BK(G). Dann gilt:
(i) x  eH = 'H(x) eH .
(ii) Ist H nicht subkonjugiert zu I, so ist [G=I] eH = 0.
Beweis. (i) Fur alle I 2 S ist
'I(x  eH) = 'I(x)'I (eH) = 'H(x) IH = 'H(x)'I(eH) = 'I('H(x) eH ):
Aus der Injektivitat von ' folgt die Behauptung.
(ii) Im Fall H 6.G I folgt aus (i) und Lemma 2.1(ii):
[G=I] eH = 'H([G=I]) eH = 0  eH = 0:
Mit Hilfe der Mobius-Inversion kann eH fur H 2 S sogar explizit angegeben werden.
Sei dazu S(G) der Untergruppenverband von G. S(G) bildet bzgl. der Inklusion eine
partiell geordnete Menge (poset), und als solche besitzt S(G) eine Mobius-Funktion  :




1; falls H = I;
0; falls H 6= I;
fur H; I  G deniert ist. Dann gilt:
2. DER BURNSIDE-RING 12











Zuletzt sollen noch die Restriktions- und Induktionsabbildung auf Burnside-Ringen de-
niert werden. Sei dazu eine Untergruppe H von G gegeben. Dann wird jede G-Menge X
zu einer H-Menge XH , indem man die G-Operation auf H einschrankt. Diese Restriktion
von G-Mengen induziert eine Restriktionsabbildung
ResGH : b(G)! b(H); [X] 7! [XH ]
von Burnside-Ringen. Oenbar ist ResGH ein Ringhomomorphismus.
Sei umgekehrt Y eine H-Menge. Dann ist auch GY eine H-Menge, wenn man h(g; y) :=
(gh 1; hy) fur h 2 H; g 2 G; y 2 Y deniert, und die Menge G H Y aller H-Bahnen
[g; y] (g 2 G; y 2 Y ) von GY wird durch g
0
[g; y] := [g0g; y] fur g; g0 2 G; y 2 Y zu einer
G-Menge. Auf diese Weise erhalt man eine Induktionsabbildung
IndGH : b(H)! b(G); [Y ] 7! [GH Y ]
von Burnside-Ringen. IndGH ist ein Homomorphismus von Z-Moduln, aber im allgemeinen
kein Ringhomomorphismus.
Man rechnet leicht nach, da folgendes richtig ist:











(iv) IndGH(eH;L) = jNG(L) : NH(L)j eL.
Dabei sind eH;L (L 2 S(H)) die primitiven Idempotente von BK(H).
Analog hat man auch Restriktions- und Induktionsabbildungen fur BO(G) und BK(G).
Wir bezeichnen diese Abbildungen ebenfalls mit ResGH bzw. Ind
G
H .
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2. Der modulare Fall
Seien p eine Primzahl und p ein Primideal in O mit p 2 p. Der Restklassenkorper k :=
O=p ist also ein Korper der Charakteristik p. Wir wollen die modulare Burnside-Algebra
Bk(G) := k Z b(G) untersuchen. Wir bezeichnen mit  die Reduktion modulo p, d.h.
den kanonischen Epimorphismus O ! k sowie den davon induzierten Epimorphismus
BO(G) ! Bk(G). Fur H  G sei auerdem 'H : Bk(G) ! k die Abbildung, die man
erhalt, wenn man 'H modulo p reduziert.
Sei S wieder ein Reprasentantensystem fur die Konjugationsklassen von Untergruppen
von G. Fur H  G sei Op(H) das p-Residuum von H, namlich der (eindeutig bestimmte)
kleinste Normalteiler N von H, so da H=N eine p-Gruppe ist. Zwei Untergruppen H und
I von G nennen wir p-konjugiert , falls Op(H) und Op(I) in G konjugiert sind. Wir nennen
eine Untergruppe H von G p-perfekt , falls Op(H) = H ist, und setzen
P := fH 2 S : H ist p-perfektg:
P ist also ein Reprasentantensystem fur die Konjugationsklassen von p-perfekten Unter-
gruppen von G. Fur H 2 P denieren wir auerdem
SH := fI 2 S : O
p(I) G Hg:
Meinen wir diesselben Mengen in Bezug auf eine Untergruppe U von G statt auf G selbst,
so schreiben wir S(U), P(U), SH(U).
Fur jedes I 2 S ist Op(I) wegen Op(Op(I)) = Op(I) eine p-perfekte Untergruppe von G.
Daher ist I 2 S in einer der Mengen SH (H 2 P) enthalten. Seien andererseits H;H
0 2 P
mit SH \ SH0 6= ;, etwa I 2 SH \ SH0 . Dann ist H G O
p(I) G H
0, also H = H 0. Dies






Die Aussagen der beiden folgenden Lemmata durften wohlbekannt sein:
Lemma 2.6. Seien H  G und N E H, so da H=N eine p-Gruppe ist. Dann gilt fur
x 2 b(G):
'H(x)  'N (x) (mod p):
Beweis. Ohne Einschrankung sei x = [X] fur eine endliche G-Menge X. Oenbar ist
XH  XN , undH=N operiert aufXN mitXH als Fixpunktmenge. Daher zerfalltXN nXH
in nichttriviale Bahnen von p-Potenzlange, und es ist
'H([X]) = jX
H j  jXN j = 'N ([X]) (mod p):
Lemma 2.7. Sei H 2 P. Dann gilt:
(i) H ist das bzgl. Subkonjugation kleinste Element in SH .
(ii) Es existiert ein S 2 SH mit der Eigenschaft p - jNG(S) : Sj.
(iii) S ist das bzgl. Subkonjugation grote Element in SH ; insbesondere ist S 2 SH
eindeutig bestimmt.
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Beweis. (i) Oensichtlich ist H 2 SH , und fur alle I 2 SH gilt H G O
p(I)  I.
(ii) Wir wahlen eine Untergruppe S von NG(H), so da S=H eine p-Sylowgruppe von
NG(H)=H ist. Wegen H E S ist Op(S)  H. Andererseits ist wegen Op(S) E S auch
Op(S) E H und H=Op(S) eine p-Gruppe, also Op(H)  Op(S). Dies zeigt, da Op(S) =
Op(H) = H ist. Ersetzt man jetzt S durch eine geeignete konjugierte Untergruppe von G,
so ist S 2 SH .
Da H = Op(S) charakteristisch in S ist, ist H E NG(S). Folglich ist NG(S)  NG(H),
also p - jNG(S) : Sj nach der Wahl von S.
(iii) Sei I 2 SH . Dann gilt nach Lemma 2.6:
'I([G=S])  'H([G=S])  'S([G=S]) = jNG(S) : Sj 6 0 (mod p):
Nach Lemma 2.1(ii) ist daher I .G S.
Fur H 2 P bezeichnen wir ab jetzt mit SH das eindeutig bestimmte Element aus SH mit
der Eigenschaft p - jNG(SH) : SH j. Dabei wollen wir ohne Einschrankung annehmen, da
H in SH enthalten ist. Nach dem obigen Lemma ist sowohl P als auch fSH : H 2 Pg ein
Reprasentantensystem fur die p-Konjugationsklassen von Untergruppen von G.
Satz 2.8 (A. Dress [9]). Fur H; I 2 S gilt:
'H = 'I () O
p(H) G O
p(I):
Beweis. (: Im Fall Op(H) G O
p(I) gilt nach Lemma 2.6:
'H  'Op(H) = 'Op(I)  'I (mod p):
): Seien 'H = 'I und S  NG(O
p(H)); T  NG(O
p(I)), so da S=Op(H) und T=Op(I)
p-Sylowgruppen von NG(O
p(H))=Op(H) bzw. NG(O
p(I))=Op(I) sind. Nach Lemma 2.7(ii)
ist Op(S) = Op(H) und Op(T ) = Op(I), also
'S  'H  'I  'T (mod p):
nach dem ersten Teil des Beweises. Auerdem ist p - jNG(S) : Sj und daher
'T ([G=S])  'S([G=S]) = jNG(S) : Sj 6 0 (mod p):
Insbesondere ist 'T ([G=S]) 6= 0, also T .G S nach Lemma 2.1(ii). Aus Symmetriegrunden
ist S G T und
Op(H) = Op(S) G O
p(T ) = Op(I):





Dann ist ffH : H 2 Pg die Menge der primitiven Idempotente von Bk(G).
Beweis. Wende Satz 1.13 auf die geschlossene O-Algebra BO(G) an.
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Fur H 2 P setzen wir zur Abkurzung BH := Bk(G)fH .
Satz 2.10. Sei H 2 P.
(i) Der Block BH ist genau dann eine einfache k-Algebra, wenn SH = H ist.
(ii) (E. Jacobson [15]) Bk(G) ist genau dann halbeinfach, wenn p - jGj ist.
Beweis. (i) Nach Satz 1.15 gilt:
BH einfach () jSH j = 1 () SH = H:
(ii) Bk(G) ist genau dann halbeinfach, wenn jeder Block BH einfach ist. Im Fall p - jGj
ist die Bedingung SH = H oenbar fur jede Untergruppe H von G erfullt. Im Fall p j jGj
dagegen ist der zur trivialen Untergruppe gehorige Block B1 nicht einfach, da S1 6= 1 eine
p-Sylowgruppe von G ist.
Im folgenden schreiben wir auch  und . statt G bzw. .G, falls keine Verwechslung zu











Lemma 2.11. Fur I 2 SH ist [G=I]  [G=I] fH (mod B
0
k(G;H)).
Beweis. Sei I 2 SH . Dann ist











[G=I] eL = 0:






Sei jetzt H 0 2 P n fHg mit H 0 . I. Dann ist H 0 = Op(H 0) . Op(I)  H. Fur L 2 SH0
ist also H 6. L, denn sonst ware H 0 . H = Op(H) . Op(L) = H 0 und daher H 0  H.















und [G=I] fH0 2 B
0
k(G;H). Wir erhalten also
[G=I]  [G=I] fH (mod B
0
k(G;H)):
Lemma 2.12. Die Elemente [G=I] fH (I 2 SH) bilden eine k-Basis von BH .
Beweis. Nach dem vorigen Lemma sind die Elemente [G=I] fH + B
0
k(G;H) (I 2 SH) in
Bk(G)=B
0
k(G;H) linear unabhangig. Folglich sind auch [G=I] fH (I 2 SH) in Bk(G) linear
unabhangig. Wegen jSH j = dimk BH bilden diese Elemente eine Basis von BH .
Lemma 2.13. Sei H := Op(G). Dann ist die k-lineare Abbildung
 : Bk(G=H)! Bk(G)fH ;
die durch
[(G=H)=(I=H)] 7! [G=I] fH
fur I 2 SH deniert ist, ein Isomorphismus von k-Algebren.
Beweis. Oenbar ist  ein Homomorphismus von k-Algebren. Nach dem vorigen Lemma
ist  surjektiv und wegen dimk Bk(G=H) = jSH j = dimk Bk(G)fH auch injektiv.
Als nachstes geben wir an, wie sich das Idempotent fH von Bk(G) unter der Restriktion
verhalt. Ist U eine Untergruppe von G, so bezeichnen wir die primitiven Idempotente von
BK(U) und Bk(U) zur Unterscheidung mit eU;L (L 2 S(U)) bzw. fU;L (L 2 P(U)).
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Zuletzt kommen wir noch auf stabile Elemente zu sprechen. Seien S eine Untergruppe von





gilt. Dabei ist gx deniert durch g[S=L] := [gS=gL] fur L  S. Das Element x heit G-
stabil , falls es g-stabil fur jedes g 2 G ist. Die Menge der G-stabilen Elemente von Bk(S)
bezeichnen wir mit Bk(S)
G. Oenbar ist Bk(S)
G eine k-Unteralgebra von Bk(S).
Jetzt konnen wir den folgenden Transfer-Satz formulieren:
Satz 2.15 (T. Yoshida). Sei H 2 P. Dann gilt:
(i) Die Abbildung
Bk(G)fH ! Bk(SH)
G fSH ;H ; x 7! Res
G
SH (x)
ist ein Isomorphismus von k-Algebren.
(ii) Bk(SH)
G fSH ;H = Bk(SH)
NG(H) fSH ;H .
(iii) Bk(G)fH = Bk(NG(H))fNG(H);H .
Beweis. Siehe [25, Lemma 4.1, Cor. 4.2].
3. Das Radikal
Seien H 2 P und JBH das Jacobson-Radikal des Blocks BH = Bk(G)fH von Bk(G). Im
letzten Abschnitt haben wir bereits gesehen, da genau dann JBH = 0 ist, wenn SH = fHg
gilt. Im allgemeinen sieht das Jacobson-Radikal von BH wie folgt aus:





Beweis. Sei J :=
L
I2SHnfSHg
k[G=I] fH . Da BH eine lokale k-Algebra ist, genugt es zu
zeigen, da J ein Ideal in BH mit dimk BH=J = 1 ist.
Seien I 2 SH n fSHg und L  G. Nach Lemma 2.1(v) gilt
[G=I] fH  [G=L] fH =
X
IgL2InG=L
[G=I \ gL] fH :
Im Fall H  I \ gL zeigt man wie im Beweis von Lemma 2.11, da [G=I \ gL] fH = 0 ist.
Daher ist




k [G=M ] fH ;
und es folgt, da J ein Ideal in BH ist. Da nach Lemma 2.12 die Elemente [G=I] fH
(I 2 SH) linear abhangig sind, ist
dimk J = jSH j   1 = dimk BH   1:
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Jetzt folgt leicht:
Satz 2.17. Bis auf Isomorphie existiert genau ein einfacher BH -Modul M . M ist ein
1-dimensionaler Modul, und die Basis [G=I] fH (I 2 SH) von BH operiert auf M durch
Multiplikation mit jNG(SH) : SH j fur I = SH bzw. mit 0 fur I 6= SH.
Beweis. Da M := BH=JBH = k ([G=SH ] fH + JBH) 1-dimensional ist, ist M bis auf
Isomorphie der einzige BH-Modul. Die restlichen Behauptungen folgen aus
[G=I] fH 2 JBH  AnnM







SH = jfSHgSH 2 SHnG=SH : SH \
gSH G SHgj = jNG(SH) : SH j:
Wir bestimmen jetzt die hoheren Radikalpotenzen JnBH := (JBH)
n (n 2 N), um die
Loewy-Lange von BH abschatzen zu konnen.
Satz 2.18. Sei jSH=Hj = p





k [G=I] fH ;
insbesondere ist Jr+1BH = 0.
Beweis. Fur n = 1 folgt die Behauptung aus Satz 2.16. Sei also n > 1 und die Behauptung





k [G=I] fH :
Dann genugt es zu zeigen, da fur I 2 SH mit jI=Hj  p
r n+1 und L 2 SH n fSHg gilt:




k [G=M ] fH :
Nach Lemma 2.1 ist
[G=I]  [G=L] fH =
X
IgL2InG=L
[G=I \ gL] fH :
Fur g 2 G ist I \ gL  I , I  gL, und in diesem Fall ist IgL = I gLg = gLg = gL:
Daher ist
jfIgL 2 InG=L : I \ gL  Igj = jfgL 2 G=L : I  gLgj
= 'I([G=L])  'L([G=L])
= jNG(L) : Lj  0 (mod p)
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nach Lemma 2.7, und die Behauptung folgt.
Korollar 2.19. Ist S eine p-Sylowgruppe von G und jSj = pr, so gilt fur die Loewy-Lange
l(Bk(G)) von Bk(G):
l(Bk(G))  r + 1:
Beweis. Fur H 2 P ist jSH=Hj  r, also J










Beschranken wir uns auf p-Gruppen, so konnen wir die Loewy-Lange der modularen
Burnside-Algebra auch nach unten abschatzen. In diesem Fall gilt:
Satz 2.20. Seien S eine p-Gruppe,  := (S) die Frattini-Gruppe von S und jS=j = pr.
Dann gilt fur die Loewy-Lange l(Bk(S)) von Bk(S):
(i) l(Bk(S))  r + 1.
(ii) Ist S abelsch, so ist l(Bk(S)) = r + 1.















Sei also n > 1 und die Behauptung fur n   1 schon bewiesen. Ist I < S, so gilt fur jede
maximale Untergruppe M von S wegen M E S:
[S=I]  [S=M ] =
X
IsM2InS=M




= jS : IM j [S=I \M ] =
(
[S=I \M ]; falls I 6M;
0; falls I M:
Fassen wir S= als Fp-Vektorraum auf, so ist klar, da sich jede Untergruppe I von S
mit   I und jI=j = pr n als Durchschnitt einer Untergruppe L von S mit   L und
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Insbesondere ist 0 6= [S=] 2 JrBk(S) und folglich l(Bk(S))  r + 1.















Sei also n > 1. Da S abelsch ist, gilt fur I; L  S:
[S=I]  [S=L] = jS : ILj [S=I \ L] =
(
[S=I \ L]; falls IL = S;
0; falls IL < S:
Im Fall IL = S aber kann eine maximale UntergruppeM von S, die L enthalt, nicht auch
I enthalten. Folglich ist I \ L  I \M < I und
j(I \ L)=j = j(I \ L)=j < jI=j:
















































[S=I]  [S=L] = 0
und l(Bk(S))  r + 1.
Beispiel. Ist S eine elementarabelsche p-Gruppe der Ordnung pr, so konnen wir im Beweis
von Satz 2.20(ii) die Inklusionszeichen oenbar auch durch Gleichheitszeichen ersetzen,






Bemerkung. In Satz 2.20(ii) genugt statt der Forderung, da S abelsch ist, auch die
folgende Eigenschaft von S: Fur I; L  S mit I \ L < I gilt (I \ L)(S) < I(S) oder
I \ L  (S). Fur nichtabelsche p-Gruppen ist dies im allgemeinen nicht erfullt. Sei
z.B. S die Erweiterung einer elementarabelschen p-Gruppe E = hx; y; zi der Ordnung 8
mit einer zyklischen Gruppe hai der Ordnung 2, wobei a2 = x ist und a auf E durch
ax = x; ay = y; az = yz operiert. Dann ist (S) = hx; yi, und fur I := hx; zi; L := hxy; zi
gilt:
(I \ L)(S) = hzi  (S) = E = I(S):
Mit Hilfe des letzten Satzes kann man die Abschatzung der Loewy-Lange l(Bk(G)fH) eines
Blocks von Bk(G) aus Satz 2.18 in manchen Fallen verbessern:
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Korollar 2.21. Sei H 2 P. Ist SH=H abelsch und j(SH=H) : (SH=H)j = p
r, so ist
l(Bk(G)fH)  r + 1.
Beweis. Aus Satz 2.15, Lemma 2.13 und Satz 2.20(ii) folgt:
l(Bk(G)fH) = l(Bk(SH)
G fSH ;H)  l(Bk(SH) fSH ;H)
= l(Bk(SH=H))  r + 1:
5. Symmetrie
In diesem Abschnitt wollen wir der Frage nachgehen, ob Bk(G) bzw. die Blocke von Bk(G)
symmetrische k-Algebren sind.
Eine endlich-dimensionale k-Algebra A heit symmetrisch, wenn eine k-lineare Abbildung
 : A! k existiert mit:
(i) Fur alle a; b 2 A gilt (ab) = (ba).
(ii) Ist I ein Ideal in A mit I  Ker, so ist I = 0.
Die Bedingung (ii) ist aquivalent dazu, da die Abbildung  : AA! k; (a; b) 7! (ab)
eine nichtausgeartete Bilinearform ist.
Wir werden sehen, da Bk(G) im allgemeinen nicht symmetrisch ist. Dazu werden wir das
folgende einfache Lemma verwenden:
Lemma 2.22. Sei A eine endlich-dimensionale kommutative k-Algebra mit dimK A=JA
= 1. Dann ist A genau dann symmetrisch, wenn dimk SocA = 1 ist.
Beweis. ): Ist A symmetrisch, so ist A=JA = SocA (siehe z.B. [8, Prop. 9.12]).
(: Sei dimk SocA = 1. Wir wahlen eine k-Basis b1; : : : ; bn von A mit SocA = k  b1 und
denieren die lineare Abbildung




Ist I 6= 0 ein Ideal in A, so enthalt I einen einfachen A-Modul S. Wegen dimk SocA = 1
ist S = SocA 6 Ker. Folglich ist auch I 6 Ker. Dies zeigt, da A zusammen mit 
eine symmetrische k-Algebra ist.
Sei H 2 P und der Block BH := Bk(G)fH von Bk(G) gegeben. Dann gilt:
Lemma 2.23. [G=H] fH 2 SocBH .
Beweis. Fur I 2 SH gilt:
[G=H] fH  [G=I] fH =
X
HgI2HnG=I
[G=H \ gI] fH :
Im Fall H  gI ist [G=H \ gI] fH = [G=H] fH , und im Fall H 6
gI ist H \ gI < H, also
[G=H \ gI] fH = 0 nach Lemma 2.3. Dies zeigt, da k [G=H] fH ein 1-dimensionales (also
einfaches) Ideal in BH ist. Daher ist k [G=H] fH  SocBH .
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Nach Satz 2.16 ist dimBH=JBH = 1. Um nachzuweisen, da BH nicht symmetrisch ist,
mussen wir also ein zweites, von [G=H] fH linear unabhangiges Element in SocBH nden.
Wir werden dazu den IsomorphismusBk(G)fH = Bk(SH)
GfSH ;H aus Satz 2.15 verwenden,
um uns auf p-Gruppen zuruckziehen zu konnen.
Zuerst benotigen wir aber eine Verallgemeinerung des Sylowschen Satzes. Fur eine endliche
Gruppe G, eine Untergruppe U von G und i 2 N0 denieren wir dazu
Si(G) := fH  G : jHj = p
ig
und
ni(G;U) := jfH 2 Si(G) : U  Hgj:
Erst kurzlich haben wir erfahren, da der folgende Satz auch in [23] zu nden ist.
Satz 2.24. Sei G eine Gruppe der Ordnung prm, wobei p - m. Dann gilt fur i 2 f0; : : : ; rg
und jede p-Untergruppe U von G mit jU j  pi:
ni(G;U)  1 (mod p):
Beweis. Wir argumentieren durch Induktion nach r   i. Sei zuerst i = r. Ist S eine p-
Sylowgruppe von G, so ist fgSg 1 : gNG(S) 2 G=NG(S)g die Menge aller p-Sylowgruppen
von G, und man erhalt mit Hilfe von Lemma 2.6:



















jNG(S) : Sj = 1 (mod p):
Sei also i < r. Wir nehmen zunachst an, da wir die Behauptung im Fall, da G eine
p-Gruppe ist, schon gezeigt haben. Dann konnen wir ni(S;U)  1 (mod p) fur jede p-













jfS 2 Sr(G) : H  Sgj














1 = nr(G;U)  1 (mod p):
Sei also ab jetzt G eine p-Gruppe. Dann ist jede Untergruppe M 2 Sr 1(G) normal in G,
und es gilt:
U M () N := hgUg 1 : g 2 Gi M:
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Daher ist nr 1(G;U) = nr 1(G;N), und wegen N E G konnen wir zur Faktorgruppe G=N
ubergehen, d.h. nr 1(G;N) ist gleich der Anzahl der Untergruppen von G=N vom Index
p. Nach Sylow ist diese Anzahl kongruent zu 1 modulo p, und wir erhalten die Behauptung
fur i = r   1.
Sei schlielich i < r   1. Nach Induktion konnen wir jetzt ni(M;U)  1 (mod p) fur alle




















= nr 1(G;U)  1 (mod p):
Korollar 2.25. Seien S eine p-Gruppe und V < U < S. Dann ist die Anzahl der Unter-
gruppen H von S mit UH = S und U \H = V durch p teilbar.
Beweis. Sei jSj = pr und jU : V j = pi. Wir argumentieren durch Induktion nach i. Fur
jede Untergruppe H von S mit UH = S und U \H = V gilt
jSj = jUHj =
jU j  jHj
jU \Hj
= jU : V j  jHj;
also jHj = pr i. Im Fall i = 1 ist H daher eine maximale Untergruppe von S, und nach
dem vorigen Satz gilt:
jfH  S : UH = S; U \H = V gj
= jfH 2 Sr 1(S) : U 6 H; V  Hgj
= jfH 2 Sr 1(S) : V  Hgj   jfH 2 Sr 1(S) : U  Hgj
 1  1 = 0 (mod p):
Seien also i > 1 und M eine maximale Untergruppe von S. Existiert ein H  M mit
UH = S und U \H = V , so ist oensichtlich U 6 M und V  M . Daher ist j(U \M) :
V j < jU : V j, und nach Induktion gilt
jfH M : (U \M)H =M; (U \M) \H = V gj  0 (mod p):
Fur jede weitere UntergruppeH 0 vonM ist auerdem U\H 0 = V () (U\M)\H 0 = V ,
und in diesem Fall ist UH 0 = S () jH 0j = pr i () (U \M)H 0 = M . Nach dem
vorigen Satz folgt deshalb
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jfH M : (U \M)H =M; (U \M) \H = V gj
 0 (mod p):
Satz 2.26. Seien S eine p-Gruppe der Ordnung pr und i 2 f1; : : : ; r   1g. Sind alle






Beweis. Wir werden zeigen, da JBk(S) von si annulliert wird. Nach Satz 2.16 ist JBk(S)
=
P
L<S k [S=L]. Seien also L < S und I eine Untergruppe der Ordnung p
i von S. Wegen
I E S ist
[S=L]  [S=I] =
X
LsI2LnS=I




= jS : LIj [S=L \ I] =
(
[S=L \ I]; falls LI = S;
0; falls LI < S:
Daher ist




[S=L \ I] = 0
nach Korollar 2.25. Es folgt si 2 AnnJBk(S) = SocBk(S).




Dieses Ergebnis ndet sich auch bei W. Gustafson [12]. Er gibt auch die Konsequenz an:
Bk(S) ist eine symmetrische Algebra genau dann, wenn p
2 - jSj ist. Dies wollen wir fur
Blocke von Bk(G) fur eine beliebige endliche Gruppe G verallgemeinern.
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Satz 2.27. Der Block BH ist genau dann eine symmetrische k-Algebra, wenn p
2 - jSH : Hj
ist.
Beweis. Im Fall p2 - jSH : Hj ist SH = fHg oder SH = fSH ;Hg, also dimk BH  2. Daher
ist BH entweder halbeinfach und damit symmetrisch, oder es ist dimk SocBH = 1, und
BH ist ebenfalls symmetrisch nach Lemma 2.22.
Sei jetzt p2 j jSH : Hj. Wir betrachten den Block BSH ;H := Bk(SH)fSH ;H von Bk(SH).









x := [SH=H] fSH ;H
liegt in SocBSH ;H nach Lemma 2.23. Ein zweites Sockelelement von BSH ;H nden wir
auf folgende Weise: Nach Lemma 2.13 ist durch [(SH=H)=(I=H)] 7! [SH=I] fSH ;H ein
Isomorphismus Bk(SH=H)! BSH ;H gegeben. Wenden wir also Satz 2.26 auf die p-Gruppe









[SH=I] fSH ;H 2 SocBSH ;H :
Mit Hilfe von Lemma 2.12 sieht man leicht, da x und y linear unabhangig sind. Es bleibt
noch zu zeigen, da die beiden Elemente G-stabil sind. Denn dann sind








Nach Satz 2.15(ii) genugt es nachzuweisen, da x und y g-stabil fur g 2 NG(H) sind. Sei
daher ein g 2 NG(H) gegeben. Kurzen wir SH \
gSH durch D ab, so ist also zu zeigen:









Nach Lemma 2.5 ist zunachst









gfSH ;H) = fD;H :
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Daher ist
ResSHD (x) = Res
SH
















gx) = jgSH : Dj [D=H] fD;H :
Nun ist aber
p - jSH : Dj () D = SH () SH =
gSH () D =
gSH () p - j
gSH : Dj:
In diesem Fall gilt also









Dies zeigt, da x ein g-stabiles Element ist.

















jSH : DIj [D=D \ I] fD;H :
Fur ein I  SH mit H  I und jSH : Ij = p gilt aber
p - jSH : DIj () DI = SH () D 6 I:










gy) = 0, und es folgt, da auch y ein g-stabiles Element ist.
Korollar 2.28 (W. Gustafson [12]). Bk(G) ist genau dann symmetrisch, wenn p
2 - jGj
ist.
Beweis. Bk(G) ist genau dann symmetrisch, wenn jeder Block von Bk(G) symmetrisch
ist. Daher folgt die Behauptung aus Satz 2.27.
KAPITEL 3
Der Charakterring
Seien G eine endliche Gruppe und R(G) der Charakterring von G, d.h. der Grothendieck-
Ring des Halbrings aller komplexen Charaktere von G. Da sich jeder Charakter in ein-
deutiger Weise als Summe von irreduziblen Charakteren schreiben lat, ist R(G) ein freier
Z-Modul mit der Menge Irr(G) der irreduziblen Charaktere von G als Basis. Ist  ein
Charakter von G, so bezeichnen wir mit  auch das entsprechende Element in R(G). Fur
jeden Koezientenring O setzen wir RO(G) := OZ R(G).
1. Der gewohnliche Fall
Seien m der Exponent von G und K ein Korper der Charakteristik 0, der die m-ten
Einheitswurzeln enthalt und dessen Ganzheitsring O uber Z ein Dedekindring ist (z.B.
der m-te Kreisteilungkorper uber Q). Nach Brauer ist K ein Zerfallungskorper von G.
Insbesondere liegen also samtliche Charakterwerte in O. Fur g 2 G konnen wir daher eine
Abbildung
g : RO(G)! O;  7! (g)
denieren, die oensichtlich ein Ringhomomorphismus ist, d.h. g ist ein Species von
RO(G). Die Fortsetzung RK(G)! K;  7! (g) bezeichnen wir ebenso mit g.
Satz 3.1. Fur g; h 2 G gilt: g = h () g G h.
Beweis. (: Dies folgt aus der Tatsache, da Charaktere Klassenfunktionen sind.
): Im Fall g = h ist (g) = (h) fur alle irreduziblen Charaktere von G. Da Irr(G)
eine Basis des Vektorraums aller Klassenfunktionen von G nach C ist, sind g und h in G
konjugiert.
Fur den Rest des Kapitels wahlen wir ein Reprasentantensystem C fur die Konjugations-
klassen von G.
Satz 3.2.









ist ein Isomorphismus von K-Algebren; insbesondere ist RK(G) ist halbeinfach.
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(g 1) (g 2 C):
Beweis. (i) Satz 3.1 zeigt, da die Species g (g 2 C) paarweise verschieden sind. Wegen
jCj = j Irr(G)j = rkZR(G) = dimK RK(G) folgt daher aus Satz 1.7, da RO(G) eine
geschlossene O-Algebra und fg : g 2 Cg die vollstandige Menge aller Species von RO(G)
ist.
(ii) Dies folgt aus (i) und Satz 1.7.
(iii) Nach (ii) sind die primitiven Idempotente die Urbilder der kanonischen primitiven
Idempotente "g (g 2 C) in
L
g2CK unter . Sei also g 2 C und eg := 
 1("g). Fur






















(h)(g 1) "h = jCG(g)j "g :
Daraus folgt die Behauptung.
2. Der modulare Fall
Sei p eine Primzahl. Da O eine ganze Ringerweiterung von Z ist, existiert ein Primideal
p in O mit p 2 p, und wir erhalten einen Restklassenkorper k := O=p der Charakteristik
p. Unser Ziel ist es, den modularen Charakterring Rk(G) := k O RO(G) = k Z R(G)
zu untersuchen. Mit  bezeichnen wir die Reduktion modulo p, d.h. den kanonischen
Epimorphismus O ! k sowie den davon induzierten Epimorphismus RO(G) ! Rk(G).
Fur g 2 G sei auerdem g : Rk(G) ! k die Abbildung, die man erhalt, wenn man g
modulo p reduziert.
Wir setzen
Cp0 := C \Gp0 :
Dann ist Cp0 ein Reprasentantensystem fur die p
0-Konjugationsklassen bzw. fur die p0-
Sektionen von G. Fur g 2 Cp0 sei auerdem
Cg := fh 2 C : hp0 G gg:
C ist also die disjunkte Vereinigung der Mengen Cg (g 2 Cp0).
Bemerkung 3.3. Fur jeden kG-Modul M sei M : G ! k der Charakter von M . Be-
kanntlich ist M konstant auf jeder p
0-Sektion von G, und die Anzahl der p0-Sektionen ist
gleich der Anzahl der Isomorphieklassen von einfachen kG-Moduln. Da die Charaktere S
(S einfacher kG-Modul) linear unabhangig sind (siehe z.B. [8, Thm. 17.3]), bilden sie eine
Basis des k-Vektorraums der Funktionen G! k, die konstant auf allen p0-Sektionen sind.
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Sei m der Exponent von G. Die m-ten Einheitswurzeln von K liegen bereits in O, und die
Reduktion modulo p liefert eine Bijektion zwischen den mp0-ten Einheitswurzeln von K
und k. Da fur jeden kG-ModulM die Werte von M Summen vonmp0-ten Einheitswurzeln
sind, konnen wir den Brauercharakter 'M : Gp0 ! O durch Liften der Einheitswurzeln
denieren. Fur g 2 Gp0 gilt also 'M (g) = M (g). Mit IBr(G) bezeichnen wir die Menge
der irreduziblen Brauercharaktere, d.h. der Brauercharaktere 'S der einfachen kG-Moduln
S. Aus der linearen Unabhangigkeit der Charaktere S folgt, da die Matrix ('S(g))S;g
regular ist, wobei S die Isomorphieklassen von einfachen kG-Moduln und g die Menge Cp0
durchlauft. Insbesondere ist auch die Brauercharaktertafel ('S(g))S;g eine regulare Matrix.
Lemma 3.4. Fur g; h 2 G gilt:
g = h () gp0 G hp0 :
Beweis. (: Seien  2 Irr(G) und g; h 2 G. Wir zerlegen die Einschrankung
ResGhgi  = 1 + : : :+ n
in irreduzible Charaktere 1; : : : ; n von hgi. Fur i = 1; : : : ; n ist i(gp) eine jhgpij-te
Einheitswurzel in O und i(gp) eine jhgpij-te Einheitswurzel in k. Wegen char k = p ist


















i(gp0) = (gp0) (mod p):
Analog ist (h)  (hp0) (mod p). Im Fall gp0 G hp0 ist daher
g() = (g)  (gp0) = (hp0)  (h) = h() (mod p)
fur alle  2 Irr(G) und damit auch fur alle  2 RO(G).
): Sei g  h (mod p). Wie im ersten Teil des Beweises gezeigt, ist dann (gp0) 
(g)  (h)  (hp0) (mod p) fur alle  2 Irr(G). Da jeder Brauercharakter von G die
Einschrankung eines verallgemeinerten gewohnlichen Charakters von G auf Gp0 ist, ist
'(gp0)  '(hp0) (mod p) fur jeden Brauercharakter ' von G. Nach Bemerkung 3.3 ist
die modulo p reduzierte Brauercharaktertafel eine regulare Matrix uber k. Folglich ist
gp0 G hp0 .
Nach Lemma 1.4 sind also zwei Species g und h von RO(G) genau dann p-aquivalent,
wenn g und h in derselben p0-Sektion liegen. Daher ist fg : g 2 Cp0g ein Reprasentanten-
system fur die p-Aquivalenzklassen von Species von RO(G), und zusammen mit Satz 1.13
erhalt man:





Dann ist ffg : g 2 Cp0g die Menge der primitiven Idempotente von Rk(G).
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von Rk(G) in Blocke Rk(G)fg.
Satz 3.6. Sei g 2 Cp0. Der Block Rk(G)fg ist genau dann eine einfache k-Algebra, wenn
p - jCG(g)j ist. Insbesondere ist Rk(G) genau dann halbeinfach, wenn p - jGj ist.
Beweis. Nach Satz 1.15 gilt:
Rk(G)fg einfach () jCgj = 1:
Ist h = hphp0 ein von g verschiedenes Element in Cg, so ist hp0 G g und 1 6= hp 2 CG(hp0).
Daher ist p j jCG(hp0)j = jCG(g)j.
Sei umgekehrt p j jCG(g)j und h ein Element der Ordnung p in CG(g). Dann ist (gh)p0 = g,
und gh oder ein zu gh konjugiertes Element liegt in Cg.
Bemerkung. Im Fall p j jGj ist z.B. die Reduktion  des regularen Carakters  von G
ein nichttriviales Element im Radikal von Rk(G), denn fur g 2 G gilt:
g() = (g) =
(
jGj 1k = 0; falls g = 1;
0; sonst:
Nach Lemma 1.16 ist daher  2
T
g2GKerg = JRk(G).
Satz 3.7 (S. D. Berman [4]). R(G) besitzt keine nichttrivialen Idempotente.
Beweis. Mit R(G) wurde auch RO(G) nichttriviale Idempotente besitzen. Daher genugt es
nach Satz 1.10 zu zeigen, da die Species g (g 2 C) von RO(G) eine Zusammenhangsklasse
im Sinne von Denition 1.8 bilden. Dazu reicht nach Satz 1.4 aus, fur jedes g 2 G Prim-
ideale p1; : : : ; pn in O und Elemente g0 =1; g1; : : : ; gn = g 2 G mit gi 1  gi (mod pi)
fur i = 1; : : : ; n anzugeben.
Seien fp1; : : : ; png die Primteiler von jGj, und fur i = 1; : : : ; n sei pi ein Ideal in O mit




gpj (i = 0; : : : ; n)
die gewunschte Bedingung; denn gi 1 ist der p
0
i-Faktor von gi und damit gi 1  gi
(mod pi) nach Lemma 3.4.
Wir kommen nun zu einem wesentlichen Unterschied zwischen dem modularen Charak-
terring Rk(G) und dem modularen Burnside-Ring Bk(G). Wahrend Bk(G) fast nie sym-
metrisch ist (siehe Korollar 2.28), gilt:
Satz 3.8. Rk(G) ist eine symmetrische k-Algebra.
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Beweis. Sei (  j  ) das kanonische Skalarprodukt auf R(G). Wir zeigen, da durch
 7! (1Gj) 1k
fur  2 Irr(G) eine Linearform  : Rk(G)! k deniert wird, die Rk(G) zu einer symme-
trischen k-Algebra macht. Dazu weisen wir nach, da die zu  gehorige Bilinearform
 : Rk(G)Rk(G)! k; (x; y) 7! (xy)















1; falls ̂ =  ;
0; falls ̂ 6=  ;
wobei ̂ der zu  duale Charakter ist. Da mit  auch ̂ irreduzibel ist, ist die Struktur-
matrix von  bzgl. der Basis Irr(G) eine Permutationsmatrix. Folglich ist  unabhangig
von der Charakteristik von k nichtausgeartet.
3. Ein Induktionssatz
Wir wollen in diesem Abschnitt ein Analogon zu den bekannten Induktionssatzen von
Artin und Brauer beweisen. Dazu benotigen wir die folgende
Denition 3.9. Eine endliche Gruppe H heit
(i) p-quasielementar , falls H einen zyklischen p0-Normalteiler C besitzt, so da H=C
eine p-Gruppe ist.
(ii) p-elementar , falls H das direkte Produkt einer zyklischen (p0-)Gruppe und einer
p-Gruppe ist.
(iii) elementar , wenn H q-elementar fur eine Primzahl q ist.
Wir wahlen Reprasentantensysteme Z, E, Ep und E
0
p fur die Konjugationsklassen von
zyklischen, elementaren, p-elementaren bzw. p-quasielementaren Untergruppen von G.
Satz 3.10.








Diese Induktionssatze bleiben naturlich auch nach Skalarerweiterung gultig. Z.B. hat man
einen Artinschen Induktionssatz fur RK(G) und einen Brauerschen Induktionssatz fur
AZR(G) fur jeden kommutativen Koezientenring A, insbesondere also auch fur Rk(G).
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Bemerkung. Wie man leicht sieht, sind die durch
[G=H] 7! IndGH(1H)
fur H  G denierten linearen Abbildungen  : B(G) ! R(G) und  : Bk(G) ! Rk(G)
Ringhomomorphismen. Fur g 2 G und H  G gilt auerdem:
g(([G=H])) = g(Ind
G
H 1H) = (Ind
G
H 1H)(g) = jfxH 2 G=H : gxH = xHgj
= j[G=H]hgij = 'hgi([G=H]);
wobei 'hgi : B(G) ! Z der Markenhomomorphismus der zyklischen Gruppe hgi ist. Dies
zeigt, da g   = 'hgi ist.




Beweis. Seien S ein Reprasentantensystem fur die Konjugationsklassen von Untergruppen
von G, eH (H 2 S) die primitiven Idempotente von BK(G) und P := fH 2 S : O
p(H) =
Hg (siehe Abschnitt 2.2). Fur H 2 P seien auerdem SH := fI 2 S : O




eI . Nach Satz 2.9 sind fH (H 2 P) die primitiven Idempotente von Bk(G),
und fur g 2 G; H 2 P gilt nach der vorigen Bemerkung:











1k; falls hgi G I fur ein I 2 SH ;
0; sonst.
Ein I 2 SH mit hgi G I existiert aber genau dann, wenn H G O
p(hgi) = hgp0i ist. Ist





nach Lemma 1.16, d.h. (fH) = 0. Daher ist










Fur eine zyklische p0-Gruppe H 2 P besteht SH aus p-quasielementaren Untergruppen von






























3. DER CHARAKTERRING 34
















ist Monomorphismus von k-Algebren.
Beweis. Die Homomorphieeigenschaft ist klar. Zum Nachweis der Injektivitat sei x 2
Rk(G) mit Res
G
H x = 0 fur alle H 2 Ep. Nach dem vorigen Satz existieren Elemente
yH 2 Rk(H) mit 1G =
P
H2Ep
IndGH yH . Man erhalt daher:
x = x  1G =
X
H2Ep





H x  yH) = 0:
4. Radikal und Sockel
Wie die gewohnlichen Charaktere bilden auch die Brauercharaktere zusammen mit der
komponentenweise Addition und Multiplikation einen Halbring. Der daraus entstehende
Grothendieck-Ring heit Brauercharakterring und ist ein freier Z-Modul mit den irredu-
ziblen Brauercharakteren als Basis. Wir bezeichnen ihn mit Rp(G) und setzen wie ublich
Rpk(G) := k Z R
p(G).
Bemerkung 3.13. Fur jeden gewohnlichen Charakter von G ist die Einschrankung auf
Gp0 ein Brauercharakter. Durch lineare Fortsetzung der Abbildung  7! jGp0 erhalt man
die Zerlegungsabbildung d : R(G)! Rp(G). Sie ist oenbar ein Ringhomomorphismus. Ist
umgekehrt ' ein Brauercharakter, so wird durch g 7! '(gp0) ein Element im Charakterring
deniert. Auch diese Abbildung induziert einen Ringhomomorphismus d0 : Rp(G)! R(G),
der wegen d  d0 = idRp(G) eine Zerfallung von d ist. Insbesondere ist d surjektiv und d
0
injektiv, und wir erhalten eine Zerlegung R(G) = Bildd0  Ker d in des Ideal Kerd und
die Unteralgebra Bildd0 = Rp(G) von R(G). Reduzieren wir modulo p, so erhalten wir
Ringhomomorphismen d : Rk(G) ! R
p
k(G); d
0 : Rpk(G) ! Rk(G) und eine Zerlegung
Rk(G) = Bildd0 Ker d.
Satz 3.14. Es ist JRk(G) = Ker d; insbesondere ist Rk(G)=JRk(G) = R
p
k(G).
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Seien CF(Gp0 ; k) der k-Vektorraum aller Klassenfunktionen Gp0 ! k und  : R
p
k(G) !
CF(Gp0 ; k) die k-lineare Abbildung, die einem Brauercharakter ' die Funktion g 7! '(g)
zuordnet. Da die Matrix ('(g))'2IBr(G);g2Cp0 regular ist (siehe Bemerkung 3.3), ist  bi-
jektiv, d.h. fur jeden Brauercharakter ' gilt:
' = 0 () '(g) = 0 fur alle g 2 Gp0:
Daher gilt fur x =
P
2Irr(G)  2 Rk(G):
x 2 JRk(G) () 0 = g(x) =
X
2Irr(G)









() x 2 Ker d:
Beispiel. Ist G eine p-Gruppe, so existiert nur ein einziger irreduzibler Brauercharakter,
namlich der triviale Brauercharakter 1G. Ist also  ein nichtlinearer irreduzibler Charakter
von G, so ist d() = (1)  1G und  2 Ker d = JRk(G), da (1) eine p-Potenz ist.
Andererseits kann man  auch als irreduziblen Charakter der Gruppe G=Ker und 
als Element in Rk(G=Ker) auassen. Als solches ist  ebenfalls nilpotent und damit in
JRk(G=Ker) enthalten. Wegen
dimk JRk(G=Ker)  dimkRk(G=Ker)  jG : Kerj
ist daher  jG:Kerj = 0 bzw. jG:Kerj 2 pR(G).
Fur n 2 N sei  n der n-te Adams-Operator , d.h.  n ordnet jedem Charakter  von G die
Klassenfunktion  n() zu, die durch ( n())(g) := (gn) gegeben ist. Mit  ist auch  n()
ein Charakter von G, und dies induziert einen Ringhomomorphismus  n : R(G) ! R(G)
(siehe etwa [8, Cor. 12.10]).
Lemma 3.15. Fur  2 R(G) ist p    p() 2 pR(G).
Beweis. (nach [22]) Ohne Einschrankung sei  der Charakter eines CG-Moduls V . Seien
g 2 G, "1; : : : ; "n die Eigenwerte der Operation von g auf V und v1; : : : ; vn die zugehorigen
Eigenvektoren. Dann ist (g) = "1 + : : : + "n und
p(g)   ( p())(g) = ("1 + : : :+ "n)








i1! : : : in!
"i11 : : : "
in
n
= p  f("1; : : : ; "n)
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fur ein symmetrisches Polynom f 2 Z[X1; : : : ;Xn], da
p!
i1!:::in!
im Fall i1; : : : ; in 6= p durch
p teilbar ist.
Ist
Vr V fur r 2 N die r-te auere Potenz von V und r der entsprechende Charakter, so
ist fvi1 ^ : : : ^ vir : 1  i1 < : : : < ir  ng eine Basis von




"i1 : : : "ir = sr("1; : : : ; "r);
wobei sr 2 Z[X1; : : : ;Xn] das r-te elementarsymmetrische Polynom bezeichnet. Da sich
jedes symmetrische Polynom als ein Polynom in den elementarsymmetrischen Polynomen
ausdrucken lat, zeigt dies, da p    p() das p-fache eines Polynoms in den aueren
Potenzen von  ist.
Alternativer Beweis: (nach [14, Problem 4.7]) Ohne Einschrankung sei  der Charakter
eines CG-Moduls V der Dimension n. Wir lassen eine zyklische Gruppe C = hi der
Ordnung p auf W = V  : : : V| {z }
p
durch
(x1  : : : xp)
 := x2  : : :  xp  x1
fur x1; : : : ; xp 2 V operieren. Sei " eine primitive p-te Einheitswurzel. Wir zerlegen W =
p 1i=0Wi in Komponenten Wi, so da  auf Wi durch Multiplikation mit "
i operiert.
Seien fv1; : : : ; vng eine Basis von V und W W die Menge aller Elemente vi1  : : : vip
mit i1; : : : ; ip 2 f1; : : : ; ng, so da nicht alle vi1 ; : : : ; vip gleich sind. C operiert auch auf
W, und wegen w 6= w fur w 2W ist jede Bahn von der Lange p. Fur w 2W sei auerdem
w := w + " 1w + " 2w
2




w  = w + " 1w
2
+ : : : + " (p 1)w
p
= "(" 1w + " 2w
2
+ : : : w) = "w;
d.h. es ist w 2 W1. Liegen w;w
0 2 W nicht in derselben Bahn unter C, so sind w;w0
oenbar linear unabhangig. Daher enthaltW mindestens jWj=p = n
p p
p linear unabhangige
Elemente. Folglich ist dimW1 
np p
p , und analog ist dimWi 
np p
p fur i = 2; : : : ; p  1.
W0 hat zusatzlich die n Basiselemente vj  : : : vj (j = 1; : : : ; n). Insgesamt ist also












= n+ (np   n) = np:
Dies zeigt dimW1 =
np p
p , und die Elemente w bilden eine Basis von W1, wenn w ein
Reprasentantensystem fur die Bahnen von W unter C durchlauft.
Sei jetzt ein Element g 2 G gegeben, 1; : : : ; n die Eigenwerte von g auf V und v1; : : : ; vn
die zugehorigen Eigenvektoren. Fur w = vi1: : :vip 2W ist oenbar gw
 = i1 : : : ipw
,
also auch gw = i1 : : : ipw. Daher gilt fur den Charakter ' von W1:
p  '(g) =
X
i1;::: ;ip2f1;::: ;ng
nicht alle ij gleich
i1 : : : ip = (1 + : : :+ n)
p   (p1 + : : :+ 
p
n)
= p(g)   ( p())(g);
d.h. p    p() = p  ' 2 pR(G).
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Satz 3.16. Seien x 2 JRk(G), m der Exponent von G, und fur n 2 N0 seien









2 Kn := k O Kn:
Insbesondere ist xmp = 0.
Beweis. Nach Lemma 1.16 ist JRk(G) =
T
g2Gp0
Kerg. Daraus folgt die Behauptung fur
n = 0. Seien also n > 0 und g 2 Gn. Dann ist g
p 2 Gn 1, d.h. fur  2 Kn 1 ist
0 = gp() = g( 
p()):
Daher ist  p() 2 Kn und p =  p() 2 Kn nach Lemma 3.15. Dies zeigt, da x
p 2 Kn
fur alle x 2 Kn 1 ist, und die Behauptung folgt durch Induktion. Fur n = mp schlielich
ist Gmp = G und x
mp 2 k O
T
g2GKerg = 0.
Bemerkung. Da die Aussage (JRk(G))
mp = 0 fur den Exponenten m von G i.a. falsch
ist, zeigt bereits das Beispiel einer Kleinschen Vierergruppe V4 und p = 2; denn ist
Irr(V4) = f1; 1; 2; 3g mit dem trivialen Charakter 1 und drei weiteren linearen Cha-
rakteren 1; 2; 3, so ist
JRk(V4) = kf1 + 1; 1 + 2; 1 + 3g
und
(JRk(V4))
2 = kf1 + 1 + 2 + 3g 6= 0:
Um den Sockel von Rk(G) zu beschreiben, benotigen wir das folgende einfache Lemma.
Fur einen k-Vektorraum V und einen Untervektorraum U von V bezeichnen wir mit V 
den Dualraum von V und mit U> := f 2 V  :  (U) = 0g den Lotraum von U in V .
Lemma 3.17. Seien V;W zwei k-Vektorraume, f : V ! W eine lineare Abbildung und
f : W  ! V  die zu f duale Abbildung. Dann ist
(Ker f)> = Bildf:
Beweis. Sei  2 Bildf, etwa  = f() =   f fur ein  2W . Dann ist
 (Ker f) = (f(Ker f)) = (0) = 0:
Dies zeigt, da Bildf in (Ker f)> enthalten ist. Die Gleichheit folgt aus
dimk(Ker f)
> = dimk V   dimkKer f = dimk Bildf = dimk Bild f
:
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Bemerkung 3.18. Bekanntlich stehen die einfachen kG-Moduln in Bijektion zu den un-
zerlegbar projektiven kG-Moduln. Diese wiederum kann man eindeutig zu unzerlegbar
projektiven OG-Moduln liften. Auf diese Weise erhalt man eine Bijektion zwischen IBr(G)
und der Menge IPr(G) der Charaktere der unzerlegbar projektiven OG-Moduln, der sog.
unzerlegbar projektiven Charaktere. Fur jedes ' 2 IBr(G) bezeichnen wir mit ' : G! O
den entsprechenden unzerlegbar projektiven Charakter. IPr(G) ist eine linear unabhangi-
ge Teilmenge des Charakterrings R(G), und wir schreiben Rpr(G) fur den von IPr(G)
aufgespannten Teilring von R(G). Rpr(G) besitzt i.a. kein Einselement und ist ein freier
Z-Modul mit Basis IPr(G). Wir setzen auerdem wie ublich R
pr
k (G) := k Z R
pr(G).
Reduziert man die Einbettung e : Rpr(G)! R(G) modulo p, so erhalt man einen Homo-
morphismus e : Rprk (G) ! Rk(G) von k-Algebren, von dem allerdings a priori nicht klar,
ob er injektiv ist. Die Brauer-Reziprozitat jedoch besagt, da die Matrix von e bzgl. den
Basen IPr(G) und Irr(G) die Zerlegungsmatrix D ist. Da alle Elementarteiler von D gleich
1 sind (siehe [8, Cor. 18.17]), hat D auch modulo p vollen Rang, d.h. e ist injektiv.
Satz 3.19. Das Bild der Abbildung e : Rprk (G)! Rk(G) ist der Sockel von Rk(G); insbe-
sondere ist SocRk(G) = R
pr
k (G).
Beweis. Nach Satz 3.8 existiert eine Bilinearform , die Rk(G) zu einer symmetrischen
Algebra macht. Ist I ein Ideal in Rk(G), so ist das Lot I
? := fx 2 Rk(G) : (x; I) = 0g
bzgl.  gleich dem Annullator Ann I von I. Auerdem wird I? unter dem Isomorphismus
 : Rk(G)! Rk(G)
; x 7! (x;  )
auf I> abgebildet, d.h. es ist
Ann I = I? =  1(I>):
Nach Satz 3.14 ist JRk(G) der Kern der Zerlegungsabbildung d : Rk(G)! R
p
k(G). Daher
ist nach dem vorigen Lemma
SocRk(G) = AnnJRk(G) = Ann(Ker d) = 
 1((Ker d)>)
=  1(Bildd ) = Bild( 1  d );
wobei d  : Rpk(G)
 ! Rk(G)
 die zu d duale Abbildung ist. Wir bezeichnen mit f :
 2 Irr(G)g die zu Irr(G) duale Basis in Rk(G)
, und fur  2 Irr(G) sei ̂ der zu  duale
Charakter. Analog seien ' und '̂ fur ' 2 IBr(G) deniert. Wie der Beweis von Satz 3.8
zeigt, ist (̂) = , und fur ' 2 IBr(G) gilt:
















d'̂  = e('̂):
Da f'̂ : ' 2 IBr(G)g eine Basis von R
pr
k (G) ist, folgt
SocRk(G) = Bild(





Seien G eine endliche Gruppe und F ein algebraisch abgeschlossener Korper. Wir bezeich-
nen mit [M ] die Isomorphieklasse eines FG-Moduls M . Der Green-Ring a(FG) ist der
von den Isomorphieklassen von FG-Moduln erzeugte Z-Modul bzgl. der Relation
[M ] + [N ] = [M N ]
und ausgestattet mit der Multiplikation
[M ]  [N ] := [M F N ]
fur FG-Moduln M;N . Nach dem Satz von Krull-Schmidt ist a(FG) ein freier Z-Modul
mit den Isomorphieklassen von unzerlegbaren FG-Moduln als Basis.
Sei a0(FG) das von Elementen der Form [M ]  [N ] + [P ] erzeugte Ideal in a(FG), wobei
0!M ! N ! P ! 0 eine kurze exakte Sequenz von FG-Moduln ist. Wir bezeichnen den
Restklassenring c(FG) := a(FG)=a0(FG) als Grothendieck-Ring von FG und schreiben
JMK fur die Nebenklasse [M ] + a0(FG) in c(FG). Nach dem Satz von Jordan-Holder ist
c(FG) ein freier Z-Modul mit den Isomorphieklassen von einfachen FG-Moduln als Basis,
und fur FG-ModulnM;N gilt JMK = JNK genau dann, wennM und N bis auf Isomorphie
dieselben Kompositionsfaktoren (einschlielich Mehrfachheit) besitzen.
Im Fall charF = 0 (oder allgemeiner charF - jGj) ist die Abbildung JMK 7! M , die jedem
FG-Modul seinen Charakter zuordnet, ein Ringisomorphismus von c(FG) in den Charak-
terring R(G), der in Kapitel 3 behandelt wird. Wir konzentrieren uns daher auf den Fall
q := charF > 0 und wahlen ein q-modulares System (L;R; F ), d.h. einen vollstandigen
diskreten Bewertungsring R mit maximalem Ideal R, Quotientenkorper L und algebra-
isch abgeschlossenem Restklassenkorper F = R=R. Auerdem enthalte L die jGj-ten
Einheitswurzeln.
1. Der gewohnliche Fall
Seim der Exponent vonG undK ein Korper der Charakteristik 0, der diemq0-ten Einheits-
wurzeln enthalt, und dessen Ganzheitsring O uber Z ein Dedekindring ist (z.B. der m-te
Kreisteilungskorper uber Q). Wir wollen den Koezientenbereich von c(FG) auf O bzw.
K erweitern, d.h. wir betrachten CO(FG) := OZ c(FG) und CK(FG) := K Z c(FG).
Fur jeden FG-Modul M sei 'M : Gq0 ! R der Brauercharakter von M . 'M hangt be-
kanntlich nur von der Aquivalenzklasse JMK, nicht aber von M selbst ab. Wir wahlen ein
Reprasentantensystem S fur die Isomorphieklassen von einfachen FG-Moduln, und mit
IBr(G) := f'S : S 2 Sg bezeichnen wir die Menge der irreduziblen Brauercharaktere. Fur
S 2 S sei S der zu S gehorige unzerlegbar projektive Charakter (siehe Bemerkung 3.18).
Auerdem wahlen wir einen Isomorphismus zwischen den Gruppen der mq0-ten Einheits-
wurzeln in R bzw. O. Auf diese Weise werden wir 'M auch als Abbildung Gq0 ! O
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auassen, und wir konnen fur g 2 Gq0 eine O-lineare Abbildung
g : CO(FG)! O; JMK 7! 'M (g)
denieren. g ist oenbar wohldeniert und ein Ringhomomorphismus, also ein Species von
CO(FG). Diese Species werden auch Brauer-Species genannt. Die Fortsetzung CK(FG)!
K von g bezeichnen wir ebenfalls mit g.
Satz 4.1. Fur g; h 2 Gq0 gilt: g = h () g G h.
Beweis. (: Sei g G h. Da Brauercharaktere konstant auf den q
0-Konjugationsklassen
von G sind, ist 'M (g) = 'M (h) fur jeden FG-Modul M , d.h. g = h.
): Wie in 3.3 bemerkt, sind die irreduziblen Brauercharaktere linear unabhangig im
K-Vektorraum aller Funktionen Gq0 ! K, die konstant auf allen q
0-Konjugationsklassen
von G sind. Ist also '(g) = '(h) fur alle ' 2 IBr(G), so sind g und h in G konjugiert.
Sei Cq0 ein Reprasentantensystem fur die q
0-Konjugationsklassen von G, dann gilt:
Satz 4.2.









ist ein Isomorphismus von K-Algebren; insbesondere ist CK(FG) ist halbeinfach.







 1) JSK (g 2 Cq0):
Beweis. (i) Nach Satz 4.1 sind die Species g (g 2 Cq0) paarweise verschieden. Daher ist
jSpO(CO(FG))j  jCq0 j = j IBr(G)j = rkZ c(FG) = dimK CK(FG);
und die Behauptung folgt aus Satz 1.7.
(ii) Dies folgt aus (i) und Satz 1.7.
(iii) Nach (ii) sind die primitiven Idempotente die Urbilder der kanonischen primitiven
Idempotente "g (g 2 Cq0) in
L
g2Cq0
K unter . Seien also g 2 Cq0 und eg := 
 1("g). Fur








Mit Hilfe der zweiten Orthogonalitatsrelation fur Brauercharaktere erhalt man daher fur

















 1) "h = jCG(g)j "g :
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2. Der modulare Fall
Sei p eine Primzahl. Da O eine ganze Ringerweiterung von Z ist, existiert ein Primideal p
in O mit p 2 p, und wir erhalten einen Restklassenkorper k := O=p der Charakteristik p.
Wir wollen Ck(FG) := k O CO(FG) = k Z c(FG) untersuchen. Wie ublich bezeichnen
wir mit  die Reduktion modulo p.
Lemma 4.3. Fur g; h 2 Gq0 gilt:
g = h () gp0 G hp0 :
Beweis. (: Sei gp0 G hp0 . Fur S 2 S ist die Funktion  : G ! K; g 7! 'S(gq0) ein
verallgemeinerter Charakter. Nach Lemma 3.4 ist daher
g(JSK) = 'S(g) = (g)  (h) = 'S(h) = h(JSK) (mod p):
): Sei g  h, also '(g)  '(h) (mod p) fur jeden Brauercharakter ' von G. Fur jedes
 2 Irr(G) ist die Einschrankung jGq0 ein Brauercharakter und daher
(g) = (jGq0)(g)  (jGq0)(h) = (h) (mod p):
Folglich ist gp0 G hp0 nach Lemma 3.4.
Wir setzen
Cfp;qg0 := Cq0 \Gp0
und fur g 2 Cfp;qg0
Cq0;g := fh 2 Cq0 : hp0 G gg:
Cfp;qg0 ist also ein Reprasentantensystem fur die fp; qg
0-Konjugationsklassen von G, und
Cq0 ist die disjunkte Vereinigung der Mengen Cq0;g (g 2 Cfp;qg0).





Dann ist ffg : g 2 Cfp;qg0g die Menge der primitiven Idempotente von Ck(FG).
Beweis. Lemma 4.3, Lemma 1.4 und Satz 1.13.
Satz 4.5. Sei g 2 Cfp;qg0. Der Block Ck(FG)fg ist genau dann eine einfache k-Algebra,
wenn p - jCG(g)jq0 ist. Insbesondere ist Ck(FG) genau dann halbeinfach, wenn p - jGjq0
ist.
Beweis. Nach Satz 1.15 gilt:
Ck(FG)fg einfach () jCq0;gj = 1:
Im Fall p = q ist oenbar jCq0;gj = 1 und p - jCG(g)jq0 fur alle g 2 Cfp;qg0 und daher die
Behauptung erfullt.
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Sei also p 6= q. Existiert ein Element h 2 Cq0;g n fgg, so ist hp0 G g und 1 6= hp 2 Cg(hp0).
Daher ist p j jCg(hp0)j = jCG(g)j und damit auch p j jCG(g)jq0 .
Ist umgekehrt p j jCG(g)jq0 und h ein Element der Ordnung p in CG(g)q0 , so ist (gh)p0 = g,
und gh oder ein zu gh konjugiertes Element liegt in Cq0;g.
Bemerkung. Im Fall p = q bleibt der Grothendieck-Ring Ck(FG) nach Reduktion mo-
dulo p also halbeinfach, auch wenn p ein Primteiler von G ist. Dies erkennt man auch
an der Tatsache, da die modulo p reduzierte Brauercharaktertafel regular ist (siehe Be-





Satz 4.6. c(FG) besitzt keine nichttrivialen Idempotente.
Beweis. Analog zum Beweis von Satz 3.7.
Satz 4.7. Ck(FG) ist eine symmetrische k-Algebra.
Beweis. Im Fall p = q ist Ck(FG) halbeinfach und damit symmetrisch. Sei daher p 6= q.
















'S(g) uber die kanonische Abbildung
Op // // Op=pp

// O=p = k
als Element in k auassen. Desweiteren ist noch zu zeigen, da die zu  gehorige Biline-
arform
 : Ck(FG) Ck(FG)! k; (x; y) 7! (xy)
nichtausgeartet ist.







und B := (bST )S;T2S. Auerdem seien C = (cST )S;T2S die Cartan-Matrix von FG, C
 1 =
(c0ST )S;T2S ihre Inverse, und fur S 2 S sei Ŝ := HomFG(S; F ) der zu S duale FG-Modul;
dabei bezeichnet F den trivialen FG-Modul. Nach der ersten Orthogonalitatsrelation fur
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Dies zeigt, da B = Ĉ 1 ist, wobei Ĉ aus C dadurch entsteht, da man die Zeilen und Spal-
ten von zueinander dualen einfachen FG-Moduln vertauscht. Da detC eine q-Potenz ist






'S(g) = bSF 2 Op:
Auerdem ist detB = detC 1 = (detC) 1 2 Op n pp. Daher ist die Strukturmatrix B von
 uber k invertierbar, d.h.  ist nichtausgeartet.
Bemerkung. Im Fall p = q j jGj ist Ck(FG) zwar symmetrisch, aber die im obigen
Beweis angegebene Linearform  ist nicht wohldeniert; wegen p - jGp0 j gilt namlich fur



















fur S 2 S denierte Linearform Ck(FG) zu einer symmetrischen k-Algebra.
Zuletzt ubertragen wir die Abschatzung des Nilpotenzgrades von Radikalelementen des
Charakterrings auf den Grothendieck-Ring.
Satz 4.8. Sei m der Exponent von G. Dann ist xmp = 0 fur jedes x 2 JCk(FG).
Beweis. Sei Rq(G) der Brauercharakterring von FG. Die durch JMK 7! 'M denierten
Abbildungen C(FG)! Rq(G) und Ck(FG)! R
q
k(G) sind Ringisomorphismen, und statt
einem Element aus JCk(FG) konnen wir daher ein x 2 JR
q
k(G) betrachten. Wir verwenden
auerdem die Homomorphismen d : Rk(G)! R
q
k(G) und d
0 : Rqk(G)! Rk(G) aus Bemer-
kung 3.13. Da mit x auch d0(x) nilpotent ist, ist d0(x) 2 JRk(G) und daher d0(x)
mp = 0
nach Satz 3.16. Wegen d  d0 = idRq
k
(G) ist somit
xmp = (d  d0)(xmp) = d(d0(x)mp) = d(0) = 0:
KAPITEL 5
Der Trivial-Source-Ring
Seien G eine endliche Gruppe, q eine Primzahl und (L;R; F ) ein q-modulares System, d.h.
ein vollstandiger diskreter Bewertungsring R mit maximalem Ideal R, Quotientenkorper
L und algebraisch abgeschlossenem Restklassenkorper F = R=R der Charakteristik q.
L enthalte auerden die jGj-ten Einheitswurzeln. Mit a(FG;Triv) bezeichnen wir den
Trivial-Source-Ring von FG, d.h. den Teilring des Green-Rings, der von den q-Permu-
tationsmoduln bzw. den Moduln mit trivialer Quelle erzeugt wird. Zur Theorie von Vertex
und Quelle verweisen wir auf [1]. Fur jeden q-Permutationsmodul M schreiben wir [M ]
fur die Isomorphieklasse von M . a(FG;Triv) ist ein endlich-erzeugter freier Z-Modul mit
den Isomorphieklassen von unzerlegbaren q-Permutationsmoduln als Basis.
1. Der gewohnliche Fall
Sei m der Exponent von G und K ein Korper der Charakteristik 0, der die mq0-ten Ein-
heitswurzeln enthalt, und dessen Ganzheitsring O uber Z ein Dedekindring ist (z.B. der
mq0-te Kreisteilungskorper uber Q). Das Ziel unserer Untersuchung sind AO(FG;Triv) :=
O Z a(FG;Triv) und AK(FG;Triv) := K Z a(FG;Triv). Wie in Kapitel 4 wahlen wir
einen Isomorphismus zwischen den Gruppen der mq0-ten Einheitswurzeln von R bzw. O.
Er erlaubt es uns, Brauercharaktere von G sowie von Unter- und Faktorgruppen als Ab-
bildungen nach O aufzufassen. Davon werden wir im folgenden ohne weiteren Kommentar
Gebrauch machen.
Seien M ein unzerlegbarer q-Permutationsmodul von FG mit Vertex Q und N sein
Green-Korrespondent, d.h. der (eindeutig bestimmte) unzerlegbare direkte Summand von
ResGNG(Q)M mit Vertex Q. Da N ebenfalls eine triviale Quelle besitzt und Q normal in
NG(Q) ist, operiert Q trivial auf N , d.h. wir konnen N als projektiven F [NG(Q)=Q]-Modul
auassen. Seien umgekehrt Q eine q-Untergruppe von G undN ein unzerlegbar projektiver
F [NG(Q)=Q]-Modul. Dann ist die Ination Inf
NG(Q)
Q N ein unzerlegbarer q-Permutations-
modul fur NG(Q) mit Vertex Q. Wir bezeichnen mit NQ den Green-Korrespondenten
von Inf
NG(Q)
Q N . NQ ist also ein unzerlegbarer q-Permutationsmodul fur FG, der ebenfalls
Vertex Q besitzt. Wir erhalten so eine Bijektion zwischen der Menge der Isomorphieklas-
sen von unzerlegbaren q-Permutationsmoduln fur FG mit Vertex Q und der Menge der
Isomorphieklassen von projektiven F [NG(Q)=Q]-Moduln.
Sei Sq(G) ein Reprasentantensystem fur die Konjugationsklassen von q-Untergruppen von
G, und fur jedes Q 2 Sq(G) sei PQ ein Reprasentantensystem fur die Isomorphieklassen von
unzerlegbar projektiven F [NG(Q)=Q]-Moduln. Nach den obigen Bemerkungen ist dann
Y := f[NQ] : Q 2 Sq(G); N 2 PQg
eine Z-Basis von a(FG;Triv).
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Wir konstruieren auf folgende Weise Species von AO(FG;Triv): Seien M ein q-Permu-
tationsmodul, Q eine q-Untergruppe von G und g 2 NG(Q), so da gQ ein q
0-Element
in NG(Q)=Q ist. Seien auerdem Res
G
hQ;giM = M
0 M 00, wobei M 0 eine direkte Summe
von unzerlegbaren Moduln mit Vertex Q und M 00 eine direkte Summe von unzerlegbaren
Moduln mit einer echten Untergruppe von Q als Vertex ist. Dann operiert Q trivial auf
M 0 und wir konnen M 0 als projektiven F [hQ; gi=Q]-Modul auassen. Wir setzen
Q;g([M ]) := 'M 0(gQ);
wobei 'M 0 der Brauercharakter des F [hQ; gi=Q]-ModulsM
0 ist. Wir erhalten so eine linea-
re Abbildung Q;g : AO(FG;Triv)! O, die wegen (MFN)
0 =M 0FN
0 fur q-Permutati-
onsmodulnM;N ein Species von AO(FG;Triv) ist. Diese Konstruktion geht auf S. Conlon
zuruck. Species dieser Form werden daher auch oft als Conlon-Species bezeichnet.
Lemma 5.1. Seien Q;R zwei q-Untergruppen von G, gQ 2 (NG(Q)=Q)q0 und M ein
unzerlegbarer q-Permutationsmodul mit Vertex R. Ist Q nicht subkonjugiert zu R, so ist
Q;g([M ]) = 0.
Beweis. Jeder unzerlegbare direkte Summand von ResGhQ;giM besitzt eine Vertex, der in
R enthalten ist. Zerlegen wir also ResGhQ;giM = M
0 M 00 wie oben, so ist M 0 = 0, wenn
Q nicht subkonjugiert zu R ist. Folglich ist Q;g([M ]) = 'M 0(gQ) = 0.
Satz 5.2 (S. Conlon). Fur (Q; g); (R; h) 2 X gilt:
Q;g = R;h () es existiert ein x 2 G mit Q =
xR und gQ = xhQ:
Beweis. Siehe [8, 81.23].
Seien Q eine q-Untergruppe von G und g 2 NG(Q), so da gQ ein q
0-Element in NG(Q)=Q
ist. Da Q eine normale q-Sylowgruppe in hQ; gi ist, ist der q-Faktor gq von g inQ enthalten,
d.h. es ist gQ = gq0gqQ = gq0Q. Dies zeigt, da wir fur jedes Element in (NG(Q)=Q)q0 einen
Nebenklassenvertreter aus Gq0 wahlen konnen.
Lemma 5.3. Fur eine q-Untergruppe Q von G und g; h 2 NG(Q)q0 gilt: Sind gQ und hQ
in NG(Q)=Q konjugiert, so sind g und h in NG(Q) konjugiert.
Beweis. Ohne Einschrankung sei gQ = hQ und daher Qhgi = hQ; gi = hQ;hi = Qhhi.
Sowohl hgi als auch hhi ist ein teilerfremdes Komplement von Q in Qhgi. Nach Schur-
Zassenhaus existiert folglich ein x 2 Qhgi mit xhgix 1 = hhi. Ist x = yz mit y 2 Q und
z 2 hgi, so ist auch yhgiy 1 = hhi. Wegen gh 1 2 Q und hy 1h 1 2 Q ist daher
ygy 1  h 1 = y  gh 1  hy 1h 1 2 hhi \Q = 1;
d.h. ygy 1 = h.
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Wir setzen
X := f(Q; g) : Q ist q-Untergruppe von G; g 2 NG(Q)q0g
und lassen die Gruppe G komponentenweise durch Konjugation auf X operieren. Mit X
bezeichnen wir ein Reprasentantensystem fur die Konjugationsklassen von X unter G.
Dabei werden wir im folgenden stets annehmen, da Q 2 Sq(G) fur alle (Q; g) 2 X ist.
Satz 5.2 zeigt zusammen mit dem vorigen Lemma, da fur (Q; g); (R; h) 2 X gilt:
Q;g = R;h () (Q; g) G (R; h):
Die Species Q;g ((Q; g) 2 X) sind also paarweise verschieden.
Satz 5.4. AO(FG;Triv) ist eine geschlossene O-Algebra mit SpO(AO(FG;Triv)) = fQ;g :
(Q; g) 2 Xg, und AK(FG;Triv) ist eine halbeinfache K-Algebra.
Beweis. Fur jede endliche Gruppe H sei lq(H) die Anzahl der q
0-Konjugationsklassen
von H, die zugleich auch die Anzahl der Isomorphieklassen von unzerlegbar projektiven
FH-Moduln ist. Nach Lemma 5.3 gilt fur (Q; g); (R; h) 2 X:
(Q; g) G (R; h) () Q = R und g NG(Q) h
() Q = R und gQ NG(Q)=Q hQ:
Nach der Vorbemerkung ist daher




= jYj = rkZ a(FG;Triv) = dimK AK(FG;Triv);
und die Behauptung folgt aus Satz 1.7.
Die primitiven Idempotente eQ;g ((Q; g) 2 X) von AK(FG;Triv) sind damit die Urbilder




Q;g : AK(FG;Triv)! K
jXj;
d.h. sie werden charakterisiert durch
R;h(eQ;g) =
(
1; falls (Q; g) G (R; h);
0; falls (Q; g) 6G (R; h):
Bemerkung 5.5. Die vorigen Ergebnisse konnen wir auch auf folgende Weise veranschau-







der Werte aller Species auf der Basis Y von AO(FG;Triv). Fassen wir dabei Species und
Moduln zusammen, die zur gleichen q-Untergruppe von G gehoren bzw. die gleiche q-
Untergruppe von G als Vertex haben, so erhalt A = (AQR)Q;R2Sq(G) eine Blockgestalt,
wobei AQR die Werte der Species der Form Q;g auf den unzerlegbaren q-Permutations-
moduln mit Vertex R enthalt. Nach Lemma 5.1 ist allerdings AQR = 0, falls Q nicht
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subkonjugiert zu R ist. Ordnet man also Sq(G) = fQ1; : : : ; Qrg so an, da Qi 6. Qj fur




AQ1Q1 AQ1Q2       AQ1Qr









Dabei ist AQiQi fur i = 1; : : : ; r die Transponierte der Charaktertafel der unzerlegbar
projektiven Charaktere von NG(Qi)=Qi. Bezeichnet i die Brauercharaktertafel und Ci
die Cartan-Matrix von NG(Qi)=Qi, so ist also
ATQiQi = Cii:
Da Ci (siehe etwa [8, Lemma 18.22]) und i (siehe Bemerkung 3.3) regulare Matrizen sind,
gilt dies auch fur A; insondere sind die Zeilen von A und damit die Species Q;g ((Q; g) 2 X)
paarweise verschieden.
Sei jetzt p eine Primzahl. Da O eine ganze Ringerweiterung von Z ist, existiert ein Primide-
al p in O mit p 2 p, und wir erhalten einen Restklassenkorper k := O=p der Charakteristik
p. Wir wollen Ak(FG;Triv) := k O AO(FG;Triv) = k Z a(FG;Triv) untersuchen. Wie
ublich bezeichnen wir mit  die Reduktion modulo p.
Im Gegensatz zum Grothendieck-Ring (Kapitel 4) mussen wir hier die Falle p 6= q und
p = q unterscheiden.
2. Verschiedene Charakteristiken
In diesem Abschnitt seien p und q verschiedene Primzahlen.
Lemma 5.6. Fur jedes Element g 2 Gp0 existiert ein unzerlegbar projektiver FG-Modul
P mit 'P (g) =2 p.
Beweis. Seien S1; : : : ; Sr Reprasentanten fur die Isomorphieklassen von einfachen FG-













so ist w = Cv. Wir fassen C als Matrix mit Koezienten in O auf und reduzieren die
Gleichung modulo p. Wegen 'F (g) = 1 fur den trivialen FG-Modul F ist v 6= 0, und da
detC eine q-Potenz ist, ist detC =2 p, d.h. C ist regular. Folglich ist auch w 6= 0 und damit
'Pi =2 p fur ein i 2 f1; : : : ; rg.
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Satz 5.7. Fur (Q; g); (R; h) 2 X gilt:
Q;g = R;h () (Q; gp0) G (R; hp0):
Beweis. (: SeiM ein q-Permutationsmodul von FG und ResGhQ;giM =M
0M 00, wobeiM 0
eine direkte Summe von unzerlegbaren Moduln mit Vertex Q undM 00 eine direkte Summe
von unzerlegbaren Moduln mit einer echten Untergruppe von Q als Vertex ist. Mit 'M 0
bezeichnen wir den Brauercharakter von M 0 als F [hQ; gi=Q]-Modul. Nach Lemma 4.3 gilt
dann:
Q;g([M ]) = 'M 0(gQ)  'M 0((gQ)p0) = 'M 0(gp0Q) = Q;gp0 ([M ]) (mod p):
Analog ist R;h([M ])  R;hp0 ([M ]) (mod p). Im Fall (Q; gp0) G (R; hp0) ist daher
Q;g = Q;gp0 = R;hp0 = R;h:
): Nach Lemma 5.6 existiert ein unzerlegbar projektiver F [NG(Q)=Q]-Modul N mit
'N (hQ) =2 p. Fur den Green-Korrespondenten NR von Inf
NG(R)
R N gilt also
Q;g([NR]) = R;h([NR]) = 'N (hQ) 6= 0:
Da NR ein unzerlegbarer FG-Modul mit Vertex R ist, folgt Q .G R nach Lemma 5.1.
Analog ist R .G Q und damit Q G R, etwa Q = xR fur ein x 2 G. Daher ist
Q;g = R;h = x 1Q;h = Q;xh:
Schrankt man diese Gleichung auf q-Permutationsmoduln mit Vertex Q ein, so erhalt man
gQ = xhQ fur die Brauer-Species gQ; xhQ von F [NG(Q)=Q]. Nach Lemma 4.3 und
Lemma 5.3 existiert daher ein y 2 NG(Q) mit g =
yxh, und es gilt:
yx(R; hp0) = (
yxR; yx(hp0)) = (
yQ; (yxh)p0) = (Q; gp0):
3. Gleiche Charakteristiken
Wir behandeln jetzt den Fall p = q. Entscheidend ist hier das folgende Lemma:
Lemma 5.8. Seien (Q; g); (R; g) 2 X mit Q  R und [R; g]  Q. Dann ist Q;g  R;g
(mod p).
Beweis. Im Fall jR : Qj > p existiert ein Q0 mit Q < Q0 < R, und es ist [Q0; g]  [R; g] 
Q  Q0; insbesondere ist g 2 NG(Q
0) und damit auch (Q0; g) 2 X. Wegen jQ0 : Qj < jR : Qj
und jR : Q0j < jR : Qj konnen wir also nach Induktion annehmen, da Q;g  Q0;g  R;g
(mod p) ist. Daher konnen wir uns auf den Fall jR : Qj = p beschranken.
SeiM ein q-Permutationsmodul von FG, ResGhR;giM =M
0M 00M 000 und ResGhQ;giM =
N 0N 00 mit F hR; gi-Moduln M 0;M 00;M 000 und F hQ; gi-Moduln N 0; N 00, wobei die unzer-
legbaren direkten Summanden
{ von M 0 Vertex R haben,
{ von M 00 und N 0 Vertex Q haben,
{ von M 000; N 00 keinen Vertex haben, der Q enthalt.
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0 M 00) Vertex Q, d.h. es ist Res
hR;gi
hQ;gi(M
0 M 00)  N 0. Ist
andererseits L ein unzerlegbarer direkter Summand von M 000 und V ein Vertex von L, so
ist Q 6 V , und jeder Vertex eines unzerlegbaren direkten Summands von Res
hR;gi
hQ;gi L ist
konjugiert zu einer Untergruppe von V , enthalt also Q nicht. Daher ist Res
hR;gi
hQ;giM





0 M 00) = N 0:
Seien jetzt hR; gi := hR; gi=Q, hQ; gi := hQ; gi=Q und g := gQ. Fassen wir M 0;M 00 als
F hR; gi-Moduln und N 0 als F hQ; gi-Modul auf, so ist
R;g([M ]) = 'M 0(g)
und








= 'M 0M 00(g) = 'M 0(g) + 'M 00(g):
Es genugt also zu zeigen, da 'M 00(g) 2 p ist.
Jeder unzerlegbare direkte Summand L von M 00 ist ein unzerlegbar projektiver F hR; gi-
Modul. Wegen [R; g]  Q aber ist hR; gi = R=Q  hgi, wobei R=Q eine p-Gruppe und
hgi eine zyklische p0-Gruppe ist. Daher ist L isomorph zu F [R=Q] F L
0 fur einen 1-




= L0  : : :  L0| {z }
p
:
Folglich ist 'L(g) = p  'L0(g) 2 p.
Wir setzen
X0 := f(Q; g) 2 X : [Q; g] = Qg;
und fur jedes (Q; g) 2 X0 denieren wir
XQ;g := f(R; g) 2 X : [R; g] = Qg:
Ist (R; g) 2 X ein beliebiges Element, so ist [[R; g]; g] = [R; g], da g teilerfremd auf R
operiert (siehe z.B. [19, 7.12]). Dies zeigt, da (R; g) in einer der Mengen XQ;g ((Q; g) 2
X0) enthalten ist. Seien andererseits (Q; g); (Q
0; g0) 2 X0 mit XQ;g \ XQ0;g0 6= ;, etwa
(R; h) 2 XQ;g \XQ0;g0 . Dann ist g = h = g







Lemma 5.9. Sei (Q; g) 2 X0. Dann gilt:
(i) Fur (R; g) 2 XQ;g ist R;g = Q;g.
(ii) Q ist das bzgl. Inklusion kleinste Element in XQ;g.
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(iii) Sei S  NG(Q), so da S=Q eine p-Sylowgruppe von CNG(Q)=Q(gQ) ist. Dann ist
(S; g) 2 XQ;g und p - jCNG(S)=S(gS)j.
Beweis. (i) folgt aus Lemma 5.8.
(ii) Fur (R; g) 2 XQ;g gilt Q = [R; g]  R.
(iii) Wegen [S; g]  Q = [Q; g]  [S; g] ist [S; g] = Q, also (S; g) 2 XQ;g. Da g teilerfremd
auf S operiert, ist S = CS(g)[S; g] = CS(g)Q (siehe [19, 7.12]). Sei jetzt R  NG(S), so
da R=S eine p-Sylowgruppe von CNG(S)=S(gS) ist. Dann ist [R; g]  S  R; insbesondere
ist g 2 NG(R). Daher operiert g auch teilerfremd auf R. Es folgt
R = CR(g)[R; g] = CR(g)S = CR(g)CS(g)Q = CR(g)Q;
also
R = CR(g)Q \NG(S) = (CR(g) \NG(S))Q
wegen Q  NG(S). Fur x 2 CR(g) \ NG(S) ist aber
xQ = x[S; g] = [xS; xg] = [S; g] = Q,
d.h. R  NG(Q). Nach Wahl von S ist daher R = S.
Um den nachsten Satz beweisen zu konnen, benotigen wir ein Analogon zu Lemma 5.6,
das fur p = q i.a. falsch ist. Es genugt die folgende etwas schwachere Aussage:
Lemma 5.10. Sei g 2 Gp0. Dann gilt:




(ii) Es existiert ein unzerlegar projektiver FG-Modul P mit 'P (g)jCG(g)j =2 R.
Beweis. Siehe [7, Thm. 84.14].
Bemerkung. Seim der Exponent von G und  2 C eine primitivemp0-te Einheitswurzel.
Sowohl R als auch O enthalt die mp0-ten Einheitswurzeln, d.h. wir konnen Z[]  R und
Z[]  O annehmen. Sei p0 ein Primideal in Z[] mit p 2 p0. Oenbar ist p0  R. Da
sich an der vorliegenden Situation nichts andert, wenn wir p durch ein anderes Primideal
~p 2 O mit p 2 ~p ersetzen, konnen wir auch p0  p und p0 = Z[] \ p annehmen. Nun ist
'(g) 2 Z[] fur g 2 Gp0 und jeden Brauercharakter ' von G, und es gilt:
'(g) =2 R ) '(g) =2 p0 ) '(g) =2 p:
Dies zeigt, da wir im vorigen Lemma R durch O und R durch p ersetzen konnen.
Satz 5.11. Fur (Q; g); (R; h) 2 X gilt:
Q;g = R;h () ([Q; g]; g) G ([R; h]; h):
Beweis. Wir setzen Q0 := [Q; g] und R0 := [R; h].
(: Sei (Q0; g) G (R0; h). Wegen (Q; g) 2 XQ0;g und (R; h) 2 XR0;h ist dann
Q;g = Q0;g = R0;h = R;h
nach Lemma 5.9(i).
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): Seien Q;g = R;h und S  NG(Q0); T  NG(R0), so da S=Q0 und T=R0
p-Sylowgruppen von CNG(Q0)=Q0(gQ0) bzw. CNG(R0)=R0(hR0) sind. Dann sind (S; g) 2
XQ0;g; (T; h) 2 XR0;h nach Lemma 5.9(iii) und daher
S;g = Q0;g = Q;g = R;h = R0;h = T;h
Auerdem ist p - jCNG(S)=S(gS)j, d.h. die Konjugationsklasse von gS in NG(S)=S ist
vom Defekt 0. Daher existiert nach Lemma 5.10 und der Vorbemerkung ein projektiver
NG(S)=S-Modul N mit 'N (gS) =2 p. Ist NS der Green-Korrespondent von Inf
NG(S)
S N , so
ist also
T;h([NS ]) = S;g([NS ]) = 'N (gS) 6= 0:
Da NS ein unzerlegbarer FG-Modul mit Vertex S ist, folgt aus Lemma 5.1, da T sub-
konjugiert zu S ist. Aus Symmetriegrunden ist daher S G T , etwa S =
xT fur ein x 2 G.
Folglich ist
S;g = T;h = x 1S;h = S;xh;
und insbesondere gS = xhS fur die Brauer-Species gS ; xhS von F [NG(S)=S]. Nach
Lemma 4.3 und Lemma 5.3 existiert in diesem Fall ein y 2 NG(S) mit g =
yxh. Daher ist
yx(R0; h) =
yx([T; h]; h) = ([yxT ; yxh]; yxh) = ([yS; g]; g) = ([S; g]; g) = (Q0; g):
Bemerkung. Wir fuhren die Bemerkung 5.5 fort und ubernehmen die Bezeichnungen
von dort. Sei A die Matrix, die man aus A erhalt, indem man die Eintrage modulo p redu-
ziert. Fur zwei Species Q;g; R;h von AO(FG;Triv) ist also Q;g = R;h genau dann, wenn
die entsprechenden Zeilen in A gleich sind. Da aber Species Ringhomomorphismen sind,
ist eine Menge von Species bereits dann linear unabhangig, wenn sie paarweise verschie-
den sind (siehe z.B. [3, Lemma 6.5]). Es folgt, da die Anzahl der verschiedenen Species
Q;g ((Q; g) 2 X) mit dem Rang von A ubereinstimmt. Da A eine Block-Dreiecksmatrix











Der Rang von Ci wiederum ist gleich der Anzahl n0(NG(Qi)=Qi) der p
0-Konjugationsklas-
sen von NG(Qi)=Qi vom Defekt 0 (siehe [7, (84.10)]).
Sei X0 := X \X0. Ist (Q; g) 2 X0 und S  NG(Q), so da S=Q eine p-Sylowgruppe von
CNG(Q)=Q(gQ) ist, so ist [S; g] = Q, und gS ist nach Lemma 5.9 in einer p
0-Konjugations-
klasse von NG(S)=S vom Defekt 0 enthalten. Andererseits existiert zu jedem (R; h) 2 X








ist. Es folgt, da mindestens jX0j verschiedene Species Q;g von Ak(FG;Triv) existieren.
Dies liefert eine alternativen Beweis fur die )-Richtung des vorigen Satzes.





f(Q; g) 2 X : g 2 NG(Q)p0g; falls p 6= q;
f(Q; g) 2 X : [Q; g] = Qg; falls p = q;
und
X0 := X \X0:
Wir erinnern daran, da wir X zur Veinfachung so gewahlt haben, da fur alle (Q; g) 2 X
die Untergruppe Q in einem fest gewahlten Reprasentantensystem Sq(G) fur die Konju-
gationsklassen von q-Untergruppen von G enthalten ist. Fur (Q; g) 2 X0 sei auerdem
XQ;g :=
(
f(R; h) 2 X : (R; hp0) G (Q; g)g; falls p 6= q;
f(R; g) 2 X : ([R; h]; h) G (Q; g)g; falls p = q:





Dann ist ffQ;g : (Q; g) 2 X0g die Menge der primitiven Idempotente von Ak(FG;Triv).
Beweis. Nennen wir zwei Species Q;g; R;h p-aquivalent, wenn Q;g  R;h (mod p) gilt,
so ist X0 nach Satz 5.2, Satz 5.7 und Satz 5.11 ein Reprasentantensystem fur die p-
Aquivalenzklassen aller Species von AO(FG;Triv), und fur (Q; g) 2 X0; (R; h) 2 X gilt:
Q;g; R;h p-aquivalent () (R; h) 2 XQ;g:
Daher folgt die Behauptung aus Satz 1.13.





von Ak(FG;Triv) in seine Blocke Ak(FG;Triv)fQ;g.
Satz 5.13. Sei (Q; g) 2 X0. Der Block Ak(FG;Triv)fQ;g ist genau dann einfach, wenn
p - jCNG(Q)=Q(gQ)j ist. Insbesondere ist Ak(FG;Triv) genau dann halbeinfach, wenn p - jGj
ist.
Beweis. Seien (Q; g) 2 X0 und C := CNG(Q)=Q(gQ). Nach Satz 1.15 gilt:
Ak(FG;Triv)fQ;g einfach () jXQ;gj = 1:
Sei zuerst p 6= q. Ist jXQ;gj > 1, so existiert ein h 2 Gq0 mit (Q;h) 2 XQ;g und hQ 6NG(Q)=Q
gQ, aber (hQ)p0 NG(Q)=Q gQ wegen hp0 G g. Daher ist 1 6= (hQ)p 2 CNG(Q)=Q((hQ)p0),
also
p
 jCNG(Q)=Q((hQ)p0)j = jCj:
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Ist umgekehrt p j jCj und h ein Element der Ordnung p in C, so existiert ein h 2 Gp n
f1g mit h = hQ und (gh)p0 = g. Dann ist (Q; gh) 6G (Q; g), aber (Q; gh) ist bis auf
Konjugation in XQ;g enthalten. Dies zeigt, da jXQ;gj > 1 ist.
Sei jetzt p = q. Im Fall jXQ;gj > 1 existiert ein von (Q; g) verschiedenes Tupel (R; h) 2 XQ;g,
d.h. es ist ([R; h]; h) G (Q; g), etwa g =
xh und Q = x[R; h] = [xR; g] fur ein x 2 G.
Wegen (R; h) 6G (Q; g) ist daher Q /
xR und xR=Q  C, also
p
 jxR : Qj  jCj:
Sei umgekehrt p j jCj und S  NG(Q), so da S=Q eine p-Sylowgruppe von C=Q ist. Dann
ist [S; g] = Q und (S; g) bis auf Konjugation in XQ;g enthalten, aber (S; g) 6G (Q; g). Es
folgt jXQ;gj > 1.
Im Fall p - jGj ist naturlich p - jCNG(Q)=Q(gQ)j fur alle (Q; g) 2 X0 und damit Ak(FG;Triv)
halbeinfach. Andererseits ist CNG(Q)=Q(gQ) = G=1 fur (Q; g) = (1; 1) 2 X0. Ist p ein Teiler
von G, so ist der Block Ak(FG;Triv)f1;1 also nicht einfach.
Satz 5.14. a(FG;Triv) besitzt keine nichttrivialen Idempotente.
Beweis. Es genugt zu zeigen, da AO(FG;Triv) keine nichttrivialen Idempotente be-
sitzt. Nach Satz 1.10 und Lemma 1.4 mussen wir dazu fur jedes (Q; g) 2 X Primideale
p0; : : : ; pn 2 O und Elemente (Q 1; g 1) = (1; 1); (Q0; g0); : : : ; (Qn; gn) = (Q; g) 2 X mit
Qi 1;gi 1  Qi;gi (mod pi) fur i = 0; : : : ; n angeben.





Fur i = 1; : : : ; n ist dann (Q; gi) 2 X und (gi)p0i = gi 1, also Q;gi 1  Q;gi (mod pi) fur
ein Primideal pi in O mit pi 2 pi nach Satz 5.7. Auerdem ist
Q0;g0  [Q0;g0];g0  [Q0;1];1  1;1 (mod q)
fur ein Primideal q in O mit q 2 q nach Satz 5.11. Daraus folgt die Behauptung.
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