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1 Introduction
In this review you will not find many general ideas. It is rather meant as a
technical introduction to some basic tools for working with supersymmetric
field theories. It are ingredients which I could use for various applications in
the last 20 years.
In section 2, I will consider only bosonic theories. It contains an intro-
duction to the spacetime symmetries. Also gauging of symmetries is treated,
and special attention is devoted to a very useful theorem for calculating the
transformation of the covariant derivative of fields.
Section 3 reviews the properties of Clifford algebras and spinors in a
spacetime with arbitrary dimensions and signature. It gives an overview of
Majorana, Weyl, Majorana–Weyl and symplectic Majorana–Weyl spinors.
At the end several tips are given to perform complex conjugation in practice,
and to manipulate gamma matrices.
Supersymmetry is introduced in section 4. I introduce especially the al-
gebraic approach. Also the elementary facts on superalgebras are treated,
including the real forms of these algebras. The aim is to come to supersym-
metry algebras, as well super-Poincare´, as super-adS and superconformal
algebras.
2 Bosonic spacetime symmetries
Supersymmetry is related to the structure of spacetime. Before tackling
supersymmetry algebras, I will first review the bosonic spacetime symmetries
and their gauging.
2.1 Coleman–Mandula result
To investigate possible spacetime symmetries, Coleman and Mandula [1] in-
vestigated how large the spacetime symmetry group can be in order that
scattering amplitudes do not become trivial. They thus deal with ‘visible
symmetries’, i.e. those which act on S-matrix elements. They restrict them-
selves also to 4 dimensions, and assume a finite number of different particles
in a multiplet. Their research was before the advent of supersymmetry, so
they were looking only at bosonic symmetries. Still the result is very signif-
icant. There are two cases to be distinguished.
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1. There are massive particles. Then the symmetry algebra has at most
translations Pµ, Lorentz rotations Mµν and an algebra G of scalar (i.e. com-
muting with P and M) symmetries.
2. There are only massless particles. Then there is the extra possibility of
having conformal symmetry (and a commuting group G).
The second possibility will be discussed in section 2.3. The first one
contains a direct sum of G with the Poincare´ algebra, i.e.
[Mµν ,M
ρσ] = −2δ[ρ[µMν]σ] ,
[Pµ,Mνρ ] = ηµ[νPρ] ,
[Pµ, Pν ] = 0 . (2.1)
For conventions, see appendix A. In supersymmetry the last commutator is
often modified, giving rise to the (anti) de Sitter algebra.
2.2 Anti-de Sitter algebra and spacetime
The Poincare´ algebra is an ‘Ino¨nu¨–Wigner’ contraction of the ‘(anti) de Sitter
algebra’:
[Mµν ,Mρσ] = ηµ[ρMσ]ν − ην[ρMσ]µ
[Pµ,Mνρ] = ηµ[νPρ]
[Pµ, Pν] =
1
2R2
Mµν . (2.2)
With the opposite sign for the last commutator we would have the ‘de Sitter
algebra’. As written it is the ‘anti-de Sitter (adS) algebra’. And for R→∞,
we recover the Poincare´ algebra. Defining Mdµ = −Mµd = RPµ we have
generators Mµˆνˆ = −Mνˆµˆ with µˆ = 0, . . . , d, and defining the metric to be
ηµˆνˆ = diag(−+ . . .+−) the algebra can be concisely written as
[Mµˆνˆ ,Mρˆσˆ] = ηµˆ[ρˆMσˆ]νˆ − ηνˆ[ρˆMσˆ]µˆ , (2.3)
i.e. it is the algebra SO(d − 1, 2). Note that every point is invariant under
the rotations around this point, while not invariant under the translations.
In this sense we can write
adSd =
SO(d− 1, 2)
SO(d− 1, 1) . (2.4)
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The ‘Ino¨nu¨—Wigner’ contraction is the statement that the SO(d − 1, 2)
algebra reduces to the Poincare´ algebra when taking the limitR→∞ keeping
Pµ constant in the relation Mdµ = −Mµd = RPµ.
To obtain a space with adS metric, we start from defining it as a subman-
ifold of a (d+ 1)-dimensional space with a flat metric of (d− 1, 2) signature
(for convenience we taken here µ = 0, . . . , d− 2)
ds2 = dXµηµνdX
ν − dX+dX−
(d− 2, 1) + (1, 1) ⇒ (d− 1, 2) (2.5)
The adS space is the submanifold determined by the SO(d− 1, 2)-invariant
equation
XµηµνX
ν −X+X− +R2 = 0 . (2.6)
On the hypersurface one can take several sets of coordinates. E.g. the horo-
spherical coordinates {xµ, z} are defined by
X− = z−1
Xµ = z−1xµ
X+ =
x2µ +R
2z2
z
. (2.7)
The latter being the solution of (2.6) given the first two. The induced metric
on the hypersurface is
ds2 =
1
z2
(
dx2µ +R
2dz2
)
. (2.8)
The SO(d − 1, 2) is linearly realized in the embedding (d + 1)-dimensional
space, and these transformations, (µˆ = µ,+,− and Λµˆνˆ = −Λνˆµˆ)
δX µˆ = ΛνˆρˆMνˆρˆX
µˆ = −ΛµˆνˆX νˆ . (2.9)
are on the adS space distorted to1
δadSx
µ = −Λµ− − Λµνxν − Λ++xµ
−(x2 +R2z2)Λµ+ + 2xµxνΛν+
δadSz = −z
(
Λ++ − 2xµΛµ+
)
. (2.10)
1Note that to raise or lower indices one has to use the metric in (2.5), i.e. η+− = − 12 ,
and thus η+− = −2.
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Suppose I just gave you the metric (2.8). Then to determine the symme-
tries, one should solve the ‘Killing’ equation (with XM = {xµ, φ})
(∂P gMN)δX
P + 2gP (M∂N)δX
P = 0 , (2.11)
which is the requirement that the Lie derivative of the metric vanishes. As an
exercise, one may prove that the transformations (2.10) are the only solutions.
2.3 Rigid conformal symmetry
Conformal symmetry is defined as the symmetry which preserves angles.
Therefore it should contain the transformations which change the metric up
to a factor. That implies that the symmetries are determined by the solutions
to the ‘conformal Killing equation’
∂(µξν) − 1dηµν∂ρξρ = 0 . (2.12)
In d = 2 with as non-zero metric elements ηzz¯ = 1, the Killing equations are
reduced to ∂zξz = ∂z¯ξz¯ = 0 and this leads to an infinite dimensional conformal
algebra (all holomorphic vectors ξz¯(z) and anti-holomorphic vectors ξz(z¯)).
In dimensions d > 2 the conformal algebra is finite-dimensional. Indeed, the
solutions are
ξµ(x) = aµ + λµνM xν + λDx
µ + (x2ΛµK − 2xµx · ΛK) . (2.13)
Corresponding to the parameters aµ are the translations Pµ, to λ
µν
M corre-
spond the Lorentz rotations Mµν , to λD are associated dilatations D, and
ΛµK are parameters of ‘special conformal transformations’ Kµ. This is ex-
pressed as follows for the full set of conformal transformations δC :
δC = a
µPµ + λ
µν
MMµν + λDD + Λ
µ
KKµ . (2.14)
With these transformations, one can obtain the algebra with as non-zero
commutators
[Mµν ,M
ρσ] = −2δ[ρ[µMν]σ] ,
[Pµ,Mνρ ] = ηµ[νPρ] , [Kµ,Mνρ ] = ηµ[νKρ] ,
[Pµ, Kν ] = 2(ηµνD + 2Mµν) ,
[D,Pµ ] = Pµ , [D,Kµ ] = −Kµ . (2.15)
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This is the SO(d, 2) algebra2. Indeed one can define
M µˆνˆ =

 M
µν 1
4
(P µ −Kµ) 1
4
(P µ +Kµ)
−1
4
(P ν −Kν) 0 −1
2
D
−1
4
(P ν +Kν) 1
2
D 0

 , (2.16)
where indices are raised w.r.t. the rotation matrices Mµν with the metric
η = diag (−1, 1, ..., 1,−1). Note that this is the same as the anti-de Sitter
algebra in d+ 1 dimensions
Confd = adSd+1 , (2.17)
(obviously this concerns the algebras, not the spaces) which is an essential
ingredient in the adS/CFT correspondence which got recently so much at-
tention. Note in this respect the similarity between (2.10) and (2.13).
In general, fields φi(x) in d dimensions have the following transformations
under the conformal group:
δCφ
i(x) = ξµ(x)∂µφ
i(x) + ΛµνM (x)mµν
i
jφ
j(x)
+wiΛD(x)φ
i(x) + ΛµK (kµφ)
i (x) , (2.18)
where the x-dependent rotation ΛM µν(x) and x-dependent dilatation ΛD(x)
are given by
ΛM µν(x) = ∂[νξµ] = λM µν − 4x[µΛK ν] ,
ΛD(x) =
1
d
∂ρξ
ρ = λD − 2x · ΛK . (2.19)
To specify for each field φi its transformations under conformal group one
has to specify:
i) transformations under the Lorentz group, encoded into the matrix
(mµν)
i
j. The Lorentz transformation matrix mµν should satisfy
mµν
i
kmρσ
k
j −mρσikmµνkj = −ηµ[ρmσ]ν ij + ην[ρmσ]µij . (2.20)
The explicit form for Lorentz transformation matrices is for vectors
(the indices i and j are of the same kind as µ and ν)
mµν
ρ
σ = −δρ[µην]σ , (2.21)
2In the 2-dimensional case SO(2, 2) = SU(1, 1) × SU(1, 1) is realised by the finite
subgroup of the infinite dimensional conformal group, and is well known in terms of L−1 =
1
2
(P0 − P1), L0 = 12D +M10, L1 = 12 (K0 + K1), L¯−1 = 12 (P0 + P1), L¯0 = 12D −M10,
L¯1 =
1
2
(K0 −K1). Higher order Ln, |n| ≥ 2 have no analogs in d > 2.
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while for spinors, (where i and j are (unwritten) spinor indices)
mµν = −14γµν . (2.22)
ii) The Weyl weights wi.
iii) Possible extra parts of the special conformal transformations,
apart from those connected to translations, rotations and dilatations
as in (2.13) and (2.19), (kµφ)
i. The Weyl weight of (kµφ
i) should be
w − 1, and kµ are mutually commuting operators.
In this way, the algebra (2.15) is realised on the fields as
[δC(ξ1), δC(ξ2)] = δC (ξ
µ = ξν2∂νξ
µ
1 − ξν1∂νξµ2 ) . (2.23)
Note the sign difference between the commutator of matrices (2.20) and the
commutator of the generators in (2.15), which is due to the difference between
‘active and passive’ transformations. To understand fully the meaning of
the order of the transformations, consider in detail the calculation of the
commutator of transformations of fields. See e.g. for a field of zero Weyl
weight, and notice how the transformations act only on fields, not on explicit
spacetime points xµ:
λDa
µ[D,Pµ]φ(x) = (δD(λD)δP (a
µ)− δP (aµ)δD(λD))φ(x)
= δD(λD)a
µ∂µφ(x)− δP (aµ)λDxµ∂µφ(x)
= aµ∂µ (λDx
ν) ∂νφ(x)
= aµλD∂µφ(x) = λDa
µPµφ(x) . (2.24)
It is important to notice that the derivative of a field of Weyl weight w
has weight w + 1. E.g. for a scalar of weight w (and without extra special
conformal transformations) we obtain
δC∂µφ(x) = ξ
ν(x)∂ν∂µφ(x) + wΛD(x) ∂µφ(x)
−ΛMµν(x)∂νφ(x) + ΛD(x)∂µφ(x)− 2wΛKµφ(x) . (2.25)
With these rules the conformal algebra is satisfied. The question remains
when an action is conformal invariant. We consider local actions which can be
written as S =
∫
ddxL(φi(x), ∂µφi(x)), i.e. with at most first order derivatives
on all the fields. For Pµ and Mµν there are the usual requirements of a
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covariant action. For the local dilatations we have the requirement that the
weights of all fields in each term should add up to d, where ∂µ counts also
for 1, as can be seen from (2.25). Indeed, the explicit ΛD transformations
finally have to cancel with
ξµ(x)∂µL ≈ −(∂µξµ(x))L = −dΛD(x)L . (2.26)
For special conformal transformations one remains with
δKS = 2Λ
µ
K
∫
ddx
L
←
∂
∂(∂νφi)
(
−ηµνwiφi + 2mµνijφj
)
+ ΛµK
S
←
δ
δφi(x)
(kµφ)
i(x) .
(2.27)
where
←
∂ indicates a right derivative. The first terms originate from the
K-transformations contained in (2.13) and (2.19). In most cases these are
sufficient to find the invariance and no (kµφ) are necessary. In fact, the latter
are often excluded because of the requirement that they should have Weyl
weight wi − 1, and in many cases there are no such fields available.
Although we will show that this condition is satisfied for many dilatational
invariant theories, it is non-trivial. As a counterexample we give the action
of the scalars φ1 and φ2 (with Weyl weights (d
2
− 1))
L =
(
1 +
φ1
φ2
)
(∂µφ
1)(∂µφ2) . (2.28)
Exercise.
There are typical cases in which (2.27) does not receive any contributions.
Check the following ones
1. scalars with Weyl weight 0.
2. spinors appearing as 6∂λ if their Weyl weight is (d− 1)/2. This is also
the appropriate weight for actions as λ¯ 6∂λ.
3. Vectors or antisymmetric tensors whose derivatives appear only as field
strengths ∂[µ1Bµ2...µp] if their Weyl weight is p−1. This value of the Weyl
weight is what we need also in order that their gauge invariances and
their zero modes commute with the dilatations. Then scale invariance
of the usual square of the field strenghts will fix p = d
2
.
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4. Scalars X i with Weyl weight d
2
− 1 and
L = (∂µX i)Aij(∂µXj) , (2.29)
where Aij are constants.
2.4 Gauge theory and gravity
From the theory of general relativity we know how to construct actions in-
variant under the local Poincare´ group. However, I will now consider the con-
structions from an algebraic viewpoint, i.e. as a gauge theory of the Poincare´
group. First, recall the general equations for gauge theories with infinitesimal
transformations
δ(ǫ) = δA(ǫ
A) = ǫATA , (2.30)
where A thus labels all the symmetries, and ǫA are all the parameters. For
every symmetry one introduces a gauge field hAµ , and if the algebra is
[δA(ǫ
A
1 ), δB(ǫ
B
2 )] = δC
(
ǫB2 ǫ
A
1 fAB
C
)
, (2.31)
then these transform as
δ(ǫ)hAµ = ∂µǫ
A + ǫChBµ fBC
A . (2.32)
Covariant derivatives are defined as
∇µ = ∂µ − δA(hAµ ) , (2.33)
and their commutators are new transformations with as parameters the cur-
vatures:
[∇µ,∇ν] = −δA(RAµν)
RAµν = 2∂[µh
A
ν] + h
C
ν h
B
µ fBC
A , (2.34)
which transform ‘covariantly’ as
δRAµν = ǫ
CRBµνfBC
A . (2.35)
I now apply this to the Poincare´ group with gauge fields
hAµTA = e
a
µPa + ωµ
abMab . (2.36)
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The indices µ, ν, . . . of the algebra of the previous sections should now be re-
placed by flat indices a, b, . . .. The curvatures are then (for later convenience
I put an indication P for the Poincare´ curvatures)
RPµν(P
a) = 2∂[µe
a
ν] + 2ω[µ
abeν]b
RPµν(M
ab) = 2∂[µων]
ab + 2ωc[aµ ων
b]
c . (2.37)
Usually the spin connection is not considered as an independent field. One
can obtain the relation between the spin connection and the vierbeins by
imposing a constraint
RPµν(P
a) = 0 . (2.38)
As the ‘vielbein’ eaµ is assumed to be invertible, this can be solved for the
‘spin connection’
ωµ
ab = 2eν[a∂[µeν]
b] − eaρebσeµc∂[ρecσ] . (2.39)
Such a constraint, which can be solved for a field, is called a conventional
constraint. Similar constraints are often used in the superspace approach.
The constraint is not invariant under all the symmetries. Therefore the
theory with the constraint, and thus a dependent spin connection has an al-
gebra that is different from (2.1). Essentially the translations Pa are replaced
by ‘covariant general coordinate transformations’
δcgct(ξ) = δgct(ξ)− δI(ξµhIµ) , (2.40)
where I stands for all transformations except the translations. In fact, one
can check that the translations Pa on the vierbein take the form of covariant
general coordinate transformations, due to the constraint (2.38).
From now on we replace translations by these covariant general coordinate
transformations. On non-gauge fields we have (and we write these equations
again more general than for the pure Poincare´ algebra, as we want to use it
later for larger algebras containing translations)
∇µφ = ∂µφ− eaµPaφ− δI(hIµ)φ = 0 , (2.41)
which, solved for Pa, gives what is now called the covariant derivative
Paφ = Daφ ≡ eµa
(
∂µφ− δI(hIµ)φ
)
. (2.42)
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While in the original algebra translations did commute, (covariant) general
coordinate transformations do not commute, i.e. fAab 6= 0. If one takes this
into account in (2.34), thus adding a new term with fAabe
a
µe
b
ν , then the full
curvature vanishes, consistent with (2.41). Then one can solve this again for
fAab, and one obtains
fAab = −eµaeνbRAµν ≡ −RAab , (2.43)
such that still
[Da, Db] = −δI(RIab) . (2.44)
In the curvature formula (2.34) one thus takes f Iab = 0, as in the original
algebra, but the other sums over symmetries include also the translations.
The Ricci tensor is a contraction of the M-curvature
Rµν = R
P
µρ(M
ba)eb
ρeνa , R = Rµνg
µν , (2.45)
and the field equation of the usual pure Poincare´ action is
δ
δgµν
∫
d4x
√−g R = √−g
(
Rµν − 12gµνR
)
. (2.46)
In the rigid theory, a scalar does transform under Lorentz rotations. In-
deed, see (2.18) where ξ(x) contains a Lorentz rotation according to (2.13).
This is not the case in the local theory. Here, ξ(x) is the local parameter
for general coordinate transformations. The former rotation is thus part of
the general coordinate transformation. In the local theory, scalars are in-
variant under Lorentz rotations. For other fields, the rotations exclusively
come from the part in mab (and in a conformal theory, the full ΛM(x) is the
local parameter, and the special conformal transformations are not part of
it, but are exclusively contained in (kµφ)). E.g. for a spinor, ψ, the covariant
derivative is (if they do not transform under any other symmetry)
Daψ = e
µ
a
(
∂µ +
1
4
ωµ
bcγbc
)
ψ . (2.47)
Further it is important to realize that the rotations Mab act on vectors Va,
but a local spacetime vector Vµ is invariant. On the other hand, the general
coordinate transformation on Vµ has not just the ξ
ν∂νVµ term, but also the
term Vν∂µξ
ν .
The following theorem is extremely useful when calculating transforma-
tions [2, 3].
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Theorem on covariant derivatives. We define a covariant quantity as
one whose transformation has no derivative on a parameter. In particular, it
has to be a world scalar such that general coordinate transformations on the
field do not contain a derivative on ξµ. If a covariant quantity transforms
only into covariant quantities, then a covariant derivative (2.42) on such a
covariant quantity is a new covariant quantity.
This implies that transformations of a covariant quantity contain only deriva-
tives as covariant derivatives Da on other covariant quantities, or in the form
of curvatures with Lorentz indices Rab.
Proof. In this proof we will allow the algebra to be ‘open’, see below. First,
we give the conditions again in formulas, which may clarify some of the
sentences in the statement of the proof. Recall that the full set of generators
(which correspond to indices A,B, . . .), contain translations (indices a, . . .)
and the remaining transformations are indicated by indices I. Gauge fields
of these other symmetries may have transformation laws with other terms
than in (2.32), in particular with matter fields. Their transformations under
the (non-translation) symmetries are
δI(ǫ
I)hIµ = ∂µǫ
I + ǫJhAµ fAJ
I + δmh
I
µ . (2.48)
The last term can contain ‘covariant’ matter fields, but not explicit gauge
field (apart from eaµ). Consider a matter field φ that transforms as
δI(ǫ
I)φ = ǫI(TIφ) , (2.49)
which has thus no derivative on ǫI . The requirement that a covariant quantity
transforms in a covariant quantity is the statement that
δJ(ǫ
J )(TIφ) = ǫ
J (TJTIφ) . (2.50)
First, consider the transformation of the covariant derivative
Dµφ = ∂µφ− hIµTIφ . (2.51)
The algebra is
[δ(ǫ1), δ(ǫ2)]φ = ǫ
J
2 ǫ
I
1 [TI , TJ}φ = ǫJ2 ǫI1
(
fIJ
KTKφ+ fIJ
aDaφ+ ηIJ
)
.
(2.52)
Remark that all formulas have been written in a way that they are also appli-
cable to fermionic transformations (thus the order in which fields and param-
eters are written, is carefully chosen). The symbol [., .} will be introduced
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later in (4.3) The commutator can include general coordinate transforma-
tions, which act on the φ as Daφ = e
µ
aDµφ. Furthermore, η is a possible
non-closure term. The previous formulas imply
δ(ǫ)Dµφ = ǫ
I∂µTIφ− ǫJhAµ fAJITIφ− (δmhIµ)TIφ− hIµǫJ(TJTIφ)
= ǫI
(
∂µ − hJµTJ
)
TIφ− ǫJeaµfaJ ITIφ
−hIµǫJfJIaDaφ− hIµǫJηJI − (δmhIµ)TIφ . (2.53)
Consider now the transformation of (2.42), using
δeµa = −eµb eνaδebν = −ǫIhAa fAIbeµb . (2.54)
Then the first term on the last line of (2.53) is cancelled and we obtain
δ(ǫ)Daφ = ǫ
IDaTIφ− ǫIfaIATAφ+ ǫIhJaηJI − (δmhIa)TIφ . (2.55)
Consider the final result. In the second term the index A is used, which
may take the value a, with Ta = Da. Otherwise, this term appears whenever
a gauge field hIµ has in its transformation law a term which is proportional
to the vielbein eaµ. As in our terminology on covariant quantities we did not
consider the vierbein as a gauge field, this term can be included in δmh
I
µ. Thus
for closed algebras (ηJI = 0) the result is as follows: in the transformation
of the covariant derivative, the derivative should not work on the parameter,
and further terms appear only from the transformation of gauge fields that
are not proportional to gauge fields. Thus gauge fields never appear ‘naked’
in such transformations. One only has to be careful here that the vielbein is
not considered as a gauge field itself.
E.g. consider the calculation of the transformation of (2.47). First of all,
remark that this would not work for Dµψ, which is not a covariant quantity.
Then, the transformations of the spin connection ωbcµ can be neglected as this
field transforms only in the derivative of a parameter or in an explicit gauge
field, and the latter do not appear in the final result due to the theorem. We
do have to take into account that the vielbein transforms as
δeaµ = ξ
ν∂νe
a
µ − λabMeµb + . . . , (2.56)
where the . . . stand for e.g. a term eaν∂µξ
ν, which can be neglected because
it contains a derivative on the parameter. The final result is thus
δDaψ = (ξ
ν∂νe
µ
a − λM abeµb ) ∂µψ + eµα∂µ
(
ξν∂ν − 14λbcMγbc
)
ψ + . . .
= ξbDbDaψ − λabMDbψ − 14λbcMγbcDaψ . (2.57)
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This shows the usefulness of the theorem: although in intermediate steps we
omitted some terms, at the end we obtain the full result.
2.5 Local conformal transformations
We now consider the gauging of the conformal algebra, and show how Poincare´
gravity is recovered in a gauge for dilatations and special conformal trans-
formations. The gauge fields are introduced as
hAµTA = e
a
µPa + ωµ
abMab + bµD + f
a
µKa . (2.58)
The curvatures are
Rµν(P
a) = RPµν(P
a) + 2b[µe
a
ν]
Rµν(M
ab) = RPµν(M
ab) + 8f
[a
[µe
b]
ν]
Rµν(D) = 2∂[µbν] − 4fa[µeν]a
Rµν(K
a) = 2∂[µf
a
ν] + 2ω[µ
abfν]b − 2b[µfaν] . (2.59)
The conventional constraint (2.38) could be imposed because the gauge field
ωabµ appears in the curvature multiplied by the invertible vielbein. Consider-
ing the curvatures, one can see that also the gauge field faµ appears in such a
way in the curvatures of D and M . It can be solved if we impose as second
conventional constraint:
Rµν(P
a) = 0
Rµν(M
ab)eνb = 0 . (2.60)
Therefore as well ωabµ as f
a
µ are dependent fields. In the first one there is a
modification to (2.39) due to the term proportional to bµ. The solution for
the K gauge field is (with the definitions as in (2.45))
faµ =
1
2(d− 2)Rµ
a − 1
4(d− 1)(d− 2)Re
a
µ . (2.61)
Because of the theorem on covariant derivatives it is useful to give the
part of the transformations of gauge fields proportional to vielbeins. These
are (with the dots representing the transformations in other explicit gauge
fields)
δeaµ = −ΛDeaµ − ΛabMeµb + . . .
δbµ = 2Λ
a
Keµa + . . .
δωabµ = −4Λ[aKeb]µ + . . . . (2.62)
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Exercise
It is interesting to compare transformations of derivatives of fields in
the rigid theory with those of covariant derivatives in conformal gravity. In
(2.25) the second line came from the derivatives of ξ (first two terms) and
the derivative of ΛD. In the gauge theory, the full x-dependent ξµ(x) is
the parameter of general coordinate transformations. Show, with the help
of the theorem on covariant derivatives, how one re-obtains (2.25) with all
derivatives replaced by covariant ones (and changing to a-indices).
Show that also in the local theory, (2.27) is the rule to determine whether
the action with ordinary derivatives replaced by covariant derivatives, is an
invariant.
The transformation law of a covariant derivative determines the covariant
box
✷
Cφ ≡ ηabDbDaφ = eaµ
(
∂µDaφ− (w + 1)bµDaφ+ ωµabDbφ+ 2wfµaφ
)
= e−1 (∂µ − (w + 2− d)bµ) egµν (∂ν − wbν)φ+ w
2(d− 1)Rφ . (2.63)
The latter is the well-known R/6 term in d = 4. In fact, choosing w = d
2
− 1,
one has a conformal invariant scalar action
I =
∫
ddx eφ✷
Cφ . (2.64)
Exercise: show that
∫
ddx eDaφD
aφ is not invariant. How does the difference
between this statement and the one in (2.29) occur?
Consider now that we want a Poincare´ invariant action. Then we have
to break dilatations and special conformal transformations, as these are not
part of the Poincare´ algebra. Considering (2.62) it is clear that the latter
can be broken by a gauge choice
K − gauge : bµ = 0 . (2.65)
Therefore, of the ‘Weyl multiplet’ (the multiplet of fields with the gauge
fields of the conformal algebra), only the vielbein remains. One could take
as gauge choice for dilatations a fixed value of a scalar φ. And one easily
checks that then the action (2.64) reduces to the Poincare´ gravity action.
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3 Spinors in arbitrary dimensions
I now present information about the Clifford algebra and spinors in arbitrary
dimensions. I will discuss arbitrary signatures of spacetime. Different from
many other treatments, I will not consider arguments of field theory. E.g. in
many other papers one uses that spinors are solutions of the Dirac equation.
That is also the case in [4], which is however the first reference for the facts
that I will recall.
3.1 Gamma matrices and their symmetry
I consider arbitrary spacetime dimensions d = t+s, with t timelike directions
and s spacelike directions, and consider the general facts of Clifford algebras
and spinors, as has been done first in [5].
The Clifford algebra is
ΓaΓb + ΓbΓa = 2ηab , (3.1)
where η = diag(− . . .−+ . . .+), writing first the timelike directions and then
the spacelike ones.
I first give a representation of the Clifford algebra for signature (0, d)
(only spacelike) in terms of σ matrices
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
. (3.2)
The only relevant properties are σ1σ2 = iσ3 and cyclic, and that they square
to 2 and are hermitian.
Γ1 = σ1 ⊗ ⊗ ⊗ . . .
Γ2 = σ2 ⊗ ⊗ ⊗ . . .
Γ3 = σ3 ⊗ σ1 ⊗ ⊗ . . .
Γ4 = σ3 ⊗ σ2 ⊗ ⊗ . . .
Γ5 = σ3 ⊗ σ3 ⊗ σ1 ⊗ . . .
. . . = . . . . (3.3)
This is for even dimensions a representation of dimension 2d/2. For odd
dimensions, e.g. d = 5, one does not need the last σ1 factor in Γ5, and the
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dimension is still 2(d−1)/2. These matrices are all hermitian. If there are
t timelike directions, we just have to multiply the first t matrices in the
representation above by i. E.g. for the Minkowski case Γ1 = iσ1 ⊗ ⊗ . . ..
Thus we get as hermiticity property for timelike and spacelike directions
Γ†t = −Γt , Γ†s = Γs , (3.4)
or in general
Γ†a = (−)tAΓaA−1 , A = Γ1 . . .Γt . (3.5)
Of course the realization given above is not unique. One preserves (3.1) with
Γ′ = U−1ΓU . (3.6)
To respect also (3.4), U has to be unitary. A further remark on the uniqueness
will follow in footnote 5.
Another important fact is that in even dimensions a complete set of
2d/2 × 2d/2 matrices is provided by {Γ(n)} with n = 0, 1, . . . d, and
Γ(n) = Γa1...an ≡ Γ[a1Γa2 . . .Γan] . (3.7)
The last matrix Γ(d), we write as3
Γ∗ = (−i)d/2+tΓ1 . . .Γd , Γ∗Γ∗ = 1 , (3.8)
where the normalization is chosen such that the last equation holds in any
case. Γ∗ is independent on the signature of spacetime, in the sense that when
I introduced first the Γ matrices in Euclidean signature, and then went to an
arbitrary signature, I multiplied the first t gamma matrices by i. This drops
out again by the multiplication by (−i)t in (3.8). In the representation (3.3),
Γ∗ is
Γ∗ = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . . . (3.9)
For even dimensions we have (the Levi–Civita tensor ε is defined in ap-
pendix A)
Γa1...an =
1
(d− n)!εa1...ad i
d/2+tΓ∗Γ
ad...an+1 . (3.10)
3If 0 is used as label of the time direction in Minkowski space, then we have Γ∗ =
(−i)d/2+1Γ0Γ1 . . .Γd−1.
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Note that Γ∗ anticommutes with Γa and can thus be used as Γd+1 in the next,
odd dimension. In odd dimensions the product of all Γ matrices gives ±1
or ±i, and a basis is formed by Γ(n) with n = 0, 1, . . . , (d− 1)/2.
There is always a ‘charge conjugation matrix’ C, such that
CT = −εC , ΓTa = −ηCΓaC−1 , (3.11)
for ε = ±1 and η = ±1. A formal proof can be found in [4, 5], but I prove it
here by giving two possibilities in the representation (3.3) for even dimensions
C+ = σ2 ⊗ σ1 ⊗ σ2 ⊗ σ1 ⊗ . . . η = +1
C− = σ1 ⊗ σ2 ⊗ σ1 ⊗ σ2 ⊗ . . . ∝ C+Γ∗ η = −1 . (3.12)
Note that they satisfy C = C† = C−1. For odd dimensions, only one of the two
can be used, see table 1 below. If one changes the representation as in (3.6),
then, to preserve (3.11), the charge conjugation matrix should transforms as
C′ = UTCU . (3.13)
Therefore you see that the unitarity, C† = C−1, is true in any representation,
but the charge conjugation not necessarily squares to .
We will now deduce which signs of the two variables ǫ and η are allowed
for each value of s and t. First remark that(
CΓ(n)
)T
= −ǫ(−)n(n−1)/2(−η)nCΓ(n) . (3.14)
This has a periodicity of n→ n+4. This periodicity implies that the number
of symmetric matrices should be the sum of lines of the following formulae
(
d
0
)
+
(
d
4
)
+ . . . = 2d−2 + 2d/2−1 cos
dπ
4(
d
1
)
+
(
d
5
)
+ . . . = 2d−2 + 2d/2−1 sin
dπ
4(
d
2
)
+
(
d
6
)
+ . . . = 2d−2 − 2d/2−1 cos dπ
4(
d
3
)
+
(
d
7
)
+ . . . = 2d−2 − 2d/2−1 sin dπ
4
. (3.15)
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On the other hand we can count that there should be
2[Int
d
2 ]−1
(
2[Int
d
2 ] + 1
)
symmetric matrices
2[Int
d
2 ]−1
(
2[Int
d
2 ] − 1
)
antisymmetric matrices. (3.16)
For odd dimensions, there is a unique solution. For even dimensions, two of
the lines in (3.15) are equal, and there are thus two possibilities for which
matrices are symmetric. This corresponds to the two possibilities for the
charge conjugation matrix in that case. The result is given in table 1.
d (mod 8) S A ǫ η
0 0,3 2,1 −1 +1
0,1 2,3 −1 −1
1 0,1 2,3 −1 −1
2 1,0 3,2 −1 −1
1,2 3,0 +1 +1
3 1,2 0,3 +1 +1
4 2,1 0,3 +1 +1
2,3 0,1 +1 −1
5 2,3 0,1 +1 −1
6 3,2 1,0 +1 −1
3,0 1,2 −1 +1
7 0,3 1,2 −1 +1
Table 1: For all dimensions (modulo 8) one finds which CΓ(n) should be
symmetric (S) and antisymmetric (A). These values of n are modulo 4).
This determines signs of ǫ and η.
Exercise
Check with the explicit representation the signs of η and ǫ for the two
possible charge conjugation matrices in 4 dimensions. Then consider the fifth
gamma matrix, and see that the (3.11) only holds for one choice of C.
3.2 Irreducible spinors
We still do not know whether the spinor is irreducible. There are two types
of projections that one can envisage. The first is only for even dimensions,
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where we have Γ∗ available as in (3.8). We can thus define left and right
chiral (or ‘Weyl’) spinors. For definiteness we take
λL =
1
2
(1 + Γ∗) λ , λR =
1
2
(1− Γ∗) λ . (3.17)
E.g. in four dimensional Minkowski space (s = 3, t = 1) we define4
γ5 = Γ∗ = iγ0γ1γ2γ3 , λL =
1
2
(1 + γ5)λ , λR =
1
2
(1− γ5)λ . (3.18)
The second possible projection is a reality condition. Consider first the
reality properties of the Γ matrices. Combining (3.5) and (3.11), we have5
Γ∗a = −η(−)tBΓaB−1 , BT = CA−1 . (3.19)
As A and C are unitary, we find that also B is unitary. One obtains
B∗B = −ǫηt(−)t(t+1)/2 . (3.20)
To prove this equation, combining (3.5) and (3.11) implies that
AT = ΓTt · · ·ΓT1 = (−η)tCΓt · · ·Γ1 = ηtCA−1C−1 = (−)t(t+1)/2ηtCAC−1 .
(3.21)
Let us now try to put a reality condition on spinors
λ∗ = B˜λ , (3.22)
for some matrix B˜. First of all we want consistency with Lorentz transfor-
mations, i.e. taking the Lorentz transformation of both sides
(
−1
4
Γabλ
)∗
= −1
4
B˜Γabλ ⇒
BΓabB
−1B˜ = B˜Γab , (3.23)
and therefore we take
B˜ = αB . (3.24)
4For 4 dimensional Minkowski space we write γ0,. . . , γ3 in stead of Γ1,. . . ,Γ4.
5Here we can give some remark on the uniqueness of the Clifford algebra representation.
It is clear that ±Γ∗ can also be used as representations of the Clifford algebra. The
equation (3.19), which for even dimensions holds for two possibilities of η, implies that in
even dimensions these representations are unitary equivalent with the original one. The
fact that for odd dimensions only one sign of η can be used implies that in odd dimensions
there are two unitary inequivalent representations.
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For consistency, λ∗∗ = λ, (3.22) implies that B˜∗B˜ = 1. Combining this with
(3.20) gives |α| = 1 and the right hand side of (3.20) should be 1. It
turns out that this condition is satisfied for6
s− t = 0, 1, 7 mod 8
s− t = 2 mod 8 with η(−)d/2 = +1
s− t = 6 mod 8 with η(−)d/2 = −1 . (3.25)
In these cases, we can thus define a reality condition as in (3.22), and such
spinors will be denoted as ‘Majorana spinors’. Another way of expressing
the Majorana condition is that the ‘Majorana conjugate’ equals the ‘Dirac
conjugate’. They are respectively
λ¯ ≡ λTC , λ¯C ≡ λ†Aα−1 . (3.26)
Majorana spinors can thus be thought as spinors λ1 + iλ2, where λ1 and
λ2 have real components, but these are related by the above condition. The
exact value α, if it is of modulus 1, is irrelevant for our purpose here. However,
it determines whether e.g. ψ¯ψ or
∫
ddxψ¯ 6∂ψ is hermitian. We will come back
to this issue in section 3.4.
Consider now that the right had side of (3.20) is not 1, thus −1. Then
there is still another possibility if we have extended supersymmetry. Indeed,
then one can define a ‘symplectic Majorana condition’
λ∗i ≡
(
λi
)∗
= BΩijλ
j , (3.27)
where Ω is some antisymmetric matrix, with ΩΩ∗ = −1. This is e.g. the way
to have real spinors in d = 6 Minkowski space.
Having two projections, to chiral spinors and to Majorana spinors, one
may ask whether they can be combined, i.e. can we define a reality condition
respecting the chiral projection. As (Γ∗)
∗ = (−)d/2+tBΓ∗B−1 the condition is
that d/2 + t = 0 mod 2, i.e.
MW spinor : s− t = 0 mod 4 . (3.28)
Table 2 gives the resulting possibilities, and its caption gives a summary.
6I thank I. Masina for pointing out a sign mistake in the previous version of this review.
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d \ t 0 1 2 3
1 M 1 M 1
2 M− 2 MW 1 M+ 2
3 4 M 2 M 2 4
4 SMW 4 M+ 4 MW 2 M− 4
5 8 8 M 4 M 4
6 M+ 8 SMW 8 M− 8 MW 4
7 M 8 16 16 M 8
8 MW 8 M− 16 SMW 16 M+ 16
9 M 16 M 16 32 32
10 M− 32 MW 16 M+ 32 SMW 32
11 64 M 32 M 32 64
12 SMW 64 M+ 64 MW 32 M− 64
Table 2: Possible spinors in various dimensions, and for various number
of time directions (modulo 4). M stands for Majorana spinors. For even
dimensions, M± indicates which sign of η should be used. MW indicates the
possibility of Majorana–Weyl spinors. For even dimensions one can always
have Weyl spinors. Symplectic Majorana spinors are always possible when
the Majorana condition is not possible. SMW indicates the possibility of
symplectic Majorana–Weyl spinors. The number indicates the real dimension
of the minimal spinor.
3.3 4 dimensions
As an example take the Minkowski space in 4 dimensions. In order to have
Majorana spinors we choose η = 1, and hence ǫ = 1. There exists a Majorana
representation where the matrices γµ are real:
γ0 =
(
0 σ3
−σ3 0
)
, γ1 =
(
0 − 2
− 2 0
)
, γ2 =
(
0 −iσ2
iσ2 0
)
,
γ3 =
(
2 0
0 − 2
)
, γ5 =
(
0 −iσ1
iσ1 0
)
. (3.29)
The charge conjugation matrix is proportional to γ0, say C = zγ0, with
|z| = 1. As A = γ0, the Majorana condition is λ∗ = zαλ. Thus with an
appropriate choice of signs, zα = 1, Majorana spinors are just pure real
spinors in this basis.
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In another representation that I present now, γ5 is diagonal. That basis is
useful to have manifestly chiral spinors. These are then just spinors that have
only two upper components λA, while antichiral have two lower components,
denoted as λA˙, (where A and A˙ can be 1 or 2). The explicit realization is
γ0 =
(
0 i 2
i 2 0
)
, γi =
(
0 −iσi
iσi 0
)
, γ5 =
(
2 0
0 − 2
)
, (3.30)
and with this choice
C =
(
ε 0
0 −ε
)
, with ε =
(
0 1
−1 0
)
. (3.31)
This basis makes the connection to the ‘2-component formalism’ easy. In that
formulation, indices are raised or lowered with ε in a NW–SE convention
χA = εABχB , χA = χ
BεBA , (3.32)
which implies εABεBC = −δAC , and the Majorana condition for a spinor
(ζA, ζA˙) is then
ζA = (ζA˙)
∗ . (3.33)
I do not use this convention, but use chiral spinors, avoiding the indices.
A third representation that is often used, has diagonal γ0.
γ0 =
(
i 2 0
0 −i 2
)
, γi =
(
0 −iσi
iσi 0
)
, γ5 =
(
0 − 2
− 2 0
)
.
(3.34)
The charge conjugation is C = γ0γ2 and the Majorana condition amounts to
λ∗ =
(
0 −σ2
σ2 0
)
λ . (3.35)
3.4 Technical tips
3.4.1 Complex conjugation
To consider complex conjugation in practice, it is useful to consider the op-
eration C, defined by
λC ≡ α−1B−1λ∗ . (3.36)
This is thus chosen such that the Majorana spinors are those for which λC =
λ. Note that the bar operation, defined by the first equation of (3.26), on
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λC gives λ¯C as defined in the second equation of (3.26). The square of this
operation gives the identity (λC)C = λ if the right hand side of (3.20) is 1.
In case that this is −1, we should modify the definition of the C operation
similar to (3.27). One can check, using (3.21), that
(λ¯)∗ = αηtλ¯CB−1 . (3.37)
We are now equipped to discuss complex conjugation of bi-spinors. First
of all, we still have to determine whether complex conjugation changes the
order of fermions or not. In fact, both types of complex conjugation are
possible. I introduce a new sign factor to reflect this choice, say β. Thus for
two fermionic quantities,
(λχ)∗ = βλ∗χ∗ = −βχ∗λ∗ , β = ±1 . (3.38)
Consider now the complex conjugation of χ¯Mλ, where M is some matrix in
spinor space. With the previous equations one easily finds
(χ¯Mλ)∗ = βα2ηtχ¯CB−1M∗BλC . (3.39)
We can thus choose in any case α appropriate in order that e.g. χ¯λ is real.
Then we define MC ≡ B−1M∗B, thus e.g.
ΓCa = −η(−)tΓa ΓC∗ = (−)d/2+tΓ∗ , (3.40)
the latter for even dimensions.
Rule: to perform complex conjugation of a bispinor, first add a factor βα2ηt
and then replace fields and matrices by their C-conjugates, for which (3.40)
gives the important relations.
As an example consider Minkowski spaces where η = ǫ = 1, thus in
dimensions d = 2, 3, 4 mod 8, containing 4, 10 and 11 dimensions. We
choose α according to the convention on complex conjugation of bi-spinors
as βα2 = 1. Then (3.39) implies that we can perform complex conjugation
by using the C operation. Majorana spinors are thus considered as just real,
and the same applies for the ordinary gamma matrices. However γ5, the
Γ∗ in 4 dimensions, behaves as a pure imaginary matrix. In 10 dimensions
this matrix can also be considered as real, which reflects the possibility of
Majorana–Weyl spinors in that dimension.
Exercise:
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See how this should be set up in the case of symplectic Majorana spinors.
In extended supergravity in 4 dimensions, the chirality is indicated by the
position of the i, j index (index running over 1, . . . N for N -extended super-
gravity). See e.g. (4.6). The choice of chirality for the spinor with an upper
(lower) index can change for each spinor. It is chosen conveniently on the
first occurrence of the spinor. With the rules of the C operation, we see that
h.c. effectively interchanges upper and lower indices. The chiral spinor Qi is
not a Majorana spinor. Check that (Qi)C = Qi.
3.4.2 Gamma matrix manipulations
I still give some useful identities for calculations in arbitrary dimensions [6].
For a product of two antisymmetrized gamma matrices, one can use
Γa1...aiΓ
b1...bj =
i+j∑
k=|i−j|
i!j!
s!t!u!
δ
[b1
[ai
· · · δbsat+1Γa1...at]bs+1...bj] (3.41)
s = 1
2
(i+ j − k) , t = 1
2
(i− j + k) , u = 1
2
(−i+ j + k) .
In [6] a few extra rules are given and a diagrammatic technique is explained
that is based on the work of Kennedy [7].
For contractions of repeated gamma matrices, one has the formula
Γb1...bkΓa1...aℓΓ
b1...bk = ck,ℓΓa1...aℓ
ck,ℓ = (−)k(k−1)/2k!(−)kℓ
min(k,ℓ)∑
i
(
ℓ
i
)(
D − ℓ
k − i
)
(−)i , (3.42)
for which tables were given in [6] in dimensions 4, 10, 11 and 12, and which
can be easily obtained from a computer programme.
Further, there is the Fierz relation. We know that the gamma matrices
are matrices in dimension ∆ = 2Int d/2, and that a basis of ∆ × ∆ matrices
is given by the set
{ ,Γa,Γa1a2 , . . . ,Γa1...a[D]} where
{
[D] = D for even D
[D] = (D − 1)/2 for odd D ,
(3.43)
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of which only the first has nonzero trace. This is the basis of the general
Fierz formula for an arbitrary matrix M in spinor space:
Mα
β∆ =
[D]∑
k=0
(−)k(k−1)/2 1
k!
(Γa1...ak)α
β Tr (Γa1...akM) . (3.44)
More useful Fierz identities can be found in [7].
3.4.3 Spinor indices
In these notes, I mostly omit spinor indices. However, in some applications,
this is difficult to accomplish or one prefers spinor indices. I will give here a
way to include spinor indices in a practical way, independent of the dimension
of spacetime. First of all, spinors get a lower spinor index. So for a spinor λ, I
write λα. Gamma matrices act on these spinors, and therefore the expression
Γaλ becomes (Γa)α
βλβ. Note the position of the spinor indices on a usual
Gamma matrix. This is then the same for products of Gamma matrices.
Then I want to be able to raise and lower indices. Indeed, e.g. to discuss
symmetries of Gamma matrices, the (Γa)α
β can not be used, as we can not
interchange upper and lower indices. To that purpose, I introduce matrices
Cαβ and Cαβ, which will be related to the charge conjugation matrix below.
The convention that I adopt, is that I raise and lower indices always in the
NorthWest–SouthEast (NW-SE) convention. That means that the contrac-
tion indices should appear in that relative position, i.e.
λα = Cαβλβ , λα = λβCβα . (3.45)
In order for these two equations to be consistent, we should have
CαβCγβ = δαγ , CβαCβγ = δγα . (3.46)
I choose the identifications such that the Majorana conjugate λ¯ is written
as λα. Comparing (3.45) and (3.26), we conclude that Cαβ is CT , and Cαβ
is then C−1. One may check that the symmetries of CΓ(n) or Γ(n)C−1, which
were discussed before, is now the symmetry of (Γa)
αβ or (Γa)αβ .
Exercise : Check that χ¯λ = χαλα = ±χαλα where the sign is −ǫ, i.e. +(−)
if the charge conjugation matrix is (anti)symmetric. The same is true for
spinor indices at any place: (Γa)α
βλβ = ±(Γa)αβλβ.
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4 Supersymmetry algebras
4.1 Haag– Lopuszan´sky–Sohnius result as introduction
After the introduction with bosonic symmetries, and the recapitulation of
spinor properties, I can finally consider fermionic symmetries. This means
that the parameters of some transformations can be anticommuting numbers.
For the generators we then have anticommutators rather than commutators.
Indeed, consider
δ(ǫ) = ǫAQA , (4.1)
for anticommuting parameters ǫA and hence operatorsQA, which I will denote
further as ‘odd’, distinguishing them from the bosonic ‘even’ operators. We
have then
[δ(ǫ1), δ(ǫ2)] = ǫ
B
2 ǫ
A
1 (QAQB +QBQA) ≡ ǫB2 ǫA1 {QA, QB} . (4.2)
Here, I introduced a notation for the anticommutator, and I also introduce
a general notation
[TA, TB} = TATB − (−)ABTBTA . (4.3)
The notation [, } is a commutator except when both operators are odd, when
it is an anticommutator. In the notation (−)A one should thus understand
A as an even number, e.g. 0, if TA is even, and A as an odd number, e.g. 1,
if TA is odd.
These algebras should also satisfy a Jacobi identity. Keeping the param-
eters in place, such a Jacobi identity takes the same form as the pure bosonic
one: [
ǫA1 TA,
[
ǫB2 TB, ǫ
C
3 TC
]]
+ cyclic in 1, 2, 3 = 0 . (4.4)
Removing the parameters, signs appear, but an easy form to remember is
[[TA, TB} , TC} = [TA, [TB, TC}} − (−)AB [TB, [TA, TC}} . (4.5)
The last sign factor just reflects the symmetry of the commutator in the
left-hand side.
These definitions lead to a lot of extensions of algebras. We will come
back to the mathematical part in section 4.6. First we consider the phys-
ical input. As a generalisation of the result of [1], reviewed in section 2.1,
Haag,  Lopuszan´sky and Sohnius [8] considered the same question allowing
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for fermionic symmetries. As for [1], their result contained two parts: one
general possibility (which we will label as the super-Poincare´ algebra), and
one for massless fields only, the superconformal algebras. An important part
of their result is that super-Poincare´ algebras may contain ‘central charges’,
which we will discuss in section 4.4. They did suppose a flat space, but we
are also interested in the possibility of a curved space, i.e. the super-(anti)
de Sitter algebras.
First I will give some qualitative remarks on supersymmetry in general.
Then I will consider the super-Poincare´algebras, first without central charges
in section 4.3, then with central charges in section 4.4. I will turn to super-
anti-de Sitter algebras in section 4.5, but will have to interrupt that analysis
to give an overview of simple superalgebras in general (section 4.6). Finally
I will turn to the superconformal algebras in section 4.7.
4.2 Basic properties of Poincare´ supersymmetry
In general the algebra contains respectively the Poincare´, conformal or (anti)
de Sitter algebra, and a number of (Lorentz) scalar generators on the even
side, and spin-1/2 odd generators. For the Poincare´ case these are generators
Qiα, where α is a spinor index, and i is a representation index for some part
of the bosonic scalar generators outside of the Poincare´ algebra. Remember
that the whole discussion here is in 4 dimensions, where the spinors can be
split in a left and a right chirality, which we indicate by the position of the
i index:
Qiα =
1
2
(1− γ5)αβQiβ , Qiα = 12(1 + γ5)αβQiβ . (4.6)
Their anticommutator takes the form
{Qiα, Qβj} =
(
γµC−1
)
αβ
Pµδ
i
j , (4.7)
and I will return to the meaning of the charge conjugation matrix, C, in
section 3. This is the defining relation of supersymmetries: they square to
the translations. One of the consequences is that it has a dimension 1/2,
where the dimension of translations is conventionally taken to be 1, i.e. as a
mass dimension. So e.g. if a scalar φ of dimension 1 transforms in a fermion7
δQφ = ǫ¯λ , (4.8)
7Spinor indices are deleted, and details of the notation will follow later.
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then, as ǫ has dimension −1/2, the dimension of λ is 1/2 higher than that of φ,
and its supersymmetry transformation contains φ always with a derivative or
a mass. Of course, in minimal actions of scalars and spinors, the former have
dimension 1, and the latter 3/2, so we are not unhappy with this conclusion.
Theorem: There are an equal number of bosonic and fermionic degrees of
freedom in any realization of the supersymmetry algebra when translations
are an invertible operation.
Consider the commutator (4.7) on the space of all bosons. The first Q trans-
forms the space to a space of fermions, while the second one brings us back
to bosons, translated by Pµ.
bosons
Q−→ fermions Q−→ bosons translated by Pµ
The latter is an invertible operator, which proves that the last space is as
large as the first one, and thus also the middle one, the space of the fermions
has the same dimension. This proves the well-known fact that there are an
equal number of bosonic and of fermionic states. It should hold when the
algebra (4.7) holds. So this equality of bosonic and fermionic states should
hold e.g. for on-shell states, but also for off-shell states if the algebra is also
realized off-shell. On the other hand, it is not a general fact of a superalgebra.
One needs the invertibility of the square of fermionic generators. This does
not hold for massless states in an Euclidean spacetime, or in 1 dimension.
In these cases the P 2 = 0 condition for a massless state implies P = 0, and
there is thus no invertibility.
4.3 Super-Poincare´ algebras
Now we can study the superalgebras which are important in supersymmetry.
I start with the result of [8] in 4 dimensions. Apart from the bosonic Poincare´
algebra (2.1), and the defining relation of supersymmetry (4.7), there is of
course the statement that the supersymmetries are spinors under the Lorentz
group8:
[Mµν , Q
i
α ] = −14(γµν)αβQiβ . (4.9)
The supersymmetries may also rotate under an automorphism group TA:
[TA, Q
i
α ] = (UA)
i
jQ
j
α , [TA, Qαi ] = (UA)i
jQαj . (4.10)
8 As the reader probably already noticed, we denote Γ matrices in 4 dimensions as γµ
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The latter equation is obtained from the former by complex conjugation,
thus the complex conjugate of (UA)
i
j is denoted as (UA)i
j , consistent with
the rule mentioned at the end of section 3.4.1. The Jacobi identity [TTQ]
implies that these matrices form a representation of the algebra of the TA.
And as TA has to commute with Pµ, as follows already from the Coleman–
Mandula result, it is easy to check that the [TQiQ
j ] Jacobi identity implies
that
(UA)i
j = −(UA)j i ≡ −
(
(UA)j
i
)∗
. (4.11)
Thus these are unitary matrices and the automorphism group is U(N), for
i = 1, . . . , N .
We can make a general statement about the isometry groups in view of
table 2. The 4-dimensional t = 1 example is general for even dimensions
where no Majorana–Weyl spinor is possible, thus indicated by M in the ta-
ble. Then the automorphism group is U(N). In fact, in this formulation
we have not used the Majorana property, but rather the Weyl-spinor for-
mulation. In all even dimensions we can use Weyl spinors, and this leads
to spinors of the same dimension as the Majorana ones (they are the same
in another notation). If we would have the possibility of Majorana–Weyl,
then there is an extra reality condition, and we have two factors as automor-
phism groups of the left and right spinors, i.e. we obtain SO(NL)×SO(NR).
For odd dimensions, we can not use the chiral formulation, and if there are
Majorana spinors, the result is SO(N). If there are symplectic Majorana
conditions, then the same argument of the Jacobi identity [TQQ] leads to
the preservation of the symplectic metric, and the automorphism algebra is
thus reduced to USp(N) (even N)9. If there is a SMW spinor, then there are
two such factors. In summary, the automorphism groups are obtained from
the entries of table 2:
M and d odd : SO(N)
M and d even : U(N)
MW : SO(NL)× SO(NR)
S (empty in table) : USp(N)
SMW : USp(NL)× USp(NR) . (4.12)
We can now write a list of supersymmetry theories in Minkowski spaces of
9There is often confusion about the notation of Sp groups. We use notation such that
Sp(2) is the smallest symplectic group, see section 4.6.
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various dimensions and with various extensions. Table 3, which I essentially
d \ Q 32 16 8 4
11 X
10
IIB
(2, 0)
IIA
(1, 1)
I
(1, 0)
9 X X
8 X X
7 X X
6 (2, 2) (2, 0) (1, 1) (1, 0)
5 X X X
4 N = 8 N = 4 N = 2 N = 1
Table 3: Pure supergravity theories in dimensions 4 ≤ d ≤ 11 with the
number of independent supercharges equal to Q = 32, 16, 8 and 4. In
3 spacetime dimensions, pure supergravity does not describe propagating
degrees of freedom and is a topological theory.
copied from [9], gives an overview of possible supersymmetry models10. This
follows mainly from table 2. The limit of 32 supercharges comes from the
requirement that one can not construct field theories with helicities larger
than 2. I have not explained representations of the algebras, and therefore
can not really prove this. However, one can understand that in 4 dimensions
any supersymmetry raises or lowers the helicity by 1/2. Therefore withN = 8
we already fill the whole range from 2 to −2. Similarly rigid supersymmetry
models are only possible for N ≤ 4, i.e. Q ≤ 16. We still remark that other
values of Q, i.e. Q = 12, 20, 24, are also possible in d = 4, but are rarely used.
Let me summarize the result for the super Poincare´ algebras in 4 di-
mensions, omitting the automorphisms (as can consistently be done for the
super-Poincare´ case):
[Mµν ,M
ρσ] = −2δ[ρ[µMν]σ] ,
[Pµ,Mνρ ] = ηµ[νPρ] ,
10Note that the theories are not always unique. Certainly if one allows arbitrary signs
in kinetic terms for some fields.
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[Pµ, Pν ] = 0
{Qiα, Qβj} =
(
γµC−1
)
αβ
Pµδ
i
j
[Mµν , Q
i
α ] = −
1
4
(γµνQ)
i
α
[Pµ, Q
i
α ] = 0 . (4.13)
Remark that we may also consistently remove the Lorentz algebra generators
M . Thus the algebra is a semi direct sum of the part with P and Q only,
with the Lorentz algebra and with the automorphism algebra.
Let us check the reality property of the anticommutator of 2 supersym-
metries, and generalize to other dimensions and signatures. Complex conju-
gation gives
βα2B
{
(Qi)C , (Qj)
C
}
BT = −η(−)tBΓµC−1BTηtP µ , (4.14)
where spinor indices are implicit. The factor β results from the fact that
complex conjugation may changes the order of fermions if β = −1. Note
that it does not change the order in which the generators act. Thus there
is only that factor, but the operators keep their order. The β spinor index,
which was explicit in (4.7), is at the right side of the equation, and that is
the reason of BT at the end of the left hand side, as Q∗β = αQ
C
γ (B
T )γβ. For
the right hand side of (4.14), I used
C−1,∗ = CT = ηtBC−1BT , (4.15)
and the bosonic operators are real. Remark that if we move the ηt to the
left hand side, we find here again the factors of (3.39) and (3.40). Such
commutators in general behave as bi-spinors, as one can imagine multiplying
them with spinor parameters at the left and right. Thus they follow the rule
mentioned at page 24.
The symmetry of the commutator (and of ΓµC−1) implies that in the right
hand side in 4 dimensions we can use{
(Qi)C , (Qj)
C
}
=
{
Qi, Q
j
}
=
{
Qj , Qi
}
. (4.16)
Then the reality consistency is proven if we take (for Minkowski spaces with
η = 1) conventions with
βα2 = 1 . (4.17)
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With these methods it is easy to check how this can be generalised to
other dimensions, with other types of spinors. E.g. in d = 11 (Minkowski,
t = 1) there are no chiral spinors, and we just have
{Qα, Qβ} =
(
γµC−1
)
αβ
Pµ . (4.18)
The reality goes as above, one can just neglect the i indices.
In d = 10 one can have Majorana–Weyl spinors. For having a similar
{Q,Q} = P anticommutator, the ΓµP µ should thus appear in the anticom-
mutator between two supersymmetries of the same chirality. One can ask
in general the question whether one can have the translations Pµ in the
right hand side of the anticommutator between two chiral supersymmetries
{QL, QL}. If that is the case, then
{QL, QL} = 12 (1 + Γ∗) γµC−1Pµ 12 (1 + Γ∗)T
= 1
4
(1 + Γ∗)
(
1− (−)d/2Γ∗
)
γµPµC−1
= 1
4
(
1− (−)d/2
)
(1 + Γ∗) γ
µC−1Pµ ,
where I used that
ΓT∗ = (−i)d/2+tΓTd . . .ΓT1 = (−i)d/2+tCΓd . . .Γ1C−1
= (−)d/2CΓ∗C−1 . (4.19)
Thus d/2 should be odd, as it is the case in 10 dimensions. If there is
one such chiral supersymmetry, we denote this as (1, 0) supersymmetry. If
there are two, then this is (2, 0) (which is usually called IIB). There can
be two supersymmetries of opposite chirality which is denoted as (1, 1), or
IIA supersymmetry. Remark that the result (4.19) also checks that in 4
dimensions the Pµ does not appear in the anticommutator of 2 generators of
the same chirality, but, as immediately shown in (4.7), in the anticommutator
of a chiral and an antichiral supersymmetry.
Exercise. Check that for d/2 even, consistency is obtained if Pµ appears in
the anticommutator of a chiral with an antichiral supersymmetry. Further
check that for d/2 odd, the anticommutator of two supersymmetries of the
same chirality can only have Γ(n)C−1 for n odd, while for opposite chirality
n should be even. This is reversed for d/2 even.
An important consequence of supersymmetry, which we did not mention yet,
is contained in the positivity statements of the energy. To consider these, we
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want the anticommutator between a supersymmetry and its complex conju-
gate:
{Qi, (Qj)∗} = α
{
Qi, (Qj)
C
}
BT = αδjiΓµA
−1P µ , (4.20)
where the i, j indices are put as for d = 4, but one can forget them for
e.g. d = 11. The left hand side is real and positive definite if we do not
interchange spinors in complex conjugation (β = 1). Then we can choose
α = 1, consistent with (4.17). For β = −1 the left hand side is imaginary,
but α is then an imaginary unit. We can therefore conclude that we can
choose α, consistent with (4.17), such that
α−1 {Qi, (Qj)∗} ≥ 0 . (4.21)
As A = Γ0 in Minkowski spaces, this exhibits the positive energy statements
in supersymmetry. For a state at rest, i.e. P µ = δµ0M , this implies M ≥ 0.
4.4 Poincare´ algebras with central charges
Finally we come to an extra possibility, which are the central charges. They
have been found in the classification of Haag– Lopuszan´sky–Sohnius [8], and
were realized in the massive (and short) hypermultiplets in [10]. This was
in 4-dimensional Minkowski space, to which we will restrict first, before dis-
cussing the generalization to higher dimensions.
I did not yet give the commutator of two supersymmetries of equal chi-
rality. As I do not want new symmetries with Lorentz indices, the general
possibility is
{Qαi, Qβj} = C−1αβωMij ZM , (4.22)
where M labels different central charges ZM , characterized by independent
antisymmetric matrices ωMij . Indeed, the properties of spinors imply that ω
M
ij
should be antisymmetric. Now one has to check all Jacobi identities, and at
the end one obtains that these ZM should commute with all other generators
including the supersymmetries. Therefore, these are called ‘central charges’.
Considering finally [TQQ], we find a restriction on the automorphism group.
Indeed, one obtains
Ui
kωkj − Ujkωki = 0 . (4.23)
Let us consider as an example N = 2. Then for ωij , there is only εij ,
as this is the only antisymmetric tensor. We thus have 1 (complex) central
charge:
{Qαi, Qβj} = C−1αβ εijZ . (4.24)
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If there is such a central charge, then the automorphism group is not U(2),
but rather the U(1)× U(1) which commutes with εij.
Central charges are essential in various application due to the modified
positivity statements. Indeed, the modified algebra allows us to obtain an-
other positivity condition.
I will show the argument for N = 2, but it can easily be generalized. The
complex conjugate of (4.24) is11
β
{
Q∗αi, Q∗βj
}
= −εijCαβZ∗ . (4.25)
To diagonalize the set of anticommutators for the supersymmetries, I define
Aαi ≡ Qαi + α−1eiθεijC−1αβQ∗βj , (4.26)
where eiθ is an arbitrary phase factor. The complex conjugate is
A∗αi ≡ (Aαi)∗ = Q∗αi + αe−iθεijQjβCβα = αe−iθεijAjβCβα . (4.27)
Consider now their anticommutators on a state for which P µ = δµ0M :
α−1
{
Aαi, A
∗βj
}
= δji δ
β
α(2M + Ze
−iθ + Z∗eiθ) . (4.28)
As the left hand side is a positive definite operator, the right hand side should
be positive for all θ, which shows that
M ≥ |Z| . (4.29)
This is an important result, giving a lower limit to the mass, dependent on
the central charge. This is called the BPS bound. One can now also see
that if the equality is satisfied for a state (a ‘BPS state’), then that state is
invariant under part of the supersymmetry generators. That state preserves
thus part of the supersymmetry. Another role of the central charges, is that
one can have supersymmetry multiplets with central charges such that the
bound is saturated. Such multiplets have less components than others, and
are therefore called short multiplets. These are the characteristics of algebras
with central charges.
Knowing of this possibility of central charges in 4 dimensions, one may
try to generalize it to higher dimensions. One looks again for generators
11I use here Q∗αi ≡ (Qiα)∗. The tensor εij is the same as εij , namely ε12 = ε12 = 1,
but I write one or the other according to the index structure of the equation.
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in the {Q,Q} anticommutator. This was first considered in the rheonomic
approach to d = 11 supergravity [11], for solving d = 10 super-Yang–Mills
superspace constraints [12], and while looking for superconformal algebras in
higher dimensions [6]. The presence of these operators will lead to positivity
bounds, similar to the one that we found in N = 2, d = 4.
Consider as an example d = 11, with one supersymmetry. In the {Q,Q}
anticommutator one can think of all sorts of objects
{Qα, Qβ} =
∑
n
(
Γ(n)C−1
)
αβ
Z(n) . (4.30)
But of course, the right hand side should also be symmetric. Considering
table 1, we see that this restricts us already to n = 1, 2 mod 4, and for an
odd dimension, the independent ones are those up to n = (d − 1)/2. This
implies that we have at most
{Qα, Qβ} =
(
ΓµC−1
)
αβ
Pµ+
(
ΓµνC−1
)
αβ
Z2µν+
(
ΓµνρστC−1
)
αβ
Z5µνρστ . (4.31)
The Z2 and Z5 are thus new generators in this anticommutator. In fact, they
are not ‘central’ in the algebra, i.e. they do not commute with all the other
generators. As they have spacetime indices, they do not commute with the
Lorentz rotations. The terminology which is in use, refers to the fact that
these generators have the same physical consequences as the real central
charges in 4 dimensions, i.e. they lead to BPS bounds similar to (4.29), with
the limit obtained by states which preserve part of the supersymmetry.
In 4 dimensions the scalar central charges are gauged by a vector, and
the charges are produced by a particle. In 11 dimensions various solutions
produce such charges, e.g. M2 or M5 branes, as has be reviewed by J. Gomis
in this school, and I refer the reader to [13, 14].
4.5 Super-anti-de Sitter algebras
Remember that in the bosonic case, the Poincare´ algebra is not a simple
algebra, but a contraction R → ∞ of the simple (anti) de Sitter algebra
(2.2). The same will apply for the corresponding superalgebras. But in this
section we will first go step by step to construct a super anti-de Sitter algebra.
Due to the last commutator of (2.2), we find that we need a modifica-
tion with respect to the super-Poincare´ algebra to satisfy the Jacobi identity
[P, P,Q], see (4.5). Indeed, it can not be satisfied anymore with [P,Q] = 0.
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For covariance (or consistency with Lorentz transformations, i.e. [M,P,Q]
Jacobi), we should have (at least for N = 1)
[Pµ, Q] = xΓµQ , (4.32)
where x is an arbitrary number. But taking the complex conjugate and using
(3.22) and (3.19) we obtain
x = −η(−)tx∗ . (4.33)
Continuing with the [P, P,Q] Jacobi identity, we get (using (2.2))
x2 =
1
16R2
. (4.34)
Specifying to t = 1, we thus find that for η = 1, which is e.g. the case in
d = 11 and d = 4 if there are Majorana spinors, x should be real. Thus R2 is
positive, and this implies, see the discussion following (2.2), that we can only
have the anti-de Sitter algebra, rather than de Sitter. Indeed, the de Sitter
algebra would require R2 < 0, which is not consistent with (4.34) and real x.
For N = 1 in d = 4 or d = 11 this thus proves that one should consider anti-
de Sitter, rather than de Sitter algebras. For extended supersymmetry, one
could have introduced an antisymmetric matrix in the ij indices in (4.32),
and my arguments for anti-de Sitter are thus not complete. For d = 10 with
N = 1 chiral supersymmetry one can not have either de Sitter nor anti-de
Sitter, as (4.32) is not consistent with the chirality projection.
Continuing in this way with Jacobi identities [6], we obtain the following
result for d = 4, N = 1:
{QLα, QRβ} =
(
ΓµC−1
)
αβ
Pµ + 2x
(
ΓµνC−1
)
αβ
Mµν
[Pµ, Q] = xΓµQ
[Mµν , Q] = −14ΓµνQ
[Mµν ,Mρσ] = ηµ[ρMσ]ν − ην[ρMσ]µ
[Pµ,Mνρ] = ηµ[νPρ]
[Pµ, Pν ] = 8 x
2Mµν , (4.35)
while in d = 11 we obtain
{Qα, Qβ} =
(
ΓµC−1
)
αβ
Pµ + 2x
(
ΓµνC−1
)
αβ
Mµν
37
+
1
5!
(
ΓµνρστC−1
)
αβ
Z5µνρστ[
Z5µνρστ , Q
]
=
x
2
ΓµνρστQ[
Z5µ1...µ5 ,M
νρ
]
= 5δ
[ν
[µ1
Z5 ρ]µ2...µ5] , (4.36)
with the other rules of (4.35) unchanged. Remark that we need now also the
5-index ‘central charge’ generator in order to be able to close the algebra.
However, it is even less ‘central’ than before, because this generator now also
has a non-zero commutator with Q. The Z2 of (4.31) has been identified
here with the Lorentz transformations.
In fact, the d = 11 super adS algebra is not of the ‘HLS’ form. Its bosonic
algebra is not adS ×G. Here it is Sp(32). Indeed the generators of Pµ, Mµν
and Z5 constitute(
11
1
)
+
(
11
2
)
+
(
11
5
)
= 11 + 55 + 462 = 528 =
32.33
2
(4.37)
generators. We can combine them in the 32× 32 matrix form
M =
1
x
ΓµPµ + Γ
µνMµν +
1
x
ΓµνρστZ5µνρστ (4.38)
to see this algebra explicitly. The full superalgebra is OSp(1|32), but for that
we should first give an introduction to superalgebras. Then we will be able
to classify also the super adS algebras in other dimensions.
4.6 Superalgebras
Lie superalgebras have been classified in [15]. I do not have the time to go
through the full classification mechanism of course, but will consider the most
important superalgebras, the ‘simple Lie superalgebras’, which have no non-
trivial invariant subalgebra. However, one should know that in superalgebras
there are more subtle issues, as e.g. not any semi-simple superalgebra is the
direct sum of simple superalgebras. A good review is [16]. The fermionic
generators of such superalgebras are in representations of the bosonic part.
If that ‘defining representation’ of the bosonic algebra in the fermionic gener-
ators is completely reducible, the algebra is said to be ‘of classical type’. The
others are ‘Cartan type superalgebras’ W (n), S(n), S˜(n) and H(n), which
we will further neglect. For further reference, I give the list of the real forms
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of superalgebras ‘of classical type’. But, for fixing my notations on algebras,
it might be useful first to recapitulate a similar list for the bosonic algebras.
That is done in table 4. The conventions which I use for groups is that
Table 4: Real forms of simple bosonic Lie algebras. For the exceptional
algebras, I do not repeat the obvious line that the compact form itself is one
of the real forms. The second number in the notation for these real forms is
the number of non-compact − number of compact generators.
Compact Real Form Maximal compact subalg.
SU(n) SU(p, n− p) SU(p)× SU(n− p)× U(1)
SU(n) Sℓ(n) SO(n)
SU(2n) SU∗(2n) USp(2n)
SO(n) SO(p, n− p) SO(p)× SO(q)
SO(2n) SO∗(2n) U(n)
USp(2n) Sp(2n) U(n)
USp(2n) USp(2p, 2n− 2p) USp(2p)× USp(2n− 2p)
G2,−14 G2,2 SU(2)× SU(2)
F4,−52 F4,−20 SO(9)
F4,−52 F4,4 USp(6)× SU(2)
E6,−78 E6,−26 F4,−52
E6,−78 E6,−14 SO(10)× SO(2)
E6,−78 E6,2 SU(6)× SU(2)
E6,−78 E6,6 USp(8)
E7,−133 E7,−25 E6,−78 × SO(2)
E7,−133 E7,−5 SO(12)× SU(2)
E7,−133 E7,7 SU(8)
E8,−248 E8,−24 E7,−133 × SU(2)
E8,−248 E8,8 SO(16)
Sp(2n) = Sp(2n, IR) (always even entry), and USp(2m, 2n) = U(m,n, IH).
Sℓ(n) is Sℓ(n, IR). Further, SU∗(2n) = Sℓ(n, IH) and SO∗(2n) = O(n, IH).
Note that in these bosonic algebras there are the following isomorphisms,
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some of which will be important later12
SO(3) = SU(2) = SU∗(2) ,
SO(2, 1) = Sℓ(2) = SU(1, 1) = Sp(2) ,
SO(4) = SU(2)× SU(2) , SO(2, 2) = Sℓ(2)× Sℓ(2) ,
SO(3, 1) = Sp(2,C) ,
SO∗(4) = SU(1, 1)× SU(2) ,
SO(5) = USp(4) , SO(4, 1) = USp(2, 2) , SO(3, 2) = Sp(4) ,
SO(6) = SU(4) , SO(5, 1) = SU∗(4) ,
SO(4, 2) = SU(2, 2) , SO(3, 3) = Sℓ(4) ,
SO∗(6) = SU(3, 1) ,
SO∗(8) = SO(6, 2) . (4.39)
The similar table for Lie superalgebras ‘of classical type’, and their real
forms [17] is given in table 5. In this table13, ‘defining representation’ gives
the fermionic generators as a representation of the bosonic subalgebra. The
‘number of generators’ gives the numbers of (bosonic,fermionic) generators
in the superalgebra. I mention first the algebra as an algebra over C, and
then give different real forms of these algebras. With this information, you
can reconstruct all properties of these algebras, up to a few exceptions. The
names which I use for the real forms is for some algebras different from
those in the mathematical literature [17], and chosen such that it is most
suggestive of its bosonic content. There are isomorphisms as SU(2|1) =
OSp(2∗|2, 0), and SU(1, 1|1) = Sℓ(2|1) = OSp(2|2). In the algebraD(2, 1, α)
the three Sℓ(2) factors of the bosonic group in the anticommutator of the
fermionic generators appear with relative weights 1, α and −1−α. The real
forms contain respectively SO(4) = SU(2)×SU(2), SO(3, 1) = Sℓ(2,C) and
SO(2, 2) = Sℓ(2)× Sℓ(2). In the first and last case α should be real, while
α = 1+ ia with real a for p = 1. In the limit α = 1 one has the isomorphisms
Dp(2, 1, 1) = OSp(4− p, p|2).
12Note that the equality sign is not correct for the groups. For the algebras there are
these isomorphism, but it are rather the covering groups of the orthogonal groups which
are mentioned at the right hand sides.
13The table has been changed after the first version of this paper, correcting also the
table in [16]. These corrections have been found in discussions with S. Ferrara.
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4.7 Superconformal algebras
In this section I review the classification of superconformal algebras of a
standard type, to be explained soon. At the same time, however, also the adS
superalgebras of the similar type will be classified, due to the isomorphism
(2.17).
In supersymmetric theories, the conformal symmetry implies the presence
of a second supersymmetry S, usually denoted as ‘special supersymmetry’.
Indeed, the commutator of the special conformal transformations, and the
ordinary supersymmetry Q implies this S due to [Kµ, Q] = ΓµS.
The anticommutator {Q, S} generates also an extra bosonic algebra (some-
times called R symmetry). The whole superalgebra can be represented in a
supermatrix, as e.g. (symbolically)(
SO(d, 2) Q + S
Q− S R
)
. (4.40)
We can consider such superalgebras in general. That is what Nahm [18] did
in his classification. The requirements for a superconformal algebra in d or
a super-adS algebra in d+ 1 are:
1. SO(d, 2) should appear as a factored subgroup of the bosonic part of
the superalgebra. For Nahm, this requirement was motivated by the
Coleman–Mandula theorem, but one can demand it also in order that
the bosonic algebra is the isometry algebra of a space which has the
adS space as a factor.
2. fermionic generators should sit in a spinorial representation of that
group.
To find the list of superconformal algebras, one has to consider the iso-
morphisms of groups SO(d, 2) which are in (4.39). Then the analysis is
straightforward, and the result are algebras with maximal d = 614. The re-
sult15 is given in Table 6, except for d = 2. For d = 2 the finite bosonic
14Note the particular case of d = 6, where we use the notation OSp(8∗|N) for the
superconformal algebra. Often, including previous articles of ourselves, it was written
as OSp(6, 2|4), not paying attention to the existing real forms. In fact, in the series
OSp(m − p, p|2n) the algebra Sp(2n) is non-compact. Thus, a compact R-symmetry
group, USp(2n), is not possible in that series. The possibility of a compact R-symmetry
exists due to the isomorphism SO∗(8) = SO(6, 2), such that one can use the next line of
table 5. This thus works only for the signature (6,2).
15We mention the superalgebra with compact R-symmetry group.
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adS or conformal algebra is SO(2, 2) ≈ SO(2, 1) ⊕ SO(2, 1), i.e. the sum
of two d = 1 algebras. The super-adS or superconformal algebra is then
the sum of two d = 1 algebras of Table 6. Notice that these are the finite
part of infinite dimensional superconformal algebras in 2 dimensions. For a
classification of the infinite superconformal algebras, see [19]. One may also
relax the condition that the bosonic algebra contains the algebra SO(d, 2) as
a factored subgroup of the whole bosonic algebra, and suffice with having it
as some subgroup. Then the other bosonic symmetries are not necessarily
scalars and the Coleman–Mandula theorem is violated. However, this may
still be relevant where branes are present and has been used e.g. in [6] to
propose the OSp(1|32) as super adS11 or conf10. In that case one has (4.31)
This algebra is now known as the M-theory algebra [14].
To recognize it as OSp(1|32), one can write it as
{Qα, Qβ} = Mαβ , [Mαβ , Qγ] = Q(αCβ)γ
[Mαβ ,Mγδ] = Cα(γMδ)β + Cβ(γMδ)α . (4.41)
Exercise: Obtain the commutators in (4.36) and the Lorentz algebra from
this general rule, defining first Mαβ as the right hand side of the anticommu-
tator of the supersymmetries.
In this way it is clear how all the bosonic generators form Sp(32) where the
antisymmetric metric in that algebra is Cαβ .
These superconformal algebras are used in adS/CFT correspondence, or
other applications in M-theory. I have been first interested in them for the
construction of general matter couplings in super-Poincare´ theories. This
goes along the lines explained at the end of section 2.5. For reviews on this
method in 4 dimensions, see [20, 2]. For 6 dimensions it has be applied for
(1,0) supersymmetry in [21, 3] and for (2,0) supersymmetry in [22].
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A Conventions
I use the metric signature (− + . . .+). If you prefer the opposite, insert a
minus sign for every upper index which you see, or for an explicit metric ηab
or gµν . The Gamma matrices Γa should then be multiplied by an i to have
this change of signature.
The curved indices are denoted by µ, ν, . . . = 0, . . . , d − 1 and the flat
ones by a, b, .... (Anti)symmetrization is done with weight one: A[ab] =
1
2
(Aab −Aba) and A(ab) = 12 (Aab + Aba).
The anticommuting Levi–Civita tensor is taken to be
ε12...d = 1 , ε
12...d = (−)t , (A.1)
where t is the number of timelike directions. If we use the index value 0
for Minkowski space, then ε01...(d−1) = 1. The contraction identity for these
tensors is (p+ n = d)
εa1...anb1...bpε
a1...anc1...cp = (−)t p!n! δ[c1[b1 . . . δ
cp]
bp]
. (A.2)
For the local case, we can still define constant tensors
εµ1...µd = e
−1ea1µ1 . . . e
ad
µd
εa1...ad , ε
µ1...µd = eeµ1a1 . . . e
µd
ad
εa1...ad . (A.3)
They are thus not obtained from each other by raising or lowering indices
with the metric.
Exercises.
1. Show that the tensors in (A.3) are indeed constants, i.e. that arbitrary
variations of the vierbein cancel in the full expression. You will have
to use the so-called ‘Schouten identities’, which means that antisym-
metrizing in more indices than the range of the indices, gives zero.
2. If one defines in even dimensions d = 2n the dual of an n-tensor as
F˜a1...an = (i)
d/2+t 1
n!
εa1...adF
ad...an+1 , (A.4)
check that
˜˜F a1...an = Fa1...an , Γa1...an = Γ∗Γ˜a1...an . (A.5)
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Table 5: Lie superalgebras of classical type. For the real forms of SU(m|m),
the one-dimensional subalgebra of the bosonic algebra is not part of the
irreducible algebra. Furthermore, in that case there are subalgebras obtained
from projection of those mentioned here with only one factor SU(n), Sℓ(n),
SU∗(n) or SU(n− p, p) as bosonic algebra.
Name Range Bosonic algebra Defining Number of
repres. generators
SU(m|n) m ≥ 2 SU(m)⊕ SU(n) (m, n¯)⊕ m2 + n2 − 1,
m 6= n ⊕U(1) (m¯, n) 2mn
m = n no U(1) 2(m2 − 1), 2m2
Sℓ(m|n)
SU(m− p, p|n− q, q)
SU∗(2m|2n)
Sℓ ′(n|n)
Sℓ(m)⊕ Sℓ(n)
SU(m− p, p)⊕ SU(n− q, q)
SU∗(2m)⊕ SU∗(2n)
⊕SO(1, 1)
⊕U(1)
⊕SO(1, 1)


if
m 6= n
Sℓ(n,C)
OSp(m|n) m ≥ 1 SO(m)⊕ Sp(n) (m,n) 1
2
(m2 −m+
n = 2, 4, .. n2 + n), mn
OSp(m− p, p|n)
OSp∗(m|n− q, q)
SO(m− p, p)⊕ Sp(n)
SO∗(m)⊕ USp(n− q, q)
n even
m,n, q even
D(2, 1, α) 0 < α ≤ 1 SO(4)⊕ Sℓ(2) (2, 2, 2) 9, 8
Dp(2, 1, α) SO(4− p, p)⊕ Sℓ(2) p = 0, 1, 2
F (4) SO(7)⊕ Sℓ(2) (8, 2) 24, 16
F p(4)
F p(4)
SO(7− p, p)⊕ Sℓ(2)
SO(7− p, p)⊕ SU(2)
p = 0, 3
p = 1, 2
G(3) G2 ⊕ Sℓ(2) (7, 2) 14, 14
Gp(3) G2,p ⊕ Sℓ(2) p = −14, 2
P (m− 1) m ≥ 3 Sℓ(m) (m⊗m) m2 − 1, m2
Q(m− 1) m ≥ 3 SU(m) Adjoint m2 − 1, m2 − 1
Q(m− 1)
Q((m− 1)∗)
UQ(p,m− 1− p)
Sℓ(m)
SU∗(m)
SU(p,m− p)
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Table 6: Super adSd+1 or confd algebras.
d superalgebra R number of fermionic
1 OSp(N |2) O(N) 2N
SU(N |1, 1) SU(N)× U(1) for N 6= 2 4N
SU(2|1, 1) SU(2) 8
OSp(4∗|2N) SU(2)× USp(2N) 8N
G(3) G2 14
F 0(4) SO(7) 16
D0(2, 1, α) SU(2)× SU(2) 8
3 OSp(N |4) SO(N) 4N
4 SU(2, 2|N) SU(N)× U(1) for N 6= 4 8N
SU(2, 2|4) SU(4) 32
5 F 2(4) SU(2) 16
6 OSp(8∗|N) USp(N) (N even) 8N
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