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Active contour modelPlant phenotyping investigates how a plant's genome, interacting with the environment, affects the observable
traits of a plant (phenome). It is becoming increasingly important in our quest towards efﬁcient and sustainable
agriculture. While sequencing the genome is becoming increasingly efﬁcient, acquiring phenotype information
has remained largely of low throughput. Current solutions for automated image-based plant phenotyping, rely
either on semi-automated or manual analysis of the imaging data, or on expensive and proprietary software
which accompanies costly hardware infrastructure.While some attempts have beenmade to create software ap-
plications that enable the analysis of such images in an automated fashion, most solutions are tailored to partic-
ular acquisition scenarios and restrictions on experimental design. In this paper we propose and test, a method
for the segmentation and the automated analysis of time-lapse plant images from phenotyping experiments in
a general laboratory setting, that can adapt to scene variability. The method involves minimal user interaction,
necessary to establish the statistical experiments that may follow. At every time instance (i.e., a digital photo-
graph), it segments the plants in images that containmany specimens of the same species. For accurate plant seg-
mentation we propose a vector valued level set formulation that incorporates features of color intensity, local
texture, and prior knowledge. Prior knowledge is incorporated using a plant appearance model implemented
with Gaussian mixture models, which utilizes incrementally information from previously segmented instances.
The proposed approach is tested on Arabidopsis plant images acquiredwith a static camera capturingmany sub-
jects at the same time. Our validation with ground truth segmentations and comparisons with state-of-the-art
methods in the literature shows that the proposedmethod is able to handle imageswith complicated and chang-
ing background in an automated fashion. An accuracy of 96.7% (dice similarity coefﬁcient) was observed, which
was higher than other methods used for comparison. While here it was tested on a single plant species, the fact
that we do not employ shape driven models and we do not rely on fully supervised classiﬁcation (trained on a
large dataset) increases the ease of deployment of the proposed solution for the study of different plant species
in a variety of laboratory settings. Our solutionwill be accompanied by an easy to use graphical user interface and,
to facilitate adoption, we will make the software available to the scientiﬁc community.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
Plants have always been a crucial source of food, feed, ﬁber, and fuel.
Thus, striving for a more sustained agriculture (Peleman and van der
Voort, 2003), together with the breeding industry, researchers try
to identify, improve, and breed key traits to satisfy growing demand,
increase resistance to parasites and diseases, and minimize environ-
mental impact (less water, less fertilizer).
Understanding biological function and the complex processes
involved in the development of plants relies onunderstanding the inter-
action between genetic information and the environment, and how they
affect the phenotype (the appearance or behavior) of the organism and
consequently desirable traits. Model plant systems, such as ArabidopsisMinervini),
s.tsaftaris@imtlucca.it
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16/j.ecoinf.2013.07.004thaliana, have been used extensively for this purpose (Licausi et al.,
2011). Unlike humans and most other mammals, they are considered
ideal models to study natural variation and decipher the “genotype to
phenotype” link (O'Malley and Ecker, 2010) — arguably a problem that
concerns all life science ﬁelds. It is expected, that the integration of
these ﬁndings with bioinformatics and systems biology will lead to the
construction of a “virtual plant analog”, which will permit researchers
to investigate gene activity at every stage of plant development
(Benfey and Mitchell-Olds, 2008; Holtorf et al., 2002).
The rate of throughput for acquiring genetic information (with
sequencing and microarrays) has achieved game-changing levels
(Mardis, 2008). However, as of today, inexpensive and automated
phenotyping (phenomics) remains a bottleneck (Furbank and Tester,
2011; Spalding and Miller, 2013). Until recently most phenotypes
(e.g., related to plant growth) were acquired in destructive ways
(e.g., weigh the plant, or cut out and measure a leaf) or involved
human survey (e.g., measuring leaf size or plant radius) in situ with-
out destructing the plant. Naturally these methods are faced withotyping with incremental learning and active contours, Ecological
Fig. 1. Arabidopsis images showing shape variability. Sketch representations of
Arabidopsis mutants adapted from Micol (2009) (top); two plants imaged at different
growth stages, earlier shown left-most (middle); and a top-view examplemany individu-
al plants (bottom).
2 M. Minervini et al. / Ecological Informatics xxx (2013) xxx–xxxlow throughput and high productivity cost. Consequently, there has
been a growing interest towards developing solutions for the automat-
ed analysis of visually observable traits of the plants. Several consortia
such as the International and European Plant Phenotyping Networks
(IPPN and EPPN), and the iPlant Collaborative Project (Goff et al., na)
have been established to promote and accelerate phenotype discovery
and analysis, and increase our understanding of biology (Benfey and
Mitchell-Olds, 2008; Finkel, 2009; Micol, 2009). Several approaches
based on imaging techniques and computer vision have been proposed
to increase the throughput of non-destructive phenotyping (without
penalizing accuracy) with solutions that can be affordable and easy to
deploy (Golzarian et al., 2011; Spalding and Miller, 2013); however,
such systems usually require sophisticated analysis algorithms to seg-
ment the plant from the background. As of now the majority of solu-
tions pose strict experimental conditions to ease the complexity of the
analysis task that follows.
In this paper we propose and test, an algorithm and a software
system for the automated segmentation and analysis of time-lapse
top-view plant images from phenotyping experiments of Arabidopsis
rosettes. Example images of Arabidopsis rosettes (referring to the circu-
lar and radial cluster of leaves they form when growing) are shown in
Fig. 1. We use data which we acquired in a general laboratory setting
with a static camera that captures many plants at the same time
(Tsaftaris and Noutsos, 2009), with the purpose of collecting test data
(which are lacking in the public domain) and demonstrating the chal-
lenging aspects of the problem of plant segmentation. While our
paper focuses on the algorithm and the software solution, as an exam-
ple that relates it to phenotyping experiments we measure plant
growth, estimated through projected rosette area of 19 Arabidopsis
Columbia (Col-0) wild-type plants. The system involves minimal user
interaction (necessary to establish the statistical experiments that
follow) and at every time instance (in our context a digital photograph)
segments the plants in images that contain many instances of the same
species (an example input image is shown in the bottom of Fig. 1). We
rely on a combination of level set and learning based segmentation to
incrementally incorporate information from previous time instances,
allowing us to adapt to changes in the scene. We learn an appearance
model of the plant relying on Gaussian mixture models (GMM) of
color and texture features collected from previously segmented
instances. For each unseen instance we classify each pixel in the
image to obtain a probabilistic map of pixels most likely belonging
to a plant.
The probabilistic output assists the localization of a plant within an
image (many plants exist in an image). Each individual plant is then
segmentedusing a newactive contourmodel that incorporates probabi-
listically weighted (using the model output) features of pixel intensity
and texture. Once each plant has been segmented, several measure-
ments relevant to the study of plant growth are extracted. Finally, the
plant appearance model is updated by re-training the GMM to include
the newly processed data in an online and incremental fashion.
Our inclusion of the iterative learning aspect allows us to handle im-
ages with complicated and changing background in an automated fash-
ion, which challenge currently available solutions. Overall the proposed
approach obtains an accuracy in segmentation higher than 96.4% (dice
similarity coefﬁcient) and is not affected by challenges in the scene.
While here it was tested on one mutant of Arabidopsis, the fact that
we do not employ shape driven models and we do not rely on fully su-
pervised classiﬁcation (trained on a large dataset) favors the deploy-
ment of the proposed solution for the study of different plant species
in a variety of laboratory settings. The automated phenotyping solution
proposed in this paper improves upon the accuracy results obtained by
the state of the art in plant phenotyping, even in an environment that is
not strictly controlled, thus accommodating a broader range of experi-
mental scenarios — handling multiple plants simultaneously without
an explicit scene arrangement and with minimal user intervention.
Our solution will be accompanied by an easy to use graphical userPlease cite this article as: Minervini, M., et al., Image-based plant phenotyping with incremental learning and active contours, Ecological
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004
3M. Minervini et al. / Ecological Informatics xxx (2013) xxx–xxxinterface and, to facilitate adoption,wewill make the software available
to the scientiﬁc community.
The remainder of the paper is organized as follows. In Section 2, we
review several approaches for image based phenotyping with regard
to acquisition and analysis, while Section 3 presents the proposed
approach, discussing the requirements imposed by the application
(i.e., the segmentation of rosette plants) and the methodology we
adopted based on an incremental learning framework that com-
bines active contour models and GMMs. In Section 4 we present
experimental results on the use of our approach for the study of
Arabidopsis plant growth, with respect to a Reference method and
a specialized software proposed in (De Vylder et al., 2012). We also
compare with recent innovation in image segmentation. We de-
scribe our test bed setup for the collection of time-lapse imaging
data used here, and detail all parameters involved in the operation
of the systems being compared. Subsequently, we present and dis-
cuss quantitative results showing the ability of our solution to
automatically and accurately segment plants in images, in order to
calculate projected area and estimate growth. Finally, Section 5
offers conclusions and directions for future work.
2. Related work
Plant phenotyping can occur on small scale (controlled laboratory
settings of a growth chamber), in the green house, or in the ﬁeld
(Finkel, 2009; Walter et al., 2012; White et al., 2012). While each
setup aims to address different experimental questions, the majority
of early stage experiments occur in growth chambers that offer con-
trolled laboratory settings in a small scale using plant models. In the
following paragraphs we quickly overview growth chamber phenotype
acquisition strategies and we subsequently review image processing
approaches towards extracting phenotypes.
2.1. Phenotype acquisition
The introduction of automation and digital imaging allowed the
rapid collection of time-lapse images of plants in a non-destructive fash-
ion (Leister et al., 1999). These images were later analyzed ofﬂinemost-
ly using expert analysis by manipulating photograph analysis software
or semi-automated methods (Leister et al., 1999). This had a particular
impact on small scale experiments of plant models in growth chambers
and several approaches have been proposed throughout the years.Most
of the solutions are customized (Arvidsson et al., 2011; Granier et al.,
2006; Leister et al., 1999; Pereyra-Irujo et al., 2012; Tsaftaris and
Noutsos, 2009; Walter et al., 2007) imposing strict experimental setups
(e.g., uniform black background). Their cost and implementation com-
plexity could range from a few dollars (e.g., Hartmann et al., 2011;
Kokorian et al., 2010; Tsaftaris and Noutsos, 2009) to a few thousands
(e.g., Granier et al., 2006; Pereyra-Irujo et al., 2012; van der Heijden
et al., 2012; Walter et al., 2007), or to hundreds of thousands of dollars
(e.g., the solutions provided by commercial entities such as LemnaTec
and CropDesign).
High resolution images can also be captured in the visible and/or
infrared spectrum. Optionally, also 3D depth information is acquired
using high grade (Alenya et al., 2011; van der Heijden et al., 2012) or
lower grade (e.g., using Microsoft's Xbox Kinect) hardware (Chéné
et al., 2012). However, their limited ﬁeld of view requires that images
are acquired with each plant in isolation and usually involve some ro-
botic (or manual) placement of the plant (e.g., Hartmann et al., 2011)
or the camera (e.g., Granier et al., 2006; Walter et al., 2007), which
lowers throughput or increases equipment cost.
On the other hand, some approaches assume static cameras with a
ﬁxed ﬁeld of view (De Vylder et al., 2012; Hartmann et al., 2011;
Kokorian et al., 2010; Tsaftaris and Noutsos, 2009) and are largely
used in growth-chamber experiments of small plant models such as
Arabidopsis. Such systems are simpler to deploy, are more affordablePlease cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004(since they do not use automation), and have higher throughput since
they can image many plants at a time. However, due to the ﬁxed
camera, the per plant imaging resolution can be lower, and only few
imaging angles are obtained (usually only a top-view is used); thus,
requiring sophisticated image analysis algorithms.
2.2. Image analysis for phenotyping
In the following paragraphs we brieﬂy describe approaches aiming
at segmenting the plant from the background, which in turn is used to
measure plant growth. To appreciate the segmentation problem at
hand, Fig. 1 shows the variability of appearance and shape (i) among
several mutants of the Arabidopsis family, (ii) within individuals of
the same mutant, and (iii) through the life-cycle of the same plant.
Although several other methods have been developed for the segmen-
tation (and classiﬁcation) of individual leaves (Cerutti et al., 2011; De
Vylder et al., 2011; Tang et al., 2009) (e.g., for plant identiﬁcation pur-
poses Arora et al., 2012; Goëau et al., 2012), the analysis of plant vein
structure (Dhondt et al., 2012; Price et al., 2010), and the study of root
or hypocotyl growth (French et al., 2009; Wang et al., 2009), in the
following we will focus on those segmenting the whole plant.
The majority of articles in plant phenotyping, since they assume
strict conditions as to the composition of the scene, follow simpliﬁed
approaches to the subsequent intensity segmentation problem. They
usually employ thresholding based approaches in one channel
(e.g., the native green channel of an RGB acquisition or on one
channel of other color spaces) or multiple channels. Those with
strict restrictions on the scene rely either on calibrated thresholds
(e.g., Hartmann et al., 2011), or on histogram based methods such
as Otsu's thersholding or Gaussian mixture modeling of intensities
to identify data driven thresholds (De Vylder et al., 2012). Some
methods rely on combining more than one channel indirectly
(e.g., in De Vylder et al., 2012 individual segmentations from each
channel obtained via thresholding are combined) or directly via
unsupervised clustering methods (Clément and Vigouroux, 2003;
Tsaftaris and Noutsos, 2009). However, changes in the scene can
pose a challenge. Such changes occur frequently as Fig. 2 illustrates.
For example the soil could appear more or less dry, moss (which is
green in appearance) can grow on the soil, reﬂections due to water
and illumination distortions can be also present. (While some users
will not remove such data from analysis, this lowers the number of
instances used for analysis and consequently the statistical power
of the experiment. Furthermore, approaches such as disturbing
the soil to remove out moss may change a plant's position, break-
ing the location correspondence from previous images.) From an
imaging perspective, few systems utilize additional information
from other imaging sources (such as depth or infrared information)
to facilitate the segmentation approach (Alenya et al., 2011; Chéné
et al., 2012; van der Heijden et al., 2012); however, few laborato-
ries have the capacity to deploy such sensing technology due to
its higher cost and lower (in some cases) throughput.
On the other hand, one approach towards dealing with complex
backgrounds and changes in the scene is to introduce prior knowledge
into the segmentation approach itself. Although naturally one would
consider introducing shape priors in deformable models and contour
formulations (Cremers et al., 2002; Yuille et al., 1989), it would require
deﬁning and learning shape priors of all possible plant shapes. As Fig. 1
illustrates, the complexity of shape even among mutants of the same
plant or even among samples of the same plant species can be signiﬁ-
cant. Thus, building appropriate plant models is rather complex and
learning such shapemodels would require a large amount of previously
labeled information; as a result, no such method exists in the literature.
An alternative approachwould be to rely instead on leafmodels, and try
to segment individual leaves within the scene. Along these lines,
Felzenszwalb (2005) represents shapes by deformable triangulated
polygons to detect precisely described objects, including maple leaves.otyping with incremental learning and active contours, Ecological
Fig. 2. Examples of challenging images due to changing conditions during an experiment.
Examples shown are: drought where the soil appears more brown (top); green moss
growing on the soil (middle); and water residual in the tray causing reﬂections (bottom).
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
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tour model that optimizes an energy function by maximizing the prob-
ability that the contour is on the edge of a leaf. In simplifying the shape
descriptor, the authors in Cerutti et al. (2011) proposed a parametric
active polygon model to take advantage of prior knowledge on leaf
shapes to design a ﬂexible time-efﬁcient model, in a classiﬁcation and
leaf recognition problem. Although these methods are capable of
segmenting individual leaves in isolation, they require prior training
and large labeled datasets, usually they cannot handle occlusions, and
they would require signiﬁcant post processing to compose the ﬁnal
complete plant segmentation.
3. Proposed approach
As outlined in the previous section, the current state of the art in the
automated analysis of images from phenotyping experiments is limited
to a couple of commercial solutions and few freely available software.
There is a great interest in developing an approach that:
• can accommodate most laboratory settings;
• does not rely on explicit scene arrangement;
• can handle multiple plants in the same image;
• can tolerate low spatial resolution and out of focus discrepancies,
attributed to a ﬁxed broad ﬁeld of view (thus accommodating afford-
able sensors);
• is robust to changes in the scene;
• requiresminimal user interaction (for experimental setup and training);
• is scalable to large population sizes or high sampling rates;
• offers high accuracy and consistent performance; and
• is automated and high throughput.Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004Such an approach, when combined with affordable sensing hard-
ware (e.g., commercial cameras) would provide a truly affordable and
easy to deploy phenotyping collection and analysis system that can
satisfy the needs of most laboratories. Here we propose a software solu-
tion that satisﬁes the above requirements using several innovations,
which have not been previously considered in the context of plant
segmentation. First of all we rely not only on color features, but also
on texture information extracted from the images to effectively discern
foreground (plant) from background. To increase robustness and offer
consistent performance we incorporate a learning component in our
solution. To favor scalability, we learn the color and texture appearance
of plants using a multi-dimensional Gaussian mixture model (GMM),
which minimizes additional computational and storage requirements.
The appearance model is learned incrementally after each instance
has been automatically segmented, thus reducing the need for prior
labeling signiﬁcantly. Finally, we propose a new vector valued level set
formulation to segment each plant in the image by incorporating all fea-
tures and prior information, in a joint energy optimization framework.
Fig. 3 provides a general view of the proposed system. Once a new
image is acquired, the ﬁrst step consists in localizing plant objects in
the image and obtaining an approximate plant segmentation (which is
used as an initialization for the next step). Subsequently, each region
containing a plant is segmented with an active contour model to accu-
rately delineate the plant from the background. Both of these steps
can take advantage of the plant appearance model employed here.
Each segmented plant is labeled with an identiﬁer coherently with
previous images. This permits us to follow each plant individually across
time and link all new measurements and analysis output to the corre-
sponding plant. Finally, the processed data, the segmentations, and sev-
eral indices of interest to the plant community are added to a repository.
In addition, the features of foreground (the plant) are stored and used to
update the plant appearance model.
Overall, the proposed solution has been designed to work automat-
ically and minimize user interaction without compromising accuracy
and generalization. The user at the beginning of the experiment informs
the application about the number of plants present in the scene and
their grouping if any (e.g., which mutants are present). Our only as-
sumption regarding the composition of the scene, is that plants should
not be touching (this requirement is reasonable and common among
all phenotyping platforms to facilitate object separation). To use the
plant appearance model, some initial training is necessary. This initial
training can be provided by the user ofﬂine or alternatively the user
can operate aspects of the proposed solution without the model. This
can take advantage of the fact that some scenes can be less complex
(e.g., plants are smaller, or moss has not appeared yet). The user is
prompted to make corrections to the segmentations (if necessary) on
those (early-training) images, and subsequently the model is trained
based on this output. The user could also adjust some parameters
regarding the model during this training part. Afterwards the plant
model is updated at each iteration and is used at each step, without
any user supervision.
In the following paragraphs we present each aspect of the proposed
system in detail, providing insights into bothmathematical formulation
and design choices.3.1. Image features
From a computer vision perspective, a laboratory setup for plant
phenotyping experiments presents several challenges such as neon
light illumination,water reﬂection, shadows, andmoss (some examples
are shown in Fig. 2), contributing to noise and scene complexity. To
eliminate issues of non uniform illumination (due to lighting distortion
from neon lights and shadowing), when utilizing color information we
convert the RGB color space to the 1976 CIE L*a*b* color space
(Colorimetry, 1986). We use the a* component which determines theotyping with incremental learning and active contours, Ecological
Fig. 3. Graphical representation of the proposed approach.
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between blue and yellow) as color features.
While relying only on the intensity of pixels may appear adequate,
there are several conditions that would challenge this assumption. For
example, the color intensity of moss can be very close to that of plant
leaves. This motivates the utilization of texture features along with
intensity to describe foreground and background. Several texture repre-
sentations can characterize texture content at each pixel location, taking
into account its neighborhood (Howarth andRüger, 2004; Tuceryan and
Jain, 1993). Some of these approaches (e.g., co-occurrence matrices,
Haralick features, and Gabor ﬁlters) result in a multi-resolution, multi-
scale representation of local texture characteristics. This in turn intro-
duces additional feature dimensions.
In this work we use a texture detection ﬁlter obtained via grayscale
morphological operations as a local texture descriptor. In order to detect
high texture regions in an image I, the response of a pillbox ﬁlter is
linearly combined with a Difference of Gaussians (DoG) ﬁlter. A pillbox
ﬁlter is a circular uniform kernel Hρ of radius ρ. The DoG ﬁlter operates
by subtracting a blurred version of an intensity image from another
blurred version of the same image, where the different blurring is usu-
ally obtained by convolving with a pair of Gaussian kernels KσH ;Kσ Lð Þ
of different standard deviation (σH, sL respectively). The ﬁltered output
f is deﬁned as:
f I;ρ;σH ;σ Lð Þ ¼ Hρ  Ii þ KσH  I j‐KσL  I j
 
; ð1Þ
where Ii and Ij are channels of the same multi-channel image I, and
* denotes the discrete 2D convolution operator. The response of the
“texture from blurring” (TFB) ﬁlter ﬁnally is:
f TFB I;α;ρ;σH;σ Lð Þ ¼ exp ‐α f I;ρ;H; Lð Þj jð Þ; ð2Þ
where α sets the decrease rate. The pillbox ﬁlter responds to
smooth regions versus high texture regions, while the DoG ﬁlter
responds to edges. In the context of plant images, the combination
of these two operations permits the separation of high texture
regions (e.g., belonging to moss or earth) from smooth regions
(e.g., belonging to leaves and stems).
Our system thus relies on color information (a*, b*) and texture
features (TFB) as a feature space to perform the image analysis tasks
described in the following sections. Fig. 4 shows examples of the features
employed as extracted from an image. (For these examples TFB was
found using Ii = a*, Ij = L*, σH = 4, σL = 1, ρ = 3, and α = 1/50).
Observe their effectiveness in discerning between the object of in-
terest (plant) and other background regions.Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.0043.2. Plant appearance model
To safeguard our method from scene changes and increase its accu-
racy, we designed the algorithm such that it can utilize the segmenta-
tion outcomes of previous instances. Although, we will present in
subsequent sections the details of our segmentation strategy, here we
discuss that we can learn a plant model given the features of an image
and its available segmentation into foreground and background regions.
This model classiﬁes pixels in an unseen instance according to their
likelihood of belonging to a plant. Thus, with this process, we learn
incrementally how a plant appears, and we feed back to the system
this information.
We must consider several aspects to allow us to achieve this ben-
eﬁt without increasing the complexity of design. Given a set of
segmented images, there are several reasons to avoid training a so-
phisticated supervised classiﬁcation algorithm that assigns pixels
to either the foreground or the background class. First it has to
allow for fast training to permit fast updates, second it has to be ro-
bust towards (possibly) mislabelled data which are automatically
produced by previous time instances, and third it should have low
data storage requirements. Classical supervised classiﬁcation algo-
rithms retain both foreground and background features and thus
require additional storage and also their online (incremental learn-
ing) implementation is not straightforward. The solution we adopt
here uses only foreground information and features in an appear-
ance model.
Our solution is given an input image (and the features that can be
extracted from it) and a segmentation mask identifying plants to learn
the multi-dimensional distribution of the feature space using a multi-
variate Gaussian mixture model formulation. Accordingly, the density
function for an observation (a pixel location with its features) with
the d-dimensional feature vector x∈Rd is given by:
p xjΘð Þ ¼
XM
j¼1
π jp xjΘ j
 
; ð3Þ
whereM N 1 is the number of components of the mixture, Θj = (μj, Σj)
is the set of parameters deﬁning the j-th component of the mixture
(i.e., mean μj and covariance matrix Σj), and πj is the prior probability
of pattern x belonging to the j-th component, such that 0 ≤ πj ≤ 1,
for j = 1, …, M, and∑ j = 1M πj = 1. Each component of the mixture is
characterized by a multivariate Gaussian distribution:
p xjΘ j
 
¼ 1
2πð Þd2jΣ jj12
 exp −1
2
x‐μ j
 ⊤X‐1
j
x‐μ j
  
: ð4Þotyping with incremental learning and active contours, Ecological
Fig. 4.Examples of the image features used in our proposed system. Shownare: the original RGB image (top left); texture descriptor (top right); a* (bottom left) and b* (bottom right) color
components.
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as:
l Θð Þ ¼
XN
i¼1
log
XM
j¼1
π jp xijΘ j
 0@
1
A; ð5Þ
where N is the number of available data points.
Wemaximize the log-likelihood function and estimate the unknown
parameters of the distribution and the pixel's prior Θ = (πj, μj, Σj), for
j = 1, …, M, using the Expectation–Maximization algorithm
(Titterington et al., 1985), to ﬁt the GMM model to the available plant
data (foreground). To eliminate the need to store the collection of all fea-
ture vectors x for all seen images, we update the GMM after each seg-
mented image in an online fashion as in Declercq and Piater (2008).
Thus, our storage requirements are limited to storing original images,
their segmentation outputs, and relevant metadata (see Section 3.4).
Once the model is learned, for an unseen image we extract its fea-
tures and obtain the probability of each pixel belonging to the plant
model, by evaluating Eq. (3). The output of the plant model applied in
a new image is a probability map P (with values in the interval [0,1]),
which contains an estimate of the probability of any pixel in the image
belonging to a plant.
3.3. Plant localization
While some methods assume certain grid arrangement of pots
(De Vylder et al., 2012; Tsaftaris and Noutsos, 2009), one of our
design criteria is not to impose conditions on the scene and the ar-
rangement of the rosettes. This necessitates a process to localize plant
objects in the scene. This step isolates rectangular regions of interest
(of reduced size) containing plants, and estimates approximate plant
segmentations which are then subsequently used as input to higher-
complexity steps (e.g., the segmentation presented in the next section).Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004Although several approaches can be employed, for simplicity we use
a K-means (with K = 2) clustering algorithm operating in the feature
space discussed in Section 3.1, to cluster a pixel as plant or background
in the original image. To initialize the K-means we adopt the following
schemes to get a good choice of initial cluster centroids. In the absence
of a plantmodel or prior informationwe calculate initial centroids auto-
matically from histogram thresholding in the Excess Green color space
(Golzarian et al., 2012). We transform the RGB to Excess Green (ExG)
domain, using ExG = 2G − R − B, where R, G and B are the three
components of the RGB color space. Subsequently, we use Otsu's
thresholding (Otsu, 1979) to identify a single threshold. Alternative-
ly, in the presence of a plant appearance model we take advantage of
it to get a good choice of initial cluster centroids. In both cases, we
threshold the ExG or the probability map P, respectively, using a
ﬁxed threshold and consider all pixels above this threshold as
foreground, while pixels below this threshold are considered as
background. The initial cluster centroids are found by averaging
foreground and background pixels respectively. We should note
that we also allow the user to optionally calibrate and provide initial
cluster centroids ofﬂine.
Subsequently, after the K-means has converged, we ﬁnd a square
bounding box that contains each plant object and output this
region. A two cluster K-means performed on a complex image
(i.e., plants surrounded by several other distinct objects) exhibits
a bias towards over-segmentation; however, this behavior provides
sufﬁcient guarantees that all parts of a plant are included in its
bounding box.
We also output a binary mask that serves as an approximate plant
segmentation to be used as input to the active contour segmentation.
Depending on the mode of operation, this binary mask can either be
obtained from the K-means clustering or from the thresholded proba-
bility map.
The end result of this process is a collection of rectangular regions of
interest, whose union reconstructs the original scene, and a collection of
rough plant segmentations.otyping with incremental learning and active contours, Ecological
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While the previous step provides a collection of rectangular regions
of interest and an initial rough segmentation, the goal of this step is to
obtain a highly accurate segmentation of each plant. Operating on a
smaller portion of the image allows us to usemore complex algorithms,
which likely would not have been efﬁcient and effective in the full
image. Our motivation for employing an active contour method for ob-
ject segmentation is its ability to model arbitrarily complex shapes and
handle implicitly topological changes such as merging and splitting.
Thus, the level set based segmentation method can be effectively used
for extracting a foreground layer with fragmented appearance, such as
leaves of the same plant.
Since we want to take advantage of the existence of multiple image
features (in the following we refer to them as channels) we build upon
the Chan–Sandberg–Vese active contour model for vector valued im-
ages (Chan and Sandberg, 2000). The innovative aspects of our ap-
proach, compared to (Chan and Sandberg, 2000) and other similar
works, are that: (a)we introduce themedian of the foregrounddistribu-
tion in addition to its mean in the overall energy functional, and (b) we
incorporate a probabilistic prior in our formulation.
Recently it was shown that using the median in region based level
sets can adapt better to imageswhere the object of interestmay be com-
posed fromdifferent intensity classes (Abdelsamea and Tsaftaris, 2013).
Here we use the median as descriptor of non-symmetry in the distribu-
tion of the foreground for each channel thus, increasing the discrimina-
tive power between the foreground and background distributions with
minimal computational overhead.
Without prior knowledge it is known that active contours may also
erroneously segment regions that appear to have high statistical simi-
larity with the object of interest. Chen and Radke (2009) used a non-
parametric technique (namely Kernel Density Estimation) to model
the shape variation, previously proposed by Cremers et al. (2004) to in-
corporate both shape and intensity prior information. Leventon et al.
(2000) proposed to incorporate prior information about intensity and
curvature proﬁle of the structure using a training set of images and
boundaries. Theymodel the intensity distribution as a function of signed
distances from the object boundary, rather than modeling only the
intensity of the object as a whole. On the other hand, Lee et al. (2005)
proposed a supervised active contour model, which estimates a multi-
variate mixture density function from training samples using either
parametric or non-parametric density estimationmethods. This density
is used to measure how likely each image pixel is to be an element of
each subset in a new probabilistic active contour formulation. We rely
on a new mechanism to incorporate prior information. We use the
information provided by the appearance model to weigh pixels
according to the probability of belonging to the foreground or back-
ground. Thus, we do not rely on shape (which has its own complications
aswe discussed previously) andwe decouple the prior knowledge from
the active contour model increasing the ﬂexibility of our approach.
In this paper, the overall energy functional for the proposed model
consists of two parts: an “Image-based Feature” term EIbF, which utilizes
the intensity information of each channel, and a “Prior” term EP to incor-
porate the prior knowledge obtained based on the plant appearance
model described previously. In the following we use ! to denote
vectors.
The EIbF term following the formulation in Chan and Sandberg
(2000) is deﬁned as:
EIbF C; c!þ;m!þ; c!−
 
¼
Z
in Cð Þ
1
N
XN
i¼1
λþi e
þ
i zð Þdzþ
Z
out Cð Þ
2
N
XN
i¼1
λ−i e
−
i zð Þdz; ð6Þ
eþi zð Þ ¼ Ii−cþi
 2 þ Ii−mþi 2; ð7Þ
e−i zð Þ ¼ Ii−c−ij j2; ð8ÞPlease cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004where z denotes a pixel location in an image channel Ii, i = 1, …, N,
λi+ and λi− deﬁne the weight of each term (inside and outside the
contour), c!− is the vector valued representation of the mean for
each channel outside the contour, and c!þ and m!þ are the vector-
valued representations of the mean and median respectively for
each channel inside the contour. Our key difference compared to Chan
and Sandberg (2000) is the introduction of a term corresponding to
the median. The way we estimate these statistical quantities will be
described shortly.
Following standard level set formulations (Chan and Sandberg,
2000) we replace the contour curve C with the level set function ϕ
(Zhao et al., 1996):
EIbF ϕ; c!þ;m!þ; c!−
 
¼
Z
j≥0
1
N
XN
i¼1
λþi e
þ
i zð Þdzþ
Z
ϕb0
2
N
XN
i¼1
λ−i e
−
i zð Þdz: ð9Þ
The vectors c!þ , m!þ , and c!− are deﬁned in similar fashion to
other intensity driven active contour models as statistical averages
and medians:
c!þ ϕð Þ ¼ average Ii∈ϕ zð Þ≥0ð Þ;
m!þ ϕð Þ ¼ median Ii∈ϕ zð Þ≥0ð Þ;
c!− ϕð Þ ¼ average Ii∈ϕ zð Þ<0ð Þ;
8><
>: ð10Þ
for each channel Ii, i = 1, …, N, inside or outside the contour.
Using the level set functionϕ to represent the contour C in the image
domain Ω, the energy functional can be written as follows:
EIbF ϕ; c!þ;m!þ; c!−
 
¼
Z
Ω
1
N
XN
i¼1
λþi e
þ
i zð ÞH ϕ zð Þð Þdz
þ
Z
Ω
2
N
XN
i¼1
λ−i e
−
i zð Þ 1−H ϕ zð Þð Þð Þdz;
ð11Þ
where H is the Heaviside function.
By keeping c!þ;m!þ; and c!− and ﬁxed, we minimize the energy
function EIbF ϕ; c!þ;m!þ; c!−
 
with respect to ϕ to obtain the gradient
descent ﬂow as:
∂ϕ
∂t ¼ ζ
IbF ¼ δ ϕð Þ − 1
N
XN
i¼1
λþi e
þ
i zð Þ þ
2
N
XN
i¼1
λ−i e
−
i zð Þ
" #
; ð12Þ
where δ is the Dirac delta function.
After Eq. (12) converges, the evolving curve C will separate the ob-
ject from the background based on the non-symmetric property of fore-
ground distribution. However, when the background and foreground
are not easily separable without prior knowledge the level set may con-
verge to a wrong boundary.
To introduce prior knowledge we require matrices Pin and Pout
(the size of the image) where Pin(z) ≡ p(z ∈ Ω1), i.e., the probabil-
ity of pixel at location z belonging to the foreground class Ω1, and
naturally Pout(z) ≡ p(z ∈ Ω2), i.e., the probability of pixel at loca-
tion z belonging to the background class Ω2. Notice that Pin(z) +
Pout(z) = 1.
In the proposed active contour formulation we utilize both Pin and
Pout to weigh each channel individually, hence the prior energy term
can be described as follows:
EP ϕ; c!⊕;m!⊕; c!⊖
 
¼
Z
Ω
1
N
XN
i¼1
λ⊕i e
⊕
i zð Þdzþ
Z
Ω
2
N
XN
i¼1
λ⊖i e
⊖
i zð Þdz;ð13Þ
e⊕i zð Þ ¼ Ii  Pin−c⊕i
 2 þ Ii  Pin−m⊕i 2; ð14Þ
e⊖i zð Þ ¼ Ii  Pout‐c⊖i
 2; ð15Þotyping with incremental learning and active contours, Ecological
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wise multiplication, c!⊕, m!⊕, and c!⊖ are deﬁned as follows:
c!⊕ ¼ average Ii  Pin∈ϕ zð Þ≥0ð Þ;
m!⊕ ¼ median Ii  Pin∈ϕ zð Þ≥0ð Þ;
c!⊖ ¼ average Ii  Pout∈ϕ zð Þb0ð Þ;
8><
>: ð16Þ
for i = 1,…, N.
The level set formula based on the prior term is deﬁned as follows:
∂ϕ
∂t ¼ ζ
P ¼ δ ϕð Þ − 1
N
XN
i¼1
λ⊕i e
⊕
i zð Þ þ
2
N
XN
i¼1
λ⊖i e
⊖
i zð Þ
" #
: ð17Þ
To derive our ﬁnal joint level set functional form, we follow the
approach in Chan and Sandberg (2000) and replace δ(ϕ) in Eqs. (12)
and (17) by |∇ ϕ|. The former has a small effective range while the
latter has the effective range of the whole image. Furthermore, in
order to efﬁciently regularize the level set evolution, we convolve the
level set function with a Gaussian kernel (Zhang et al., 2010). Finally,
the level set formulation of our model combining Eqs. (12) and (17)
becomes:
∂ϕ
∂t ¼ ∇ϕj j 1‐λð Þζ
IbF þ λζP
h i
; ð18Þ
where λ balances the inﬂuence of EIbF and EP. A larger value of λ empha-
sizes the effect of the EP term versus the EIbF term, whereas a smaller λ
reduces the effect of the prior energy term. In particular, λ = 0 implies
that themodel is utilizing image-based features only,without relying on
prior knowledge.
3.3.2. Implementation
The main steps of our segmentation model can be summarized as
follows. For each region of interest obtained from the localization step:
1. initialize the level set function ϕ to be binary;
2. evolve the level set function according to Eq. (18);
3. smooth the level set function with a Gaussian kernel;
4. if the curve evolution has converged, output a binarymaskof the seg-
mentation, otherwise return to step 1.
While the previous steps are general, we outline below details of our
implementation for this particular application. We use as I1 and I2 re-
spectively the a* and b* components of the L*a*b* color space, which
is regarded as representing global information. Texture features are
encoded in the channels I3,…, IN as local information since they describe
local neighborhood structure (Wang et al., 2010). Furthermore, since
the prior knowledge used here is learned only from foreground objects
we use as Pin the output of the plant appearance model, and as Pout =
1 − Pin. To accommodate that the prior knowledge of the background
is less reliable (since we did not train on the background) we use a
smaller weight λi⊖. Alternatively, if we did not want to provide any
prior knowledge for the background we could model Pout to follow a
uniform distribution as suggested in Lee et al. (2005). Finally, to initial-
ize the level set we use the output of plant localization (see Section 3.3).
3.4. Plant labeling and analysis
After we have obtained all segmentations of foreground from the ac-
tive contour model, we recompose the original scene (containing all
plants), and we obtain a binary representation of all plant objects in
the original scene. In phenotyping experiments, plants usually belong
to distinct groups, e.g., mutants of the same species or specimens under-
going different treatments. Therefore, plants need to be labeled and
followed individually across time in order to maintain correspondence
of individual measurements for each plant. The goal of this step is to as-
sign a unique label to pixels of the same plant (intra-frame accuracy)Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004and to keep assigning that label to the same plant across time (inter-
frame accuracy).
The binary mask representing foreground objects is composed by a
number of connected components. Due to possible errors in the seg-
mentation (e.g., under-segmentation of the stems due to lack of resolu-
tion), portions of the same plant may result in disconnected objects
(e.g., a leaf may not be connected to its originating plant).
To address this problem we take advantage of the radial shape of
Arabidopsis rosettes, and label disconnected objects in groups that
minimize the Euclidean distance from a centroid. If Nsubj is the num-
ber of plants in the scene (recall from Section 3 that this parameter is
ﬁxed by the user), we perform the task of intra-frame labeling by
ﬁnding the centroids of the Nsubj largest connected components.
These are then used to initialize a K-means clustering on the pixel
coordinates, with K = Nsubj. Thus, each pixel in the foreground is
labeled according to which centroid is closer in the Euclidean dis-
tance sense. To obtain the ﬁnal label for all pixels in a given compo-
nent, a connected component having different labels (e.g., a leaf of
one plant close to another plant) is assigned a single label with a
majority vote strategy.
Having available plant centroids and labels from the previous image,
coherency in inter-frame labeling is maintained by assigning a plant in
the current image the label of the closest plant (in the Euclidean
sense) in the previous image. This approach tolerates small shifts of
pots (which can occur when staff are handling the experiment or
when plants are watered), but not signiﬁcant movements or shufﬂing.
In our setting we assume that plants do not touch and it is the user's
responsibility to arrange pots in the scene with enough distance be-
tween each other (an assumption common among many phenotyping
analysis platforms). To accommodate touching plants a plant shape
model is necessary, which as we outlined in Section 2.2 can be rather
complex and speciﬁc to a particular plant species.
After a successful segmentation, several visual phenotypes can be
extracted. For example, plant growth is estimated with several indices
(De Vylder et al., 2012) that reﬂect the area of the plant, its roundness,
and overall color intensity. The measurements, the indices, along with
the plant identiﬁer are written in a tabulated format that can be
imported by several statistical analysis and plotting software.
4. Results and discussion
4.1. Experimental setup
We implemented our system in Matlab (release 2011b), on a
machine equipped with Intel Core 2 Duo CPU E8200 2.66 GHz and
4 GB memory, running 64-bit Linux. Due to lack of publicly available
datasets we devised a test bed to image Arabidopsis thaliana in our lab-
oratory. Since our goal was to produce a good range of test images sev-
eral challenging situations, such as water and moss growth were
allowed to occur. The scene consists of top-view images of Nsubj = 19
Arabidopsis thaliana Columbia (Col-0) wild-type rosettes, acquired
over a period of 12 days. The plants were imaged with a 7 megapixel
commercial camera (Canon PowerShot SD1000) following the setup
discussed in (Tsaftaris and Noutsos, 2009). The images were stored
and processed in raw format to avoid any distortion introduced by
compression. Fig. 5 shows an example image from the dataset, illustrat-
ing the arrangement of the plants and the complexity of the scene.
We segmented manually all plants to obtain ground-truth segmen-
tations. To quantify the accuracy of the segmentation algorithms, we
adopt the following metrics:
Precision %ð Þ ¼ TP
TP þ FP ð19Þ
Recall %ð Þ ¼ TP
TP þ FN ð20Þotyping with incremental learning and active contours, Ecological
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FP þ TP þ FN ð21Þ
Dice %ð Þ ¼ 2  TP
2  TP þ FP þ FN ð22Þ
where TP, FP, and FN represent the number of true positive, false posi-
tive, and false negative pixels, respectively, calculated by comparing
algorithmic result and ground-truth segmentation masks. Precision is
the fraction of pixels in the segmentationmask thatmatches the ground
truth, whereas recall is the fraction of ground-truth pixels contained in
the segmentation mask. The Jaccard and Dice similarity coefﬁcients are
used to measure the spatial overlap between algorithmic result and
ground truth. All of these metrics are expressed in percentages, with
larger values representing higher agreement between ground truth
and algorithmic result.
We compare the proposed approach with state-of-the-art methods
in plant phenotyping and recent image segmentation approaches. The
ﬁrst plant phenotyping method (referred thereafter as Reference) is
an approach based on K-means segmentation, due to its widespread
adoption in intensity-based plant segmentation. For fair comparison,
the K-means was applied on the same intensity and texture features
as the proposed approach, and we carefully selected initial centroids
for each image in the dataset.We used the same plant labeling and anal-
ysis procedure as the one proposed here (Section 3.4). We also adopted
the Rosette Tracker software proposed in De Vylder et al. (2012), which
is made available as an ImageJ plugin by the authors. It was operated by
performing proper color calibration and by enabling the options for
removing moss and clutter, according to the characteristics of our
dataset. We gave as input to Rosette Tracker the number of plants in
the scene (as required by the software). However since Rosette Tracker
assumes that plants are arranged in rows and the imaging axis is parallel
to these rows, plants were oftenmislabeled. This requiredmanual post-
processing to correctly assign labels to plant parts, in order to include
Rosette Tracker in the evaluation.
To demonstrate that even state-of-the-art methods in color image
segmentation are challenged, we chose four algorithms covering a
span of recent innovations in computer vision and used their reference
software implementations. In particular, we considered the following
methods: gPb-owt-ucm (Arbelaez et al., 2011), a segmentation methodFig. 5. A sample image from the dataset, its ground truth segmentation obtained manually, and
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004that relies on contour detection and spectral clustering, providing a hi-
erarchical representation of the image and a ﬁnal segmentation after
user annotation; MSRM (Ning et al., 2010), an interactive segmentation
approach that relies on a new region merging framework to fuse a
super-pixel segmentation obtained using (Levinshtein et al., 2009);
the CoSand (Kim et al., 2011) method which relies on the temperature
maximization of the anisotropic heat diffusion formulation on a graph
representation of the image (an initial super-pixel segmentation is
obtained using (Levinshtein et al., 2009)); and ﬁnally, although it is
not a true segmentation method, we also used SDSP (Zhang et al.,
2013), a saliency detection algorithm, because it uses similar features
as the proposed approach: it combines priors related to frequency
(implemented using log-Gabor features), color (CIE L*a*b* color
space), and location of the object. For all methods standard parameters
as recommended by their respective authors were used; and for the
methods relying on interaction, unbiased and automated foreground
and background annotations were obtained by skeletonizing and dilat-
ing the ground truth mask, as previously done in Mansilla and Miranda
(2013).
Since Arabidopsis plants do not have very pronounced veins and
given the imaging resolution of our setup, for the results that follow
we chose the following parameters (which were kept constant
throughout the experiment): we used M = 2 mixtures for the GMM
implementing the plant appearance model, and only one TFB texture
image, obtained using σH = 4, σL = 1 and ρ = 3. Thus, we used 3
image features including the a* and b* color components and the TFB
texture feature. To initialize the contour we used the probability map,
by applying a ﬁxed threshold (0.5). The parameters of the active con-
tour formulation were set as follows: λ = 0.6 (i.e., we rely almost
equally on each of the two terms of Eq. (18)), λi+ = λi− = 1, ∀ i (in
other words each channel Ii in Eq. (6) has the same weight), and since
we learn only on the foreground, by choosing λi⊕ = 1 (i.e., the channel
weights of the foreground), and λi⊖ = 0.01 (i.e., the weights of the
background channels), we rely mostly on the foreground prior to
drive the curve evolution. We recall that parameters λi+ and λi− refer
to the image-based feature term, while λi⊕ and λi⊖ refer to the prior
term in the energy functional. We should note that no morphological
operations have been performed on the segmentation output of any
method, thus the results presented in the following reﬂect the true
output of the algorithms used.the results of the systems being compared, where plant labeling is denoted by color. (For
version of this article.)
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In this section we present ﬁrst the results obtained by evaluating
the proposed system on the dataset previously described, in terms of
both segmentation accuracy and validity as a tool for plant phenotyping
applications. The performance of the proposed system is comparedwith
the Reference method and Rosette Tracker. Then, we also compare
the proposed approach with more recent segmentation methods
(Arbelaez et al., 2011; Kim et al., 2011; Ning et al., 2010; Zhang et al.,
2013). Finally, to illustrate the novelty of our active contour formulation
and the importance of using prior knowledge and texture features, we
describe and compare variants of the proposed system.
To illustrate the output of our algorithm Fig. 5 shows an example
image from the dataset. For visual comparison we also include the
ground truth segmentation and labeling and include outputs from the
Reference and Rosette Tracker approaches. Overall, visually a signiﬁcant
agreement can be observed between the Proposed method and ground
truth, whereas Reference appears noisy (e.g., moss and earth in the pots
are also included in the foreground). On the other hand, Rosette Tracker
reports plant objects in regions belonging to the background, likely
attributed to the fact that it does not include a plant localization step.
We should note that in our quantitative analysis that follows wemanu-
ally post-process the results of Rosette Tracker to assign labels correctly
to foreground objects and to eliminate wrongly detected regions.
To better appreciate visually the differences in segmentation accura-
cy and illustrate the complexity introduced as plants grow or as other
objects appear in the background, Fig. 6 shows segmentation outcomes
for a single plant observed across time. It is evident that Reference has a
clear bias towards over-segmentation (in other words it cannot sepa-
rate moss from plant), while Rosette Tracker deals with moss by being
conservative, thus under-segmenting, butwithout completely eliminat-
ing moss from the segmentation. Overall, Rosette Tracker shows sub-
stantial loss of leaf and stem portions (and thus it will affect growth
trend measurements and other phenotyping markers). On the other
hand, the Proposed is unaffected by moss or any other noise in theFig. 6. Segmentation result of the different systems for the same plant at different time points.
original plant, then the segmentation results of reference, Rosette Tracker, and proposed meth
Please cite this article as: Minervini, M., et al., Image-based plant phen
Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004background, while still preserving the entirety of the plant structure
with smooth boundaries.
While the previous examples demonstrated visually the accuracy of
our method, Fig. 7 shows segmentation accuracy over time, measured
quantitatively using the dice similarity coefﬁcient. It is readily seen,
that the performance of Reference starts decreasing very soon as plant
(and moss) grow and the scene's complexity increases. After the sev-
enth day its performance seems to improve, but this outcome is mis-
leading. It occurs only because as plants grow they cover most of the
pot and consequently most of the moss. Rosette Tracker as well is not
robust to changes in the scene. Its accuracy oscillates, depending on
events that occur in the scene, e.g., some plants experienced drought
during the ﬁrst days, moss incrementally appeared below some plants,
the trays got shifted around the sixth day, and water was present in
the trays while acquiring the last image of the dataset (a cut out of
which is shown in the bottom of Fig. 2). Such challenging images were
included in the dataset to investigate the behavior of the algorithms
under different conditions than the ideal case, which are still likely to
occur in practice. The proposed system adapts to these changes and ac-
curately segments the plant. Thanks to the plant appearancemodel that
is learned over time and is integrated in the active contour segmenta-
tion, the proposed system responds to the aforementioned challenges
appearing in the scene, signiﬁcantly better than the other methods; it
maintains a very high accuracy (above 90%) throughout the whole
cycle.
From a phenotyping perspective, segmentation accuracy is impor-
tant, because it reﬂects the ability of the system to test phenotyping
hypotheses. Fig. 8 shows the growth pattern of a plant, comparing its
estimate obtained by automatic segmentations with the ground truth.
Growthwas estimated from the projected rosette area and the reported
results were normalized by plant area at the beginning of the experi-
ment. The actual growth of the plant appears steady over time and it fol-
lows a linear trend. The growth pattern is characterized by periodic
saddles, which reﬂect the natural circadian rhythm of the plant, which
is regulated by the light/dark cycles (ambient temperature did notRows: the same plant in different time instances. Columns starting from left to right: the
ods respectively, and ground truth (right most).
otyping with incremental learning and active contours, Ecological
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Fig. 7. Segmentation accuracy over time estimated using the dice similarity coefﬁcient for
the proposed, reference and Rosette Tracker methods.
11M. Minervini et al. / Ecological Informatics xxx (2013) xxx–xxxdeviatemuch in our climate controlled ofﬁce). During the ﬁrst two days
all of the systems provided satisfactory results (i.e., they follow the
ground truth close); however, as the conditions in the scene changed,
different outcomes can be observed that are not natural and would
jeopardize subsequent statistical analysis. Reference reported an unnat-
ural exponential growth of the plant after the second day, due to moss
in the pots that was erroneously segmented along with plants.
On the other hand, while Rosette Tracker is less susceptible to moss
compared to Reference (see Fig. 6), still there is a tendency to
overestimate plant area. After the sixth day Rosette Tracker exhibits
an oscillating behavior that over-ampliﬁes any changes in the scene.
In particular, the last day, a layer of water in the tray caused Rosette
Tracker to severely under-segment the plants.
Most of the approaches for image-based plant phenotyping (as it is
the case for Reference and Rosette Tracker) can operate appropriately
only under strict assumptions on the composition and stability of the0 1 2 3 4 5 6 7 8 9 10 11 12
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Fig. 8. A plant's growth pattern obtained using the evaluated systems is compared against
the ground truth. Relative area is reported as projected area normalized by the area of the
plant in the ﬁrst day.
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Informatics (2013), http://dx.doi.org/10.1016/j.ecoinf.2013.07.004scene.When such assumptions are violated, onemust discard these im-
ages (or the results) which hurts the validity of the phenotyping exper-
iment (with consequences on the statistical power of the experiment).
As it is shown in Fig. 8, our proposed system closely approximates the
actual growth pattern of the plant, proving robust to any changing
and challenging conditions in the dataset (e.g., moss, tray shifts,
water). The ﬁdelity in recovering the growth pattern is brought to
such an extent that the circadian rhythm of the plant can be readily
observed.
This level of accuracy is observed across all our dataset and using ad-
ditional accuracymetrics. Table 1 reports averaged results of segmenta-
tion accuracy over the whole dataset. The Reference method shows
poor accuracy in terms of precision, Jaccard andDice, and a very high re-
call value due to the constant over-segmentation (i.e., the plant is fully
contained in the segmentation mask, along with large portions of
earth and moss from the background). Rosette Tracker appears more
balanced in the overall results, although it leaves substantial room for
improvement. Our proposed system achieves very high accuracy values
(above 90%) for all of the employed metrics.
Such capability of accurately delineating plant objects in images en-
ables researchers to test phenotyping hypothesis in experiments with
subjects from different species or undergoing different treatments,
using automated phenotype collection solutions. Primarily, our ap-
proach is a tool to study phenotypes related to size, shape, and growth
pattern; however, also quantiﬁcation of any other visual phenotypes
observable through digital images (e.g., color variations, timing of
ﬂowering) assumes a segmentation of the plant from the background,
which our software provides.
While previously we compared our approach with state-of-the-art
methods in plant phenotyping, it is critical to showcase the challenge
posed by the problem compared to recent innovations in the ﬁeld of
image segmentation (as outlined in the experimental setup) (Arbelaez
et al., 2011; Kim et al., 2011; Ning et al., 2010; Zhang et al., 2013).
Fig. 9 shows the results of this comparison. Observe that, while on the
ﬁrst image all algorithms produce comparable results, as the images be-
comemore challenging (moss or water presence) the segmentation re-
sults deteriorate, while our method demonstrates greater accuracy and
closely estimates the ground truth. This behavior was observed across
all images in the dataset. Using the same performance metrics (shown
as average and standard deviation in parenthesis) as previously, the
best performing method, gPb-owt-ucm (Arbelaez et al., 2011), had Pre-
cision 89.04(6.40)%, Recall 96.20(2.78)%, Jaccard 85.86(5.49)%, and Dice
92.29(3.36)%. This method requires human interaction and our testing
showed that its ﬁnal result depends largely on the detail and precision
of such user annotation. Thus, to eliminate any user bias all interactive
methods were initialized using morphological operations from the
ground truth masks. This provides highly accurate annotations and
even with such ideal annotations the interactive methods are unable
tomatch the accuracy of the proposed approach (e.g., the dice similarity
coefﬁcient for our proposed approachwas 96.44%, according to Table 1),
illustrating the challenges of segmenting plants in complicated back-
ground. Finally, most of thesemethods are computationally demanding
both in terms of systemmemory and time, largely due to the construc-
tion of a graph representation.
The proposed approach shows superiority when compared to other
methods but is important from an image processing viewpoint toTable 1
Segmentation accuracy reported for proposed, Rosette Tracker, and Reference methods,
shown as mean (standard deviation).
System Accuracy (%)
Precision Recall Jaccard Dice
Proposed 97.08 (1.83) 95.86 (2.96) 93.17 (3.22) 96.44 (1.76)
Rosette Tracker 88.86 (6.49) 78.83 (24.37) 71.20 (22.29) 80.37 (22.57)
Reference 60.82 (14.55) 99.87 (0.21) 60.74 (14.43) 74.65 (10.62)
otyping with incremental learning and active contours, Ecological
Fig. 9. Example segmentation results of different state-of-the-art methods. Columns starting from left to right: the original image, the ground truth, then the segmentation results of
proposed method, gPb-owt-ucm (Arbelaez et al., 2011), MSRM (Ning et al., 2010), CoSand (Kim et al., 2011), and SDSP (Zhang et al., 2013), respectively.
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accuracy. We designed a series of experiments to highlight the impor-
tance of using texture, prior knowledge and the median (in modeling
the distribution of the foreground inside the contour). These scenarios
can be easily tested by altering weights in the level set formulation. To
this end, we use different values for the controlling parameter λ of EIbF
and EP terms and the internal weight parameters λi+, λi−, λi⊕ and λi⊖.
Table 2 summarizes conceptually the different versions used for
comparison, while the last column includes the change in parameters.
As shown in Table 2, the proposed model refers to our proposed ap-
proach, Proposed-a is a version without considering the prior knowl-
edge, while Proposed-b refers to a version without prior knowledge and
without the median for the foreground distribution. Finally, Proposed-c
is a model versionwhere the prior knowledge, median, and texture com-
ponents are disabled, essentially resembling the model in (Chan and
Sandberg, 2000). All versions shared the same initialization of the active
contour model, in order to highlight the individual contribution of each
component.
To demonstrate the effect of each component qualitatively, Fig. 10
shows the segmentation result of a plant image with the different
versions considered here (all of them share the same contour initializa-
tion). Evidently the proposed method has the best agreement with the
ground truth. Clearly themedian and the texture contribute to the accu-
racy, incrementally but never reach the agreement of the proposed that
includes learning. Proposed-c on the other hand which relies only on
color information completely over-segments.
The same conclusions can be reached also when we compare the
accuracy of these modiﬁed systems using accuracy metrics standard in
image segmentation. As Table 3 shows the proposed model gives a
substantial performance improvement across the whole dataset.
Compared to the other versions, this one is not affected by the complex-
ity of the background distribution when prior knowledge is included.Table 2
Variants of the proposed system introduced to show the contribution of each component.
System Learning Features Median Comments
Proposed 2-GMM a*, b*, TFB Yes λ = 0.6, λi+ = λi− = λi⊕ = 1,
and λi⊖ = 10−2 ∀ i
Proposed-a No a*, b*, TFB Yes λ = 0, others same as Proposed
Proposed-b No a*, b*, TFB No m!þ ¼ c!þ , and m!⊕ ¼ c!⊕ ,
others same as Proposed-a
Proposed-c No a*, b* No λ3+ = 0, and λ3− = 0, others
same as Proposed-b
Please cite this article as: Minervini, M., et al., Image-based plant phen
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highlights the importance of considering the texture componentwithin
the level set framework as local region-based information; it can differ-
entiate between foreground and background distributions better. The
effect of adding themedian descriptor in the level set energy functional
for theminimization is also important because it increases the accuracy
(e.g., Dice is higher than Proposed-b) but also reduces themeasurement
deviation across the dataset. This is in agreement with the ﬁndings of
Abdelsamea and Tsaftaris (2013) related to the robustness to the skew-
ness of the distribution which we extended here to vector valued
formulation.
5. Conclusions
We propose a novel approach for the segmentation of plants in
image based phenotyping experiments. We propose a new vector val-
ued active contour model which incorporates prior knowledge
reﬂecting the likelihood of a pixel to belong to a plant. We build a
plant appearance model based on Gaussian mixture models and trainFig. 10. Segmentation outputs for a plant image (shown top left) illustrating the impor-
tance of each components of the proposed approach as described in text and summarized
in Table 2. The same contour was used for initialization which is shown overlaid in red on
the original image (top left). (For interpretation of the references to color in thisﬁgure leg-
end, the reader is referred to the web version of this article.)
otyping with incremental learning and active contours, Ecological
Table 3
Effects of different components (detailed in Table 2) on segmentation accuracy shown as
mean (standard deviation).
System Accuracy (%)
Precision Recall Jaccard Dice
Proposed 97.08 (1.83) 95.86 (2.96) 93.17 (3.22) 96.44 (1.76)
Proposed-a 85.10 (9.37) 98.83 (1.19) 84.21 (9.08) 91.17 (5.54)
Proposed-b 83.25 (10.29) 98.99 (1.10) 82.50 (9.98) 90.08 (6.21)
Proposed-c 73.72 (17.82) 99.39 (0.92) 73.21 (17.28) 83.39 (11.92)
13M. Minervini et al. / Ecological Informatics xxx (2013) xxx–xxxthis model based on the output of the segmentations. Thus, we use
prior instances in an incremental learning fashion to accommodate
changes in scenes and complexity of the background. We rely on
color and texture features, but we aim to balance complexity of the
approach (i.e., storage and processing requirements) with scalability
to larger experiments.
We tested our proposed system with several top-view images of
Arabidopsis collected using a time-lapse digital camera in our laborato-
ry over a span of a few days. For comparison we implemented a refer-
ence unsupervised segmentation method, commonly employed in
image based plant phenotyping, and used another method publicly
available (De Vylder et al., 2012).We also comparedwith several recent
innovations in image segmentation (Arbelaez et al., 2011; Kim et al.,
2011; Ning et al., 2010; Zhang et al., 2013). For validation we manually
labeled each image in our dataset. The proposed approach achieves an
overall accuracy of 96.44% (dice similarity coefﬁcient), which is signiﬁ-
cantly higher than the other two methods. Our experiments also show
that the proposed approach can accurately estimate plant growth and
is not susceptible to changes in the scene. Furthermore, we show that
it is the integration of prior knowledge, texture features, and a new
level set formulation that achieves this increase in accuracy.
Most of the currently available solutions for analysis of images for
plant phenotyping are tailored to speciﬁc acquisition scenarios. As a
result the proposed segmentation approaches cannot be generalized
to any laboratory environment. Our proposed solution involvesminimal
interaction and employs simple yet effective machine learning tech-
niques to learn from the output (and possible feedback of the user).
We use an appearance model that can accommodate several plant
species since it does not require shape information.
While some approaches are free and open source (e.g., (De Vylder
et al., 2012; Hartmann et al., 2011)) the current state of the art in
phenotyping analysis are commercial software that accompany profes-
sional (and costly) phenotyping infrastructures. Our proposed solution
is supplemented by a graphical user interface to facilitate interaction
with the user. This will be soon publicly available (a release of our
implementation in Matlab is expected by late 2013 at http://prian.
imtlucca.it/).
Currently we tested our software using only Arabidopsis images
from a single mutant family. Testing on additional mutants and other
rosette plantmodels is left for futurework.While our approach assumes
that littlemotion occurs between images (i.e., no shufﬂing) in the future
we will consider incorporating several safety checks to alert the user of
possible errors. While here we used a single top-view image it is possi-
ble that acquiring images at different depth and focus, and their later
fusion to a single fully focused image, could further increase the accuracy
of our approach. To increase adoption (and relieve the need for Matlab
licenses) in the future wewill convert our algorithms to use open source
alternatives such as Python. Finally, for users that prefer hosted solutions,
we intend to incorporate our solution within the PhytoBisque service of
the iPlant Collaborative framework (Goff et al., na).
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