A Large Catalog of Accurate Distances to Local Molecular Clouds: The
  Gaia DR2 Edition by Zucker, Catherine et al.
Draft version April 23, 2019
Typeset using LATEX default style in AASTeX62
A Large Catalog of Accurate Distances to Local Molecular Clouds: The Gaia DR2 Edition
Catherine Zucker,1, ∗ Joshua S. Speagle,1, ∗ Edward F. Schlafly,2 Gregory M. Green,3
Douglas P. Finkbeiner,1 Alyssa A. Goodman,1, 4 and Joa˜o Alves4, 5
1Harvard Astronomy, Harvard-Smithsonian Center for Astrophysics, 60 Garden St., Cambridge, MA 02138, USA
2Lawrence Berkeley National Laboratory, One Cyclotron Road, Berkeley, CA 94720, USA
3Kavli Institute for Particle Astrophysics and Cosmology, Physics and Astrophysics Building, 452 Lomita Mall, Stanford, CA
94305, USA
4Radcliffe Institute for Advanced Study, Harvard University, 10 Garden St, Cambridge, MA 02138
5University of Vienna, Department of Astrophysics, Tu¨rkenschanzstraße 17, 1180 Vienna, Austria
ABSTRACT
We present a uniform catalog of accurate distances to local molecular clouds informed by the Gaia
DR2 data release. Our methodology builds on that of Schlafly et al. (2014). First, we infer the distance
and extinction to stars along sightlines towards the clouds using optical and near-infrared photometry.
When available, we incorporate knowledge of the stellar distances obtained from Gaia DR2 parallax
measurements. We model these per-star distance-extinction estimates as being caused by a dust screen
with a 2-D morphology derived from Planck at an unknown distance, which we then fit for using a
nested sampling algorithm. We provide updated distances to the Schlafly et al. (2014) sightlines
towards the Dame et al. (2001) and Magnani et al. (1985) clouds, finding good agreement with the
earlier work. For a subset of 27 clouds, we construct interactive pixelated distance maps to further
study detailed cloud structure, and find several clouds which display clear distance gradients and/or
are comprised of multiple components. We use these maps to determine robust average distances to
these clouds. The characteristic combined uncertainty on our distances is ≈ 5 − 6%, though this can
be higher for clouds at farther distances, due to the limitations of our single-cloud model.
Keywords: ISM: clouds, ISM: dust, extinction, stars: distances, methods: statistical
1. INTRODUCTION
Stars are the fundamental unit of astronomy, acting as both the hosts of planetary systems and the building
blocks of galaxies. Understanding how stars form underpins our understanding of physics from planetary to
galactic scales. Due to the close connection between molecular gas and star formation, molecular clouds have
been targeted in an effort to understand the process by which dense molecular gas gravitationally collapses to
form stars. Observations of molecular clouds in the solar neighborhood offer the best spatial resolution and
facilitate both detailed studies of their physical properties and the testing of star formation theory.
Accurate estimates of cloud mass, physical size, and star formation, however, depend critically on accurate
distance measurements. Although there is a long history of using star colors and magnitudes to determine
cloud distances, until recently distance estimates to local molecular clouds were obtained on a cloud-by-cloud
basis using a variety of techniques with different (and often large) uncertainties. Schlafly et al. (2014) took
advantage of the Pan-STARRS1 survey (Chambers et al. 2016), which observed the entire sky north of a
declination δ = −30◦, to produce a homogeneous catalog of accurate distances to local molecular clouds.
In addition to most of the clouds in the Magnani et al. (1985) catalog (hereafter MBM), Schlafly et al.
(2014) provided distances to well-studied molecular clouds like Orion, λ Orionis, Taurus, Perseus, California,
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Ursa Major, the Polaris Flare, the Cepheus Flare, Lacerta, Pegasus, Hercules, Camelopardis, Ophiuchus, and
Monoceros R2.
Schlafly et al. (2014) determined the distances to molecular clouds in a two step process. First, they inferred
the joint probability distribution function on distance and reddening for individual stars based on their optical
photometry from Pan-STARRS1 following Green et al. (2014). Then, by modeling the cloud as a simple dust
screen with a spatial template given by Planck (Planck Collaboration et al. 2014), they bracketed the dust
screen between unreddened foreground stars and reddened background stars, thereby constraining at which
distance a single “jump” in reddening occurs.
In the last few years, there have been a variety of scientific developments that offer the potential for sub-
stantially more accurate distances to local molecular clouds. First, recent astrometric results from the Gaia
DR2 release (Lindegren et al. 2018) offer an unprecedented opportunity to improve the accuracy and precision
of this method, since stellar parallax measurements provide an independent (and often superior) constraint on
stellar distances. In addition, new results from APOGEE allow data-driven modeling of possible variation of
the optical-NIR extinction curve (Schlafly et al. 2016). Finally, larger samples and improved modeling allow
for more systematic exploration of the spatial structure of these clouds.
In §2 we describe the optical, near-infrared, and astrometric data on which our results are based, along with
quality cuts we impose to obtain a reliable stellar sample. In §3 we describe our method for obtaining distances,
including our updated framework for inferring the per-star distance extinction estimates and our line-of-sight
dust model. In §4 we present an updated catalog of distances for the Schlafly et al. (2014) sightlines, a new
catalog of pixelated maps systematically covering the same regions, and a collection of average distances to
each cloud. In §5 we compare our findings with other results from the literature and discuss the limitations
of our model. We conclude in §6.
2. PHOTOMETRIC AND ASTROMETRIC DATA
We utilize data from four surveys: the Pan-STARRS1 Survey (PS1; Chambers et al. 2016), the National
Optical Astronomy Observatory (NOAO) Source Catalog (NSC; Nidever et al. 2018), the Two Micron All
Sky Survey (2MASS; Skrutskie et al. 2006), and the second data release of the Gaia survey (Gaia DR2;
Gaia Collaboration et al. 2018). While the PS1 survey was previously utilized in Schlafly et al. (2014), the
incorporation of NSC, 2MASS, and Gaia DR2 is novel to this work.
2.1. Pan-STARRS1
The PS1 survey is a multi-epoch, deep broadband optical survey of the northern sky visible from Haleakala
in Hawaii (δ > −30◦). It observed in five photometric bands (gPS1, rPS1, iPS1, zPS1, YPS1) spanning 400−1000
nm, with a typical single epoch 5σ point-source exposure depth of 22.0, 21.8, 21.5, 20.9, and 19.7 magnitudes,
respectively, in the AB system (Oke & Gunn 1983).
The photometry we utilize is based on catalog co-adds of single epoch photometry obtained as part of the
PS1 DR1 3pi Steradian Survey. Compared to Schlafly et al. (2014), this work utilizes an additional 1.5 years
of data from PS1, incorporates improved photometric and astrometric calibrations (Magnier et al. 2016), and
includes data from the north equatorial pole.
2.2. NOAO Source Catalog
The NOAO Source Catalog is a catalog of sources derived from most of the public data taken on the NOAO
telescopes, including the Dark Energy Camera (DECam). As this includes facilities in both the north and the
south, the NOAO source catalog is the only dataset available that covers several local molecular clouds in the
southern sky. Although the data are collected over many individual PI-led projects, the data were reduced
and measured uniformly based on the NOAO Community Pipeline. The photometry is measured to roughly
1-2% accuracy, with an astrometric accuracy of around 2 mas.
To ensure homogeneity, we only utilize NSC data taken from DECam in this analysis. These have a median
10σ point-source exposure depth in gDECam, rDECam, iDECam, zDECam, and YDECam of 22.4, 22.9, 22.6, 22.4,
21.6, 20.4 magnitudes, respectively, in the AB system.
Although the data are reduced uniformly, because the number, duration, and general observing standards
for exposures is heterogeneous over a given region of the sky, the overall quality of the data are worse than for
3PS1 (which had a uniform observing strategy across most of the main 3pi survey). As a result, we only opt
to use these data when no PS1 data are available, and will specifically highlight this in the remainder of the
paper when relevant.
2.3. 2MASS
The 2MASS survey is a near-infrared (NIR) survey of the entire sky spanning 1− 2µm. It is shallower than
PS1, achieving a typical 10σ point-source exposure depth in the J2MASS, H2MASS, and K2MASS bands of 15.8,
15.1, and 14.3 magnitudes, respectively, in the Vega system. We utilize data from the 2MASS “high-reliability”
catalog1, which minimizes contamination and confusion caused by neighboring point and/or extended sources.
2.4. Gaia DR2
Gaia DR2 is the second data release of the Gaia mission (Gaia Collaboration et al. 2016). It provides proper
motion and parallax measurements for roughly 1.3 billion stars, along with photometric data in the G, GRP
and GBP bands. The astrometric catalog we use (Lindegren et al. 2018) has a limiting magnitude for 99.875%
(i.e. 3σ) of sources around G ≈ 21 mag and a bright limit of G ≈ 3 mag (see Gaia Collaboration et al. (2018)
for additional details). The typical astrometric uncertainty is around 0.7 mas for the faintest stars and 0.04
mas in the bright limit.
In this work, we only incorporate Gaia parallax measurements and their uncertainties. Incorporating Gaia
photometric data is deferred to future work.
2.5. Assembling a Final Catalog
For our northern clouds (δ > −30◦), we cross-match all sources in PS1, 2MASS, and Gaia DR2 within a
radius of 1 arcsec, with the closest source being selected if there are multiple matches. To limit ourselves
to stars for which our distance estimates will likely be most accurate, we adopt the procedure of Schlafly
et al. (2014) and require that the star be detected in the gPS1 band as well as at least three of the four
other PS1 bands. For our M-dwarf only sightlines towards very nearby clouds (see §3.5), we require that the
star be detected in gPS1, rPS1, and iPS1 in order to select a reliable sample of M-dwarf stars. To reduce
contamination from galaxies, we require that the aperture magnitude of the star be < 0.1 mag brighter than
the PSF magnitude in at least three PS1 bands. This is a rather loose cut, but at the Galactic latitudes
explored in this work, stars greatly outnumber galaxies in the magnitude range of interest and so we do not
expect residual contamination to be a major issue.
For our southern clouds (δ < −30◦), we cross-match all sources in NSC, 2MASS, and Gaia DR2 within a
radius of 1 arcsec, with the closest source being selected if there are multiple matches. All of our southern
clouds are nearby, so like our northern “Mdwarf-only” clouds, we require that the star be detected in gDECam,
rDECam, and iDECam. Unlike PS1, the NSC catalog does not provide complete coverage in all five optical
bands. Thus, we adopt a slightly weaker cut, requiring that the star be detected in at least four bands total,
and allow the fourth band to be any DECam or 2MASS band. To reduce contamination from galaxies, we
impose the criterion that the NSC’s class star field be greater than 0.8, indicating that the source has at
least an 80% probability of being a star.
For both our northern and southern clouds, a Gaia parallax measurement is not required for inclusion into
our catalog. However, if a parallax measurement is available for a star, we impose the same quality cuts
recommended in Lindegren et al. (2018) (see their Equation 11). That is, the star must have a mean G
magnitude ≤ 21.0, at least six visibility periods used and an astrometric sigma5d max ≤ (1.2mas) ×
γ(G), where γ(G) = max[1, 100.2(G−18)].
To account for systematic errors in the photometry and possible limitations of our stellar models (see §3.1),
we add a 2% (0.02 mag) systematic uncertainty in quadrature with the reported errors on the observed
magnitudes in all bands. For Gaia parallax measurements, we add in a systematic uncertainty of 0.04 mas in
quadrature with the reported parallax errors.
3. METHODS
1 Described at https://old.ipac.caltech.edu/2mass/releases/allsky/doc/sec2 2.html.
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Our technique for inferring the clouds distances builds on that of Schlafly et al. (2014). Here we summarize
our procedure for inferring the per-star distance-extinction estimates and the line-of-sight dust distribution,
along with the modifications we make to the Schlafly et al. (2014) model.
3.1. Obtaining Per-Star Distance-Extinction Estimates
While our per-star inference pipeline is very similar to those used in past work (Schlafly et al. 2014; Green
et al. 2014, 2015, 2018), we want to highlight the following changes:
1. Unlike Green et al., we measure in units of extinction, A(V ), rather than reddening, E(B − V ).
2. We accommodate variations in the extinction curve by allowing R(V ) (the optical total-to-selective
extinction ratio) to float on a star-by-star basis, substantially improving the flexibility of our stellar
modeling.
3. We incorporate Gaia DR2 parallax measurements as an independent constraint on the distance, tight-
ening the distance constraints to a significant fraction of nearby sources.
4. We use brute-force methods (rather than Markov Chain Monte Carlo, or MCMC) to derive stellar
posteriors, enabling better modeling of distance and extinction estimates for stars displaying significantly
extended and/or multi-modal behavior.
These are described in more detail below.
We model each star as having observed magnitudes m = {mgPS1 , . . . ,mK2MASS} as a function of intrinsic stellar
type, extinction, and distance, in a manner following Green et al. (2014, 2015, 2018). This gives predicted
magnitudes for each source as
m = mint(Mr, [Fe/H]) +AV (R+RVR
′) + µ (1)
where µ is the distance modulus and mint is the set of intrinsic magnitudes for the star.
Following Green et al. (2014), we use an empirical set of models, which we will refer to as the “Bayestar”
models, calibrated on empirical observations of the stellar locus in low-reddening regions of the sky. These are
functions of the absolute r-band magnitude in PS1 (Mr) and a vector designed to roughly track the impact
of metallicity ([Fe/H]). For PS1 and 2MASS, these models are identical to those used in Green et al. (2018).
For DECam data from NSC, we have fit a new stellar locus to stars inside the Dark Energy Survey footprint
(DES; Abbott et al. 2018); see Appendix B for details.
The extinction is determined by the integrated amount of dust along the line of sight and the shape of the
attenuation curve. The overall amount of dust is parameterized by AV ≡ A(V ), which measures the total
attenuation in magnitudes in the V band. The shape of the dust curve is taken to be a function of one
parameter RV ≡ R(V ) ≡ A(V )/E(B − V ), which measures the attenuation in the V band A(V ) relative to
the color excess in the B and V bands E(B − V ). This serves as a rough proxy for the blueward slope of the
attenuation curve, and has been shown to be a reasonable way to parameterize the shape of the attenuation
curve in the optical and NIR (Fitzpatrick 1999; Schlafly et al. 2016). The particular values for R and R′, which
parameterize the mean shape and RV -dependence of the extinction vector for our photometry, are derived
using the interpolated curve from Schlafly et al. (2016) over the PS1, DECam, and 2MASS bands assuming
the same K-giant model with Teff = 4500, [Fe/H] = 0, and log g = 2.5.
2
Based on our model, the posterior probability that a set of observed magnitudes mˆ is consistent with our
predicted photometry m(θ) ≡ m(Mr, [Fe/H], AV , RV , µ) and a measured parallax from Gaia DR2 $ˆ can be
computed following Bayes’ Rule:
P (θ|mˆ, $ˆ) ∝ L(mˆ|θ)L($ˆ|µ)pi(θ) (2)
2 Technically this curve is not parameterized explicitly as a function of R(V ), but the two parameterizations are so similar that
the differences are negligible for our purposes.
5Figure 1. A set of 2-D distance-extinction stellar posteriors towards the Perseus molecular cloud (l = 159.3◦, b =
−20.6◦) after incorporating parallax measurements from Gaia DR2 (see §3.1). The most probable distance and ex-
tinction to each star is marked with a red cross. For high signal-to-noise parallaxes, the Gaia DR2 data alone can
significantly constrain the distance modulus (panels 1, 7, 8, and 14). However, even for parallaxes with more moderate
signal-to-noise measurements, the Gaia DR2 data help break degeneracies between a star being a nearby “dwarf” or a
faraway “giant” by significantly favoring one solution over the other (panels 3, 9, 11, and 15). An interactive version
of this figure showing the differences before and after Gaia is available here.
We assume our likelihood is independent and roughly Gaussian in the measured magnitude in each band b
such that
L(mˆ|θ) =
∏
b
1√
2piσb
exp
[
−1
2
(m(θ)− mˆ)2
σ2b
]
(3)
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where the product over b is taken over all observed bands. Likewise, we assume that the likelihood for the
parallax is Gaussian:
L($ˆ|µ) = 1√
2piσ$
exp
[
−1
2
($(µ)− $ˆ)2
σ2$
]
(4)
Our prior is comprised of a few separate components that can be factored as
pi(Mr, [Fe/H], AV , RV , µ) = pi(AV )× pi(RV )× pi(Mr)× pi(µ, [Fe/H]) (5)
Since we plan to fit for the extinction along a given sightline (see §3.2), we take the prior on AV to be
mostly uninformative and flat between AV = 0 mag and AV = 12 mag. Our prior for RV is Normal with a
mean of 〈RV 〉 = 3.32 and a standard deviation of σ(RV ) = 0.18 based on observations from Schlafly et al.
(2016). The prior over Mr is based on measurements from PS1 following Green et al. (2014). Finally, the
joint prior on distance µ and metallicity [Fe/H] is derived from a 3-D Galactic model following Green et al.
(2014), derived from prior knowledge of the number density, metallicity, and luminosity of stars throughout
the Galaxy (Ivezic´ et al. 2008; Juric´ et al. 2008; Bressan et al. 2012).
To derive the posteriors for each source, we use the public code brutus3 (Speagle et al. 2019b, in prep.).
Similar to the method outlined in Schlafly et al. (2014), brutus uses a combination of brute-force and linear
optimization methods to compute posteriors over a grid in Mr and [Fe/H]. This avoids convergence and
sampling issues associated with Markov Chain Monte Carlo (MCMC) methods used in Green et al. (2014) and
better characterization of extended, multi-modal posteriors. A set of n = 2000 random samples {θ1, . . . ,θn}
are then drawn from the results and saved. These are then used to marginalize over [Fe/H], Mr, and RV to
compute the 2-D posteriors P (µ,AV ) used in §3.2.
The Gaia DR2 astrometric data has two significant effects on our stellar posteriors. These are illustrated in
Figure 1, which shows a set of stellar 2-D distance-extinction posteriors for stars towards the Perseus molecular
cloud before and after adding in the additional parallax constraints.
First, for nearby stars, Gaia DR2 parallaxes are often observed at such high signal-to-noise that they are
able to constrain the distance modulus µ to within a few hundredths of a magnitude. Second, even when
Gaia DR2 parallaxes are only observed at moderate signal-to-noise, they can still be significantly informative
by breaking the degeneracy between nearby “dwarfs” and faraway “giants”. This degeneracy manifests as a
bimodality in our stellar posteriors; the inclusion of the Gaia parallaxes is usually able to discriminate between
the two modes by suppressing the disfavored mode significantly.
To summarize, our model involves five parameters for each star: the PS1 r-band absolute magnitude Mr,
metallicity [Fe/H], overall extinction AV , attenuation curve shape RV , and distance modulus µ. We derive
distance and extinction estimates by comparing the predicted magnitudes m(θ) and distance modulus µ to
the observed magnitudes mˆ and parallaxes $ˆ with a set of reasonably-informed priors. Random samples from
the posterior are then saved to construct marginalized 2-D posteriors in µ and AV .
3.2. Modeling the Line-of-Sight Extinction
3.2.1. Basic Model
Our basic line-of-sight dust model is very similar to that of Schlafly et al. (2014). First, we model the line-
of-sight extinction towards each cloud as being dominated by a single thin dust screen at the cloud distance
modulus µC . The total extinction through the screen towards a single star i in the sightline is parameterized
as N × Ci, where Ci is the amplitude of the reddening given by Planck at 353 GHz (Planck Collaboration
et al. 2014) towards star i multiplied by its typical RiV (see §3.1) and N is a normalization factor that corrects
for the overall scale difference between the Planck-derived extinction and our per-star “Bayestar” derived
extinction (see §3.1).4
3 https://github.com/joshspeagle/brutus
4 This is a very simplistic parameterization of the extinction, given that Planck actually measures the long-wavelength emissivity
of dust, rather than the extinction in optical bands. The Planck team derives τ353 by modeling the dust emission with a modified
blackbody and then converts τ353 to E(B − V ) using the correlation between the reddening of quasars and dust optical depth
along the same line of sight. We have built in our normalization factor N to account for small errors in our extinction templates,
so we expect this will have no effect on our derived distances
7Figure 2. Cartoon line-of-sight extinction profile demonstrating our basic thin dust-screen model. The mean
extinction profile (solid red line) is defined by the free parameters f (foreground cloud extinction), µc or DC (distance
modulus/distance to the molecular cloud), and N (a normalization factor, fixed for all stars, that accounts for any
scale difference between the Plank-based extinction and our derived extinction; see §3.2). The quantity Ci constitutes
the Planck-based extinction for star i, modeled as the line-of-sight reddening from Planck towards the star times its
R(V ). Possible extinction variation along the line of sight (shaded blue) is modeled separately before and after the
cloud. The resulting extinction profile is overlaid on an idealized 2-D distance-extinction posterior for star i (grayscale
ellipsoid); this is akin to the distance-extinction posteriors shown in Figure 1. The likelihood contribution from this
star is the integral following the cloud’s extinction profile. This star’s likelihood would then be multiplied together with
the likelihoods of other stars in the sightline to get the total likelihood of the cloud parameters. See §3.2 for additional
details.
In addition to the bulk of the extinction associated with the cloud, we also account for possible foreground
extinction by parameterizing it as a constant f . Together these three terms parameterize the line-of-sight
extinction profile AV (µ) for individual stars through each sightline:
AV (µ) =
{
f µ < µC
f +N × Ci µ ≥ µC
(6)
where, again, Ci is the Planck-based extinction towards each star i.
If the extinction profile AV (µ) is parameterized by α = {µC , f,N} and we had measured the distance
modulus µi and extinction AiV to each source, then the posterior distribution of α would be given by:
P (α|{µi, AiV }) ∝ L({µi, AiV }|α)pi(α) = pi(α)×
∏
i
L(µi, AiV |α) (7)
assuming our measurements for each star i are independent and some prior pi(α) over the cloud parameters.
Unfortunately, we do not have an exact measurement of µi and AiV for each star, but rather a posterior
estimate P (µ,AV |mˆi, $ˆi). We thus do not know precisely what distance or extinction that star actually has,
complicating this comparison.
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Ideally, we would like to model the joint distribution of our line-of-sight parameters α along with the
individual parameters θi for each star. We defer this to future work. Instead, we will simply integrate over
each per-star posterior to try and marginalize over this uncertainty. Our likelihood L(µi, AiV |α) then becomes:
L(α|mˆi) =
∫
P (α|µ,AV )P (µ,AV |mˆi) dµ dAV (8)
where P (µ,AV |mˆi) is the per-star posterior and P (α|µ,AV ) implements the line-of-sight model for AV (µ)
outlined above:
P (α|AV , µ) =
{
δ(f) µ < µC
δ(f +N × Ci) µ ≥ µC
(9)
where δ(·) is the Dirac delta function.
To summarize, our basic model assumes that a given cloud is at some distance modulus µC and functions as
a thin dust screen with amplitude N relative to Planck. In front of each cloud is a small amount of foreground
extinction f . Because we do not know the exact distance and extinction of each star, we marginalize over them
by integrating over the 2-D distance-extinction posterior for each star (from §3.1) relative to our line-of-sight
model.
3.2.2. Modifications
We build on the basic formalism described above in three main ways:
1. We allow some dispersion in the foreground extinction to account for possible variation in a given spatial
region.
2. We allow for variation within each cloud (i.e. the “background”) to account for patchiness in cloud
geometry relative to the Planck-based dust screen model.
3. We account for possible outliers in the stars used to model the cloud that can arise due to mis-estimated
posteriors or more complex 3-D dust geometry.
We describe these each in turn. See Figure 2 for a schematic illustration of this model.
As discussed in §3.2.1, our basic model assumes that there is only a single possible extinction for the foreground
or the background. However, it is likely that there is some variation within a given spatial region. We account
for this by assuming our model actually has some dispersion such that the probability becomes:
P (α|AV , µ) =
{
N (f, σ2fore) µ < µC
N (f +N × Ci, σ2back) µ ≥ µC
(10)
where N (·, ·) indicates a normal distribution with the listed mean and variance, respectively. Here, we define
the relevant standard deviations with respect to a “smoothing parameter” s, which is parameterized as a
fraction of the total AV range explored by the model, i.e.
sfore =
1
AmaxV −AminV
× σfore (11)
and likewise for sback.
Alternately, we can interpret sfore and sback as adaptively smoothing the per-star posteriors along the
extinction axis with respect to a given model α for the cloud. The portion of the star’s 2-D distance-
extinction posterior in front of the cloud (µ < µC) is smoothed with a Gaussian kernel with σfore, while the
portion behind the cloud (µ ≥ µC) is smoothed with a Gaussian kernel with σback.
It is also necessary to consider the effect of outlying stars on this likelihood. Schlafly et al. (2014) reduced
the effect of outliers by adding a small fixed constant to every stellar posterior, where the constant was chosen
9so that some fraction of stars in the sightline was considered to be drawn from a flat outlier distribution in µ
and E(B − V ). We adopt a similar approach, except we explicitly seek to model this term.
Specifically, we introduce a final parameter Pb, which models our individual likelihoods as a mixture model
following Hogg et al. (2010). This model assumes that a given star i is associated with our given cloud model
α with probability 1 − Pb, and is associated with a particular outlier model with probability Pb. Broadly
speaking, it quantifies the fraction of “bad” stars that are inconsistent with our model.
Our mixture model modifies our likelihood to be:
L(α|mˆi) = (1− Pb)LC(α|mˆi) + Pb Lb(α) (12)
where LC(α|mˆi) is the original cloud-based likelihood defined in Equation 8 and Lb(α) is the likelihood under
our assumed outlier model. We take this to be uniform over distance modulus µ and extinction AV within
the bounds of our priors, which gives a constant value of
Lb(α) = Lb = 1
AmaxV −AminV
(13)
3.3. Priors
Our Bayesian approach requires that we adopt priors on our model parameters α for the cloud. These now
include six parameters:
• the cloud distance modulus (µC),
• the foreground extinction (f),
• the normalization factor (N),
• the foreground smoothing (sfore),
• the background smoothing (sback), and
• the outlier fraction (Pb).
We impose a flat prior on both the cloud distance modulus µC and the normalization factor N , such that
4 < µC < 14 mag and 0.2 < N < 2. We also impose a conditional flat prior on the foreground extinction,
requiring that it be less than 25% of the median projected extinction towards the stars determined by the
Planck extinction and each star’s RV . We impose a truncated Log-Normal prior over the range 0 to 1 on both
smoothing parameters sfore and sback, with a mean of 0.05 and a standard deviation equivalent to a factor
of 1.35. Finally, we impose a truncated Log-Normal prior on our Pb parameter over the range 0 to 1, with a
mean of 0.03 and a standard deviation equivalent to a factor of 1.35.
3.4. Sampling
We sample for our set of model parameters (µC , f , N , sfore, sback, Pb) using the public nested sampling code
dynesty5 (Speagle 2019). The cloud distance D(µC) is our primary free parameter of interest; we consider all
other parameters, as well as the individual stellar posteriors, as nuisance parameters to be marginalized over,
although we report them for completeness. See Appendix C for more information on the sampling routine we
implement.
3.5. Sample Selection
Because the target clouds lie at a range of distances (from < 100 pc to > 2 kpc), we adopt two slightly
different techniques for distance determination following Schlafly et al. (2014). For clouds which are “far away”
(DC & 200 pc), stars of all stellar types are used. For clouds which are “nearby” (DC . 200 pc, covering
Aquila S., Ophiuchus, Taurus, Hercules, and all the MBM clouds with the exception of MBM 46-47), only
5 https://github.com/joshspeagle/dynesty
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Table 1. Average Distances to Local Molecular Clouds
(1) (2) (3) (4) (5) (6) (7)
Cloud llower lupper blower bupper E(B − V ) Threshold Daverage
◦ ◦ ◦ ◦ mag pc
Aquila S 35.0 41.0 -20.0 -14.0 0.25 133± 2± 7
CMa OB1 223.0 227.0 -3.0 0.0 2.0 1209± 4± 60
California 160.0 166.0 -10.0 -7.5 1.0 470± 2± 24
Cam 144.0 147.5 16.5 18.5 0.25 213± 8± 11
Cepheus Far 97.5 115.0 9.5 21.0 0.75 923± 1± 46
Cepheus Near 97.5 115.0 9.5 21.0 0.75 352± 1± 18
Chamaeleona 293.0 305.0 -18.0 -12.0 0.5 183± 3± 9
Corona Australis -2.0 3.0 -23.0 -16.0 0.25 151± 3± 8
Crossbones 218.5 220.0 -11.0 -7.5 1.0 886± 4± 44
Gem OB1* 188.5 193.5 -1.0 2.5 2.0 1786± 4± 89
Hercules 42.0 47.0 7.5 10.0 0.5 227± 1± 11
Lacerta 94.0 97.0 -12.0 -8.0 0.5 503± 5± 25
Lupusb 335.0 348.0 5.0 19.0 1.0 189± 9± 9
Maddalena* 216.0 219.0 -3.0 1.0 2.0 2072± 6± 104
Mon OB1 199.0 204.0 0.0 3.0 2.0 745± 3± 37
Mon R2* 212.0 216.0 -14.0 -11.0 1.0 778± 3± 39
Ophiuchus 351.0 357.0 13.0 19.0 1.0 144± 2± 7
Orion A 207.0 215.0 -20.5 -18.5 1.0 432± 2± 22
Orion B 204.0 209.0 -17.0 -13.0 1.0 423± 2± 21
Orion Lam 191.5 200.0 -17.0 -7.0 0.5 402± 1± 20
Pegasus 85.0 96.0 -42.0 -30.0 0.25 247± 4± 12
Perseus 157.5 161.5 -22.0 -16.0 1.0 294± 2± 15
Polaris 120.0 127.0 24.0 32.0 0.25 352± 1± 18
Rosette* 205.0 209.0 -3.0 -1.0 2.0 1304± 5± 65
Serpens/AqR 28.0 32.5 2.0 6.0 3.0 484± 4± 24
Taurus 166.0 176.0 -19.0 -13.0 1.0 141± 2± 7
Ursa Major 140.0 162.0 32.0 44.0 0.15 371± 3± 19
Note—Average distances to 27 named clouds based on Gaia astrometry and optical-NIR photometry. In (1) we list
the name of the cloud. In (2)-(5) we list the longitude and latitudes bounds we consider for the clouds. In (6) we
list the E(B − V ) threshold used to include any pixels within this region in our distance estimate (see §4.2). In (7)
we list the average distance we compute for the cloud given these set of pixels. The first error term is the statistical
uncertainty while the second error term is the systematic uncertainty we estimate following §4.3 (5% in distance). We
recommend the uncertainties be added in quadrature. See Figure 8 for an interactive distance map for each cloud,
which includes all the pixels used to calculate these averages. Clouds marked with an asterisk have more complex
line-of-sight dust distributions, potentially causing their distances to be underestimated (see §5.2 for more details).
A machine readable version of this table is available on the Dataverse (doi:10.7910/DVN/JGMNHI).
aWe are able to provide complete coverage of Chamaeleon I and II, but no coverage of Chamaeleon III due to a lack
of multi-band optical photometry.
bWhile we targeted pixels over the entire longitude range 335◦ < l < 348◦, only pixels with l > 338◦ had enough stars
with multi-band optical photometry to reliably fit a distance. Thus, our average distance for Lupus is drawn from
pixels near Lupus 1, 3, 5, 6, and 9, but excluding 2, 4, 7, and 8.
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M-dwarf-like stars are used. Limiting our analysis to only M-dwarfs for very nearby clouds prevents the small
number of foreground stars from being overwhelmed by the large number of background stars when trying to
pinpoint where a step in extinction occurs (see §3.2).
We select for M-dwarfs by imposing the following cuts based on Schlafly et al. (2014):
g − Ag
Ag −Ar (g − r − 1.2) < 20 (14)
r − i− Ar −Ai
Ag −Ar (g − r − 1.2) > 0.78 (15)
where the extinction coefficients Ax are taken from Table 1 of Green et al. (2018). Both of these equations
impose color and magnitude cuts along the reddening vector. Equation 14 primarily selects bright blue stars
(as faint as gP1=20 mag), which have a typical unreddened gP1 − rP1 = 1.2. Equation 15 selects M-dwarfs in
color-color space. As argued in Schlafly et al. (2014), the application of both cuts produces a clean, reddening-
independent sample of nearby M-dwarfs ideal for the “near” analysis. Compared to Schlafly et al. (2014)
we make one minor revision to Equation 15, by fixing the intercept of the cut to 0.78; this ensures that we
intersect the gP1 − rP1 vs. rP1 − iP1 color-color diagram at the same location as Schlafly et al. (2014) for a
gP1 − rP1 = 1.2, despite the adoption of the updated reddening vector.
In addition to the above cuts, we also follow Schlafly et al. (2014) by masking out all stars with Plank-based
E(B−V ) < 0.15 mag, independent of R(V ). Similar to the M-dwarf cut, limiting our sample to stars with at
least 0.15 mag of reddening (assuming they are in the background) ensures that only stars capable of informing
where a jump in reddening occurs are used in the fit.
Finally, we remove stars from our analysis with poor best-fit chi-square values χ2best, which indicate these
stars are likely inconsistent with our stellar models and therefore likely have unreliable distance-extinction
estimates. Since the expected χ2 for any particular source depends on the number of bands observed, we opt
to remove all stars with
P (χ2nbands > χ
2
best) < 0.01 (16)
where nbands is the number of bands observed. This is roughly equivalent to removing outliers at approximately
the 2σ − 3σ level. We note that this chi-squared cut will likely remove many of the stars embedded in the
clouds themselves. This is because most of the embedded stars are likely to be young, and our stellar templates
only robustly model older, main sequence stars. Since our method leverages bracketing the cloud between
foreground and background stars in the context of a thin dust screen model, we expect any young stars
embedded in the clouds themselves (with unreliable distance-extinction measurements) will have a negligible
effect on our results.
3.6. Uncertainties
Our Bayesian approach enables a robust determination of statistical uncertainties through our posterior
samples (see §3.4). However, there are additional systematic uncertainties in our approach that need to be
considered. These stem from three main factors:
1. Errors in the stellar models: Our empirical stellar models are derived from fits to the observed stellar
locus in PS1, 2MASS, and NSC DECam data. These likely contain some amount of residual noise,
possible residual reddening, and extrapolated metallicity dependence. Slight differences between our
models and the intrinsic colors of stars could result in systematic extinction/distance offsets for each
star.
2. Errors in the extinction vector: Although we have based our extinction vector and its variation on
empirical results from Schlafly et al. (2016), it is possible that the mean vector and/or R(V ) dependence
is slightly off. This mismatch could result in systematic extinction/distance offsets for each star.
3. Errors in the line-of-sight cloud model: Our cloud model (see §3.2) is quite simplistic, assuming that the
majority of the cloud is located at a single distance (modulus) µC , that any foreground stars only have
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a single, uniform extinction f , and that neighboring regions of the sky are completely independent from
each other. Any more complex behavior that violates these assumptions can systematically bias µC .
Compared to the analysis presented in Schlafly et al. (2014), we are much less impacted by systematic
uncertainties arising from our per-star modeling. All of the stellar models, extinction vectors, and R(V )
dependencies used here are significantly improved from that work, and have been tested rigorously in other
detailed analyses (Schlafly et al. 2016; Green et al. 2015, 2018). In addition, in many cases the Gaia DR2
parallaxes significantly constrain the distance to nearby stars, further limiting the impact of systematic offsets.
Internal testing based on Gaia DR2 data lead us to estimate the impact of any systematics arising from our
per-star modeling to be . 2%.
Instead, the dominant source of systematic uncertainty stems from the simplicity of our line-of-sight dust
model. Based on our results in §4.3, we find that these assumptions lead to 5% systematic uncertainty in
distance, which we adopt for all our reported values. Since the characteristic statistical uncertainty on the
sightlines is often 2− 3%, the total estimated uncertainty is often dominated by this term.
4. RESULTS
We present two separate collections of distances to regions of local molecular clouds. For consistency with
past work, in §4.1 we first apply our analysis to the same sightlines used in Schlafly et al. (2014) to determine an
updated catalog of distances. After investigating any relevant changes, in §4.2 we instead apply our analysis
over a larger area of the cloud by systematically subdividing each cloud using a pixelization scheme and
independently fitting distances to each pixel. This second technique is then applied to derive 2-D spatial maps
to many molecular clouds in the Dame et al. (2001) CO survey. These results are then used to compute robust
average distances to these regions in §4.3, which are reported in Table 1.
4.1. Schlafly et al. (2014) Sightlines
Schlafly et al. (2014) presented a catalog of distances motivated by a combination of the Magnani et al.
(1985) (MBM) molecular cloud catalog and the Dame et al. (2001) CO survey. Clouds in the MBM catalog
were associated with an explicit list of sightlines from that work, and Schlafly et al. (2014) adopted the same
sightlines to remain consistent. Clouds from the Dame et al. (2001) CO survey, however, did not have an
explicit set of sightlines associated with them. As a result, Schlafly et al. (2014) instead chose a representative
set of sightlines that was well-suited to the basic method outlined in §3 but not intended to provide complete
areal coverage of these clouds.
In total, Schlafly et al. (2014) included all clouds in the Dame et al. (2001) CO survey and Magnani et al.
(1985) catalog which fell inside the PS1 footprint (δ > −30◦), possessed an adequate number of stars with
Planck-based E(B−V ) > 0.15 mag, and were far enough from the Galactic plane to avoid possible multi-cloud
confusion. In this work, we provide distance tables to the Schlafly et al. (2014) sightlines for completeness in
Appendix A, but refer readers to §4.2 and 4.3 for the main data products of this paper.
In Figure 3, we show the results of our fitting procedure for three different sightlines, in Hercules (l =
45.1◦, b = 8.9◦), Mon OB1 (l = 201.4◦, b = 1.1◦), and Orion (l = 208.4◦, b = −19.6◦). Although these span
a wide range in distance and extinction, we find our model provides an excellent fit to the data, with a well-
constrained distance modulus µC , small outlier fraction Pb, and low foreground extinction f for each sightline.
As expected, the majority of the distance constraint comes from a collection of highly-extincted stars at the
same distance, with the outlier model suppressing the impact of isolated foreground stars with anomalously
high extinction. We also find that our model prefers significant amounts of variation in background star
extinction (via sback) but not the foreground (via sfore), illustrating the importance of explicitly modeling this
intra-cloud variation.
In Figures 4 and 5, we visualize the distance results for every sightline from Schlafly et al. (2014) (see §A
in the Appendix), which includes many major molecular clouds from the Dame et al. (2001) CO survey and
Magnani et al. (1985), respectively. Overall, we see that the statistical uncertainties decreases dramatically
for most sightlines compared to Schlafly et al. (2014), with the dispersion between many clouds “tightening”
substantially, as expected if they are part of a localized structure at a single distance.
One interesting feature we observe is that the distances appear to systematically shift depending on a
sightline’s position relative to the galactic center, with most of the distances to the right of the galactic center
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Figure 3. Illustration of our fitting procedure for three sightlines from Schlafly et al. (2014), with a sightline from
Hercules (l = 45.1◦, b = 8.9◦) shown in the top panel, Mon OB1 (l = 201.4◦, b = 1.1◦) in the middle panel, and
Orion (l = 208.4◦, b = −19.6◦) in the bottom panel. The background grayscale shows the stacked distance-extinction
posteriors for all the stars used in the fit. The most probable distance and extinction to every star is marked via a red
cross. The blue line shows the typical extinction profile inferred for the sightline. Prior to the cloud distance DC (at
distance modulus µC), the magnitude of the extinction profile is equal to the foreground extinction, with the median
foreground extinction f shown via the blue horizontal line. The probable range of distances to the cloud is shown
via the inverted blue histogram at the top of each panel, with the median cloud distance marked via the blue vertical
line. On either side we show the 16th and 84th percentile of the cloud distance (derived from our dynesty “chain”)
via the vertical blue dashed lines. Beyond the cloud distance, the bottom and top blue lines show the 16th and 84th
percentile of the Planck-based extinction towards the stars, multiplied by the median normalization factor N inferred
for the sightline. The distance uncertainties do not include any systematic uncertainties, which we estimate to be 5%
for this work and 10% for Schlafly et al. (2014). An interactive version of this figure showing the differences
before and after Gaia is available here.
(which are also further away) decreasing while those on the left (which are also more nearby) increasing. In
both cases, the fractional difference between the Schlafly et al. (2014) distances and our new Gaia-informed
distances is . 15%, which was the magnitude of the systematic uncertainty estimated in Schlafly et al. (2014).
This effect is seen more clearly in Figure 6, where we plot the distances to all Schlafly et al. (2014) sightlines
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Figure 4. Summary of cloud distance results for sightlines through major molecular clouds from the Dame et al.
(2001) CO survey. The top panel shows the Planck reddening map (Planck Collaboration et al. 2014), with the central
(l,b) position of each sightline overlaid. The bottom panel shows the inferred distance to the cloud as a function
of Galactic longitude, along with estimated statistical uncertainties; systematic uncertainties are excluded, which we
estimate to be 5% for this work and 10% for Schlafly et al. (2014). Sightlines through the same molecular cloud are
grouped by color and labeled by name. An interactive version of this figure showing the differences before
and after Gaia is available here.
(based on both Dame et al. (2001) and Magnani et al. (1985)) on the x-axis, versus the distances we obtain
to the same sightlines post-Gaia on the y-axis. The errorbars shown only include the statistical uncertainties
(computed the same way for both Schlafly et al. (2014) and this work) and do not include any systematic
uncertainty, which is ≈ 10% for Schlafly et al. (2014) and ≈ 5% for this work. As seen in Figure 6 we tend to
infer closer distances than Schlafly et al. (2014) for sightlines with µ > 9 mag, while we tend to infer farther
distances with respect to Schlafly et al. (2014) for sightlines with µ < 9 mag. When modeling the statistical
errors on both x and y, the best-fit line is parameterized by: y = 0.88(±0.02)x + 0.98(±0.11), as computed
using orthogonal distance regression.
4.2. Detailed Maps of Cloud Structure
To complement the Schlafly et al. (2014) technique, we also adopt an alternative approach to provide more
uniform detailed maps of cloud structure. Guided by previous studies of these clouds in the literature, we
start by defining rectangular boundaries (in Galactic longitude and latitude) around each region (see Table
1). We then subdivide each area into healpix pixels (Go´rski et al. 2005a) of either nside=64 or nside=128,
15
Figure 5. Same as in Figure 4 — except now showing the MBM clouds — with sightlines color-coded according to
their cloud index from Magnani et al. (1985). An interactive version of this figure showing the differences
before and after Gaia is available here.
corresponding to pixel areas of 0.84 deg2 and 0.21 deg2, respectively. The larger nside=64 pixels are used for
all “nearby” M-dwarf only sightlines, while the smaller nside=128 pixels are used for all “faraway” sightlines
(see §3.5).
After replacing the circular beams from the sightlines presented in §4.1 with these healpix pixels, we need
to ensure that the only pixels included in our modeling are those that actually trace the cloud, rather than
a lower density component along the line-of-sight. To do this, we impose Planck E(B − V ) thresholds on
the pixels for each cloud and only consider pixels with appreciable amounts of extinction. These thresholds,
outlined in Table 1, vary from 0.15 mag for very diffuse clouds at high latitudes (e.g. Ursa Major) to 3 mag
for clouds in the Galactic plane and oriented towards the Galactic center (e.g. Serpens/AqR).
Once we have a set of pixels within each longitude-latitude box that satisfy this E(B − V ) threshold, we
apply the exact same procedure as before to estimate the distances to extinction jumps within each pixel.6
This procedure then results in a grid of distance estimates to different parts of each cloud. We are able to
provide complete coverage above each cloud’s reddening threshold for a vast majority of clouds. The exceptions
are the southern clouds Chamaeleon and Lupus, whose pixel coverage is sparse due to the lack of available
broadband photometry in the g, r, and i bands. For Lupus, while we targeted pixels over the entire longitude
6 The one exception is we limit the maximum number of stars per pixel to 2000 before we apply our chi-squared cut for
computational expediency.
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Figure 6. A comparison of the distances obtained in Schlafly et al. (2014) (x-axis) versus distances obtained post-
Gaia in this work (y-axis), over the same set of sightlines summarized in Tables 2 and 3. We show the 1:1 line in black
and the best-fit line to the distribution in blue (parameterized as y = 0.88(±0.02)x+ 0.98(±0.11)). The uncertainties
shown only include the statistical uncertainties, and not any systematic uncertainty, which we estimate to be ≈ 10%
for Schlafly et al. (2014) and ≈ 5% for this work.
range 335◦ < l < 348◦, only pixels with l > 338◦ had enough stars with multi-band optical photometry to
reliably fit a distance. Thus, our average distance for Lupus is drawn from pixels in the vicinity of Lupus 1,
3, 5, 6, and 9, and excludes 2, 4, 7, and 8. For Chamaeleon, we provide complete coverage of Chamaeleon
I and II, but no coverage of Chamaeleon III. Finally, in a very small fraction of cases (≈ 1% of sightlines),
we have removed pixels from our maps which contain no foreground stars, leading to very uncertain distance
estimates.
An example of the distance map produced for a particular cloud (Cepheus) is shown in Figure 7. A summary
of our results across all pixels is shown in Figure 8. Detailed results (including coordinates, distances, etc. for
each pixel) for every cloud are available online on the Dataverse (doi:10.7910/DVN/74Y5KU). As apparent in
Figure 7, Cepheus is composed of two components, with the near component around a distance of 350 pc, and
the far component at a distance of 920 pc. We have known this for decades (see, for instance Grenier et al.
1989), but never before has the distance structure of this cloud been mapped at such a high spatial resolution.
The far component dominates at b < 14◦, while the near component is seen at b > 14◦.
4.3. Average Cloud Distances and Uncertainties
Using our new grid of distance estimates (§4.2), we use a Monte Carlo-based procedure to produce an average
distance to each cloud. We first start by considering the full set of posterior samples (the “chain” returned
from dynesty) for every pixel in the cloud boundaries which meet the minimum reddening threshold for the
cloud listed in Table 1 and described in §4.2. Samples are then drawn at random from “noisy” realization of
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Figure 7. Pixelated distance map for the Cepheus molecular cloud. The left panel shows the Planck E(B − V )
reddening map in the region around Cepheus. The right shows the set of healpix pixels associated with the cloud (see
Table 1 and §4.2) colored by their median distance. We find Cepheus clearly hosts two separate components: a “near”
component (purple pixels) and a “far” component (yellow or green pixels). An interactive version of this figure
that includes each pixel’s line-of-sight extinction profile is available here. Similar figures for every cloud
in Table 1 are accessible via Figure 8. A machine readable table of the per pixel results for every pixel shown above
in Cepheus is available on the Dataverse (doi:10.7910/DVN/74Y5KU). Similar tables are available for every cloud in
Table 1.
each pixel’s chain in order to incorporate sources of uncertainty within our posterior samples (Speagle 2019).7
The random samples from each pixel are then used to compute a reddening-weighted average distance via:
〈d〉 =
npix∑
k
〈EPlanck 〉k dk
npix∑
k
〈EPlanck 〉k
(17)
where dk is the randomly-sampled “noisy” distance to an individual pixel and 〈EPlanck 〉k is the average
Planck-based reddening for the pixel.
To characterize the statistical uncertainty in our measurements, we calculate n = 500 realizations of 〈d〉 for
each cloud. The mean and standard deviation of these five hundred average distances are then reported as
the average cloud distance and its statistical uncertainty in Table 1.
As discussed in §3.6, this method does not take into account possible systematic uncertainties in the model
stemming from the simplicity of our single-cloud dust model. In order to estimate the magnitude of these
systematic uncertainties, we start by assuming that neighboring pixels are probing dust at the same distance.
Then, for every pixel targeted in §4.2, we find each of its neighbors. For every target-neighbor pair, we draw
7 This is performed via the dynesty package’s simulate run function. See the dynesty documentation on characterizing
statistical and sampling errors at https://dynesty.readthedocs.io/en/latest/errors.html#combined-uncertainties.
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Figure 8. Distance estimates to local molecular clouds through ≈ 1000 pixelated lines of sight. Each pixel is
color-coded according to its median distance modulus and overlaid on the Planck E(B−V ) reddening map. See §3 for
details on the method and §4.2 for details on how the pixels were selected. An interactive version of the figure
that highlights more detailed results for each cloud akin to Figure 7 is available here.
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Figure 9. Distribution of the fractional difference in distance between the neighboring pixels used to compute our
average cloud distances in Figures 7 and 8. We find a median fractional difference of ≈ 5% (blue vertical line), which
we adopt as our systematic uncertainty on all reported distance measurements. See §4.3 for additional details.
ten random samples from both the target chain and the neighbor chain, and calculate the fractional differences
between them relative to the target pixel. We then repeat this for every pixel in each cloud.
The results from these target-neighbor pixel comparisons are shown in Figure 9. The distribution peaks near
zero, with has a median difference of ≈ 5%. Based on this observed variation in neighboring pixels, we can
conservatively conclude that our distance estimates are subject to a 5% systematic uncertainty. These should
be added in quadrature with our statistical uncertainty, and generally dominate the error budget. We adopt
the same systematic error for all distance estimates reported in this work, but caution that the systematics
could be higher for clouds at farther distances (see §5.2).
5. DISCUSSION
5.1. Comparison with Distance Estimates from the Literature
We have utilized a combination of optical-NIR photometry and Gaia astrometry to produce a uniform
catalog of accurate distances to local molecular clouds. While other papers have used Gaia data to determine
distances to molecular clouds, we argue that ours is the most comprehensive, covering a large number of clouds
and taking into account larger angular areas than previous studies.
Previous approaches to estimate distances to local molecular clouds have mostly relied on constraining
the distances to young stellar objects (YSOs) associated with a particular cloud, either using Gaia parallax
measurements (Großschedl et al. 2018; Dzib et al. 2018; Ortiz-Leo´n et al. 2018a; Kounkel et al. 2018) or using
VLBA trigonometric parallax measurements (Ortiz-Leo´n et al. 2017a,b, 2018a; Galli et al. 2018). As YSOs are
not included in the stellar models used to determine the distance and extinction to individual stars (see §3.1),
they are generally poorly-fit and largely excluded from our sample following the cuts outlined in §3.5. This
means that the distance estimates obtained using YSOs provide an independent comparison to the distance
estimates we present here.
Overall, we find good agreement between our distances and these YSO-derived distances. Ortiz-Leo´n et al.
(2017a) obtains VLBA parallax measurements towards two dark clouds in the Ophiuchus complex, L1688 and
L1689, finding distances of 137.3± 1.2 pc and 147± 3.4 pc, respectively. In our measurements of Ophiuchus,
including L1688 and L1689, and the rest of the streamer extending down to b = 14◦, we find an average
distance of 144± 7 pc, in good agreement with their results.
We find a similar agreement for previous measurements of the Taurus molecular cloud. Galli et al. (2018)
obtains VLBA parallax measurements towards L1495 and the B216 clump, finding distances of 129.5± 0.3 pc
and 158.1± 1.2 pc, respectively. Our distance map for Taurus exhibit a similar bimodality, with the sightlines
towards L1495 and B216 at distances of roughly 133 pc and 152 pc, respectively. Considering the sightlines
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Failure Modes
Figure 10. Same as in Figure 3, but for sightlines towards Monoceros R2 (l = 215.2◦, b = −12.9◦), Gemini OB1
(l = 193.4◦, b = 0.3◦), Rosette (l = 206.0◦, b = −2.7◦), and Maddalena (l = 216.9◦, b = −2.4◦). These panels highlight
the limitations of our simple line-of-sight dust model. In comparison to the rest of our clouds (whose systematic
uncertainty we estimate to be 5%), these four clouds display a “ramp” in foreground extinction leading up to the
cloud. This behavior is not captured by our simple model, which assumes a flat, well-behaved foreground cloud. These
modeling mismatches cause us to systematically underestimate the distances to these sightlines and suggests higher
systematic uncertainties (see §5.2).
from all pixels in Taurus, we find an average distance of 141 ± 7 pc, which is consistent with portions of the
cloud being at the nearer distance of ≈ 130 pc and parts of the cloud being at the farther distance of ≈ 150
pc.
In other regions, like the Serpens/AqR region, we find less agreement, but we attribute this in part to
having targeted a more comprehensive area of the cloud compared to previous VLBA observations of YSOs.
For instance, Ortiz-Leo´n et al. (2017b) find distances and proper motions to seven stars in the Serpens Main
and Serpens South/W40 region, and report a mean distance of 436± 9.2 pc. By contrast, we consider all area
in the Serpens/AqR complex above our E(B − V ) threshold of 3 mag (see e.g. Figure 1 in Bontemps et al.
2010), which includes Serpens Main, Serpens South, and the W40 region, along with several other dark clouds
associated with the Aquila Rift complex (towards l = 32◦ and b = 3◦). We find this leads to a higher overall
average distance of 484±24 pc. If we only consider the two sightlines towards Serpens Main, however, we find
a lower distance of around 420 pc, which agrees with Ortiz-Leo´n et al. (2017b) given our quoted uncertainties.
Like Ortiz-Leo´n et al. (2017b), we also find that the Serpens/AqR clouds form a single coherent complex, at
a similar distance, with their dispersion along the line of sight . 50 pc.8
8 We emphasize that all of our distance results are available online at the Dataverse. Interested readers can use those results
to determine what distances we computed for different parts of a cloud and possibly recompute an average for a subset of the
pixels if they desire.
21
The results discussed above were obtained using VLBA observations of YSOs in the pre-Gaia DR2 era, but
we find similar agreement if we consider those works which use the Gaia DR2 parallax measurements. For
instance, Großschedl et al. (2018) considered Gaia parallax measurements towards 700 YSOs in Orion A, and
find a distance gradient across the cloud of ≈ 90 pc, with the head of Orion A (towards the Orion Nebula
Cluster) at a distance of around 390 pc and the tail (towards L1647) at a distance of around 470 pc. We find
a similar trend in our data, with pixels towards the head of the cloud at a distance of ≈ 400 pc and pixels at
the tail of the cloud at distances ≈ 450 pc. We find an average distance to the Orion A cloud of ≈ 432± 22
pc.
Finally, our distance estimates towards Perseus are consistent with Ortiz-Leo´n et al. (2018a), which utilized
Gaia parallax observations towards the IC348 and NGC1333 star forming regions to derive distances of 320±26
pc and 293 ± 22 pc, respectively. We find a mean distance to Perseus of 294± 15 pc, which is also in strong
agreement with the Gaia-informed results of Zucker et al. (2018) (294 ± 17 pc). This is is expected, as
Zucker et al. (2018) employed the same Bayesian inference framework that we do, but with a more complex
line-of-sight dust model, utilizing CO velocity slices (instead of the Planck dust map) as dust templates.
Overall, our results are in excellent agreement with previous estimates from the literature derived from
independent measurements. This provides strong support for our distances, especially those we obtain for
other clouds which do not have other published Gaia-informed distances, or any other distance estimates from
the literature outside of Schlafly et al. (2014).
5.2. Limitations of our Model
The results presented here are based on a very simple line-of-sight dust model, characterized by a single,
well-behaved foreground cloud and a single, infinitesimally-thin jump in extinction at the distance to the
cloud of interest. This technique works remarkably well for a large fraction of the sample, and we believe the
5% systematic uncertainty we quote in §4 is the characteristic systematic uncertainty across most of the full
catalog of distances presented in §4.
Unfortunately, however, there are a few clouds where the dust possesses a more complex distribution along
the line-of-sight, severely violating our model assumptions and systematically shifting the estimated distances
to the clouds. This primarily affects the most distant clouds in our sample (Rosette, Maddalena, and Gemini
OB1) as well as Monoceros R2. The foreground extinction towards these clouds manifests not as a discrete
cloud at low extinction, but rather a steady “ramp” up in extinction, increasing in extinction by a few
magnitudes over several hundred parsecs leading up to the cloud of interest.
This behavior is highlighted in Figure 10, where we show four sightlines towards the Monoceros R2, Rosette,
Maddalena, and Gemini OB1 clouds taken from our pixelated maps in §4.2. Because the foreground is
poorly modeled in these sightlines, the default behavior is to assign low extinction to the foreground cloud
(f ≈ 0.2−0.3 mag) in combination with higher foreground smoothing (sfore). As a result, our fits accommodate
the steady ramp up in extinction by aggressively smoothing all the individual stellar posteriors prior to the
cloud distance, with typical values of sfore ≈ 0.1 (≈ 1.2 magnitudes of A(V )). This tends to result in cloud
distances that are underestimated, with at least part of the posteriors one would associate with the ramp
“by eye” being designated as background stars. Given this behavior, we recommend that a conservative 10%
systematic uncertainty be adopted for Monoceros R2, Rosette, Maddalena, and Gemini OB1, with the values
provided in Tables 1 and 2 as probable lower limits on the distance.
6. CONCLUSION
We determine distances to dozens of molecular clouds within 2 kpc from the sun using a combination
of optical and near-infrared photometry and Gaia DR2 parallax measurements. Based on the broadband
photometry and Gaia astrometry, we infer the distances and extinctions to tens of thousands of stars towards
these clouds. We then fit these per-star distance-extinction measurements with a thin dust screen model to
determine the distance to the jump in extinction corresponding to the cloud. Given the low fractional distance
errors on the Gaia parallax measurements, our statistical uncertainties are small, on the order of ≈ 2−3%. By
examining the distance correlation between line-of-sight fits towards neighboring pixels, we are able to probe
the systematic uncertainty on our distances, and find that it is typically 5%, though it can be higher towards
certain clouds due to the limitations of our very simple line-of-sight dust model. In addition to targeting
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over 100 sightlines towards the Magnani et al. (1985) high-latitude clouds, we provide Gaia-informed averages
distances to most of the major named clouds in the Dame et al. (2001) CO survey, including Perseus, Orion A,
Taurus, Ophiuchus, California, and Cepheus. For a subset of these clouds, we fit a grid of pixels independently
over their area. This provides more detailed insight into cloud distance structure, and also provides a more
comprehensive average distance determination in comparison to VLBA-based methods, which typically only
target a small number of stars towards a few sightlines through each cloud. Our technique is versatile, and can
be applied to almost any high-latitude sightline with an appreciable amount of extinction and an adequate
number of stars. In the future we plan to incorporate deeper near-infrared data (e.g., UKIDSS, WISE) in
combination with a more sophisticated line-of-sight dust model in order to probe deeper into dust-enshrouded
regions and produce 3D volumetric maps of dust optimized for resolving the structure of local molecular
clouds.
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APPENDIX
A. DISTANCES TO SIGHTLINES FROM SCHLAFLY ET AL. (2014)
In Tables 2 and 3 we provide updated distances to the Schlafly et al. (2014) sightlines towards major clouds
in the Dame et al. (2001) CO survey and in the Magnani et al. (1985) catalog, respectively.9 In Table 2, we
also include two additional sightlines towards the diffuse high latitude clouds Draco and the Spider, which were
not targeted in Schlafly et al. (2014). These clouds have too low reddening to allow for the pixelated distance
maps presented in §4.2, but targeting the most highly reddened sightlines through these clouds produces well-
constrained distances to both regions. The line-of-sight extinction profiles (akin to Figure 3) and the corner
plots of the model parameters for all sightlines in Tables 2 and 3 are available on the Dataverse.
9 We exclude one sightline from Schlafly et al. (2014) in Table 2 towards the Lacerta Molecular Cloud (l = 98.7◦, b = −14.7◦)
due to the lack of foreground stars after the incorporation of the Gaia DR2 parallax measurements
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Table 2. Distances to Sightlines through Major Local Molecular Clouds
(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6)
Cloud l b D DS14 Dlit Cloud l b D DS14 Dlit
◦ ◦ pc pc pc ◦ ◦ pc pc pc
Aquila S 37.8 -17.5 135+1−1 ± 6 76+16−21 ± 7 Ophiuchus 352.7 15.4 139+2−2 ± 6 116+7−7 ± 11 11910, 14011
Aquila S 38.9 -19.1 123+2−3 ± 6 89+16−22 ± 8 Ophiuchus 357.1 15.7 118+5−3 ± 5 123+9−9 ± 12 11910, 14011
Aquila S 36.8 -15.1 143+3−3 ± 7 125+7−8 ± 12 Orion 208.4 -19.6 399+14−7 ± 19 418+43−34 ± 41 41412, 400-47013
Aquila S 39.3 -16.8 128+3−2 ± 6 111+12−9 ± 11 Orion 202.0 -13.3 481+10−13 ± 24 519+35−34 ± 51 41412, 400-47013
CMa OB1 224.5 -0.2 1262+6−13 ± 63 1369+64−56 ± 136 11501 Orion 212.4 -17.3 522+19−54 ± 26 629+43−43 ± 62 41412, 400-47013
CMa OB1 222.9 -1.9 1169+21−5 ± 58 1561+79−77 ± 156 11501 Orion 201.3 -13.8 420+6−9 ± 21 470+49−33 ± 47 41412, 400-47013
CMa OB1 225.0 -0.2 1266+3−2 ± 63 1398+63−59 ± 139 11501 Orion 209.8 -19.5 438+15−26 ± 21 580+161−107 ± 58 41412, 400-47013
CMa OB1 225.4 0.3 1268+1−3 ± 63 1494+72−66 ± 149 11501 Orion 214.7 -19.0 416+4−5 ± 20 497+42−36 ± 49 41412, 400-47013
California 163.8 -7.9 466+17−9 ± 23 431+33−31 ± 43 4502 Orion 207.9 -16.8 411+9−13 ± 20 484+37−35 ± 48 41412, 400-47013
California 161.2 -9.0 454+17−17 ± 22 421+43−34 ± 42 4502 Orion 212.4 -19.9 415+9−16 ± 20 517+44−38 ± 51 41412, 400-47013
California 162.5 -9.5 436+10−6 ± 21 377+39−44 ± 37 4502 Orion 212.2 -18.6 473+6−6 ± 23 490+27−27 ± 49 41412, 400-47013
Cam 146.1 17.7 235+8−8 ± 11 134+50−36 ± 13 Orion 209.1 -19.9 445+25−19 ± 22 478+84−59 ± 47 41412, 400-47013
Cam 144.8 17.8 220+11−4 ± 11 208+37−32 ± 20 Orion 209.0 -20.1 394+10−9 ± 19 416+42−36 ± 41 41412, 400-47013
Cam 148.4 17.7 365+17−9 ± 18 410+56−86 ± 41 Orion 202.0 -14.0 399+4−1 ± 19 585+32−36 ± 58 41412, 400-47013
Cam 148.8 17.8 368+10−12 ± 18 336+22−25 ± 33 Orion 204.7 -19.2 418+14−18 ± 20 356+37−27 ± 35 41412, 400-47013
Cam 146.6 17.2 215+11−10 ± 10 218+31−32 ± 21 Orion Lam 196.7 -16.1 426+9−6 ± 21 461+37−35 ± 46 40014, 40015
Cepheus 106.4 17.7 377+4−4 ± 18 678+39−41 ± 67 2863, 800-9004 Orion Lam 194.7 -10.1 425+24−5 ± 21 378+31−28 ± 37 40014, 40015
Cepheus 110.7 12.6 989+4−22 ± 49 859+33−30 ± 85 2863, 800-9004 Orion Lam 195.5 -13.7 399+14−11 ± 19 425+27−25 ± 42 40014, 40015
Cepheus 108.3 12.4 915+3−3 ± 45 971+37−39 ± 97 2863, 800-9004 Orion Lam 194.8 -12.1 423+11−6 ± 21 463+38−42 ± 46 40014, 40015
Cepheus 105.9 13.8 951+6−11 ± 47 961+29−34 ± 96 2863, 800-9004 Orion Lam 196.9 -8.2 394+13−8 ± 19 397+26−23 ± 39 40014, 40015
Cepheus 107.0 9.4 986+9−8 ± 49 1124+43−43 ± 112 2863, 800-9004 Orion Lam 199.6 -11.9 393+8−4 ± 19 468+41−38 ± 46 40014, 40015
Cepheus 107.0 6.0 901+7−5 ± 45 897+50−46 ± 89 2863, 800-9004 Orion Lam 192.3 -8.9 406+15−17 ± 20 400+30−29 ± 40 40014, 40015
Cepheus 103.7 11.4 867+4−8 ± 43 923+33−35 ± 92 2863, 800-9004 Pegasus 104.2 -31.7 292+15−18 ± 14 250+17−17 ± 25
Cepheus 108.4 18.6 332+31−16 ± 16 338+42−30 ± 33 2863, 800-9004 Pegasus 105.6 -30.6 256+15−15 ± 12 210+25−33 ± 21
Cepheus 109.6 6.8 881+14−16 ± 44 865+39−35 ± 86 2863, 800-9004 Pegasus 92.2 -34.7 258+31−99 ± 12 207+34−36 ± 20
Cepheus 108.2 5.5 891+10−7 ± 44 853+48−44 ± 85 2863, 800-9004 Pegasus 95.3 -35.7 257+18−14 ± 12 228+22−26 ± 22
Cepheus 107.7 5.9 850+15−26 ± 42 874+58−52 ± 87 2863, 800-9004 Pegasus 88.8 -41.3 238+10−8 ± 11 178+31−56 ± 17
Cepheus 104.0 9.4 1045+24−9 ± 52 1045+40−38 ± 104 2863, 800-9004 Perseus 160.4 -17.2 284+14−15 ± 14 278+34−25 ± 27 23516, 29417
Cepheus 109.6 16.9 344+5−6 ± 17 369+36−36 ± 36 2863, 800-9004 Perseus 160.7 -16.3 296+9−7 ± 14 321+24−24 ± 32 23516, 29417
Cepheus 109.0 7.7 816+24−14 ± 40 709+80−73 ± 70 2863, 800-9004 Perseus 159.9 -18.1 305+14−20 ± 15 380+50−96 ± 38 23516, 29417
Cepheus 114.6 16.5 346+3−4 ± 17 366+34−32 ± 36 2863, 800-9004 Perseus 158.5 -22.1 243+12−12 ± 12 266+27−31 ± 26 23516, 29417
Cepheus 113.5 15.9 336+3−3 ± 16 389+22−21 ± 38 2863, 800-9004 Perseus 159.3 -20.6 276+12−8 ± 13 256+28−27 ± 25 23516, 29417
Cepheus 116.1 20.2 349+8−7 ± 17 321+21−21 ± 32 2863, 800-9004 Perseus 158.6 -19.9 291+14−6 ± 14 297+53−63 ± 29 23516, 29417
Cepheus 111.8 20.3 364+6−5 ± 18 365+45−37 ± 36 2863, 800-9004 Perseus 159.7 -19.7 347+22−24 ± 17 484+100−121 ± 48 23516, 29417
Cepheus 112.8 16.5 344+6−9 ± 17 396+51−53 ± 39 2863, 800-9004 Perseus 159.9 -18.9 279+18−13 ± 13 297+43−28 ± 29 23516, 29417
Cepheus 108.3 17.6 346+11−7 ± 17 372+44−37 ± 37 2863, 800-9004 Perseus 159.4 -21.3 234+38−69 ± 11 223+25−25 ± 22 23516, 29417
Cepheus 111.5 12.2 958+11−16 ± 47 883+39−38 ± 88 2863, 800-9004 Perseus 157.8 -22.8 264+11−6 ± 13 251+54−79 ± 25 23516, 29417
Cepheus 110.1 17.4 337+9−8 ± 16 317+42−44 ± 31 2863, 800-9004 Perseus 160.4 -16.7 256+21−44 ± 12 352+53−50 ± 35 23516, 29417
Cepheus 104.0 14.5 341+17−13 ± 17 673+74−86 ± 67 2863, 800-9004 Perseus 160.8 -18.7 285+17−15 ± 14 232+53−87 ± 23 23516, 29417
Cepheus 103.5 13.5 359+4−4 ± 17 372+36−29 ± 37 2863, 800-9004 Perseus 159.1 -21.1 291+15−13 ± 14 287+33−29 ± 28 23516, 29417
Cepheus 112.8 20.8 375+10−13 ± 18 401+29−28 ± 40 2863, 800-9004 Perseus 160.8 -17.0 276+6−4 ± 13 176+94−26 ± 17 23516, 29417
Cepheus 111.5 20.8 331+10−19 ± 16 247+25−20 ± 24 2863, 800-9004 Perseus 157.7 -21.4 240+10−11 ± 12 261+36−43 ± 26 23516, 29417
Cepheus 115.3 17.6 358+6−5 ± 17 390+25−24 ± 39 2863, 800-9004 Perseus 158.2 -20.9 287+7−8 ± 14 288+39−29 ± 28 23516, 29417
Cepheus 107.7 12.4 961+6−3 ± 48 957+34−33 ± 95 2863, 800-9004 Perseus 157.5 -17.9 287+7−8 ± 14 278+21−20 ± 27 23516, 29417
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Table 2 (continued)
(1) (2) (3) (4) (5) (6) (1) (2) (3) (4) (5) (6)
Cloud l b D DS14 Dlit Cloud l b D DS14 Dlit
◦ ◦ pc pc pc ◦ ◦ pc pc pc
Draco 89.5 38.4 481+50−45 ± 24 463-6185 Perseus 160.0 -17.6 331+15−10 ± 16 330+43−36 ± 33 23516, 29417
Hercules 45.1 8.9 223+2−2 ± 11 194+7−7 ± 19 Polaris 123.5 37.9 472+34−37 ± 23 458+66−75 ± 45 10018
Hercules 44.1 8.6 223+3−2 ± 11 184+5−6 ± 18 Polaris 129.5 17.3 341+19−18 ± 17 337+166−44 ± 33 10018
Hercules 42.8 7.9 230+3−2 ± 11 216+9−9 ± 21 Polaris 126.3 21.2 343+5−10 ± 17 390+34−34 ± 39 10018
Lacerta 96.1 -10.2 504+6−5 ± 25 517+27−26 ± 51 5206 Rosette 206.8 -1.2 1356+6−15 ± 67 1540+69−67 ± 154 160019
Lacerta 95.8 -11.5 473+5−3 ± 23 509+29−28 ± 50 5206 Rosette 207.8 -2.1 1261+19−12 ± 63 1383+85−64 ± 138 160019
Maddalena 217.1 0.4 1888+22−12 ± 94 2280+71−66 ± 228 22007 Rosette 205.2 -2.6 1413+5−6 ± 70 1508+70−64 ± 150 160019
Maddalena 216.5 -2.5 2110+10−5 ± 105 2222+48−47 ± 222 22007 Spider 134.8 40.5 369+19−22 ± 18
Maddalena 216.8 -2.2 2113+16−8 ± 105 2071+59−55 ± 207 22007 Taurus 171.6 -15.8 130+8−7 ± 6 102+25−32 ± 10 14020, 130-16021
Maddalena 216.4 0.1 2099+16−9 ± 104 2437+69−71 ± 243 22007 Taurus 175.8 -12.9 156+3−2 ± 7 127+26−34 ± 12 14020, 130-16021
Mon OB1 200.4 0.8 719+11−4 ± 35 905+61−55 ± 90 9138 Taurus 172.2 -14.6 137+4−2 ± 6 128+9−10 ± 12 14020, 130-16021
Mon OB1 201.4 1.1 748+9−10 ± 37 887+53−44 ± 88 9138 Taurus 170.2 -12.3 170+9−5 ± 8 142+11−14 ± 14 14020, 130-16021
Mon OB1 201.2 1.0 715+45−7 ± 35 877+41−38 ± 87 9138 Taurus 166.2 -16.6 138+1−1 ± 6 107+18−20 ± 10 14020, 130-16021
Mon R2 219.2 -7.7 943+35−5 ± 47 1018+50−43 ± 101 9039 Taurus 171.4 -13.5 154+4−3 ± 7 149+8−8 ± 14 14020, 130-16021
Mon R2 215.3 -12.9 767+12−17 ± 38 788+34−32 ± 78 9039 Taurus 173.5 -14.2 147+9−15 ± 7 154+14−21 ± 15 14020, 130-16021
Mon R2 219.3 -9.5 923+9−14 ± 46 1026+60−54 ± 102 9039 Ursa Ma 143.4 38.5 408+7−4 ± 20 400+33−27 ± 40 11022
Mon R2 220.9 -8.3 915+5−3 ± 45 1052+35−35 ± 105 9039 Ursa Ma 158.5 35.2 352+10−14 ± 17 331+29−25 ± 33 11022
Mon R2 213.9 -11.9 788+11−15 ± 39 876+42−41 ± 87 9039 Ursa Ma 146.9 40.7 330+18−19 ± 16 269+52−32 ± 26 11022
Ophiuchus 355.2 16.0 128+3−2 ± 6 136+12−14 ± 13 11910, 14011 Ursa Ma 153.5 36.7 352+19−16 ± 17 353+38−29 ± 35 11022
Note—Distances to sightlines towards major local molecular clouds, mainly inspired by the Dame et al. (2001) CO survey. In (1) we list the cloud
associated with each sightline. In (2) and (3) we list the Galactic coordinates corresponding to the center of each sightline. In (4) we list our new
Gaia-informed distances to the clouds. The first error term is the statistical uncertainty stemming from our posterior estimates (see §3.2), while the
second error term is the systematic uncertainty stemming from the reliability of our line-of-sight dust model (equivalent to roughly 5% in distance;
see Figure 9). We recommend adding the uncertainties in quadrature. In (5) we list the distance estimates from Schlafly et al. (2014) for comparison,
including the statistical and systematic errors (roughly 10% in distance). In (6) we compare our distances to other previous distance estimates from the
literature, which include: [1] Claria´ (1974), [2] Lada et al. (2009), [3] Zdanavicˇius et al. (2011), [4] Grenier et al. (1989), [5] Gladders et al. (1998), [6]
Kaltcheva (2009), [7] Lee et al. (1991), [8] Baxter et al. (2009), [9] Lombardi et al. (2011), [10] Lombardi et al. (2008), [11] Ortiz-Leo´n et al. (2018b), [12]
Menten et al. (2007), [13] Großschedl et al. (2018), [14] Murdin & Penston (1977), [15] Kounkel et al. (2018), [16] Hirota et al. (2008), [17] Zucker et al.
(2018), [18] Zagury et al. (1999), [19] Blitz & Thaddeus (1980), [20] Kenyon et al. (1994), [21] Galli et al. (2018), [22] Penprase (1993), respectively. See
Figure 4 for a map of these sightlines and their distances. See the Dataverse (doi:10.7910/DVN/JGMNHI) for a machine readable version of this table,
which also includes additional cloud parameters (see §3.2). Likewise, figures showing the cornerplots of the model parameters and the line-of-sight
extinction profiles for every sightline in this table are available on the Dataverse (doi:10.7910/DVN/9MZOVV).
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Table 3. Distances to Sightlines through MBM Molecular Clouds
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Cloud l b D DS14 Cloud l b D DS14
◦ ◦ pc pc ◦ ◦ pc pc
1 110.2 -41.2 265+42−62 ± 13 228+45−37 ± 22 106 176.3 -20.8 158+27−10 ± 7 190+12−16 ± 19
2 117.4 -52.3 239+9−7 ± 11 206+14−12 ± 20 107 177.7 -20.4 141+4−13 ± 7 197+12−15 ± 19
3 131.3 -45.7 314+8−7 ± 15 277+22−26 ± 27 108 178.2 -20.3 143+2−2 ± 7 168+19−21 ± 16
4 133.5 -45.3 286+17−11 ± 14 269+16−14 ± 26 109 178.9 -20.1 155+10−8 ± 7 160+15−14 ± 16
5 146.0 -49.1 279+16−12 ± 13 187+86−18 ± 18 110 207.6 -23.0 356+2−4 ± 17 313+14−12 ± 31
6 145.1 -39.3 111+32−31 ± 5 151+16−66 ± 15 111 208.6 -20.2 400+4−3 ± 20 366+9−11 ± 36
7 150.4 -38.1 171+24−7 ± 8 148+13−11 ± 14 113 337.7 23.0 144+7−7 ± 7 148+11−13 ± 14
8 151.8 -38.7 255+6−4 ± 12 199+9−9 ± 19 115 342.3 24.2 141+2−2 ± 7 137+12−16 ± 13
9 156.5 -44.7 262+22−14 ± 13 246+42−29 ± 24 116 342.7 24.5 137+2−1 ± 6 134+10−11 ± 13
11 158.0 -35.1 250+5−7 ± 12 185+21−20 ± 18 117 343.0 24.1 138+2−2 ± 6 140+9−9 ± 14
12 159.4 -34.3 252+4−6 ± 12 234+11−10 ± 23 118 344.0 24.8 140+4−4 ± 7 56+21−17 ± 5
13 161.6 -35.9 237+5−6 ± 11 191+11−12 ± 19 119 341.6 21.4 169+8−8 ± 8 150+26−32 ± 15
14 162.5 -31.9 275+3−6 ± 13 233+11−10 ± 23 120 344.2 24.2 135+6−4 ± 6 59+70−23 ± 5
15 191.7 -52.3 200+27−24 ± 10 160+47−64 ± 16 121 344.8 23.9 140+5−5 ± 7 118+11−13 ± 11
16 170.6 -37.3 170+2−1 ± 8 147+10−9 ± 14 122 344.8 23.9 137+4−3 ± 6 116+11−19 ± 11
17 167.5 -26.6 130+2−1 ± 6 165+16−14 ± 16 123 343.3 22.1 143+5−4 ± 7 101+12−19 ± 10
18 189.1 -36.0 155+3−3 ± 7 166+18−17 ± 16 124 344.0 22.7 145+4−3 ± 7 89+16−16 ± 8
19 186.0 -29.9 143+5−2 ± 7 156+18−18 ± 15 125 355.5 22.5 129+5−6 ± 6 115+16−14 ± 11
20 210.9 -36.6 141+3−2 ± 7 124+11−14 ± 12 126 355.5 21.1 142+5−6 ± 7 142+12−17 ± 14
21 208.4 -28.4 234+74−17 ± 11 277+23−22 ± 27 127 355.4 20.9 146+4−10 ± 7 147+12−12 ± 14
22 208.1 -27.5 266+30−19 ± 13 238+27−22 ± 23 128 355.6 20.6 136+5−4 ± 6 134+11−11 ± 13
23 171.8 26.7 349+16−14 ± 17 305+22−22 ± 30 129 356.2 20.8 139+4−4 ± 6 141+11−11 ± 14
24 172.3 27.0 351+25−22 ± 17 279+27−23 ± 27 130 356.8 20.3 129+9−3 ± 6 109+10−13 ± 10
25 173.8 31.5 342+22−79 ± 17 297+25−27 ± 29 131 359.2 21.8 158+3−8 ± 7 106+11−11 ± 10
27 141.3 34.5 376+9−5 ± 18 359+23−21 ± 35 132 0.8 22.6 172+2−5 ± 8 155+9−10 ± 15
28 141.4 35.2 393+8−9 ± 19 370+22−20 ± 37 133 359.2 21.4 161+3−3 ± 8 98+12−11 ± 9
29 142.3 36.2 390+13−20 ± 19 376+76−60 ± 37 134 0.1 21.8 158+7−3 ± 7 121+14−28 ± 12
30 142.2 38.2 381+4−3 ± 19 352+10−11 ± 35 135 2.7 22.0 228+3−4 ± 11 180+11−10 ± 18
31 146.4 39.6 395+7−14 ± 19 325+27−26 ± 32 136 1.3 21.0 139+12−10 ± 6 120+12−12 ± 12
32 147.2 40.7 353+4−8 ± 17 259+14−15 ± 25 137 4.5 23.0 169+13−11 ± 8 146+11−16 ± 14
33 359.0 36.8 74+10−7 ± 3 88+18−21 ± 8 138 3.1 21.8 235+5−7 ± 11 186+8−8 ± 18
34 2.3 35.7 117+9−6 ± 5 110+27−34 ± 11 139 7.6 24.9 149+5−6 ± 7 112+10−26 ± 11
35 6.6 38.1 86+17−15 ± 4 89+17−25 ± 8 140 3.2 21.7 230+5−5 ± 11 186+8−9 ± 18
36 4.2 35.8 107+2−2 ± 5 105+7−7 ± 10 141 4.8 22.6 163+5−6 ± 8 127+13−14 ± 12
37 6.1 36.8 115+6−5 ± 5 121+10−16 ± 12 142 3.6 21.0 200+3−4 ± 10 133+14−13 ± 13
38 8.2 36.3 92+20−19 ± 4 77+24−24 ± 7 143 6.0 20.2 119+3−2 ± 5 131+8−6 ± 13
39 11.4 36.3 102+4−3 ± 5 94+15−11 ± 9 144 6.6 20.6 147+3−3 ± 7 128+9−9 ± 12
40 37.6 44.7 93+24−20 ± 4 64+21−25 ± 6 145 8.5 21.8 108+6−4 ± 5 152+19−25 ± 15
45 9.8 -28.0 149+11−11 ± 7 131+21−29 ± 13 146 8.8 22.0 116+3−9 ± 5 179+11−12 ± 17
46 40.5 -35.5 517+7−8 ± 25 490+25−23 ± 49 147 5.9 20.1 117+2−2 ± 5 130+8−7 ± 13
47 41.0 -35.9 491+6−9 ± 24 475+25−21 ± 47 148 7.5 21.1 156+3−3 ± 7 116+10−10 ± 11
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Table 3 (continued)
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Cloud l b D DS14 Cloud l b D DS14
◦ ◦ pc pc ◦ ◦ pc pc
49 64.5 -26.5 212+21−35 ± 10 204+39−33 ± 20 149 7.9 20.3 164+3−2 ± 8 114+13−11 ± 11
50 70.0 -31.2 141+61−53 ± 7 99+43−45 ± 9 150 9.6 21.3 144+40−26 ± 7 139+14−12 ± 13
53 94.0 -34.1 259+4−3 ± 12 253+10−11 ± 25 151 21.5 20.9 138+2−1 ± 6 122+8−8 ± 12
54 91.6 -38.1 245+4−3 ± 12 231+11−12 ± 23 156 101.7 22.8 383+5−5 ± 19 313+12−10 ± 31
55 89.2 -40.9 245+2−3 ± 12 206+8−6 ± 20 157 103.2 22.7 358+3−3 ± 17 325+11−9 ± 32
56 103.1 -26.1 265+8−10 ± 13 227+17−17 ± 22 158 27.2 -20.7 147+9−8 ± 7 142+9−10 ± 14
57 5.1 30.8 113+7−9 ± 5 88+25−39 ± 8 159 27.4 -21.1 136+6−2 ± 6 143+8−10 ± 14
101 158.2 -21.4 289+4−6 ± 14 283+11−10 ± 28 161 114.6 22.5 360+2−3 ± 18 308+8−8 ± 30
102 158.6 -21.2 289+8−4 ± 14 275+9−9 ± 27 162 111.7 20.1 352+7−4 ± 17 304+8−9 ± 30
103 158.9 -21.6 279+2−1 ± 13 269+10−9 ± 26 163 115.8 20.2 336+3−2 ± 16 293+6−7 ± 29
104 158.4 -20.4 281+4−3 ± 14 262+9−9 ± 26 164 116.2 20.4 339+2−2 ± 16 294+6−6 ± 29
105 169.5 -20.1 127+2−2 ± 6 139+8−9 ± 13 165 116.2 20.3 341+1−1 ± 17 291+7−7 ± 29
166 117.4 21.5 343+5−4 ± 17 302+10−10 ± 30
Note—A catalog of Gaia-informed distances to the Magnani et al. (1985) molecular clouds. In (1) we list the MBM
cloud index associated with each sightline. In (2) and (3) we list the Galactic coordinates corresponding to the
center of each sightline. In (4) we list our new Gaia-informed distances to the clouds. The first error term is
the statistical uncertainty stemming from our posterior estimates (see §3.2), while the second error term is the
systematic uncertainty stemming from the reliability of our line-of-sight dust model (equivalent to roughly 5% in
distance; see Figure 9). We recommend adding the uncertainties in quadrature. In (5) we list the distance estimates
from Schlafly et al. (2014) for comparison, including the statistical and systematic errors (roughly 10% in distance).
See Figure 5 for a map of these sightlines and their distances. See the Dataverse for a machine readable version
of this table (doi:10.7910/DVN/QW2AXB), which also includes additional cloud parameters (see §3.2). Likewise,
figures showing the cornerplots of the model parameters and the line-of-sight extinction profiles for every sightline
in this table are available on the Dataverse (doi:10.7910/DVN/JPE8AI).
B. NEW NSC-2MASS STELLAR LOCUS
To incorporate stellar modeling of the southern clouds, we derive joint NSC-2MASS stellar templates fol-
lowing the procedure outlined in Appendix A of Green et al. (2015), which describes the creation of their
PS1-2MASS stellar templates. We start by querying all stars within a radial beam of 15◦ centered on
(α, δ) = (356◦,−45◦). This region was chosen due its low reddening, with a typical E(B − V ) ≈ 0.01
mag. We require that the stars have detections in all NSC-2MASS bands (grizY JHK), with photometric
errors < 0.5 mag in all passbands. We exclude galaxies from our sample by requiring that the source has a
> 80% probability of being a star (based on the NSC’s class star field) and is not flagged as an extended
source in 2MASS (based on the ext key field).
This results in a sample size of ≈ 200, 000 stars. After dereddening the photometry following Green et al.
(2015), we fit a stellar locus to this sample in seven-dimensional color space following the procedure outlined in
Newberg & Yanny (1997). Our resulting stellar locus is shown in Figure 11. We then associate each position
along the locus with an absolute r band magnitude Mr and metallicity following the relations from Ivezic´
et al. (2008), which uses observations of cluster from SDSS to determine the absolute magnitudes of stars
as a function of their intrinsic colors and metallicities. We finally correct for small differences in the derived
MDECamr values from DECam and the expected M
PS1
r values from PS1 using the color corrections derived
from Schlafly et al. (2018).
We supplement these new intrinsic NSC-2MASS stellar templates with a new reddening vector (R) and
R(V ) dependencies (R′) using the procedure outlined in the Appendix of Schlafly et al. (2016). In brief,
we integrate the dust curve provided there over the MARCS (Gustafsson et al. 2008) spectrum of a 4500 K,
[Fe/H] = 0, log g = 2.5 star in the DECam grizY bands. We then simultaneously set the gray component
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and normalization such that A(H)/A(K) = 1.55 in the 2MASS bands and A(V ) = 1 in the Landolt V band
(i.e. so our reddening is in A(V ) units).
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Figure 11. The stellar locus fit used to create our new NSC-2MASS stellar templates. Each panel shows a different
2D projection of our fit in seven-dimensional color space. See Appendix B for more details.
C. SAMPLING FOR OUR MODEL PARAMETERS USING DYNESTY
We sample for our set of model parameters towards each sightline (N , f , µC , sfore, sback, and Pb) using
the nested sampling code dynesty (Speage 2019a, in prep). Nested sampling is similar to traditional Markov
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Chain Monte Carlo sampling in the sense that it can be used to generate samples from a posterior distribution.
Some of the benefits of nested sampling include its “built-in” stopping criterion as well as its ability to estimate
statistical and sampling uncertainties in a single run.
We adopt the following dynesty setup:
sampler = dynesty . NestedSampler ( l o g l i k e l i h o o d , p r i o r t rans f o rm , ndim ,
bound=‘multi ’ , sample=‘rwalk ’ ,
u p d a t e i n t e r v a l =5.0 , n l i v e =500 , walks =25)
sampler . run nested ( d logz =0.01)
The log likelihood argument is the log-likelihood function described in §3.2. The prior transform ar-
gument is a function which transforms our samples from the unit cube to the target prior (a feature of the
nested sampling algorithm). See §3.3 for our adopted priors. The ndim argument is the number of sampled
parameters, equal to six. We set dlogz to 0.01, which acts as our stopping criterion.
