Abstract. We study the decompositions of Hilbert schemes induced by the Schubert cell decomposition of the Grassmannian variety and show that Hilbert schemes admit a stratification into locally closed subschemes along which the generic initial ideals remain the same. We give two applications: First, we give a completely geometric proofs of the existence of the generic initial ideals and of their Borel fixed properties. Secondly, we prove that when a Hilbert scheme of nonconstant Hilbert polynomial is embedded by the Grothendieck-Plücker embedding of a high enough degree, it must be degenerate.
Introduction and preliminaries
In this paper, we give a geometric study of generic initial ideals. Given an ideal I of a polynomial ring k[x 0 , . . . , x n ] and a monomial order ≺, the generic initial ideal Gin ≺ (I) of I is roughly defined as the monomial ideal generated by the initial terms of I after a generic coordinate change. Its existence and basic properties were first worked out by Galligo [Gal74] in characteristic zero and subsequent works of Bayer and Stillman [BS87b] and of Pardue [Par94] established fundamental properties in prime characteristic. Generic initial ideals found useful applications in the study of Hilbert schemes [Har66] , and in the study of the Castelnuovo-Mumford regularity and the complexity of Gröbner basis computation [BS87a] just to name a few.
We shall take Green's geometric viewpoint of initial ideals [Gre98] and prove further properties about generic initial ideals. Understanding the geometry of initial ideals leads to a more conceptual and geometric proof of the existence of the generic initial ideals (Proposition 3.1 and Definition 3.3). We also obtain a completely geometric proof of the Borel fixedness (Proposition 3.4), which is the most important combinatorial property of generic initial ideals. In essence, it is not a new proof but more of a reformulation since it shares with the algebraic proof the key component, which is considering the non-vanishing of the coefficient of the largest Plücker monomial. Nonetheless, we do believe that our geometric reformulation is a better display of the essence of the proof, and it has the obvious advantage of being terse and to the point once we set up the machinery.
We also prove that the Hilbert schemes admit a stratification into locally closed subschemes consisting of ideals with the same generic initial ideals. More precisely,
Theorem. There is a finite decomposition This will be established in Section 2.3. As a corollary, we shall retrieve the main statement of [CS05, Theorem 1.2].
Some authors have worked on the stratification of the Hilbert schemes of ideals according to their initial ideals with respect to a monomial order [RT10, NS00] . Bertone, Lella and Rogero considered in [BLR13] what is called the Borel cover (an open cover, as opposed to a stratification) of the Hilbert scheme. In Section 4, we shall briefly sketch these related works and point out the major differences from our work.
As the most prominent application of the geometric study of the stratification, we demonstrate a very important and fundamental extrinsic geometry of the Hilbert scheme: The Grothendieck-Plücker embedding of high enough degree is degenerate. More precisely, Theorem. Let P be a nonconstant admissible Hilbert polynomial. For any m ≫ 0 (especially, m > m 0 ), φ m (Hilb P (P(V))) is degenerate.
Here, m o is the Gotzmann number of the Hilbert polynomial P and φ m is the Grothendieck-Plücker embedding (Equation (3)). Admissible Hilbert polynomials are the Hilbert polynomials of graded ideals. It is well known that for any admissible Hilbert polynomial P, there exists a lex-initial ideal whose Hilbert polynomial is P, and this completely classifies the admissible Hilbert polynomials: See, for instance, [IK99, Appendix C, P.299]. This theorem will be proved in Section 5.
We work over an algebraically closed field k of characteristic zero.
2. Schubert decomposition of the Hilbert schemes 2.1. Schubert cells in the Grassmannian. To introduce various notations properly, and for the sake of completeness, we recapitulate the Schubert cell decomposition of Grassmannian varieties. Let d < n be positive integers, and E be a k-vector space with an ordered basis {e α } α∈A . Here, A is an index set and the order is denoted by ≺. We also let ≺ denote the induced order on A. The standard Borel subgroup B ⊂ GL(E) consists of g ∈ GL(E) such that g.e α = n i=1 g αβ e β and g αβ = 0 for all β ≻ α.
Let Gr d E be the Grassmannian variety of d-dimensional subspaces of E and α = (α(1), . . . , α(d)) ∈ A d satisfying e α(i) ≻ e α(i+1) . The Schubert cells are defined to be the B-orbits of the d-dimensional coordinate subspaces i.e. for any α as above, C α = B.E α where E α is the subspace spanned by e α(1) , . . . , e α(d) . For our purpose, it is useful to have the following description of Schubert cells in terms of the initial subspace. A monomial of d E is an element of the form
with α(i) ≻ α(i + 1), and we order the monomials lexicographically. For any v = α a α e α ∈ E, the initial vector in ≺ (v) is simply e β such that a β = 0 and a α = 0 for all e α ≻ e β . Let F ⊂ E be a d-dimensional subspace of E. Then the initial subspace in ≺ (F) is defined to be the subspace spanned by in ≺ (w), ∀w ∈ F.
Then the αth Schubert cell is precisely
We define the partial order ≺ s on A d as follows: For any two indices α and
Then the Schubert cells are partially ordered accordingly, and the closure C α , called the Schubert variety, is the union α ′ s α C α ′ . We point the readers to the excellent lecture note by Michel Brion at https://www-fourier.ujf-grenoble.fr/~mbrion/notes.html.
2.2.
Decomposition of the Hilbert schemes induced by the Schubert cells of the Grassmannians. Let V be a k-vector space of dimension n + 1 and x 0 , . . . , x n ∈ V * be a basis of the dual vector space. The symmetric product S m V * has a basis consisting of degree m monomials
where α = (α 0 , . . . , α n ) ∈ N n+1 has component sum |α| = α i = m. Let ≻ be a monomial order, and let B ⊂ GL(V * ) and B ′ ⊂ GL(S m V * ) be the standard Borel subgroups with respect to ≻. We abuse the notation and let ≻ also denote the induced monomial order on Z n+1 ≥0 i.e. α ≻ β if and only if
Proof. For any g ∈ B, we have
There is a number m 0 , called the Gotzmann number, such that for all m ≥ m 0 , any homogeneous ideal I ⊂ S := k[x 0 , . . . , x n ] with Hilbert polynomial P is m-regular [Got78] . This implies that we have an exact sequence φ m :
We call φ m the mth Grothendieck-Plücker embedding of Hilb
. For convenience, we say that such an α is an index:
Definition 2.3. Let α be an index. We define I α to be the saturation of the ideal generated by x α(1) , . . . , x α(d) :
Proof. Since the Hilbert polynomial of in ≺ J is P and m is not smaller than the Gotzmann number m 0 of P,
and it follows that in p recJ = I α since both ideals are saturated.
Lemma 2.5. Let J be as in the previous lemma. Suppose
be the open subscheme that is complement to the closed subscheme cut out by the Plücker equation p α (g.J m ) = 0. Since p α (J m ) = 0, U is nonempty. That U has the desired property is clear from the defining property (1) of the Schubert cells and Lemma 2.4.
m By abusing terminology, we shall call Ψ m the mth Grothendieck-Plücker embedding when there is no danger of confusion. Note that
) on the first factor, and on
Remark 2.7. When there is no danger of confusion, we suppress the subscript m.
The following two lemmas are immediate from Lemma 2.4:
Lemma 2.10. Let I be a set of indices and X ⊂ ∪ α∈I C α be an irreducible subset. Let α * be a maximal index such that
Proof. Let α 1 , . . . , α t be maximal indices whose Schubert cells meet X. Then, by definition of maximality,
We summarize our findings in a proposition:
Proposition 2.11. Let H be an irreducible component of Hilb P (P(V)). Then there is a finite decomposition of GL(V * ) × H into nonempty locally closed subschemes
Proof. In a union of Schubert cells, any cell of maximal dimension is open. The index set J consists of α such that
Since GL(V * ) × H is irreducible, there is a unique α * such that the corresponding Schubert variety C α * contains it. This establishes the first item. The second and the third items are precisely the Lemmas 2.8 and 2.9.
We obtain an induced decomposition of the irreducible components of Hilbert schemes, simply by taking the trivial slice {1}×H of the product GL(V * )×Hilb P (P(V)). We retrieve the following result of Notari and Spreafico:
Corollary 2.12. [NS00, Theorem 2.1] Fix a monomial order ≺ on the set of monomials of k[x 0 , . . . , x n ] and a monomial ideal I 0 ⊂ k[x 0 , . . . , x n ]. Then there exists a locally closed subscheme H Io of the Hilbert scheme Hilb P (P(V)) whose closed points are in bijective correspondence with the saturated ideals of k[x 0 , . . . , x n ] whose initial ideal equals I 0 .
Gin decomposition of the Hilbert scheme.
Theorem 2.13. There is a finite decomposition Proof. We give an inductive proof. Let m be an integer larger than the Gotzmann number of P. Set Γ 0j = ∅, j ∈ N. Suppose that we have constructed Γ 11 , . . . , Γ 1s 1 , . . . , Γ ℓ−1 1 , . . . , Γ ℓ−1s ℓ−1 such that for each irreducible component H uj of
there exists a unique Γ uj which is open dense in H uj and an index α * uj such that Gin ≺ I = I α * uj for all I ∈ Γ uj . Let H ℓ1 , . . . , H ℓ s ℓ be the irreducible components of Z ℓ defined as above. Let π 2 denote the projection from GL(V * ) × H ℓj to the second factor. Since GL(V * ) × H ℓj is irreducible, by Lemma 2.10 there exists a unique maximal index α * ℓj such that
It is an open subscheme of GL(V * ) × H ℓj , and its projected image
) is an open subscheme of H ℓj since projections are flat.
For Remark 2.14. The definition/construction of the locally closed subschemes Γ ij depends on the choice of the embedding φ m of the Hilbert scheme but their properties determine them uniquely.
As a corollary, we retrieve the following. Let ≺ be a monomial order and P be an admissible Hilbert polynomial. We assume that Hilb P P n is embedded in a suitable Grassmannian. Recall that an initial segment in degree d and length ℓ with respect to ≺ is simply the set of the first ℓ monomials of degree d. 
where α * is the maximal index such that H meets C α * . In particular, the generic initial ideal of general points in the plane equals the ideal which is generated by initial segments in every degree.
Proof. The first statement is straight from Theorem 2.13 and its proof. The second statement follows since a Hilbert scheme of points on a smooth surface is smooth and irreducible, and there exists an ideal with Hilbert polynomial P that is generated by initial segments in all degrees [CS05, Lemma 5.5]. Note that the assertion does not depend on the embedding φ m since I α * remains the same by Lemma 2.4. Remark 2.16. Although we retrieve the main statement of Theorem 1.2 of [CS05], Conca and Sidman do more: They explicitly give a set of conditions on the points that guarantee that the generic initial ideal is the initial segment ideal.
Primary and secondary generic initial ideals
We retain the notations from the previous section. As an application of our geometric study of the Gin decomposition of the Hilbert scheme, we give a geometric proof of the existence of generic initial ideals and their Borel-fixed properties. One of the key ingredients is that initial ideals can be thought of as flat limits with respect to a one-parameter subgroup action: Dave Bayer and Ian Morrison used this in their study of state polytopes of Hilbert points [BS87a] , and more recently Morgan Sherman has also used it to prove that the one-parameter subgroup [She07] taking an ideal to its generic initial ideal is also Borel fixed.
Fix a saturated ideal I ⊂ k[x 0 , . . . , x n ] with Hilbert polynomial P, and consider the orbit map
In short, (Ψ m ) I (g) = [g.I] m . We have the induced decomposition
and regard it as a locally closed subscheme of GL(V * ). From Proposition 2.11 and its proof, we easily obtain Proposition 3.1. There is a finite decomposition of GL(V * ) into locally closed subschemes 
o denote the opposite Borel subgroup:
One sees from the definition of B and B o that, for any b ∈ B (resp. b ∈ B o ) and
[I] m ∈ C β with β α (resp. β α). We symbolically write 
There is a one-parameter subgroup λ : I) , where in ω (I) means the ideal generated by the initial forms in ω (f) with respect to the partial weight order defined by ω, ∀f ∈ I. Such ω is obtained by computing a Gröbner basis G and choosing ω such that in ω (f) = in ≺ (f) for all f ∈ G. Let λ : G m → GL(V * ) be the 1-PS associated to −ω i.e. λ(t). 
Other stratifications and covers
In this section, we shall describe related works and point out the apparent and crucial differences that distinguish our work. Let P(V), k[x 0 , . . . , x n ] = ⊕ m S m V * , and Hilb P P(V) be as before in Section 2.2.
4.1. Stratification according to the initial ideals. The first work appearing in the literature regarding the stratification
of Hilbert schemes by using initial ideal is [NS00] which we retrieved in Corollary 2.12. This stratification is clearly different from ours. In their stratification, there is a unique stratum for each monomial ideal whereas in ours, there is a unique stratum for each Borel fixed ideal. Hence the stratification Hilb P (P(V)) = H Io has far more strata. Also, a stratum H Io in general is not contained in one of our strata Γ α since in ≺ I = in ≺ J does not imply Gin ≺ I = Gin ≺ J: Let ≺ be the degree reverse lexicographic order. There are ideals I whose regularity is strictly lower than that of J = in ≺ I. Then in J = in (in I) = in I but Gin I = Gin J since the regularity is preserved under taking the generic initial ideal with respect to the degree lexicographic order. This was pointed out to the author by Hwangrae Lee.
Notari and Spreafico studied the properties of the strata and showed that H I 0 is isomorphic to an affine space if H I 0 is nonsingular at the Hilbert point of I 0 . They also considered the strata H I⋆ that contains an open subset (of an irreducible component H) and showed that I ⋆ should be Borel fixed. The distinguished open subschemes H I⋆ and Γ α H (from Theorem 2.13) are more closely related than others. First off, the indices I ⋆ and α H are both determined by the largest Schubert cell that intersects the Grothendieck-Plücker image of H (as in Proposition 2.11), so I ⋆ = I α H . Also, if in I = I ⋆ , then Gin I = I ⋆ due to Lemma 2.5. Hence we conclude that H I⋆ = H Iα H ⊂ Γ α H . They are not equal in general, as can be easily seen in the hypersurface cases. is an open subscheme complement to the hypersurface {J ∈ Hilb P P(V) | p α (g.J m ) = 0} whereas our stratum Γ α is derived from the locally closed subscheme that misses the hypersurface {J ∈ Hilb P P(V) | p α (J m ) = 0} and is contained in the closed subscheme
, but there are ideals J ∈ H g I α whose initial ideal after coordinate change by g differs from I α . Hence the Borel open cover does not give information about our stratification in Theorem 2.13.
Grothendieck-Plücker embedding is degenerate
Retain notations from Section 2. Let P be a non-constant admissible Hilbert polynomial of a graded ideal of S = k[x 0 , . . . , x n ], and let m o denote its Gotzmann number.
Theorem 5.1. The Grothendieck-Plücker image φ m (Hilb P P n ) is degenerate for m > m 0 unless P is a constant.
We first prove the following key lemma.
Lemma 5.2. Let I m be a subspace of S m V * generated by an initial reverse lexicographic segment of monomials.
( 
In particular, if an ideal J is generated in degree ≤ m and J m = I m , then its Hilbert polynomial is a constant.
Proof.
(1) One direction is straightforward: Assume that S l I m is generated by an initial reverse lexicographic segment. Since S l I m contains a monomial divisible by x n , x m+l n−1 is also contained in S l I m . Thus x m n−1 must be contained in I m . Conversely, assume that I m contains x m n−1 . It is enough to prove that S 1 I m is generated by an initial reverse lexicographic segment. Let µ be a degree m monomial M not divisible by x n . Then µ ≻ x m n−1 and it follows that µ ∈ I m since x m n−1 is contained in I m and I m is generated by a revlex initial segment. In turn, we deduce that every monomial not contained in S 1 I m is divisible by x n .
Consider two monomials µ 1 , µ 2 ∈ S 1 I m such that µ 1 ≻ µ 2 and µ 1 / ∈ S 1 I m . Then µ 1 is divisible by x n and since µ 2 ≺ µ 1 , µ 2 is also divisible by x n . If µ 2 ∈ S 1 I m , then xn ∈ I m and thus µ 1 ∈ S 1 I m which is a contradiction. Hence µ 2 ∈ S 1 I m and this means that S 1 I m is generated by an initial segment.
(2) It suffices to prove that the number of monomials of degree m not contained in I m is equal to the number of monomials of degree m + 1 not contained in S 1 I m . If µ is the least monomial in I m then x n µ is the least monomial in S 1 I m . So a monomial µ ′ of degree m + 1 is not in S 1 I m iff x n µ ≻ µ ′ . The last equation implies that µ ′ is divisible by x n , so there is a bijective map given by µ ′′ → x n µ ′′ from the set of monomials of degree m smaller than µ to the set of monomials of degree m + 1 smaller than x n µ.
An elementary argument shows that if an ideal I is generated by a lex initial segment I m , then I is a lex initial ideal i.e. I m ′ is generated by a lex initial segment for all m ′ ≥ m. Moreover, by Macaulay's theorem, given any admissible Hilbert polynomial P, one can construct an ideal I whose Hilbert polynomial is P by taking the ideal generated by a suitable initial lexicographic segment. The corollary below states that the opposite holds for revlex: An ideal W generated by a revlex initial segment W ⊂ S m is never an revlex initial ideal, except in the constant Hilbert polynomial case.
Corollary 5.3. Let J be a graded ideal of S. If J m is generated by a reverse lexicographic initial segment for some m > 0, then J has a constant Hilbert polynomial unless J is generated in degrees ≥ m. Since H is closed and in ≺ (I) is the flat limit of an isotrivial family whose generic object is I, the component H contains J := in ≺ (I). Since m > m 0 and J is generated in degree ≤ m 0 , we have S m−m 0 J m 0 = J m . Since [J] m is generated by an initial reverse lexicographic segment, we may apply Corollary 5.3 to conclude that the Hilbert Polynomial of I is a constant, contradicting the assumption. So for each irreducible component H of Hilb P P(V), φ m (H) is contained in {p α * ,m = 0} and thus φ m (Hilb P P(V)) is contained in {p α * ,m = 0} for m > m 0 .
As an example, we consider the Hilbert scheme of degree d hypersurfaces of P n . We let S = k[x 0 , . . . , x n ] be the homogeneous coordinate ring of P n and let V * = S 1 as before. Hypersurfaces have Hilbert polynomial P(m) = n+m m − n+m−d m−d , and the Hilbert scheme Hilb P P n is naturally identified with P(H 0 (O P n (d))) and φ d is an isomorphism. On the other hand, consider the image under φ d+1 . For any [I] ∈ Hilb P P n , φ d+1 ([I]) ∈ P( n+1 S d+1 ) is determined by
where f is a homogeneous degree d polynomial generating I. Therefore every monomial appearing in the wedge product ∧ d+1 I has each variable x 0 , . . . , x n with a positive exponent. It follows that φ d+1 (Hilb P P n ) is contained in the hyperplane cut out by p α = 0 where α = ( α(1), . . . , α(n + 1)) is chosen such that {x α(1) , . . . , x α(n+1) } are monomials of degree d + 1 in x 0 , . . . , x n−1 : Note that such α exists since the number of degree d + 1 monomials in x 0 , . . . , x n−1 is n+d d+1 which is larger than n + 1 for any n ≥ 2 and d ≥ 1. Hence we conclude that φ d+1 (Hilb P P n ) is degenerate. Since the Gotzmann number of the Hilbert polynomial P(m) is d, this is also checked from the Theorem 5.1.
