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RESUME 
Nous. investiguons des extensions non linéaires du groupe de Lorentz 
avec conune hypothèse fondamentale que l'ensemble de toutes les transfor-
mations inclut le groupe de Lorentz et est un groupe d'invariance. 
Dans la déduction des. transformations de Lorentz, on fait souvent 
appel à certains principes généraux conune l'isotropie de l'espace et 
l'homogénéité de l'espace-temps. Nous montrons que la linéarité n'est 
pas une conséquence de ces principes. et qu'on peut ainsi envisager des 
extensions non linéaires . 
Comme les transformations. de Lorentz relient des systèmes de réfé-
rence en mouvement relatif uniforme, cela nous permet de considérer deux 
approches pos'sibles. Dans la première, nous considérons l ,e plus vaste 
ensemble de transformations conservant la linéarité dans l'espace-temps: 
le groupe fractionnaire linéaire. Nous montrons. que ce groupe n'est pas 
un groupe d'invariance. 
Dans. la seconde approche, tenant compte du fait que les transforma-
tions de Lorentz transforment le repos en mouvement rectilique uniforme, 
nous déduisons le plus vaste ensemble de transformations ayant cette 
i 
ii 
propriété. Nous montrons que si on exige que cet ensemble forme un grou-
pe incluant le groupe de Lorentz, tout élément de ce groupe est le pro-
duit d'une transformation linéaire et d'une translation dans l'espace-
temps. 
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AVERTlSSEMENTS 
Nous avons adopté dans ce travail le systèmes d'unités rationalisées 
dans lequel la vitesse de la lumière est égale à l'unité, sauf à la page 
16, où l'on parle d'une vitesse de la lumière égale à c et qui pourrait 
changer. 
Quand nous parlons de la vitesse de la lumière, il s'agit de la 
vitesse de la lumière dans le vide. 
A moins d'indication contraire, nous utilisons la convention 
d'Einstein, où l'on somme sur toute la portée d'un indice répété. Cette 
convention ne s'applique pas, cependant, aux éléments à l'intérieur d'un 
commutateur, comme au chapitre IV, et au chapitre V où il nous a semblé 
préférable de ne pas l'utiliser. 
Nous entendons par espace euclidien tout espace métrique de cour-
4 bure nulle et par R l'espace vectoriel de quatre dimensions. 
CHAPITRE l 
INTRODUCTION 
Il est incontestable que l'une des préoccupations des physiciens 
depuis plusieurs décennies a été d'élargir le plus possible la classe 
des systèmes équivalents. Deux systèmes de référence sont équivalents 
si les lois de la physique sont les mêmes dans les deux systèmes et évo-
luent de la même manière. Une première extension a été obtenue par 
Einstein (1905) lorsqu'il obtint les transformations de Lorentz. 
En fait, cette extension était devenue nécessaire parce que les 
transformations de Galilée n'arrivaient pas à expliquer certains résul-
tats expérimentaux. Une autre façon d'exprimer ce fait serait de dire 
qu'en conservant les transformations de Galilée, les lois (nouvelles) de 
la physique n'étaient plus les mêmes dans différents systèmes de réfé-
rence. Ainsi une connaissance plus approfondie de la nature avait mis en 
évidence le fait que deux systèmes reliés par les transformations de 
Galilée ne sont pas équivalents. 
Plus tard, Einstein développa la relativité générale et énonça le 
principe d'équivalence qui stipule que dans une région suffisamment pe-
tite de l'espace-temps, les lois de la physique ont la même forme et que 
deux systèmes de référence équivalents sont localement reliés par des 
transformations de Lorentz. Ainsi, dans une région suffisamment petite 
de l'espace-temps ou en l'absence d'un champ gravitationnel important, 
le plus vaste ensemble de transformations reliant des systèmes de réfé-
rence équivalents, connu à ce jour, est le groupe de Poincaré, c'est-à~ 
dire, le groupe de Lorentz orthochrone propre augmenté des translations. 
Connaît-on de plus vastes ensembles? Oui: par exemple le groupe conforme 
SO (4,2). Mais dans cette extension du groupe de Poincaré, l'équivalen-
ce n'a lieu qu'en regard des phénomènes électromagnétiques. Le groupe 
conforme est le plus vaste groupe continu laissant invariantes les équa-
tions de Maxwell. Nous remarquons que dans la recherche d'une extension 
du groupe de poiri6aré, il est bien important de préciser en regard de 
quels phénomènes ou lois l'extension se fait. 
Dans la recherche de cette extension, l'une des voies utilisées con-
siste à introduire des systèmes de référence supraluminaux. Ce sont des 
systèmes de référence dont la vitesse relative est plus grande que la 
vitesse de la lumière. L'hypothèse qu'il existe des systèmes de référen-
ce équivalents reliés par des transformations supraluminales est appelée 
"Principe de relativité élargie". Le concept de systèmes de référence 
équivalents impose à tout ensemble de transformations d'être un groupe. 
En effet, il est évident que si K est équivalent à K' et si K' est équi-
valent à K", alors K est équivalent à K", d'où la propriété de ferme-
ture. Les autres propriétés de groupe sont aussi évidentes. La propri-
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été de groupe a une conséquence très restrictive: elle implique que toute 
transformation générée par le groupe de Poincaré composée avec une trans-
formation supralurninale relie deux systèmes équivalents. 
Le postulat fondamental de la théorie de la relativité stipule que 
les phénomènes physiques se produisant dans un système fermé sont indé-
pendants de tout mouvement non accéléré du système ou encore que le mou-
vement rectiligne uniforme d'un système matériel n'a aucune influence sur 
la forme des lois physiques. Dans le domaine de la mécanique, ce princi-
pe était connu sous le nom de "Principe de relativité galiléen" selon 
lequel le mouve~ent rectiligne uniforme d'un objet dans un système appa-
raissait également rectiligne uniforme dans tout autre système, contrain-
te qui mène directement aux transformations de Galilée. De tels systè-
mes, au sens mécanique du terme, sont appelés inertiels. Ce que fit 
Einstein, c'est d'étendre le concept d'équivalence aux autres phénomènes 
et d'abord aux phénomènes électromagnétiques: il exigea, en plus de la 
conservation du mouvement :l.nertiel, que les équations décrivant les phé-
nomènes électromagnétiques aient la même forme dans tout système, ce qui 
le mena directement aux transformations de Lorentz. 
Les transformations linéaires ont l'importante propriété de conser-
ver le mouvement inertiel, c'est-à-dire de transformer dans l'espace-
temps un mouvement linéaire en un mouvement linéaire. Aussi, dans une 
extension du groupe de Lorentz par des transformations supralurninales, 
est-il naturel de considérer d'abord une extension linéaire. Or 
Marchildon, Antippa et Everett l1983) ont démontré qu'avec les hypothèses 
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suivantes: 
a) Les transformations supraluminales sont réelles. 
bl Elles sont linéaires. 
c) t Avec le groupe de Lorentz orthochrone propre L+ elles forment 
un groupe. 
alors une telle extension est impossible parce qu'elle implique de 
nouvelles symétries qui sont en conflit avec l'expérience. Plus précisé-
ment, ils ont démontré le théorème suivant. Soit SL (4,Rl l'emsemble des 
transformations linéaires quadridimensionnelles de R4 dans R4 de déter-
minant égal à l et soit SL (4, R) l'ensemble analogue mais de déterminant 
égal à ±l. Considérons S, un élément arbitraire de SL (4,R) qui ne pré-
T 
serve pas la métrique de Lorentz, c'est-à~dire Sg s * gi le plus petit 
groupe de Lie qui contient S et L! est, ou bien SL (4,R), ou bien SL 
(4, R), selon que dét (S) = l ou - 1. Et il est bien connu que SL (4, R) 
et SL (4,Rl contiennent des symétries contredites par l'expérience. 
C'est un résultat dont nous aurons besoin et qui nous sera très utile 
pour démontrer qu'on ne peut retenir à la fois le principe de relativité 
élargie et la notion de système de référence supraluminal. Ajoutons que 
la condition d'invariance de la vitesse de la lumière n'apparaît pas 
dans les hypothèses de Marchildon et al. parce que le groupe de Lorentz 
est le plus vaste groupe de transformations linéaires laissant invarian-
te la vitesse de la lumière. 
4 
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Nous nous proposons d'investiguer des extensions non linéaires 
du groupe de Lorentz. Notre approche sera double. 
Nous allons d'abord chercher une extension non linéaire à l'aide 
de transformations en particulier supraluminales, non linéaires, avec 
les hypothèses suivantes: 
al L'ens.emble des transformations Csubluminales et supraluminalesl 
reliant deux systèmes de référence équivalents forme un groupe 
de Lie. 
hl . r Elles cont~ennent le groupe de Lorentz orthochrone propre Lt 
cl Elles conservent le mouvement inertiel. 
dl Elles sont réelles. 
La première hypoth~se nous semble naturelle parce qu'elle semble 
correspondre à la continuité du monde physique. Toutefois elle restreint 
fortement les possibilités d'extension. En fait, nous verrons qu'elle a 
des conséquences dévastatrices. La troisième hypothèse signifie que les 
éléments de notre groupe de Lie doivent transformer un mouvement rectili-
gne uniforme en un mouvement rectiligne uniforme. C'est le sens habituel 
qu'on donne au principe de conservation de l'inertie. L'hypothèse de 
réalité vient du fait que les. coordonnées spatio-temporelles ont le même 
sens physique dans les deux référentiels. Elles peuvent donc être para-
métrisées de la même .f;açon . Or Weyl (1923) suivi de V. Fock (1964) ont 
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démontré que les transformations les plus générales conservant le mouve-
ment rectiligne uniforme sont les transformations fractionnaires linéai-
res. Dans cette première approche, notre méthode sera la suivante: si 
on ajoute à LX une transformation fractionnaire linéaire quelconque, quel 
sera le plus petit groupe généré? C'est ce que nous déterminerons dans 
la section IV. 
Les transformations linéaires ont la propriété de transformer le re-
pos en un mouvement rectiligne uniforme. Ceci nous suggère immédiatement 
une nouvelle définition du mouvement relatif entre deux systèmes de réfé-
rence ou à tout le moins la possibilité de le considérer sous un angle 
différent. Les transformations de coordonnées qui transforment le repos 
en mouvement rectiligne uniforme constituent certainement un ensemble 
différent et probablement plus vaste que celles qui conservent le rnouve-
ment rectiligne uniforme. Ce sera le point de départ de notre seconde 
approche. Nous allons déduire la forme la plus générale des transforma-
tions ayant cette propriété et nous verrons que cet ensemble ne forme 
pas un groupe. Nous répondrons à la question suivante: si nous imposons 
à cet ensemble de former un groupe, incluant bien sûr le groupe de Lorentz 
~ 
orthochrone propre L+ ' à quoi se réduit-il? Ce sera l'objet de la sec-
tion V. 
En laissant tomber la linéarité, nous nous attaquons à des postulats 
considérés jusqu'ici comme fondamentaux dans la dérivation des transfor-
mations de Lorentz. Par exemple, on croit généralement que l'homogéné-
ité de l'espace-temps implique la linéarité des transformations . Alors 
la non-linéarité implique-t-elle la non-homogéné ité? Faut-il écarter 
7 
définitivement une extension non linéaire du groupe de Lorentz? Une 
revue approfondie des diverses voies qui mènent au groupe de Lorentz s'im-
pos.e. C'es.t ce que nous ferons dans la section II. 
Dans la section III, nous allons scruter la notion d'homogénéité et 
il nous apparaîtra qu'on peut très bien concevoir un espace homogène et 
des transformations non linéaires avec une définition appropriée de l'ho-
mogénéité. Nous verrons qu'il est loin d'être évident que l'homogénéité 
de l'espace-temps implique la linéarité et que la notion elle-même d'ho-
mogénéité n'est pas entendue de la même manière par bien des auteurs. 
Finalement, nous apporterons nos conclusions dans la section VI. 
CHAPITRE II 
LES DIVERSES VOIES EMPRUNTEES 
POUR DEDUIRE LES TRANSFORMATIONS DE LORENTZ 
Malgré l'apparente diversité dans les différentes voies généralement 
utilisées pour déduire les trans"formations de Lorentz, en réalité, du cô-
té cinématique, ces voies peuvent se ramener à quelques-unes: une premiè-
re voie caractérisée par la condition de l'invariance de la vitesse de 
la lumière, une seconde voie, la voie de la causalité, et une troisième 
voie basée uniquement sur des principes généraux, par exemple l'homogé-
néité de l'espace-temps, sans faire appel à l'invariance de la vitesse 
de la lumière ou à la causalité. 
A. Première voie: La vitesse de la lumière est invariante 
Les hypothèses fondamentales sont le principe de relativité et l'in-
variance de la vitesse de la lumière, exprimée par l'invariance de l'é-
quation 
(2.1) 
9 
ou par l'invariance de ds 2 , c'est-à-dire 
(2.2) 
\ ( 2 12 .,2 1 2 1 2 
ou ds = dXl + dX2 + dx3 - dxO ' cette dernière condition étant plus 
restrictive que la première. L'hypothèse de l'invariance de la vitesse 
de la lumière peut être aussi simplement une condition énoncée dont les 
auteurs tiennent compte par la suite dans les calculs. Cependant, avant 
d'entrer dans les détails, il est essentiel de parler du groupe conforme. 
La propagation de la lumière dans un système de référence (xOxl x 2x3) 
peut s'exprimer par l'équation 
222 2 dxl + dx2 + dX3 - dxo = 0 (2.3) 
E. Cunningham (1910) a mis en lumière le fait que (2.3) est inva-
riant sous une transformation conforme stricte dans l'espace-temps qua-
dridimensionnel. Une transformation conforme stricte est la composition 
d'une inversion par rapport à une hypersphère et de translations. Ces 
1 ~ 
transformations forment un groupe, note 84 , le groupe conforme special. 
Comme (2.31 est également invariant pour les transformations de Lorentz 
et les dilatations, on obtient que (2.3) est invariant pour l'ensemble des 
transformations résultats de compositions d'inversions, de translations, 
de transformations de Lorentz et de dilatations (x~ = À~, À>O) , ensem-
ble qui forme un groupe appelé groupe conforme, habituellement noté C4 • 
84 , le groupe conforme spécial, est un sous-groupe de C4 • Explicitement 
une transformation de S4 peut s'écrire 
j-o«(x) = 
(2.4) 
" 
2 quadri-vecteur constant, 2 2 2 2 ou a est un x.x = xl + x + x - xO' et a.a = 2 3 
2 2 2 2 On peut démontrer que certaines transformations al +. a + a 3 - a du 2 O· 
type (2.4} ne conservent pas le mouvement linéaire (Briginshaw, 1980). 
Le groupe conforme C4 est le plus vaste groupe continu laissant in-
variantes les équations de Maxwell, résultat dû à Cunningham (1910) et 
Bateman (1910). Il peut être utile de citer les générateurs composant 
l'algèbre de ce groupe, lorsque celle-ci est représentée par des opéra-
10 
teurs différentiels. On peut les calculer à l'aide de la condition (2.1): 
Po ==: d 8= .~ Pz ::. J R- J 1 TI 3:::' 
ato 1 '6X, XI. dX~ 
générateurs de translations 
s= â X, *. 
d X~ L Xo + of- ,(2. - -t-~Xo d~1. d.{3 générateur de dilatation 
M,l. d d M\J::: x3 ..L ~ Xl Tx - X, Ti ) - X/ -X, Xl. ôt, ~(3 
générateurs du groupe L! 
11 
correspondant à des 
transformations 
non linéaires 
Le groupe conforme est un groupe à 15 paramètres. Si on définit en 
général 
(2.5) 
(2.6) 
les règles de commutation sont 
(2. 71 
[S,Ca.]= Cd. 
[Col ) C~ J 0 
où 1 -:. -/ J ~ = /J1 ; 0) âf. -:. Jk-j) Ir) 1.:. 1, '2, 3 . Nous verrons 
où (Olf fliO (k.p 
2 qu'en greffant des hypothèses supplémentaires à l'invariance de ds = 0, 
nous sommes généralement conduits au groupe de Lorentz. 
Einstein L1905) part a.vec deux hypothèses: le principe de relativi-
té, qui postule l'équivalence de tous les systèmes inertip.ls en ce qui a 
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trait à la formulation des lois de la nature, et l'invariance de la vites-
se de la lumière. Mais il écrit: "En premier lieu, il est clair que les 
équations doivent être linéaires si nous attribuons à l'espace et au 
temps la propriété d'homogénéité." En fait, Einstein introduit ici une 
troisième hypothèse, la linéarité, qui, jointe au principe de relativité 
et à l'invariance de la vitesse de la lumière, est suffisante pour con-
duire au groupe de Lorentz. 
Indiquons brièvement une façon simple d'obtenir les transformations 
de Lorentz à l'aide de ces trois postulats. Soient deux systèmes de 
référence S et S' tels que S' se déplace avec une vitesse constante V par 
rapport à S dans la direction OXI • L'invariance de la vitesse de la 
lumière dans S donne 
o (2.8) 
D'autre part, le principe de relativité implique 
1'2.. I? 1 2 1 <-
X, ~ X 2 + X 3 - X 0 = 0 
La linéarité et le fait que si Xl = VX + o 
constant, donnent 
1 1 
X1= A ( X/ - VXo) X"l. - Xl. 
(2.9) 
1 
constante, alors Xl est 
13 
(2.10) 
, 
X o-:=. B Xo -r C X, X3 = X3 
OÙ A, B et C sont des constantes telles que si V~O, alors A~l, B~l, 
C~O. 
Les équations (2.81, (2.91 et (2.10) impliquent 
1 
X,=/(XI-VXO) 
x'2 - X '2. 
-Jz: 
, Y ( I- V 2.) (2 . 11) 
X3 = X3 
, 
X,,= r-(X",- Vx', ) 
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Plus tard, Einstein (1922), à partir de l'invariance de l'équation 
2 '" 1 2\ 2 ds - 0, conclut a l'equation ds = Ads • Le principe de relativité 
implique ;\ = 1. Voir par exemple Gomez (1935), Landau et Lifchitz (1966). 
L'argument de Gomez pour obtenir À = l est particulièrement simple: 
12 \ 2 ,,2 \ 12 , 
soit ds = Ads. Le principe de relativite implique ds :Ads ,d'ou 
À =:! 1. La valeur À = -1 est à rejeter car, lorsque la vitesse entre les 
deux systèmes de référence est nulle, auquel cas on doit avoir dx~ = dxO' 
il faut que dX~ + dx~ ,2 1 2} 2 = dXl + dx2 + dX3 . 
Rappelons comment l'équation ds,2 = às2 avec l'hypothèse de la liné-
arité, nous conduit au groupe de Lorentz. 
Soient deux systèmes de référence reliés par la transformation 
'-2.12) 
où ÂrJ.'r et 0", sont des constantes. ,2 2 La condition ds = ds donne 
(2.13) 
, 
ou 
(2.14) 
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De l'équation (2.13), il vient: 
z. 
(D~ IA)= (2.15) 
+ 1 • 
Sion fait y = cl = 0 dans l'équation (2.13), il suit: 
2 1-
+ L (A io ) ~ (Allo) 7/ 1 (2.16) 
i~ 1,2,3 
L'ensemble des transformations (2.12) est un groupe appelé groupe 
de Poincaré ou groupe de Lorentz non homogène. Son sous-ensemble obte-
nu en faisant D~=O est appelé groupe de Lorentz et est noté L. Des 
contraintes supplémentaires, 1\ 00> / J D..I1 T A = + J , définis-
t 
sent le groupe de Lorentz orthochrone propre L+ . Les autres possibi-
lités. ( D~ T A -= -1 ), 1\00 ~ - 1 ou Ac> () '9 ) conduisent ~ des 
symétries (inversions temporelles et parité) qui sont très probablement 
inexactes. 
Mais l'invariance de l'équation ds 2 _ 0 implique-t-elle ds' 2 = 
Einstein ne le démontre pas. 
Cette lacune est comblée par Mimura et Iwatsuki (19311 ~ l'aide d'u-
ne condition physique supplémentaire. Soient deux systèmes de référence 
J • l , ~ (xl x2x3xO) et (xlx2x3xO) tels que le second se deplace avec une vitesse 
, , 
V}2ar rapport au premier dans la direction de Xl i si Ox!, et OXl ont 
même direction, alors un rayon lumineux qui se propage suivant la di-
rection OXI dans l(~ système (xl x2x3xO) apparaîtra dans l'autre systè-
J , 
me se déplacer dans la direction OXl • 
Elle est également comblée par Gomez (1935) pour qui le fait que 
2 .. 12 l'invariance de l'équation ds = 0 ~mpl~que ds - d 2 , s est une con se-
quence du principe de relativité. 
Chez Fock (1964l, les hypothèses sont la conservation du mouvement 
16 
inertiel et l'invariance des équations de Maxwell, cette dernière condi-
2 tion signifiant en fait l'invariance de l'équation ds - O. Nous revien-
drons plus tard à l'approche de :Fock. 
Stiégler (l952) part avec quatre hypothèses: 
al L'homogénéité de l'espace-temps. 
bl L'isotropie de l'espace. 
cl Le fait que la propagation de la lumière est soumise à l'équa-
tion X~ +- x~ +- x~ - c2 X~ :. 0 où c est la vitesse de la lumière 
qui pourrait changer quand on change de système de référence. 
dL Le principe de relativité. 
Sans le démontrer, l'auteur affirme que les hypoth~ses al et bl 
17 
impliquent la linéarité et il démontre que la linéarité et les hypothèses 
c) et d) conduisent au fait que la vitesse de la lumière est la même dans 
tous les systèmes de référence. Nous retrouvons ainsi les hypothèses 
d'Einstein (1905}: Principe de relativité, invariance de la vitesse de 
la lumière et linéarité. On voit que, lorsque les transformations sont 
linéaires, la condition de l'invariance de la vitesse de la lumière n'est 
pas indépendante du principe de relativité. 
Weinstock U.9641 utilise les hypothèses suivantes: 
al La constance de la vitesse de la lumière dans toutes les direc-
tions. 
hl La relation de réciprocité. 
cl L'isotropie de l'espace. 
Weinstock démontre que a) et hl impliquent la linéarité. La condi-
, j lit / 
tion hl signifie que si le systeme (xlx2x3xol se deplace par rapport au 
système (xl x2x3xol avec une vitesse relative V tel que vu dans 
(){lX2x 3xO) et si West la vitesse relative de (){lX2X3Xol par rapport à 
1 l , , 1 1 l , , (xl x 2x 3xO)- tel que vu dans (Xl x2x3:l{O)' alors V = - W. Cette hypothese 
n'est pas nécessaire. En effet, le principe de relativité implique l'in-
variance de la relation entre V et W: V = cp (W) ~ W == cf?( V) . Or 
Berzi et Gorini (19691 ont démontré que lorsque les transformations sont 
linéaires, l'isotropie de l'espace implique W = - V et encore une fois 
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nous retrouvons les hypothèses d'Einstein (1905). 
Gorini (19711 démontre que. dans un espace à (M+l) dimensions, où 
-7t 7/ 3 ' les seuls groupes cinématiques linéaires non triviaux compati-
bles avec l'isotropie de l'espace sont le groupe de Lorentz et le groupe 
de Galilée. Une exigence supplémentaire, comme l'invariance de la vi-
tesse de la lumière, élimine le groupe de Galilée. Précisons que l'i-
sotropie est entendue ici dans un sens bien particulier: seules les ro-
tations relient deux systèmes de référence relativement immobiles. Cette 
formulation du principe de l'isotropie diffère par exemple de celle de 
Weinstock (19641 et de celle de Stiegler (19521. 
Il faut faire la remarque ici que les principes généraux comme l'in-
variance de la vitesse de la lumière, l'isotropie de l'espace et l'homo-
généité ont des formulations qui varient d'un auteur à l'autre. De plus, 
ils ne sont pas en général indépendants: tel principe est souvent une 
conséquence des autres·. Il peut même arriver qu'on se serve d'un prin-
cipe en particulier sans que ce soit explicitement reconnu. Par exemple, 
la forme des équations (2.10) est un vague appel à l'isotropie de l'es-
, 1 1 pace qui nous dit que xl et Xo ne dépendent pas de x2 et x] et que x2 et 
x~ sont proportionnels, avec le même coefficient de proportionalité, aux 
coordonnées correspondantes x2 et x 3 ' Dans plusieurs publications les 
équations (2.10) sont posées sans qu'on mentionne explicitement le prin-
cipe de l'isotropie. 
Cependant, il ressort que lorsqu'on démontre la linéarité ou lors-
19 
qu'on la postule parce que découlant d'autres principes, l'invariance de 
la vitesse de la lumière ou l'homogénéité de l'espace interviennent tou-
jours. Le fait que la linéarité puisse découler de l'invariance de la 
vitesse de la lumière n'est pas un obstacle à l'étude d'extensions du 
groupe de Lorentz par des transformations non linéaires (pouvant être 
supraluminales) puisque de telles transformations ne conservent pas né-
cessairement la vitesse de la lumière . . Quant au fait que l'homogénéité 
implique la linéarité, nous y reviendrons plus loin (section II - C) . 
Çomme souligné précédemment, certains éléments du groupe conforme 
ne conservent pas le mouvement inertiel. Et il n'est pas dit que toutes 
les transformations conservant le mouvement inertiel font partie du 
groupe conforme. En effet, Weyl (1923) suivi de Fock (1964) ont démontré 
que le plus vaste groupe conservant le mouvement inertiel est le groupe 
fractionnaire linéaire, dont les éléments ont la forme 
+(x) = Ax t B 
1 + WrJ. x..;. 1 
.où A tE: G L (4 ) R) , l'ensemble des transformations linéaires réelles 
quadridimensionnelles; les B", et Wr sont constants. C'est un résultat 
remarquable car dans la littérature, on reconnaît plus ou moins explici-
tement que la conservation de l'inertie implique la linéarité. Ce résul-
tat ouvre une voie nouvelle qui, à notre connaissance, n'a pas encore été 
exploitée. Le groupe de Lorentz orthochrone propre L~ est un sous-
groupe du groupe fractionnaire linéaire. La question suivante vient na-
... Lt / / turellement à l'esprit: qu'arrive-t-il si on ajoute a + un element du 
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groupe de Fock? Nous répondrons à cette question à la section IV. 
B. Deuxième voie: La causalité 
Dans un remarquable article, publié en 1964, E.C. Zeeman démontre 
que le groupe de tous les automorphismes qui préservent l'ordre partiel 
que constitue la causalité génère le groupe de Poincaré et les dilata-
" pt* tions, un groupe note . • Résumons l'article de Zeeman. 
Soit M l'espace de Minkowski, c'est-à-dire l'espace-temps réel qua-
dridimensionnel de la relativité restreinte et soit Q la forme caracté-
ristique quadratique sur M définie par 
Qlxl (2.161 
où x = (xOxl x 2x 3). Il existe un ordre partiel sur M donné par x < y si un 
événement à x peut influencer un événement à y. Plus précisément x <. y 
si y - x est un quadrivecteur du genre temps, c'est-à-dire QCY - x) 0, 
orienté vers le futur, xo<' YO. Soit +: M~ M une fonction biunivoque, 
pas nécessairement linéaire ou continue. + est dit automorphisme causal 
-\ 
si ~ et ~ préservent tous les deux l'ordre partiel; en d'autres termes, 
~ est un automorphisme causal si 
pour tout '1., Y E M On peut montrer que l'ensemble des automor-
phismes causals forment un groupe, que nous appelons le groupe de causa-
lité. . ptT " " " So~t le groupe genere par i) le groupe de Lorentz orthochrone 
(groupe qui laisse Q invariant et préserve l'orientation du temps), 
1 
ii) les translations dans M, iii} les dilatations dans M: )( Jo =.. )... X.A. À> 0 • 
J 
" , ." p1'i-Theoreme: Le groupe de causal~te~ 
Rappelons les groupes de transformation standards en relativité et 
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les générateurs de leur algèbre de Lie, d'après la notation donnée en dé-
but de section: 
L Le groupe de Lorentz, c'est-à-dire l'ensemble des transforma-
tions qui préservent Js '. (Md,ft _; cl) p::: 0, /, 2. 1 3 J. 
Lf' Le groupe de Lorentz orthochrone, sous-groupe de L, dont les 
éléments préservent le signe de xO' 
l' L~ Le groupe de Lorentz orthochrone propre, un sous-groupe de 
Lt , dont les éléments excluent les inversions spatiales. 
P Le groupe de. ~oincaré, l'ensemble des transformations affi-
nes qui préservent (:}r;."2-. {Md.\1) PoI.l ~ 
p1' Le groupe de Poincaré orthochrone (comme L1' 1. 
, f 
P+ Le groupe de Poincaré orthochrone propre (comme L+ 1. 
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p* Le groupe de Poincaré augmenté, l'ensemble des éléments de 
P augmenté d'une dilatation uniforme positive . [ M d ~ ) Po( J S 1. 
p1'*,pl*: Le groupe de Poincaré augmenté orthochrone (orthochrone 
propre) • 
C4 Le groupe conforme pour M4' Ce groupe est généré par les 
inversions et les éléments de P*. C'est le plus vaste grou-
pe continu qui ' laisse invariantes les équations de Maxwell. 
S4 Le groupe conforme spécial pour M4" 
Nous rappelons que les groupes L, Lt , correspondent aux 
possibilités suivantes, d'après la notation adoptée plus haut: 
1-
L+ 
1\00>/1) D.iTI\=+/ 
Il est clair que L et Lt se subdivisent en des ensembles qui ne 
peuvent être reliés par une variation continue de tous les paramètres. 
Ces deux groupes sont dits non connexes lconnecti vité dans l'espace des 
paramètresl. Correspondant aux possibilités /\ 0/: -', Aoo ~ J 1 D~l 1\= !'., 
on voit que L et L'I' se subdivis'ent respectivement en quatre et deux com-
posantes. La compos-ante comprenant l' identi té est appelée la composante 
connexe et forme un groupe continu. Seule la composante connexe peut 
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être générée par composition d'éléments voisins de l'identité (pour plus 
de détails sur les groupes continus, voir le début de la section IV) . 
Les groupes L, Lf t et L+ sont dits localement isomorphes: leur composan-
te connexe est la même et ils ont ainsi la même algèbre. Pour les mêmes 
raisons, on dit que P, P -t et P ~ ont la même algèbre. 
Sans entrer dans les méandres de la preuve, nous pouvons en donner 
les' étapes essentielles. Soi t G le groupe de causalité. 
Il 
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p1' * CG:. il est évident que tout + E- pf+ préserve la rela-
ÎJ-
tion de causalité )( L Y car par définition tout + ~ P préserve 
cette relation et le fait de multiplier par une constante posi-
tive les X ~ ne change rien. 
Gc,P l'*.· "t L" G ~ so~. 'T '" • On peut démontrer que si ~ ~ G, alors of 
e.st une transformation affine. Voir par exemple Zeeman (1964), 
Nanda (19761. Briginsnaw Q979>-. Maintenant si of G G, alors 
2 "2 1 ,2 ) ~ <= C car tout -S f G préserve ds = 0 (cl s = C> ~ cfÇ = 0 4 
CBriginshaw, 19791. Or Frank (~9111 a démontré que le plus 
vaste sous~roupe affin de C4 est P*. Donc ~ ~P*, ce qui im-
plique ~ E- P l' * puisque par définition ~ maintient l'ordre tem-
porel. 
Nous obtenons donc G ~ pf*. Si on exige du groupe de causalité de 
préserver l'orientation des- axe.s CXl x 2x31, alors il vient G = p! * . Une 
contrainte supplémentaire (pauli, 19581 peut être apportée pour rendre 
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le facteur de dilatation égal à l'unité: G 
Mais qu'est-ce qui garantit le caractère affin de tout élément E de G? 
C'est la préservation de la relation < jointe à l 'hypothèse que f est 
biunivoque. Ainsi lorsqu'on dérive les transformations de Lorentz via le 
principe de causalité, la linéarité qui en découle est une conséquence de 
la préservation de la causalité. Ceci n'empêche pas une investigation 
des transformations supralurninales non linéaires, car celles-ci par défi-
nition s'appliquent à des événements qui ne peuvent s'influencer, c'est-
à-dire entre lesquels il n'y d pas de causalité qui puisse être établie 
par la lumière. Notons enfin qu'en soi une violation de la causalité au 
sens de Zeeman ne conduit pas nécessairement à des anomalies causales, 
comme le paradoxe de Tolman: une boucle causale suppose par exemple, en 
plus d'une inversion cause-effet, un retour dans l'espace. 
Cette voie constitue une remarquable simplification en ce qui con-
cerne les hypothèses utilisées pour en arriver au groupe de Lorentz. 
C. Troisième voie: Principes généraux 
Dans cette voie, la dérivation des transformations de Lorentz est 
basée uniquement sur des principes généraux, comme l'homogénéité, l'iso-
tropie ou le principe de relativité, sans faire intervenir des conditions 
reliées à l'invariance de la vitesse de la lumière . 
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Frank et Roth.e (1911) ont été les premiers à démontrer que l'hypo-
thèse d'une vitesse invariante n'est pas nécessaire pour en arriver aux 
transformations de Lorentz. Leurs seules hypothèses, le principe de re-
lativité, l'isotropie de l'espace et l'homogénéité de l'espace-temps, 
conduisent à l'existence d'une constante universelle qui a la significa-
tion d'une vitesse invariante. Plus tard, Pars (1921) fit le même tra-
vail en insistant surtout sur le fait que le principe de relativité im-
plique que les transformations reliant des systèmes de référence équiva-
lents doivent former un groupe. 
Dans plusieurs publications, on suppose la linéarité' sans démonstra-
tion parce qu'on la juge nécessaire ou évidente. c'est le cas de Lee et 
Kalotas (1975), Strauss (1946), Landau et Sampanthar (1972), Temple 
(1938), Pars (1921). La plupart du temps, la linéarité découle, dit-on, 
de l'homogénéité de l'espace-temps. Nous n'insisterons pas davantage sur 
ces articles:. 
Ce qui. nous intéresse vraiment, ce sont les publications où l'on 
démontre la linéarité. Schwartz (1962) procède comme suit. Soit le 
mouvement rectiligne uniforme d'une particule dans un référentiel S, 
décrit par 
o :.',J.)~ (2. 17) 
, 
soient X tA -= 4 l x..() les coordonnées dans un second système de réfé-
, 
rence S 
1 
Nous exigeons que le mouvement correspondant dans S soit éga-
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lement un mouvement rectiligne uniforme, c'est-à-dire un mouvement liné-
aire dans l'espace-temps. En supposant que les transformations sont biu-
nivoques, une invariance similaire tient pour des hyperplans. En effet, 
un hyperplan est défini par trois droites non parallèles se rencontrant 
en trois points différents. Considérons quatre hyperplans linéairement 
1 
indépendants dans S : 
(2.18) 
(2.19) 
Par hypothèse: 
, 
A<J.~ X(3 + B '" (2.20) 
où les KcX,13 et les D"" sont des constantes. Il vient: 
o 
(2.21) 
Puisque DQ TI Adp 1 =1: 0, les + ~ (X) sont linéaires. Cette dé-
monstration est valable à la condition que deux droites non parallèles 
, 
dans S soient également non parallèles dans S , ou encore que deux droi-
1 
tes parallèles dans S soient parallèles dans S et inversement (principe 
de relativité). Ainsi + doit laisser invariante la vitesse relative 
entre deux objets, ce qui laisse une porte ouverte: existe-t-il des 
transformations non linéaires qui conservent le mouvement rectiligne uni-
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forme en ne préservant pas la vitesse relative? Oui: le groupe fraction-
naire linéaire. 
Quant à Baird (1975), la linéarité y est démontrée pour des trans-
formations qui conservent la vitesse de la lumière, donc inapplicables 
pour des transformations supralurninales. 
ŒAPITRE III 
LINEARITE ET HOMOGENEITE 
Nous allons maintenant considérer quelques publications où la linéa-
rité est démontrée à partir de l'homogénéité. 
J 
c'est le cas de Drake (1966>- selon lequel un dx causé par dx et dt 
est indépendant de x et t si l'espace-temps est homogène. Alors, si on 
suppose x ~ 0, t .. 0 quand x' - 0, t' .. 0, on doit avoir: 
Xl=- ax + ht (3 .11 
où a et h sont constants et dépendent de v seulement. Ici v est la vi-
tess-e relative entre les deux référentiels. On retrouve dans Levy-Leblond 
(1975) une définition plus générale de l'homogénéité: "We assume first 
that space-time is homogeneous in tha.t it has everywhere and every time 
the same properties". C'est une' définition difficilement contestable, 
mais il ajoute: "More precisely, the transformation. properties of a 
spatiotemporal interval (ÀX A 1: ) depend only on that interval and not 
1 
on the location of its' end points (in the considered reference framel. 
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, J 
In other words, the transformed interval ( /J. X ) il T obtained through 
an inertial transformation is independent of these end points". 
Suivant le raisonnement de Levy-Leblond, si nous considérons une 
transformation 
(3.2) 
où a représente un ensemble de paramètres, alors les variations dx' et 
, 
dt , données par 
dt'= ~FdX + àF dT )X â"L 
(3.3) 
dL· ôG dx + ~J-r i>X 'ô\: 
doivent être indépendantes de x et t (s'il Y, a homogénéité). Par consé-
quent, F et G doivent être linéaires, en supposant que les origines des 
deux systémes coïncident. 
Ce résultat nous semble incorrect. Considérons un espace sphérique 
bi-dimensionnel dont la métrique en termes des coordonnées x , y et (;), 
cp , définies dans la figure 3.1 est donnée par 
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pla/Cf) 
x 
Figure 3.1 Espace sphérique bi-dimensionnel. 
(XdX -r rdy)2 
/l, '2. _ x1.._ y 2 
1 2 2. 12. . 2 d 2) 
<15' = rt ( d ~ + 5lh1 B cp 
(3.4) 
(3.5) 
Cet espace est homogène Cau sens où l'on entend l'homogénéité dans 
un espace métrique). Cependant la relation entre les deux systèmes de 
coordonnées C X, y) et C BJ cf) n'est pas linéaire. 
ds' 2 sont tous deux fonctions des coordonnées. 
2 
n'autre part, ds et 
Pour Berzi et Gorini (.1969), l 'homogénéité de l'espace-temps exige 
qu'une translation spatio-temporelle T n'affecte pas la relation entre 
deux observateurs et laisse invariante la transformation 
Xl • -f (xl C3 .61 
entre les deux observateurs. soient T~ et T~. les représentations de T 
relativement à s et sr , deux systèmes de référence reliés par la trans-
formation (;3.6). Berzi et Gorini expriment la propriété d'homogénéité 
par la relation: 
t(Td, X) L3.71. 
ou encore 
f( X + "') 
, 
+(X) + rA C3.8) 
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dépend de -1 et 0<. mais non de x. On retrouve dans Lalan (1937) une 
interprétation semblable de l'homogénéité. Soit C l'opération q~i-con-
siste à changer de référentiel: 
, 
C: x = f (x, v) (3.9) 
entre les deux systèmes de référence. Lalan postule que l'opération C 
jouit de la propriété suivante: si, avant d'effectuer l'opération C, on 
change l'origine du système S, il est possible, en effectuant un change-
ment d'origine convenable dans le système S' , de ramener l'expression de 
l'opération C à sa forme primitive. Autrement dit, si on appelle 
et --rel(: X---7 K- ~ les deux changements d'origine res-
1 pectivement dans S et S, la propriété d'homogénéité signifie que 
T .,,tC T"" =- C (3.10) 
c'est-à-dire 
0.111 
Remarquons ici que, à moins de considérer un espace e~clidien et un 
système particulier de coordonnées, une translation ne consiste pas à 
1 1 1 
remplacer x par ,( _ ~ ou X par X- 0( En effet, considérons les deux 
espaces bi-dimensionnels de la figure (3.2) . 
1 
1 
/ 
X, 
-----------/[ 
" 
___ 3 
/ 1 
C. 1 
i 
/ 
, 
/ 
1 
, 
, 
, 
Figure 3.2a Espace cylindrique bi-dimensionnel. 
Figure 3.2b Espace sphérique bi-dimensionnel. 
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Le premier, correspondant à la figure 3.2a, est plan, en ce sens que 
toutes les composantes du tenseur de Riemann sont nulles. Le second est 
un espace à courbure constante. Il est clair que si on fait subir aux 
, 
courbes c et cune translation vers les x croissants, la variation de 
x n'est pas la même pour toutes les parties de la courbe. Lorsque deux 
référentiels dans un espace quelconque sont reliés par une transformation 
(3.12) 
f . l ", 1 ." le a~t de remplacer x par x- 0\ et x par x - 0( ou cl. est ~ndependant de x 
n'est pas une translation. La confusion vient du fait que dans un espace 
euclidien muni d'un système de coordonnées cartésien, une translation 
J 1 1 
S" opère en remplaçant x par 1- 0( et x par X' - co( Opérer une translation 
de cette manière revient à supposer que l'espace est euclidien. 
Il semble que ces diverses définitions de l'homogéné~té ne sont pas 
correctes. Comment définir l'homogénéité? De façon très générale, on 
pourrait la définir de la manière suivante~ en tout temps, n'importe où 
dans l'univers, les lois de la phys.ique sont toujours les mêmes. Mais 
sous cette définition générale, qui fait d'ailleurs l'accord de tous, il 
existe des définitions plus précises qui diffèrent passablement. 
A. Homogénéité dans' un espace métrique 
Considérons un espace quadri-dimensionnel muni d'une métrique ~ Ax) 
où fA 1 Il = 01 1 1 2 3 Cette métrique est dite de forme invarian-
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te sous- une transformation des coordonnées X~ X' lorsque la dépen-
dance fonctionnelle de la métrique transformée 9-;,,( X' ) en termes de 
~ est la même que celle de w (X) en termes de x, clest-~-dire: (Jp >J 
(3.13) 
pour tout y. On sait qu'en tout point, la relation entre les deux métri-
ques est donnée par 
(3.14) 
~\}X) (3.151 
Les' équations (3.13} et [3.151 donnent: 
~Q"""( Xl ) [3.16} 
Toute trans-formatLon X~t' telle que la relatLon 0.161. est satis-
faite est appelée isométrie. Pour le cas particulier oÙ la transforma-
tion est infinitésimale: 
X ',.. 1 é /4: 1 l3.17) 
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l'équation (3.16) devient 
0= D.18) 
A l'aide de l'équation 
C3 .191 
reliant les composantes covariantes et contravariantes du vecteur { 
on démontre aisément que l'équation (3.181 devient: 
D .20) 
où, rappelons-le, 
C3.211 
~ rOI 
est la, dérivée covariante de ~ tr , les r:1'jJ étant les symboles de 
Chri stoffel: 
C3.221 
Tout quadri, .... vecteur satisfaisant à l'équation C3 . 201 est dit vecteur 
de Killing de la métrique arpv(X) et la transformation infinitésimale 
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1 f4 r. 
x lA := X of E ( (X) est appelée isométrie infinitésimale. On peut montrer 
(voir Weinberg, 1972) qu'il y a au plus N(Nt 1 )/2. vecteurs de Killing 
indépendants dans un espace à N dimensions. Certaines isométries, au 
plus N dans un espace à N dimensions, correspondent à des translations 
infinitésimales, les autres correspondent à des rotations autour d'un 
point. 
Un espace à N dimensions est dit homogène s'il existe N isométries 
qui transportent tout point X en tout autre point X • dx situé dans son 
voisinage, c'est-à-dire que, quelle que soit la direction indiquée par 
la transformation le'::.. X + E.f , la métrique demeure la même. Par 
exemple, l'espace sphérique bi-dimensionnel de la figure .3.1 est homogène 
car il possède deux vecteurs de Killing indépendants. Par contre, l'es-
pace constitué par un tore n'en possède qu'un (figure 3.3). 
Il est clair que le déplacement a) ne change pas la métrique mais 
que le déplacement bl la change. Il apparaît que l'homogénéité dans un 
espace métrique n'implique pas que 'Jj..oJ soit indépendant de X .• 
Il est important de remarquer, quoiqu'il y ait changement dans la 
métrique dans le déplacement bl, qu'il reste qu'on est toujours soumis 
aux équations d'Einstein: 
Ru., _ ~ q..- D 
r
Y 
'" opvl\ (3.23) 
Dans un sens, la direction b) n'implique pas de changement dans les 
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Figure 3.3 Espace formé par un tore. 
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lois de la physique mais un changement dans les conditions initiales, 
c'est-à-dire la répartition de la matière et de l'énergie, dans l'espace. 
Il semble que l'on puisse définir l'homogénéité à différents niveaux. 
Mais la véritable homogénéité ne consiste-t-elle pas à s'abstraire des 
conditions initiales? 
B. Homogénéité relativement à un observateur 
Soit un observateur 0 dans un référentiel S. On dira que l'espace-
temps est homogène si, pour toute expérience EO accomplie par 0 avec un 
appareillage AO et caractérisée par des coordonnées spatio-temporelles 
-) - ~ ~ ex J l 1 et pour toute translation caracterisee par le quadri-vecteur 
4 
ca, ro 1) 0 peut accomplir en principe une expérience copie géométrique-
-'> ~ 
ment caractérisée par les coordonnées C X + a T ~ T 0 l avec un appa-
reillage A d identique. 
Cette définition, due à Lugiato et Gorini (l972t soulève aussi des 
difficultés. A moins d'admettre l'existence de l'espace-temps absolu, 
une véritable translation ne peut s'opérer sans changer les conditions 
initiales, ce qui risque de perturber les résultats d'une expérience. 
Par exemple, si l'expérience consiste à mesul;"er le carré de la di.stance 
entre. deux points, loin de toute masse importante, le résultat sera, dans 
un système de coordonnées cartésiennes, 
Par contre, au voisinage d'une masse importante, il pourrait être, 
, . .." 
apres une translat~on a, 
où les -) a-~O. 
C. L'homogénéité relativement à deux observateurs 
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Cette conception de l~hornogénéité, qui est en fait celle de Lalan et 
Berzi et Gorini, a été énoncée par Lugiato et Gorini (1972) (énoncé 
qu'ils appellent axiome d'homogénéité}: 
Axiome d'homogénéité: soient deux systèmes de référence S et SI reliés 
par une transformation X ~ ..f lx) Soit a un 
quadri-vecteur arbitraire constant et considérons 
dans S la translation X --~ X -1- CL , alors il exis-
te un quadri-vecteur b constant tel que -f( ~ + a..) 
Cette définition doit @tre rejetée parce que~ comme nous l'avons vu, 
une translation en général ne consiste pas à remplacer x par x-a. 
Cependant, elle a en plus un grave défaut: la détermination de la rela-
tion entre S et Si est faite. sans référence à un changement dans les con-
ditions initiales. Elle ress:ernble beaucoup plus à une opération mathéma-
tique,. une contrainte sur la transformation -5- qui mène à sa linéarité 
(à la condition qu'elle soit continuel. Comme souligné plus haut, il ne 
peut y avoir de véritable homogénéité que lorsque, sous l'effet d'une 
translation quelconque, c'est-à-dire, n'importe ;ù et n'importe quand 
dans l'univers, et quel que soit le changement dans les conditions ini-
tiales, il y a symétrie de toutes les lois physiques. 
Cette conception de l'homogénéité nous semble plus cohérente et n'a 
rien à voir, bien sûr, avec la linéarité. Nous proposons donc comme 
définition de l'homogénéité: 
D. Homogénéité de Itespace-temps Partout et en tout temps, les 
symétries- des lois' physiques sont les mêmes. 
Le message des deux derni~res sections est clair: rien dans les di-
verses voies qui m~nent au groupe de Lorentz n'interdit de considérer 
des extensions' non linéaires de ce groupe. 
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CHAPITRE IV 
TRANSFORMATIONS PRESERVANT 
LE MOUVEMENT INERTIEL 
Considérons l'ensemble des points de l'espace-temps. Un système de 
référence est une correspondance biunivoque entre cet ensemble et R4 , 
l'espace réel continu à quatre dimensions. Trois dimensions sont asso-
ciées à des coordonnées spatiales, la quatrième étant associée à une 
coordonnée temporelle. Nous supposons qu'on peut faire naturellement la 
distinction entre l'espace et le temps et qu'on peut caractériser un évé-
nement quelconque par les trois coordonnées spatiales et la coordonnée 
temporelle. Physiquement, un système de référence est constitué de rè-
gles à mesurer et d'horloges réparties dans l'espace et identiques. 
Une ligne droite dans R4 représente un mouvement rectiligne uniforme 
dans l'espace. Soient (xo' Xl' x2 ' x31 les coordonnées d'un événement, 
X
o 
étant la coordonnée tempo~elle, les trois autres étant les coordonnées 
spatiales. Ainsi que l'a démontré Fock, d'après Weyl, le plus vaste en-
f ., .,. d 4, semble de trans ormat~ons preservant le mouvement l~nea~re ans R , c est-
à-dire transformant une droite en une droite, est le groupe linéaire frac-
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tionnaire: 
1 
Xc( (4.1) 
où B, les E ~ et les W( sont constants. GL (4, R) est l'ensemble des 
transformations linéaires réelles, quadri-dimensionnelles. c'est un grou-
pe à 24 paramètres indépendants. 
Ce résultat n'entre pas en contradiction avec celui de Schwartz, que 
nous avons étudié dans la section II. Schwartz a démontré que les trans-
formations qui transforment une droite en une droite et qui préservent la 
vitesse relative entre deux objets sont nécessairement linéaires. Or il 
est clair que les transformations (4.1} ne préservent pas la vitesse rel a-
tive. En effet, soient Xo le temps et Xl' x 2 ' x 3 les coordonnées d'un 
événement. Soient toi et ~ ( (. = l, 2 J 3 ) 
1 
L'ensemble des trois équations 
six constantes arbitraires. 
-4 
représente un mouyement recti.ligne uniforme de vitesse V::. (1/, J Il'2) V3 ) 
On peut vérifier s'ans difficulté que si on substitue ces équations' dans 
() .11, il suit: 
(4.3) 
1 
ou X,,:. et 
1 
1 
/1 .. t sont des constantes qui dépendent de toi 
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et y. , Le 
fait que ~ soit fonction de XoZ implique que deux lignes droites paral-
lèles, c'est-~-dire des mouvements rectilignes uniformes de mêm~itesse, 
sont transformées en deux lignes droites non parallèles, c'est-~-dire, 
deux mouvements rectilignes uniformes de vitesses différentes. On peut 
, 
démontrer facilement que ~ est indépendant de Xq~ si et seulement si le 
dénomina teur dans (3.11 est constant. 
Il peut être utile de résumer brièvement ce qu'est un groupe continu 
de transformations. Considérons un groupe de transformations fonctions 
de J7.. paramètres a 
1 
X", f~( X; tL) 
t:t=.{tI..,)lh)" '1 ct",) 
X=:{Xo/ X" X2,} • • • ) ,\'"..) 
0(= (0,1,2) .. ' 11'1) (4.4) 
où lIon suppose que chaque transformation es-:: définie pour un ensemble de 
paramètres a et où la transformation identité est obtenue en faisant tous 
les a nuls. En supposant les fonctions t~ dérivables par rapport aux 
x~ et aux paramètres a, ce qui définit un groupe continu , les transfor-
mations infinitésimales du groupe sont obtenues en développant les ronc-
tions ~ rA en série de puissance des paramètres, ne gardant que les termes 
du premier ordre: 
Xa(:' Xo( + (4.5) 
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Ces transformations infinitésimales sont voisines de l'identité. 
Pour le cas où fL: J et /YI = 1 , il vient: 
1 
X' = X + 
Cl:. 0 
L)x J.r a.. _ (1+ ({. C>f 1 Ja â..~O (4.6) 
La transformation infinitésimale (4.6) est associée à l'opérateur 
différentiel 
(4.7) 
L'expression 
(4.8) 
est appelée générateur de la transformation. Pour le cas général à /l 
paramètres et /n coordonnées, on peut montrer que l'opérateur différentiel 
associé à la transformation L4.41.. est 
+'" .,. ~I\.[!±! 1 *- -+ ". + J-t .. ,/ L1 ~a,'\. ~~o ~, ~ It~o )x",J (4.9) 
46 
de sorte que, correspondant à chaque paramètre ar ' on définit un géné-
rate ur 
(4.10) 
On peut montrer qu'il y a autant de générateurs linéairement indé-
pendants que de paramètres. L'ensemble des générateurs forme un espace 
vectoriel sur lequel on définit l'algèbre du groupe. 
Lorsque les fonctions +0( ( X j al ) sont analytiques dans tout leur 
domaine de définition, le groupe continu est dit groupe de Lie. Un résul-
tat fondamental, dû à Sophus Lie, est que toute transformation finie d'un 
groupe de Lie conn.exe est obtenue par une exponentiation d'une combinaison 
linéaire des générateurs· de l'algèbre, c'est-à-dire que toute transforma-
tion finie peut être obtenue à partir de tr~sformations voisines de l'i-
dentité. 
Nous allons calculer les générateurs· du groupe fractionnaire linéai-
re. La première étape consiste à exprimer les équations ((4.1) sous la 
forme 
1 
ta( ( c:t 01, f.. T dd.(3) y ~ of E d.-
I -+ 8 1 + W r I.r 
C4.111 
de sorte que pour chaque transformation, l'identité est obtenue en faisant 
tous les a.f3 , les E.4. ,. les Wr et 8' nuls . L'étape suivante con-
1 
siste à développer les Kr;/. en séries de puissances des paramètres a: ej~ 
1 
E<A , Wr et B : 
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1 
X~ (4.12) 
où les f.~ p ,les )..,:1( f5 ,les f 0( et les c.u <l( sont calculés à l'aide 
des équations (4.2). Il n 'y a pas de sommation sur 0\ dans le tenne de 
droite de l'équation (4.12). Par exemple: 
Après calcul des' f~ f3 ' A.I. f3 ,r co\. et W cl. ,et réexprimant 
8 1 en termes des A 1" y et de 8 = / -r , il vient pour le générateur 
(4.9) du groupe linéaire fractionnaire 
+ A X à + (A - 1) x. .L -+ A 17. X 2- ..L + A \ 3 ~ 3 .l.. \ 0 • VA' \1 JX. d.(, ~XI 
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j ) d x d ) 
- W,X, (Xo ~Xu -+ X, oX. + X"l.. ot"2. + ~ àXJ 
W X ( r ) + X _d -4- Xl. L + V, EdX3) - .3 ~ 1\0 ~ " Il, 
(1 X" ot J" 2 
(4.13) 
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Correspondant aux paramètres E ~ , on obtient les générateurs de 
translation d /~ X"" Correspondant au paramètre B, on obtient le gé-
nérateur de dilatation: 
5 x 0 _~_ + x, à (4.14) 
010 ~X, 
que l'on peut éliminer sans perte de généralité en faisant f.3~ 1 
Si on considère l'équation (4.2) ou encore l'équation (4.16), on voit 
qu'une dilatation est encore possible. Nous imposons D~T IA..4 ~ 1= 1 . 
Cette contrainte supplémentaire et l'élimination des translations nous 
laissent avec dix-neuf paramètres linéairement indépendants: elles rendent 
impossible l'obtention du générateur de dilatation. Les générateurs de 
translation et de dilatation peuvent être exclus dans l'établissement du 
groupe cinématique puisqu'ils correspondent à des transformations entre 
référentiels au repos. 
Les générateurs Xq(. )/IXf1 forment l'algèbre de GL(4,R), c'est-à-
dire génèrent des transformations linéaires. Les autres, facteurs des 
vv~, génèrent des transformations de la forme 
1 
Xo. (4.15) 
Donc, si nous faisons coïncider les origines ( E ~ - 0 ), l'équa-
tion (4.1) devient: 
, (4.16) 
X ... 
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SL(4,R} est l'ensemble des transformations réelles linéaires quadri-
dimensionnelles de déterminant égal à l'unité. Les transformations (4.16) 
forment un groupe de Lie, que nous appelons G, dont l'algèbre A comprend 
les éléments des deux ensembles: 
L [ X.J.._d } ~Kp 01, 0 ":. 0, 1, 2, 3 
Lest l'algèbre de SLC4, R), si on exclut l'opérateur de dilatation S. 
On vérifie aisément que 
(4.17) 
pour tout 01, et (3 , de sorte que F est l'algèbre d'un groupe commutatif. 
Rappelons une autre propriété fondamentale d'une algèbre de Lie: le 
commutateur de deux éléments de l'algèbre est une combinaison ~inéaire des 
éléments de l'algèbre: 
[AcA 1 A~ J= C",~yAy (4.18) 
oÙ les Cd~r s'Ont cons.tants. Ainsi, lorsqu'on ajoute à une algèbre un nou-
vel élément, pour voir quelle est la nouvelle algèbre qui pourrait être 
générée,. il suffit de commuter cet élément avec ceux de l'algèbre jusqu'à 
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fermeture. C'est essentiellement la démarche que nous allons suivre dans 
le reste de cette section: si on ajoute à l'algèbre du groupe de Lorentz 
des générateurs des algèbres L et F, quel est le plus petit groupe généré? 
l' L'algèbre M du groupe de Lorentz orthochrone propre L~ comprend les 
générateurs: 
M= J 
M 'l3 = 0 X2 ..L 1 MOI X, t, à X3 -- + X,-àX1. à·h ôX() 
M 02.=- d + X'Z () _ d X3 -L l X () '(ij Œ ' M 03 - X 0 ~ + X"l dXo (4.19) 
Cet ensemble n'est qu'une base parmi d'autres mais c'est la base 
utilisée habituellement. A l'aide de la règle de commutation suivante, 
obtenue au moyen de la forme explicite des M r v et 80<, 
(4.20) 
où les 1~J sont ceux définis dans l'équation (2.14), on vérifie sans 
peine que si l'on ajoute à M l'un quelconque des B~ , les autres 
sont générés et que l'ensemble M œ F est une algèbre. 
Théorème 1: soit M l'algèbre de Lie du groupe de Lorentz. Si on ajoute 
à M une combinaison linéaire quelconque des éléments de 
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M et F = ( 80 1 8, 1 8z 1 83), alors l'algèbre M Et) F est 
recouvrée. 
Preuve: soit la combinaison linéaire 
(4.21) 
où les dj et les Clj sont constants, avec au moins l'un des a..j -:f:-O • 
Il vient: 
(4.23) 
(4.24) 
ce qui implique que l'algèbre M EB F est recouvrée si a. 1 =1= 0 Il 
est évident qu'il en est de même pour toute combinaison linéaire avec au 
moins l'un des a..j:f::- 0 . 
Théorème 2: soit M l'algèbre de Li e du groupe de Lorentz. Si on ajoute 
à. M un générateur quelconque de la forme ){cJ.. d~.rp 
générateur quelconque compris dans l'ensemble 
ou un 
J 
- Xo JX;. 
No -2. = x L oz. oXz 
Xo L 
aX, 
N 0-3 == X?, ~ - Xo J- 1 N,_1. =- X 2.. L - X, -ÔJ OX3 IIXa OXl.. X, 
N 1-3 = 
a.lors# l'algèbre L de SL(4,R) est recouvrée., c'est-~-dire 
SL (4, R) est générée. 
;Preuve: La preuve s'obtient par calculs directs. Par des commutations 
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successives et après un calcul assez long, on Obtient neuf nouveaux géné-
rate urs linéairement indépendants. Par exemple., si on ajoute à M le géné-
rate ur 
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il vient: 
(4.25) 
(4.26) 
[ 1. J MnJ=- X, -L + Xl. L - T 4-OX't dl(, (4.27) 
(4.28) 
(4.29) 
[ T ~ 1 Mn..J =- 2. (X, k, - X2.. lx;) _ 2 T7 (4.30) 
[ T 3; Mo, ] =- X3 d - Xù d T7, (4.31) 0X0 Tx3 ~ 
[ M 03 1 T{, ] =- X "1-. d - Xo L Tq (4.321 d;( () dX"l. 
r Ta) Mo3 J = z. ( '" 3 ~ - x 0 }- ) .-- 2. T L oX 3 aXa 10 (4.33} 
Ainsi, neuf autres générateurs, éléments de SL(4,R} et linéairement 
indépendants, s'ajoutent à M. Il en est de même si on ajoute un généra-
teur que.lconque de la forme X 0\. ?>/ à.,{'(3 ou un générateur de N . 
Faisons la remarque que l'opérateur T,::. X, d/~ x, , n'est pas un 
élément de l'algèbre de SL(4,R). En effet, si on applique l'opérateur 
où E est infinitésimal, il suit 
ce qui correspond, sous forme matricielle, à la transformation 
o 
o I+f 
o 
a 
o 
C) 
() 
o 
o 
o 
o o 
o 
() 
o 
. l + dM 
o 
o 
o 
o 
o 
o 
+ 
o 
o 
o 
lJ 
o 
CJ 
Ù 
o o 
o 0 
o 0 
u 0 
Or, on peut montrer que la condition pour que TI soit un élément de 
l'algèbre de Lie de SL(4, R)_ est que TMCR(J,...I) = 0 lGilmore, chapitre VIl. 
On peut vérifier de cette manière que tous les générateurs de la forme 
font partie de l'algèbre de SL(4,R) et que 
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tous' les générateurs de l'ensemble N défini dans l'énoncé du théorème (21 
font partie de l'espace vectoriel quotient L/M (l'espace vectoriel des 
opérateurs non compris dans M et compris dans Ll. Pour obtenir une base 
de l'espace L/M, il suffit de choisir neuf éléments de N linéairement in-
dép en dan ts • 
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Théorème 3: soient M l'algèbre de Lie du groupe de Lorentz et L l'algèbre 
de Lie de SL(4,R). Soit l'espace vectoriel L/M. Si on ajou-
te à M une combinaison linéaire quelconque des géné~teurs de 
L/M, alors L est recouvrée. 
Preuve: L'ensemble des générateurs de l'ensemble N défini dans l'énoncé 
du théorème 2 recouvre entièrement L/M car on peut trouver dans N neuf 
générateurs linéairement indépendants' et ces générateurs sont tous linéai-
rement indépendants de ceux de M. Considérons une combinaison linéaire des 
éléments de N: 
Par des commutations successives avec des éléments de M, on peut 
réduire cette somme à un seul élément. Observons d'abord que les commuta-
tions d'un élément de M avec un élément de N suivent les règles suivantes: 
il Lorsque les coordonnées impliquées dans ~~~ sont toutes les 
deux différentes de celles impliquées dans l'élément de N, la 
commutation donne un résultat nul, c'est-à-dire 
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ii) Lorsque les deux générateurs ont en commun au moins une coor-
donnée, le résultat est un élément de N à un facteur constant 
près. Par exemple: 
Ceci peut se vérifier facilement. Par conséquent, chaque fois qu'une 
commutation d'un élément de M avec un terme de (4.34) donne un résultat 
nul, le nombre de générateurs de N restant diminue. Par exemple: 
(4.35) 
Il suffit donc de prouver que, lorsque nous sommes en présence de 
deux générateurs quelconque de Nf il est toujours possible, par des commu-
tations avec des éléments' de M, d'éliminer l'un ou l'autre des deux ter-
mes CInais non les deuxl. Considérons la somme 
où NI et N2 sont deux éléments de N, et 0(, ' 0<2 
Les possibilités sont les suivantes: 
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(4.36) 
sont deux constantes. 
Il NI et N2 impliquent des coordonnées toutes différentes, par 
exemple NI = N12 , N2 = N3_4 " Il est clair, d'après il, que l'on 
peut toujours' éliminer l'un ou l'autre des deux termes. 
21 NI et N2 impliquent une coordonnée commune, par exemple: NI = N12 , 
N2 = N2_3 . La même conclusion que pour le cas 1) s'impose. 
31 NI et N2 impliquent les mêmes coordonnées. La situation est né-
cessairement la suivante: 
(4.371 
Une commutation avec M <Ar ' où r:F 0( 0" fl , , nous ramene au cas 
précédent (ici, l'indice ~ n'est pas sommé) 
C4 .381 
où les ± dépendent de la valeur des indices 01., p pt rf' . 
Nous constatons que lorsque nous sommes en présence d'une somme ar-
bitraire de deux éléments de N, on peut toujours r en commutant avec un 
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élément de M, réduire cette somme à un seul terme, ce qui permet de ré-
duire toute combinaison linéaire quelconque d'éléments de N à un seul ter-
me. Le théorème précédent implique alors que L est recouvrée et le théo-
rème (3) est démontré. 
Théorème 4: soit L l'algèbre de Lie de SL(4,R) et soit M l'algèbre de 
Lie du groupe de Lorentz. Soit l'espace vectoriel quotient 
L/M. Si on ajoute à M une combinaison linéaire quelconque 
des générateurs de M et L/M, L est recouvrée. 
Preuve: Soit la combinaison linéaire 
Compte. tenu de la. règle de commutation (2.7) 
il est facile de vérifier qu'en commutant (~.391 successivement avec les 
générateurs Map, MPa et Mr.r , d.=F f * ('-:::F d 
éléments de M, quelle que soit la suite d a y J 
, r / {/,) 
tion du théorème IL ~ 
[ M r.r ) [ M Pt 1 [ M ~ J3 ) LM] ] ] ::::. D 
, on élimine les 
Cvoir la démonstra-
(4.40l 
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Les règles de commutation suivantes: 
1- N~y ) (4.41) 
(4.42) 
(4.43) 
[MoIf/N<A-p] (4.44) 
où le ± dépend de la valeur des indices, montrent bien que les éléments 
de N ne seront jamais tous éliminés si nous cons"idérons un No<f3 ou un 
Nc(-f? présent dans" (4.391 et si nous commençons les commutations par 
Le théorème précédent implique alors que L est recouvrée. Ce 
théorème correspond au résultat obtenu par Marchildon et al. (1983): si 
, t / 
on ajoute a L+ une transformation lineaire quelconque, SL(4,R) est 
généré. 
Théorème 5: soit A l'algèbre de Lie du groupe G de transformations défi-
nies par l'équation (4.161. Si on ajoute à M une combinaison 
linéaire quelconque des générateurs de. M, L/M et F, A est 
recouvrée, c'est-à-dire G est généré. 
Preuve: soit la combinaison linéaire 
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(4.45) 
avec au moins l'un des ( l ~ 0 et au moins l'un des a. ~ i=- 0 • Les règles 
de commutation (4.201 impliquent 
) <.4.46) 
J O~ B~ 
<.4.47} 
(4.48) 
Les équations (4.46), (4.471. et (4.481 donnent: 
C4.49} 
Il n'y a pas de sommation sur V dans le terme de droite de l'é-
quation 4.49. rI vient: 
[ M vS J [ M p V 1 tJ.-, B,+ O-l. 8z -t- rA) 83 ~ CAlf BlfJJ::: aÏ'" BJ (4.50) 
~ *,ç 
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où il n 'y a pas de sommation sur r et v Les équations (4.41) et 
(4.43) impliquent 
(4.51) 
(4.52) 
Tenant compte de (4.50), (4.51) et C4.52}, il suit: 
où c est constant 1 \T 1= v::j:. cl =1= .À pour l'équation L4. 53) \J =t=- 1I-:f:- J 1=-- fi 
pour l'équation (4.541-. 
Les deux dernières équations montrent qu'on peut éliminer les BA 
sans éliminer les éléments de N: il suffit, en considérant un Nt ,,( N~_cr) 
présent dans (4-.451 d'opérer les commutations indiquées par l '.équation 
L4.53) (L4.54) L D'après le théorème 4, L est recouvrée. De plus, il 
est toujours possible d'éliminer les générateurs de L sans éliminer les 
Bo( En effet, soit la combinaison linéaire 
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Puisque L est recouvrée, nous pouvons commuter avec des générateurs 
de L: 
a,8'l 
Ceci signifie que l'algèbre F est aussi recouvrée. Donc A est re-
couvrée. Le théorème 5 e_st démontré. 
Hormis le résultat de. Marçhildon et al., il ressort de ces théorèmes, 
en particulier des théorèmes l et 5, deux autres résultats essentiels: 
a) 
bl 
l' Si on ajoute au groupe Lr une transformation de la forme 
1 
Xc( 
l' 
où 1\.:413 E L+ ,on génère un groupe à dix paramètres indépendants. 
On vérifie facilement que les lois de la commutation sont les mêmes 
que celles du groupe de Poincaré, c'est-à-dire que les deux groupes 
sont localement isomorphes. 
. . a' L'+ S1.. on aJoute une transformation de la forme 
où AJ.~ é SL(4 1 I?), on génère un groupe à dix-neuf paramètres indé-
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pendants dont SL(4,Rl est un sous-groupe. Remarquons que la contrain-
te pl us large D.R TI A ""p 1 =:t 1 implique que SL (4 1 R), l'ensemble des 
* transformations linéai'res de déterminant égal à! l, est généré. 
Nous verrons dans la section VI quelles conclusions découlent de ces 
résultats. 
* Ces résultats ont fait l'objet d'un article par J. Gauthier et L. 
Marchildon, "Constraints on Nonlinear Extensions of th.e Lorentz Group" 
Csoumis pour publication). Les résultats de cette section y sont dé-
duits d'une manière différente . 
CHAPITRE V 
TRANSFORMATIONS TRANSFORMANT LE REPOS 
EN MOUVEMENT RECTILIGNE UNIFORME 
Le résultat de Schwartz (19621 que nous avons résumé à la section II, 
, 
révèle que si on exige des transformations entre deux référentiels S et S 
qu'elles conservent la vitesse relative entre deux objets, c'est-à-dire 
qu'elles transforment tout mouvement rectiligne uniforme de vitesse V dans 
, , , 
S en un mouvement rectiligne uniforme de vitesse V dans S , avec V fonc-
tion de V seulement, alors ces transformations doivent être linéaires. 
Cette propriété définit habituellement ce qu'on entend par mouvement rela-
1 
tif uniforme entre deux systèmes de référence S et S . 
Une importante propriété des transformations linéaires est qu'elles 
transforment le repos dans S en un mouvement rectiligne uniforme à vitesse 
, , , 
V dans S , avec V indépendant de la position du point considéré dans S, 
et fonction de V seulement. Les transformations ayant cette propriété 
forment certainement un ensemble différent et plus vaste que les transfor-
mations linéaires. Cette propriété, moins contraignante que la première 
[préservation de la vitesse relative entre deux objets-) semble également 
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correspondre au concept de mouvement relatif uniforme entre deux systèmes 
de référence. 
Nous proposons donc une nouvelle définition du mouvement relatif uni-
t 1 
forme entre deux systèmes de référence S et S : nous dirons que S et S se 
déplacent l'un par rapport à l'autre à une vitesse constante si la ligne 
1 
d'univers de tout point au repos dans S est transformée dans S en un mou-
vement rectiligne uniforme avec une vitesse V indépendante de la position 
du point dans S. 
Nous exigeons bien sûr que ces transformations soient invertibles, 
c'est-à-dire que tout point au repos dans S 1 soit transformé dans S en un 
mouvement rectiligne uniforme à vitesse ~ indépendante de la position du 
1 
point dans' S , en ne supposant au départ aucune relation entre V{ et V. 
Considérons deux systèmes S et s'. Soient KL ( l = ',2. 1 3) et r res-
pectivement les coordonnées spatiales et la coordonnée temporelle d'un évé-
nement dans S et -('i ( ~ = ','2.,"3 ) .,..' et 1. " 1 les coordonnees dans S. Les 
, 
transformations les plus générales entre S et S peuvent s'écrire 
(5.11 
Nous' voulons trouver les fonctions f · L et ~ les plus générales telles 
que 
~ ~, ~ ~ ~ --., -'1 ~ 1 
i) Xl= C implique :(= Xo -t V T où C. / 'Xo et V sont constants. 
-') -') ~ --.., ~ 1 ~ 4 
ii) X = C implique X'=. K~-f U Toù c. 1 X~ et U. sont constants. 
Pour satisfaire au concept de mouvement relatif uniforme, nous impo-
-") -7 ~ -? 
sons que V soit indépendant de C'et U. indépendant de C • Notons 
~ ~ 
qu'il n 'y a aucune relation à priori' entre v<. et V • La condition il 
1 
signifie que J ~i. .= 0 
et posons' 
implique d ( K j - VJ T )= 0 • ~ -)-7 Soi t /l = X - V T 
Les équations (5.11, l5.2)et dXi = 0 donnent 
',. dt~ dT _ 0 (5.31 + ~T 
On voit que pour tout 1 si et seulement si 
o :fO CS .4} 
Nous avons donc 
1 
X· ( C5.5) 
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Les équations (5.1) deviennent 
ri = ft (X; , -r ) 
..::, -') 
D'autre part, la condition ii) signifie que X == c 
~ -') 
.Ix Id r' = u . Nous avons 
( ~~:, ) 
-") -) 
X -= c. 
( ~ ~ ~ ) -'"') ~ ( ;~ )~~I _~ 
x= c. X = c. 
-/ 
lA· 
t 
u· L 
(5.6) 
implique 
(5.7) 
(5.8) 
Il n 'y a pas de sonnnation sur i et (5.8) est valide pour (=',2, 3 
L'intégration de (5.8) donne 
(5.9) 
Connne cette équation est valide pour (::.', 2, 3 ,il y a des con-
traintes sur les fonctions F,' (x'j ) Par exemple: 
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(5.10) 
Une remarque s'impose: on voit que si dans (5.10) on fait varier 
-, -7 
x- v T --"> en gardant X constant et en faisant varier T 
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varient alors que FI (X) et ~ (X) doivent rester constants. Cette 
~ontradiction ne peut être levée qu'en imposant aux Fl d'être fonctions 
-') -) -") 
seulement de X.J.... , la composante de X perpendiculaire à V En effet 
quand T varie dans l'expression 
-"') 
x= 
..:::, -) 
a... + V r 
-") -) 
constant, seule la composante parallèle à V) XII 
-) 
ou ({ est un vecteur 
, varie. Les fonctions 
-') -') -') 
-f ~ peuvent être considérées comme des fonctions de X" - V r et X.1. 
Nous pouvons donc écrire: 
-1 -=1"'::' 
rJ., f,(x- VT) + CS .11) ~ F(xJ..) 
et de façon similai.re 
*~ 
-1 (.....:,...:.,) ,.J -, 1 +, (-X"- ~ T) + F (X j. ) lA 3 -+3 x- V T = VI (5.121 
F (x\) + ~ et F (X:) sont deux fonctions arbitraires de X .J. Les 
fonctions -r,) t 2.; et +l -peuvent être considérées comme les composan-
tes d'un vecteur: 
(5.l3) 
Substituant les équations (5.111, C5.121 dans (5.131, il vient: 
C5.14) 
La composante du vecteur qui est parallèle 
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-"J 
à U peut être incorporée au premier terme du côté droit de l'équation 
(5.141. Nous obtenons: 
(5.15) 
4 -') 
où F 
-) 
est perpendiculaire à Li. est perpendiculaire à V Le 
Jacobien [~+ ~ /~ '(j] est différent de 0 si et seulement si 
...., 
F ' -~ et le Jacobien de par rapport a X~ est différent de O. 
;)+/JXII:j::O 
Il est possible d'exprimer plus simplement la fonction g--(Xi 1 T) 
donnée par l'équation (5.9), laquelle implique 
" 2[ - J _)." ] 
/) 1 U 1 +, ( X - V T) + FI 
Il '2. 
lA 1. ~ (x j ) L) =- (5.16) 
" 1-U1'i (Xj, T):::: 
Faisant la somme des équations 5.16, il suit: 
(5.17} 
(5.18) 
-) ~ 
où G( X ) est une fonction quelconque de X 
Le_s transformations (5.1t deviennent finalement: 
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(5.19) 
1\ 
-") 
Ici () est la grandeur du vecteur U. U est un vecteur uni taire 
-) -) ~ 
dans la direction de fA.. (,( et V sont deux vecteurs constants arbi-
traires. Pour que les transformations l5.l9) aient une inverse, il faut 
que 
-) -") -) / 
En effet, posons X -= X 0 + Il T et dG d X ,,= 0 . 
Alors cl ~~:.. 0 Les équations (5.19) , J 1 impliquent J X = T = 0 
_'> ~/ 1 
ce. qui donne une vitesse lÂ = cl X' JI non définie. On peut montrer 
que le Jacobien est nul quand à G~ XII o 
~ 
Les' seules contraintes sur les fonctions +) G et F sont 
d 1r/d X" f=- 0 , d G/dX" =1= 0 , et [i> F /dZ ] * 0 " , ou 
-4 ~ [0 F IdA: ] F par rapport à ~ est le Jacobien de X.L Hormis ces 
contraintes, t et G sont deux fonctions arbitraires de trois variables 
~ 
et F est une fonction vectorielle là deux dimensions) arbitraires de deux 
-'> 
variables t J.. 
Les' transformations C5.l91 sont les transformations les plus générales 
qui transforment le repos en mouvement rectiligne uniforme à vitesse fixe. 
Cependant en général, elles ne transforment pas le mouvement rectiligne 
uniforme en IOOuvement rectiligne uniforme. En effet, on peut montrer que 
toutes les transformations du type (4.16) transforment le mouvement recti-
ligne uniforme en mouvement rectiligne uniforme a~ec une vitesse fonction 
de la position (fixe) quand tous les /'vI' sont nuls. La plupart des élé-
ments non linéaires de (5.19) ne transforment pas le mouvement rectiligne 
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uniforme en mouvement rectiligne uniforme. 
Qu'arrive-t-il si on ajoute au groupe de Lorentz une transformation 
du type (5 .19}? Soit 2 l'ensemble des transformations (5.19). Il est 
clair que L\ es·t un sous-ensemble de 2 Existe-t-il un sous-ensemble 
H de 2 formant un groupe et contenant L~? Non, d'après le théorème 
suivant: 
Théorème: Soit ~ l'ememble de toutes les transformations des coordonnées 
Preuve: 
qui font correspondre au repos un mouvement rectiligne uniforme. 
Soit 4/ un élément de 2: Si le produit de.M avec un élé-
L't , ment arbitraire de + appartient a , alors A.,) est le 
produit d'une transformation linéaire et d'une translation dans 
l'espace-temps. 
~ -"> ( Soi 1: X. et V, deux vecteurs constants. Soi t /.V X'" = 
-, -.... J Xo +- II, Tl' ensemble des points de l'espace-temps qui sont l'i-
mage sous .4/ d'un point appartenant à la droite 
Supposons 
4 
1 v', 1 < /=- Précisons que 
-) 
V, n'est pas le pa-
ramètre de la transformation A./ , lequel peut être supralumi-
~ 
nal. V. n'est que le paramètre d'une droi te dans l'espace-temps. 
M -1L. L'-'+' Il existe une. transformation C" qui fait correspon-
dre à la droite 
de sorte que. 
~ -') 
un point au repos 'f Il - X 1/ 
, . - () 
(5.20) 
Par hypothèse, 4- M appartient à 2 Il existe donc un vecteur 
constant ;; tel que /.li M transforme le repos en un mouvement rectiligne 
~ 
unifmrme avec une vitesse W 
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(5.21) 
Les équations (5.20) et (5.21) impliquent: 
-) 
Le résuitat est que A.I transforme toute ligne droite avec Iv; 1 <JC... 
.-, 
en une autre ligne droite avec une vitesse ~. Par conséquent, ~ est 
de la forme 4.1, c'est-à-dire qu'elle fait partie du groupe fractionnaire 
linéaire. De plus, A/ transforme toutes les droites ayant une même vi-
-, -") 
tesse V, ,en des droites ayant la même vitesse W ,c'est-à-dire 
préserve le mouvement relatif entre deux objets. Soit, en effet, 1\ l'élé-
ment de 
'1' Lt qui transforme la droite Il en un point. 
vient: 
-1 ~ [-'" -) -') 1 1\ 1\ ( -) ~] [~ -') 1 { ~ ~ " } ..a... X =. Xc), + V, T =...a, X == X 01 + V, T =-..4 1\ X = t{ j = X " = X ~', r w r j 
:7 
où k. est un vecteur constant. Donc JJ.. est de la forme (4.11 avec WJ.. = 0 
pour al. = 0, / 1 2 1 3 . C.Q.F.D. 
CHAPTTRE VI 
CONCLUSION 
Voyons maintenant les cons~quences de cette étude. Le principe de 
relativi.té stipule. que le groupe cinématique est un groupe de transforma-
tions· reliant des systèmes équivalents. Le groupe de Lo~entz a cette 
propriété, mais relie de.s systèmes subluminaux. Notre hypothèse fondamen-
tale, dans ce travail, a été de postuler que toutes les transformations 
du groupe cinématique re.lient des systèmes équivalents, qu'elles soient 
subluminales ou supraluminales. Nous avons essayé de répondre à la ques-
tion suivante: existe-t-il un groupe cinématique de transformations réel-
le.s, non linéaires et quadri.-diInensionnelles· reliant des systèmes équiva-
L1't lents, qu'ils· s·oient subluminaux ou supraluminaux, et incluant ? 
Une telle extension inclua.nt ~+ ne nous permet pas de rechercher des 
trans·formations complètement arbitraires. Les transformations du groupe 
de Lorentz relient des systemes de. référence se déplaçant l'un par rapport 
à l'autre avec une vitesse constante.. Une propriété de ces transformations 
est qu'elles conservent la rectilinéarité dans l'espace-temps. Une autre 
propriété est qu·elles transforment le repos en mouvement rectiligne uni-
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forme entre deux systèmes de référence. 
La première propriété nous a conduit au groupe fractionnaire liné-
aire, le plus vaste ensemble de transformations conservant la linéarité 
dans l'espace-temps. Avec l'hypothèse additionnelle que l'ensemble de 
toutes les transformations, subluminales ou supraluminales, forment un 
l' 
groupe de Lie, nous avons démontré que si on ajoute à L+ une transforma-
tion quelconque du groupe fractionnaire linéaire, les plus petits groupes 
générés sont, ou bien un groupe CA) à dix paramètres, localement isomor-
phe au groupe de Poincaré, c'est-à-dire ayant les mêmes relations de 
commutations algébriques, ou bien un groupe (B) à dix-neuf paramètres, in-
cluant SLC4,R) et le groupe (A). 
Le groupe CA) n'est pas le groupe de Poincaré, bien que les relations 
de commutation soient les mêmes. Les éléments de ce groupe non compris 
dans L1 correspondent aux paramètres VVddes transformations (4.15). Les 
transformations non linéaires de ce groupe violent certaines symétries en 
physique comme les symétries de jauge, c'est-à-dire que les théories de 
jauge ne sont pas invariantes sous ce groupe. 
Le groupe (B) à dix-neuf paramètres n'est pas plus acceptable car il 
comprend le groupe (A) et SL(4,R) et ce dernier implique de la même manière 
des symétries qui ne sont pas réalisées expérimentalement dans la mesure 
où les lois physiques telles que nous les connaissons sont correctes. 
La seconde voie, dans laquelle nous avons considéré les transforma-
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tions les plus générales transformant le repos en mouvement rectiligne 
uniforme, n'offre aucune possibilité d'extension non linéaire. Cet ensem-
ble ne forme pas un groupe et inclut le groupe de Lorentz. Or nous avons 
démontré que si on exige de cet ensemble qu'il forme un groupe incluant 
L ~ , " T ' tout element de ce groupe est le produit d'une transformation 
linéaire et d'une translation dans l'espace-temps. 
Certes, l'hypothèse que l'ensemble des transformations subluminales 
et supraluminales forment un groupe de Lie est très limitative, mais le 
principe de relativité élargie implique une exigence encore plus contrai-
gnante. Postuler que toutes les transformations, qu'elles soient sublu-
minales ou supraluminales, relient des systèmes équivalents signifie non 
seulement que les lois gouvernant les tachyons (particules plus rapides 
que la lumière) dans leurs systèmes sont les mêmes que celles gouvernant 
les bradyons (particules moins rapides que la lumière) dans les leurs, 
mais aussi que chaque transformation, supraluminale ou subluminale, relie 
des systèmes équivalents. Autrement dit, c'est d'exiger que les symétries 
soient les mêmes pour tout le groupe. 
Nos résultats apportent des contraintes qui limitent fortement les 
possibilités d'extension. Il faudrait peut-être affaiblir ou éliminer 
le principe de relativité élargie. 
ŒAPITRE VII 
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