Abstract ⎯ Sequential minimal optimization (SMO) is one popular algorithm for training support vector machine (SVM), but it still requires a large amount of computation time for solving large size problems. This paper proposes one parallel implementation of SMO for training SVM. The parallel SMO is developed using message passing interface (MPI). Specifically, the parallel SMO first partitions the entire training data set into smaller subsets and then simultaneously runs multiple CPU processors to deal with each of the partitioned data sets. Experiments show that there is great speedup on the adult data set and the MNIST data set when many processors are used. There are also satisfactory results on the Web data set.
I. INTRODUCTION
Recently, a lot of research work has been done on support vector machines (SVMs), mainly due to their impressive generalization performance in solving various machine learning problems [1, 2, 3, 4, 5] . Given a set of data points { } ( is the input vector of th training data pattern;
is its class label;
is the total number of training data patterns), training an SVM in classification is equivalent to solving the following linearly constrained convex quadratic programming (QP) problem. 
where b is obtained from the solution of (1) .
So the main problem in SVM is reduced to solving the QP problem (1) , where the number of variables i α to be optimized is equal to the number of training data patterns l . For small size problems, standard QP techniques such as the projected conjugate gradient can be directly applied. But for large size problems, standard QP techniques are not useful as they require a large amount of computer memory to store the kernel matrix as the number of elements of K is equal to the square of the number of training data patterns.
K
For making SVM more practical, special algorithms are developed, such as
Vapnik's chunking [6] , Osuna's decomposition [7] and Joachims's SVM light [8] . They make the training of SVM possible by breaking the large QP problem (1) into a series of smaller QP problems and optimizing only a subset of training data patterns at each step. The subset of training data patterns optimized at each step is called the working set. Thus, these approaches are categorized as the working set methods.
Based on the idea of the working set methods, Platt [9] proposed the sequential minimal optimization (SMO) algorithm which selects the size of the working set as two and uses a simple analytical approach to solve the reduced smaller QP problems.
There are some heuristics used for choosing two i α to optimize at each step. As pointed out by Platt, SMO scales only quadratically in the number of training data patterns, while other algorithms scales cubically or more in the number of training data patterns. Later, Keerthi et. al. [10, 11] ascertained inefficiency associated with Platt's SMO and suggested two modified versions of SMO that are much more efficient than Platt's original SMO. The second modification is particular good and used in popular SVM packages such as LIBSVM [12] . We will refer to this modification as the modified SMO algorithm.
Recently, there are few works on developing parallel implementation of training SVMs [13, 14, 15, 16] . In [13] , a mixture of SVMs are trained in parallel using the subsets of a training data set. The results of each SVM are then combined by training another multi-layer perceptron. The experiment shows that the proposed parallel algorithm can provide much efficiency than using a single SVM. In the algorithm proposed by Dong et. al. [14] , multiple SVMs are also developed using subsets of a training data set. This paper proposes a parallel implementation of the modified SMO based on the multiprocessor system for speeding up the training of SVM, especially with the aim of solving large size problems. In this paper, the parallel SMO is developed using message passing interface (MPI) [17] . Unlike the sequential SMO which handles the entire training data set using a single CPU processor, the parallel SMO first partitions the entire training data set into smaller subsets and then simultaneously runs multiple CPU processors to deal with each of the partitioned data sets. On the adult data set the parallell SMO using 32 CPU processors is more than 21 times faster than the sequential SMO. On the web data set,the parallel SMO using 30 CPU processors is more than 10 times faster than the sequential SMO. On the MNIST data set the parallel SMO using 30 CPU processors on the averaged time of "one-against-all" SVM classifiers is more than 21 times faster than the sequential SMO.
This paper is organized as follows. Section II gives an overview of the modified SMO. Section III describes the parallel SMO developed using MPI. Section IV presents the experiment indicating the efficiency of the parallel SMO. A short conclusion then follows.
II. A BRIEF OVERVIEW OF THE MODIFIED SMO
We begin the description of the modified SMO by giving the notation used. Let .
, 
where the variables associated with the two i α are represented using the subscripts "1" and "2".
. and need to be clipped to . That is, and .
After optimizing 1 α and 2 α , , denoting the error on the i th training data pattern, is updated according to the following: 
And , representing the difference between the primal and the dual objective function in SVM, is calculated by (8) .
where
A more detailed description of and can be referred to the paper [8] .
and are used for checking the convergence of the program. A simple description of the modified SMO in the sequential form can be summarized as:
Sequential SMO Algorithm: [17] . MPI allows one to easily implement an algorithm in parallel by running multiple CPU processors for improving efficiency.
The "Single Program Multiple Data (SPMD)" mode where different processors execute the same program but different data is generally used in MPI for developing parallel programs.
In the sequential SMO algorithm, most of computation time is dominated by updating array at the iteration (2), as it includes the kernel evaluations and is also required for every training data pattern. As shown in our experiment, over 90% of the total computation time of the sequential SMO is used for updating array. So the first idea for us to improve the efficiency of SMO is to develop the parallel program for updating array. According to (6) , updating array is independently evaluated one training data pattern at a time, so the "SPMD" mode can be used to execute this program in parallel. That is, the entire training data set is firstly equally partitioned into smaller subsets according to the number of processors used. Then each of the partitioned subsets is distributed into one CPU processor. By executing the program of updating array using all the processors, each processor will update a different subset of array based on its assigned training data patterns. In such a way, much computation time could be saved. Let 
is the total number of processors used. , is a subset of all the training data patterns and assigned to processor . , , , 
IV. EXPERIMENT
The parallel SMO is tested against the sequential SMO using three benchmarks:
the adult data set, the web data set and the MNIST data set. Both algorithms are written in C. Both algorithms are run on IBM p690 Regata SuperComputer which has a total of 7 nodes, with each node having 32 power PC_POWER4 1.3GHz processors.
For ensuring the same accuracy in the sequential SMO and the parallel SMO, the stop criteria used in both algorithms such as the value of τ are all the same.
A. Adult Data Set
The first data set used to test the parallel SMO's speed is the UCI adult data set [10] . The task is to predict whether the household has an income larger than $50,000
based on a total of 123 binary attributes. 
B. Web Data Set
The web data set is examined in the second experiment [10] . This problem is to classify whether a web page belongs to a certain category or not. There are a total of 24,692 data patterns in the training data set, with each data pattern composed of 300 spare binary keyword attributes extracted from each web page. The elapsed time with different number of processors used in the sequential SMO, the parallel SMO and LIBSVM is given in Table 3 , as well as the total number of support vectors and bounded support vectors. Same as in the adult data set, the elapsed time of the parallel SMO gradually reduces with the increase of the number of processors, by almost half using two processors and almost three-quarters using four processors, so on and so for. The parallel SMO using one CPU processor also takes slightly more time than the sequential SMO, due to the use of MPI program. The LIBSVM requires less time than that of the sequential SMO, due to the use of the kernel cache.
Based on the obtained results, the speedup and the efficiency of the parallel SMO are calculated and respectively illustrated in Fig. 3 and Fig. 4 . Fig. 3 shows that the speedup of the parallel SMO increases with the increase of the number of processors (up to 30 processors), demonstrating the efficiency of the parallel SMO. For this data set, the maximum value of the speedup is more than 10, corresponding to the use of 13 with the increase of the number of processors, due to the increase of the communication time.
The computation time in different components of the parallel SMO is reported in Table 4 In terms of speedup and efficiency the result on the web data set is not as good as that in the adult data set. This can be analyzed as the ratio of the parallel time to the communication time in the web data set is much smaller than that of the adult data set, as illustrated in Table 2 and Table 4 . This also means that the advantage of using the parallel SMO is more obvious for large size problems.
C. MNIST Data Set
The MNIST handwritten digit data set is also examined in the experiment. This data set consists of 60,000 training samples and 10,000 testing samples. Each sample is composed of 576 features. This data set is available at http://www.cenparmi.concordia.ca/~people/jdong/HeroSvm/ and has also been used in Dong et al.'s work on speeding up the sequential SMO [18] .
The MNIST data set is actually a ten-class classification problem. According to the "one against the rest" method, ten SVM classifiers are constructed by separating one class from the rest. In our experiment, the Gaussian kernel is used in the sequential SMO and the parallel SMO for each of ten SVM classifiers. The values of and are respectively used as 0.6 and 10, same as those used in [14] .
The elapsed time with different number of processors in the sequential SMO and the parallel SMO and LIBSVM for each of ten SVM classifiers is given in Table 5 .
The number of converged support vectors and bounded support vectors is described in Table 6 . The averaged value of the elapsed time in the ten SVM classifiers is also listed in this table. The table shows that there is still benefit in the using of the kernel cache in LIBSVM in comparison with the sequential SMO. Fig. 5 and Fig. 6 respectively illustrate the speedup and the efficiency of the parallel SMO. Fig. 5 shows that the speedup of the parallel SMO increases with the increase of the number The experiment also shows that the efficiency of the parallel SMO decreases with the increase of the number of processors, as there is more communication time with the use of more processors. For this reason, the parallel SMO is more useful for large size problems.
The experiment also shows that LIBSVM with the using of the working set size as 2 is more efficient than the sequential SMO. This can be explained that the LIBSVM use the kernel cache, while the sequential and parallel SMO do not take it into account.
Future work will exploit the kernel cache for further improving the current version of the parallel SMO.
In the current version of the parallel SMO, the multi-class classification problem is performed by considering one class by one class. In the future work, it is worthy to 1P  2P  4P  8P  16P  30P   I/O  2  2  2  2 
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