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Abstract
This paper provides refined versions of some known functional central limit
theorems for conditional Poisson sampling which are more suitable for applica-
tions. The theorems presented in this paper are generalizations of some results
that have been recently published by Bertail, Chautru, and Clémençon [1]. The
asymptotic equicontinuity part of the proofs presented in this paper is based on the
same idea as in [1] but some of the missing details are provided. On the way to the
functional central limit theorems, this paper provides a detailed discussion of what
must be done in order to prove conditional and unconditional weak convergence in
bounded function spaces in the context of survey sampling. The results from this
discussion can be useful to prove further weak convergence results.
Keywords: weak convergence, empirical process, conditional Poisson sam-
pling, uniform entropy condition
Mathematics Subject Classification (2010): 62A05, 60F05,60F17
1 Introduction
Bertail, Chautru, and Clémençon [1] have recently published a paper where they pro-
posed some FLCTs for Poisson sampling designs as well as for conditional Poisson
sampling designs (henceforth CPS designs or rejective sampling designs). The author
of the present paper has already published a draft manuscript which provides quite
substantial generalizations of the results for the Poisson sampling case (see [11]). In
fact, [1] considers only empirical processes indexed by function classes which satisfy
the uniform entropy condition, while [11] extends these results to arbitrary Donsker
classes with uniformly bounded means. The proofs of the more general results given
in [11] are based on the symmetrization technique and they differ substantially from
those given in [1] which use the Hoeffding inequality (see [7]). Unfortunately, the
∗This work was supported by the grant 2016-ATE-0459 and the grant 2017-ATE-0402 from Università
degli Studi di Milano-Bicocca.
†Dipartimento di Statistica e Metodi Quantitativi, Università degli Studi di Milano-Bicocca, Edificio U7,
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symmetrization trick cannot be applied in the conditional Poisson sampling case which
prevents to generalize the weak convergence results for the conditional Poisson sam-
pling case given in [1] by using the symmetrization technique as in [11]. Anyway, the
results given in [1] are somewhat unsatisfactory because the assumptions about the se-
quence of conditional Poisson sampling designs are unnecessarily restrictive. In fact,
perhaps in order to simplify the proofs, in [1] it is assumed that the first order sample
inclusion probabilities of the underlying (approximately canonical) Poisson sampling
designs are realizations of i.i.d. random variables which are bounded away from zero.
As a consequence, the assumptions of the theorems presented in [1] imply that the se-
quence of sample sizes of the rejective sampling designs must be random and moreover
the theorems cannot be applied to cases where there is dependence among the first or-
der sample inclusion probabilities, or to cases where the sample inclusion probabilities
are proportional to some size variable which can take on values arbitrarily close to zero.
The results given in the present paper overcome these shortcomings.
This work is organized as follows. Section 2 introduces the probabilistic frame-
work within which the FCLTs will be derived. The probabilistic model and all other
definitions given in Section 2 are identical to those given in Section 2 of [11]. Section
3 provides some general definitions and theorems which are very useful for showing
conditional weak convergence results in the context of survey sampling. The defini-
tions and theorems provided in this section are conditional analogues of the definitions
and theorems given in Chapter 1.5 on pages 34 - 41 in [17]. They are completely gen-
eral and can be used to prove other weak convergence results in the context of survey
sampling as well. Section 4 reviews the relevant conditional Poisson sampling theory
which is due to Hájek (see [6]). In Section 5 the FCLTs for the conditional Poisson
sampling case will be derived. Section 6 provides extensions for the Hájek empirical
process and Section 7 concludes this work with a simulation study.
2 Notation and Definitions
Let Y1, Y2, . . . , YN denote the values taken on by a study variable Y on the N units of
a finite population and let X1, X2, . . . , XN denote corresponding values of an auxiliary
variable X . In this paper it will be assumed that the N ordered pairs (Yi,Xi) corre-
sponding to a given finite population of interest are the first N realizations of an infinite
sequence of i.i.d. random variables which take on values in the cartesian product of
two measurable spaces which will be denoted by (Y ,A ) and (X ,B), respectively.
Moreover, as usual in finite population sampling theory, it will be assumed that the val-
ues taken on by the auxiliary variable X are known in advance for all the N population
units, while the values taken on by the study variable Y are only known for the popu-
lation units that have been selected into a random sample. The corresponding vector
of sample inclusion indicator functions will be denoted by SN := (S1,N ,S2,N , . . . ,SN,N)
and it will be assumed that the vectors SN and YN := (Y1,Y2, . . . ,YN) are conditionally
independent given XN := (X1,X2, . . . ,XN). With reference to the sample design, prob-
ability and expectation will be denoted by Pd e Ed , respectively. With this notation, the
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vector of first order sample inclusion probabilities will be given by
piN := (pi1,N ,pi2,N , . . . ,piN,N)
:= (EdS1,N ,EdS2,N , . . . ,EdSN,N)
= (Pd{S1,N = 1},Pd{S2,N = 1}, . . . ,Pd{SN,N = 1}),
and from the conditional independence assumption it follows that piN must be a deter-
ministic function of XN .
Now, with reference to the measurable space (Y ,A ), consider the random empir-
ical measure given by
G
′
N :=
1√
N
N
∑
i=1
(
Si,N
pii,N
− 1
)
δYi . (1)
For a given f : Y 7→ R, the integral of f with respect to G′N can be written as
G
′
N f :=
1√
N
N
∑
i=1
(
Si,N
pii,N
− 1
)
f (Yi)
so that, for any given class F of functions f : Y 7→ R, the random empirical mea-
sure G′N , as a real-valued function of f ∈F , can be interpreted as a stochastic process
indexed by the set F . For obvious reasonsG′N will be called Horvitz-Thompson em-
pirical process (henceforth HTEP). Depending on the values taken on by the study
variable Y and on the class of functions F , a sample path of G′N could be either
bounded or not. In the former case it will be an element of l∞(F ), the space of all
bounded and real-valued functions with domain given by the class of functions F .
In what follows l∞(F ) will be considered as a metric space with distance function
induced by the norm ‖z‖F := sup f∈F |z( f )|.
As already mentioned in the introduction, the present paper provides FCLTs for
conditional Poisson sampling designs (or rejective sampling designs). To be precise,
the present paper investigates conditions under which
G
′
N  G
′ in l∞(F ),
where G′ is a Borel measurable and tight (in l∞(F )) Gaussian process. Both uncon-
ditional and conditional (on the realized values of X and Y ) weak convergence will be
considered. Recall that unconditional weak convergence is defined as
E∗h(G′N)→ Eh(G′) for all h ∈Cb(l∞(F )),
where Cb(l
∞(F )) is the class of all real-valued and bounded functions on l∞(F ). If
the realizations ofG′ lie in a separable subset of l∞(F ) almost surely, this is equivalent
to
sup
h∈BL1(l∞(F ))
∣∣E∗h(G′N)−Eh(G′)∣∣→ 0,
where BL1(l
∞(F )) is the set of all functions h : l∞(F ) 7→ [0,1] such that |h(z1 −
h(z2)| ≤ ‖z1− z2‖F for every z1,z2 ∈ l∞(F ) (see Chapter 1.12 in [17]). Based on
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this observation, [17] provides two definitions of conditional weak convergence: con-
ditional weak convergence in outer probability (henceforth opCWC), which in the
context of this paper translates to the condition
sup
h∈BL1(l∞(F ))
∣∣Edh(G′N)−Eh(G′)∣∣ P∗−→ 0
(see page 181 in [17]), and outer almost sure conditional weak convergence (hence-
forth oasCWC), which in the context of this paper translates to the condition
sup
h∈BL1(l∞(F ))
∣∣Edh(G′N)−Eh(G′)∣∣ as∗→ 0.
As expected, oasCWC implies opCWC (see Lemma 1.9.2 on page 53 in [17]). How-
ever, it seems that oasCWC is not strong enough to imply asymptotic measurability
(cfr. Theorem 2.9.6 on page 182 in [17] and the comments thereafter) which is a nec-
essary condition for unconditional weak convergence (see Lemma 1.3.8 on page 21 in
[17]).
Since the very definition of weak convergence relies on the concept of outer ex-
pectation, some assumptions about the underlying probability space will be necessary
for what follows. Throughout this paper it will be assumed that the latter is a product
space of the form
∞
∏
i=1
(Ωy,x,Ay,x,Py,x)× (Ωd,Ad ,Pd) (2)
and that the elements of the random sequence {(Yi,Xi)}∞i=1 are the coordinate projec-
tions on the first infinite coordinates of the sample points ω ∈ Ω∞y,x×Ωd . On the other
hand, the sample inclusion indicators Si,N are allowed to depend on all the coordinates.
As suggested by the notation, it will be assumed that for each value of N the corre-
sponding sample inclusion indicator functions S1,N , S2,N , . . . , SN,N are the elements of
one row of a triangular array of random variables. This assumption is needed in order
to make sure that for each value of N the sample design can be readapted according
to all the N (known) values taken on by the auxiliary variable X as the population size
increases. To make sure that the conditional independence assumption holds, it will be
assumed that for each value of N the corresponding vector SN is defined as a function
of the random vectorXN and of random variablesD1, D2, . . . which are functions of the
last coordinate of the sample points ω ∈Ω∞y,x×Ωd only, i.e. of the coordinate that takes
on values in the set Ωd (instead of a random sequence {Di}∞i=1 one could also consider
a stochastic process {Dt : t ∈ T} with an arbitrary index set T but this will not be of
interest in the present paper). For example, in the case of a Poisson sampling design
with a given vector of first order sample inclusion probabilities piN (which could be a
function of XN) one could define {Di}∞i=1 as a sequence of i.i.d. uniform-[0,1] random
variables and define for each value of N the corresponding row of sample inclusion
indicators by
Si,N :=
{
1 if Di ≤ pii,N
0 otherwise
i= 1,2, . . . ,N
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Of course, the above probability space does not only work for Poisson sampling de-
signs, but it can accommodate any non-informative sampling design. In fact, it is not
difficult to show that for any non-informative sampling design the vector of sample
inclusion indicators SN can be defined as a function of XN and of a single uniform-
[0,1] random variable D that depends on the last coordinate of the sample points
ω ∈ Ω∞y,x×Ωd only. To this aim let
pN(sN) := pN(sN ;XN) (3)
denote the probability to select a given sample sN ∈ {0,1}N. Note that the definition of
the function pN specifies a desired sampling design. Since the values taken on by the
auxiliary variable X are assumed to be already known before the sample is drawn, the
sample selection probabilities pN(sN) are allowed to depend on XN . Now, let s
(1)
N , s
(2)
N ,
. . . , s
(2N)
N denote the 2
N elements of {0,1}N arranged in some fixed order (for example,
according to the order determined by the binary expansion corresponding to the finite
sequence of zeros and ones in sN ), and put p
(i)
N := pN(s
(i)
N ), i= 1,2, . . . ,2
N . Then, define
the vector of sample inclusion indicators SN by
SN :=
{
s
(1)
N if D≤ p(1)N
s
(i)
N if ∑
i−1
j=1 p
( j)
N < D≤ ∑ij=1p( j)N for i= 2,3, . . . ,2N ,
and note that for every sN ∈ {0,1}N this vector satisfies Pd{SN = sN} = pN(sN) as
desired. This concludes the proof of the above assertion written in italics.
Next, observe that in the above construction the sample selection probabilities
Pd{SN = sN} are functions of XN . If for a given sN ∈ {0,1}N the corresponding sample
selection probability Pd{SN = sN} is a measurable function of XN ∈X N (this depends
on the sampling design), then, with reference to the probability space of this paper,
Pd{SN = sN} can be interpreted as a conditional probability in the proper sense. Oth-
erwise, Pd{SN = sN} will just be a non measurable (random) function of XN . More
generally, the expectation with respect to the uniform random variable D with YN and
XN kept fixed, which can be interpreted as design expectation and will therefore be
denoted by Ed , can be applied to any function g of SN , YN and XN . In fact, the expec-
tation
Edg(SN ,YN ,XN)
is given by
∑
sN∈{0,1}N
g(sN ,YN ,XN)Pd{SN = sN},
and Edg(SN ,YN ,XN) is thus a function of YN and XN . If for every fixed sN ∈ {0,1}N
the corresponding function g(sN , ·) is a measurable function of YN and XN and the
function Pd{SN = sN} is a measurable function of XN , then, with respect to the prob-
ability space of this paper, Edg(SN ,YN ,XN) can be interpreted as a conditional expec-
tation in the proper sense (and in this case it will obviously be a measurable function
of YN and XN), while otherwise it could either be a measurable or a non measurable
function of YN and XN .
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Throughout this paper it will be assumed that all the vectors of sample inclusion in-
dicators SN are defined as described in the above construction (the one which involves
a single uniform-[0,1] random variable D). Of course, in this way the random vectors
SN will be dependent for different values of N, but for the purposes of this paper this
dependence structure is irrelevant. Moreover, in what follows only measurable sample
designs will be considered, i.e. sample designs such that for every fixed sN ∈ {0,1}N
the corresponding sample selection probability in (3) is a measurable function of XN .
Note that this is a very mild restriction that should be satisfied in virtually every practi-
cal setting. However, it entails three important consequences which will be relevant for
the proofs presented in this paper. They are: (i) the vectors of sample inclusion indi-
cators SN are measurable functions of XN and of the uniform-[0,1] random variable D,
(ii) for every sN ∈ {0,1}N the corresponding probability Pd{SN = sN} is a conditional
probability in the proper sense, and (iii) for g a measurable function of SN , YN and
XN the corresponding expectation Edg(SN ,YN ,XN) is a conditional expectation in the
proper sense.
3 Weak convergence in bounded function spaces in the
context of survey sampling
This section contains a detailed discussion of general methods for proving uncondi-
tional and conditional weak convergence in bounded function spaces in the context of
survey sampling. Throughout this section it will be assumed that F is an arbitrary set
and that {H′N}∞N=1 is a sequence of mappings from the probability space (2) into l∞(F )
where each H′N depends on the sample points ω ∈Ω∞y,x×Ωd only throughYN , XN and
SN . Moreover, it will be assumed that for every N = 1,2, . . . and for every f ∈F the
corresponding coordinate projectionH′N f is measurable. The scope of this section is to
provide necessary and sufficient conditions for opCWC (oasCWC) in l∞(F ), i.e. for
sup
h∈BL1(l∞(F ))
∣∣Edh(H′N)−Eh(H′)∣∣ P∗(as∗)→ 0 (4)
withH′ a Borel measurable and tight mapping from some probability space into l∞(F ).
In order to avoid repetitions, in what follows the symbols
P(as)→ and P∗(as∗)→ will be used
in order to express two versions of a convergence condition. This notation will often
appear in the assumptions and in the conclusions of lemmas, theorems and corollar-
ies. In these cases it is understood that the "probability convergence versions" of the
assumptions imply the "probability convergence versions" of the conclusions and that
the "almost sure convergence versions" of the assumptions imply the "almost sure con-
vergence versions" of the conclusions.
What needs to be done in order to prove opCWC (oasCWC) seems to be clear from
the general (unconditional) weak convergence theory laid out in [17]. In fact, according
to Theorem 1.5.4 on page 35 in [17], if the sequence {H′N}∞N=1 is asymptotically tight
and all the finite dimensional marginals (H′N f1,H
′
N f2, . . . ,H
′
N fr) converge weakly (in
Rr) to the corresponding marginals of some stochastic process {H′ f : f ∈ F}, then
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there exists a version of H′ which is a Borel measurable and tight mapping from some
probability space into l∞(F ) such that
H
′
N  H
′ in l∞(F ). (5)
Since the realizations of H′ lie in a separable subset of l∞(F ) almost surely (this fol-
lows from tightness), it follows that condition (5) is equivalent to
sup
h∈BL1(l∞(F ))
∣∣Eh(H′N)−Eh(H′)∣∣→ 0 (6)
(see the comments at the top of page 73 in [17]). On the other hand, Theorem 1.5.4 on
page 35 in [17] says also that if H′ is a Borel measurable and tight mapping from some
probability space into l∞(F ) and if condition (5) or equivalently condition (6) holds,
then it must be necessarily true that the sequence {H′N}∞N=1 is asymptotically tight and
that its finite-dimensional marginals converge weakly to the corresponding marginals
of H′.
Since the only difference between condition (6) and condition (4) is the fact that
the unconditional expectation Eh(H′N) is replaced by the sample design expectation
Edh(H
′
N) (which is not necessarily a conditional expectation in the proper sense), one
would expect that opCWC (oasCWC) is equivalent to the joint occurrence of some
form of conditional asymptotic tightness and of some form of conditional weak con-
vergence of the finite-dimensional marginals. In this section it will be shown that this
is indeed true. The first step towards this goal is to provide a clear definition of what
"conditional asymptotic tightness" and "conditional weak convergence of the finite-
dimensional marginals" mean. To this aim recall that according to Definition 1.3.7 on
pages 20-21 in [17] the sequence {H′N}∞N=1 is asymptotically tight in the usual uncon-
ditional sense if for every η > 0 there exists a compact set K ⊂ l∞(F ) such that
liminf
N→∞
P∗{H′N ∈ Kδ} ≥ 1−η for every δ > 0,
where Kδ := {z ∈ l∞(F ) : ‖z− z′‖F < δ for some z′ ∈ K}. Of course this condition is
satisfied if and only if for every η > 0 there exists a compact set K ⊂ l∞(F ) such that
for every δ > 0 there exists a sequence of real numbers AN → 0 for which
P∗{H′N ∈ Kδ}+AN ≥ 1−η for every N = 1,2, . . . .
Based on this observation we can define two versions of conditional asymptotic tight-
ness (henceforth CAT): a probability version by requiring that for every η > 0 there
exists a compact set K ⊂ l∞(F ) such that for every δ > 0 there exists a sequence of
random variables A˜N
P→ 0 for which
Pd{H′N ∈ Kδ}+ A˜N ≥ 1−η for every N = 1,2, . . . , (7)
and an almost sure version of CAT by requiring A˜N
as→ 0 instead of A˜N P→ 0.
The following theorem provides two characterizations of CAT which are analogous
to the characterizations of (unconditional) asymptotic tightness given in Theorem 1.5.6
and Theorem 1.5.7 on pages 36-37 in [17].
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Theorem 1. The following three conditions are equivalent:
(i) the sequence {H′N}∞N=1 is CAT;
(ii) the marginals of the sequence {H′N}∞N=1 are CAT in the sense that for every
f ∈F and η > 0 there exists a constant M > 0 such that
Pd
{|H′N f | ≤M}+ B˜N ≥ 1−η for every N = 1,2, . . . (8)
for some sequence of random variables B˜N which goes to zero in probability (al-
most surely), and there exists a semimetric ρ for which F is totally bounded and
for which the sequence {H′N}∞N=1 is conditionally asymptotically ρ-equicontinuous
(henceforth conditionally AEC w.r.t. ρ) in the sense that for every ε,η > 0 there
exists a δ > 0 such that
Pd
{
sup
f ,g∈F :ρ( f ,g)<δ
|H′N f −H′Ng|> ε
}
< η + C˜N
for every N = 1,2, . . .
(9)
for some sequence of random variables C˜N which goes to zero in probability
(almost surely);
(iii) the marginals of the sequence {H′N}∞N=1 are CAT and the following conditional
probability version of finite approximation holds: for every ε,η > 0 there exists
a finite partition F = ∪ki=1Fi such that
Pd
{
sup
1≤i≤k
sup
f ,g∈Fi
|H′N f −H′Ng|> ε
}
< η + D˜N
for every N = 1,2, . . .
(10)
for some sequence of random variables D˜N which goes to zero in probability
(almost surely).
Proof. (i)⇒(ii). If condition (7) holds, then it follows that
Pd{|H′N f | ≤M}+ A˜N ≥ 1−η for every N = 1,2, . . .
with M := sup{|z( f )| : z ∈ Kδ} < ∞ and with the same sequence {A˜N}∞N=1 as in (7).
This shows that the marginals of the sequence {H′N}∞N=1 are CAT. Next, consider a
sequence {Km}∞m=1 of compact subsets of l∞(F ) such that, for every fixedm= 1,2, . . . ,
condition (7) holds with η = 1/m and K = Km. Note that the sequence A˜N in (7)
depends on η , K and δ > 0 and hence we shall write A˜N(η ,K,δ ) instead of A˜N . By
part (b) of Theorem 6.2 on page 88 in [9], to every Km there corresponds a semimetric
ρm which makesF totally bounded and for which Km is a subset ofUC(F ,ρm), i.e. of
the class of all real-valued functions on F which are uniformly ρm-continuous. Based
on the sequence of semimetrics {ρm}∞m=1, define a new semimetric by
ρ( f ,g) :=
∞
∑
m=1
2−m[ρm( f ,g)∧1], f ,g ∈F .
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Then it follows that Km ⊂ UC(F ,ρ) for every m = 1,2, . . . and moreover it is not
difficult to show that F is totally bounded w.r.t. ρ too. Now, choose ε > 0 arbitrarily
and note that H′N ∈ Km implies
sup
f ,g∈F :ρ( f ,g)<δ
|H′N f −H′Ng| ≤ ε/3
for some small enough δ > 0, and hence that H′N ∈ Kε/3m implies
sup
f ,g∈F :ρ( f ,g)<δ
|H′N f −H′Ng| ≤ ε
for the same set of values of δ . For small enough values of δ > 0 it follows therefore
that condition (9) is satisfied with η = 1/m and C˜N := A˜N(1/m,Km,ε/3).
(ii)⇒(iii). Fix δ > 0 and choose a finite collection of open balls of ρ-radius δ which
covers F , disjointify and create a finite partition F = ∪ki=1Fi such that each Fi is a
subset of an open ball of ρ-radius δ . Then (9) implies (10) with the sequence {D˜N}∞N=1
equal to the sequence {C˜N}∞N=1 from the definition of conditional AEC corresponding
to ε , η and δ .
(iii)⇒(i). This part of the proof is essentially the same as the proof of Theorem
1.5.6 on page 36 in [17]. First, it will be shown that (iii) implies that ‖H′N‖F is CAT,
i.e. that for every η > 0 there exists a constantM such that
Pd
{‖H′N‖F ≤M}+ E˜N ≥ 1−η for every N = 1,2, . . . (11)
for some sequence of random variables E˜N which goes to zero in probability (almost
surely). To this aim, choose ε,η > 0 arbitrarily and letF =∪ki=1Fi be a corresponding
partition for which (10) holds. Then choose one index fi from each partition set Fi and
note that
|H′N fi| ≤M− ε, i= 1,2, . . . ,k, and sup
1≤i≤k
sup
f ,g∈Fi
|H′N f −H′Ng| ≤ ε
implies ‖H′N‖F ≤ M. Now, from the assumptions in (iii) it follows that there exists
sequences of random variables {B˜N}∞N=1 and {D˜N}∞N=1 which go to zero in probability
(almost surely) such that, for every N = 1,2, . . . ,
Pd
{|H′N fi| ≤M− ε}+ B˜N ≥ 1−η/(k+ 1), i= 1,2, . . . ,k,
and
Pd
{
sup
1≤i≤k
sup
f ,g∈Fi
|H′N f −H′Ng| ≤ ε
}
+ D˜N ≥ 1−η/(k+ 1),
and from this it follows that condition (11) holds with E˜N := kB˜N + D˜N .
Next, consider an arbitrary η > 0 and put ε = εm for an arbitrary sequence εm ↓ 0.
Let {F = ∪kmi=1Fm,i}∞m=1 be a corresponding sequence of partitions such that
Pd
{
sup
1≤i≤km
sup
f ,g∈Fm,i
|H′N f −H′Ng|> εm
}
< 2−mη + D˜m,N
for every N = 1,2, . . .
(12)
9
for some sequences of non negative random variables D˜m,N which go to zero in prob-
ability (almost surely) when m = 1,2, . . . is kept fixed and N goes to infinity. The
conditional probability version of finite approximation ensures that for every fixed
m = 1,2, . . . there exist such a partition F = ∪kmi=1Fm,i and such a sequence of ran-
dom variables {D˜m,N}∞N=1. Now, denote by zm,1,zm,2, . . . ,zm,pm ∈ l∞(F ) the functions
which are constant on each partition set Fm,i and which can take on only the values
±εm,±2εm, . . . ,±⌊M/εm⌋. Note for each m there are only finitely many such func-
tions, i.e. that pm < ∞ for everym= 1,2, . . . . Let Km denote the union of the pm closed
balls of radius εm around each function zm,i. Then,
‖H′N‖F ≤M and sup
1≤i≤km
sup
f ,g∈Fm,i
|H′N f −H′Ng| ≤ εm
implies that H′N ∈ Km. Consider the set K := ∩∞m=1Km and note that K is closed and
totally bounded and hence compact (since l∞(F ) is complete). Moreover, it can be
shown that for every δ > 0 there is a finite m such that ∩mi=1Ki ⊂ Kδ (the proof of this
claim is given in the proof of Theorem 1.5.6 on pages 36 and 37 in [17]). Using this
fact along with condition (11) and condition (12) yields
Pd{H′N ∈ Kδ} ≥ Pd{H′N ∈ ∩mi=1Ki} ≥ 1− 2η−
m
∑
i=1
D˜i,N− E˜N
which completes the proof.
Remark 1. Consider the case where F is a class of measurable functions f : Y 7→R
and where {H′N}∞N=1 is a sequence of HTEPs as defined in (1). It is not difficult to show
that in this case {H′N}∞N=1 is conditionally AEC w.r.t. to a given semimetric ρ (see (ii)
in the statement of the previous theorem) if and only if
Pd
{
‖H′N‖FδN > ε
}
P∗(as∗)→ 0 for every ε > 0 and for every δN ↓ 0, (13)
where
Fδ := { f − g : f ,g ∈F ∧ρ( f ,g)< δ}, δ > 0.
The next theorem shows that CAT is a necessary condition for conditional weak
convergence.
Theorem 2. Let H′ be a Borel measurable and tight mapping from some probabil-
ity space into l∞(F ) and assume that condition (4) holds. Then it follows that the
sequence {H′N}∞N=1 satisfies the probability (almost sure) version of CAT.
Proof. Let B be an arbitrary Borel subset of l∞(F ) and let
d(z,B) := inf
z′∈B
‖z− z′‖F
be the distance between z ∈ l∞(F ) and the set B. Note that for δ > 0 the function
hB,δ (z) := (1− δ−1d(z,B))+, z ∈ l∞(F ),
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has Lipschitz constant δ−1 and that I(z ∈ B) ≤ hB,δ (z) ≤ I(z ∈ Bδ ), where Bδ is the
open δ -enlargement of the set B. Thus, δhB,δ ∈ BL1(l∞(F )) and therefore it follows
that
Pd{H′N ∈ Bδ}= EdI(H′N ∈ Bδ )
≥ EdhB,δ (H′N)
≥ P{H′ ∈ B}− 1
δ
sup
h∈BL1(l∞(F ))
∣∣Edh(H′N)−Eh(H′)∣∣ .
Since opCWC (oasCWC) implies that the supremum goes to zero in outer probability
(outer almost surely), this shows that for every δ > 0 there exists a sequence of random
variables A˜N
P(as)→ 0 such that
Pd{H′N ∈ Bδ}+ A˜N ≥ P{H′ ∈ B}
for every Borel subset B of l∞(F ) and for every N = 1,2, . . . . Since H′ is tight by
assumption, the conclusion of the theorem follows from this.
Now, consider "conditional weak convergence of the finite-dimensionalmarginals".
Perhaps the most obvious way to define this concept is to require pointwise conver-
gence in probability (pointwise almost sure converence) of the sample design character-
istic function for every sequence of finite-dimensional vectors {H′Nf}∞N=1 := {(H′N f1,H′N f2, . . . ,H′N fr)⊺}∞N=1
with f := ( f1, f2, . . . , fr)
⊺ ∈F r and r = 1,2, . . . . Since we are assuming that the com-
ponents of the vectors H′Nf are measurable, conditional weak convergence of the
finite-dimensional marginals (henceforth CWCM) can therefore be defined as
Ed exp
(
it⊺H′Nf
) P(as)→ E exp(it⊺H′f) (14)
for every t∈Rr, f∈F r and for every r= 1,2, . . . , whereH′f :=(H′ f1,H′ f2, . . . ,H′ fr)⊺
is the finite dimensional vector of random variables corresponding to some F -indexed
stochastic process H′ := {H′ f : f ∈F}.
It is not difficult to prove that CWCM is a necessary condition for opCWC (oasCWC).
The next theorem says that CWCM is already equivalent to opCWC (oasCWC) if the
index set F is finite. In its statement z ↾ G indicates the restriction of some function
z ∈ l∞(F ) to a subset G of F .
Theorem 3. Let G be a finite subset of F . Under the assumptions made at the begin-
ning of this section
sup
h∈BL1(l∞(G ))
∣∣Edh(H′N ↾ G )−Eh(H′ ↾ G )∣∣
is measurable, and CWCM is equivalent to
sup
h∈BL1(l∞(G ))
∣∣Edh(H′N ↾ G )−Eh(H′ ↾ G )∣∣ P(as)→ 0 for every finite G ⊂F .
Proof. The proof is the same as the proof of Corollary 3.1 in [11].
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Up to now it has already been shown that CAT and CWCM are necessary conditions
for opCWC (oasCWC) and that CWCM is equivalent to opCWC (oasCWC) when F
is finite. The next theorem says that CAT and CWCM together are sufficient conditions
for opCWC (oasCWC) regardless of the cardinality of F .
Theorem 4. Assume that {H′N}∞N=1 satisfies CAT and CWCM for some stochastic pro-
cess {H′ f : f ∈F}. Then there exists a version of the stochastic process H′ which is
a Borel measurable and tight mapping from some probability space into l∞(F ) such
that opCWC (oasCWC) as defined in (4) holds.
Proof. Consider the stochastic process {H′ f : f ∈F} from CWCM. The first step of
the proof is to show that CAT and CWCM imply that there exists a version of H′ with
the following properties:
a) H′ is a Borel measurable and tight mapping into l∞(F );
b) the sample paths f 7→H′ f are uniformly ρ-continuous with probability 1.
To this aim note that by the characterization of CAT given in (ii) of Theorem 1 there
must exists a semimetric ρ for which F is totally bounded and for which {H′N}∞N=1 is
conditionally AEC. Now, consider a countable and dense (w.r.t. ρ) subset G of F and
note that the random variable
sup
f ,g∈G :ρ( f ,g)<δ
|H′N f −H′Ng|
is measurable. Conclude that
Pd
{
sup
f ,g∈G :ρ( f ,g)<δ
|H′N f −H′Ng|> ε
}
is a conditional probability in the proper sense and use this fact along with (9) in order
to show that for every ε,η > 0 there exists a δ > 0 such that
limsup
N→∞
P
{
sup
f ,g∈G :ρ( f ,g)<δ
|H′N f −H′Ng|> ε
}
< η ,
i.e. that the sequence of mappings {H′N ↾G }∞N=1 is asymptotically uniformlyρ-equicontinuous
in probability as defined on page 37 in [17]. By Theorem 1.5.7 on the same page in
[17] it follows that {H′N ↾ G }∞N=1 is asymptotically tight, and since CWCM implies
unconditional convergence of the marginal distributions of {H′N ↾ G }∞N=1, it follows
by Theorem 1.5.4 on page 35 in [17] that there exists a Borel measurable and tight
mapping from some probability space into l∞(G ), call it H˜′, such that H′N  H˜
′ in
l∞(G ). Moreover, by Addendum 1.5.8 on page 37 in [17] it follows that the sample
paths of H˜′ are uniformly ρ-continuous with probability 1. Let c : l∞(G ) 7→ l∞(F )
be the mapping which carries the uniformly ρ-continuous functions in l∞(G ) to their
uniformly ρ-continuous extensions in l∞(F ), and which transforms all other functions
in l∞(G ) into the zero function in l∞(F ). Then the mapping c is certainly measur-
able and Ĥ′ := c(H˜′) is is a continuous function of H˜′ with probability 1. It follows
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that Ĥ′ is a Borel measurable and tight mapping into l∞(F ) whose sample paths are
uniformly ρ-continuous with probability 1. In order to prove a) and b) it suffices now
to show that the finite dimensional distributions of Ĥ′ are the same as those of the
limit process {H′ f : f ∈ F} from CWCM, i.e. that every finite dimensional vector
f := ( f1, f2, . . . , fr)
⊺ ∈F r satisfies the condition
Eg(Ĥ′f) = Eg(H′f) for every g ∈Cb(Rr), (15)
where Cb(R
r) is the set of all continuous and bounded functions g : Rr 7→ R. If all
the components of f are elements of G , then (15) follows directly from CWCM and
the definition of Ĥ′. Otherwise, if some or all of the components of f are elements of
F but not of G , then there exists a sequence {fν}∞ν=1 := {( fν,1, fν,2, . . . , fν,r)⊺}∞ν=1 in
G r such that ρr(fν , f) := max1≤i≤r ρ( fi, fν,i)→ 0. Since the sample paths of Ĥ′ are
uniformly ρ-continuous with probability 1, it follows that Ĥ′fν
as→ Ĥ′f and hence that
Ĥ′fν  Ĥ′f which is the same asH′fν  Ĥ′f. Now, consider G † := G ∪{ f1, f2, . . . , fr}
and define Ĥ† in terms of G † in the same way as Ĥ′ has been defined above in term of
G . Then, as before, it follows by CWCM that (15) holds with Ĥ†f in place of Ĥ′f, and
since the sample paths of Ĥ† are uniformly ρ-continuous with probability 1, it follows
that Ĥ†fν  Ĥ
†f. Since for every ν = 1,2, . . . the three random vectors Ĥ†fν , Ĥ
′fν and
H′fν have all the same distribution and since the distributions of Ĥ†f and Hf are the
same as well, this implies
Eg(H′f) = Eg
(
Ĥ
†f
)
= Eg
(
Ĥ
′f
)
for every g ∈Cb(Rr),
and hence that condition (15) holds also when some or all of the components of f are
in F but not in G . This shows that the marginal distributions of Ĥ′ are the same as
those of the stochastic process {H′ f : f ∈F} and hence that there exists a version of
the latter process which satisfies a) and b).
Next, it will be shown that ifH′ is a version of {H′ f : f ∈F} which satisfies a) and
b), then opCWC (oasCWC) as defined in (4) holds (this part of the proof is essentially
the same as the proof of Theorem 2.9.6 on page 182 in [17]). To this aim define for
each δ > 0 a corresponding set Gδ which contains the centers of a collection of open
balls of ρ-radius δ which cover F . Since F is totally bounded w.r.t. ρ , each Gδ can
be chosen to be finite. Then define for each fixed δ > 0 a mapping Πδ : F 7→ Gδ
which maps f ∈F to the element g ∈ Gδ which is closest to f . If there are more than
one g ∈ Gδ which minimize ρ( f ,g), Πδ ( f ) can be defined to be any such g. Since
the sample paths of H′ are uniformly ρ-continuous with probability 1, it follows that
‖H′ ◦Πδ −H′‖F as→ 0 if δ → 0 and hence that
sup
h∈BL1(l∞(F ))
|Eh(H′ ◦Πδ )−Eh(H′)| as→ 0 if δ → 0.
Next, it will be shown that
sup
h∈BL1(l∞(F ))
∣∣Edh(H′N ◦Πδ )−Eh(H′ ◦Πδ )∣∣ P∗(as∗)→ 0 for every δ > 0. (16)
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To this aim, define for each δ > 0 the mapping Aδ : l
∞(Gδ ) 7→ l∞(F ) by Aδ (z) :=
z◦Πδ and note that Aδ transforms a function z ∈ l∞(Gδ ) into a function z′ ∈ l∞(F ) by
extending the domain from Gδ to F : for f ∈ Gδ the new function z′ remains the same
(in fact, z′( f ) := z(Πδ ( f )) = z( f )), and the new function z′ is constant on each level set
of Πδ (since Gδ is finite there is only a finite number of such level sets and the range of
the new function z′ must therefore be finite as well). Then, for h : l∞(F ) 7→ R and H
an arbitrary F -indexed stochastic process it follows that h(H ◦Πδ ) = h ◦Aδ(H ↾ Gδ ).
Moreover, if h ∈ BL1(l∞(F )), then
|h◦Aδ(z1)−h◦Aδ(z2)| ≤ ‖Aδ (z1)−Aδ (z2)‖F = ‖z1 ◦Πδ − z2 ◦Πδ‖F = ‖z1− z2‖Gδ ,
and the composition h ◦Aδ is therefore a member of BL1(l∞(Gδ )), i.e. of the set of all
functions g : l∞(Gδ ) 7→ [0,1] such that |g(z1)− g(z2)| ≤ ‖z1− z2‖Gδ for every z1,z2 ∈
l∞(Gδ ). It follows that the supremum on the left side in (16) is bounded by
sup
g∈BL1(l∞(Gδ ))
∣∣Edg(H′N ↾ Gδ )−Eg(H′ ↾ Gδ )∣∣ ,
which, by Theorem 3, is measurable and goes to zero in probability (almost surely).
This proves (16).
Finally, in order to complete the proof it remains to show that for every ε > 0 there
exists a δ > 0 such that
sup
h∈BL1(l∞(F ))
|Edh(H′N)−Edh(H′N ◦Πδ )| ≤ ε + C˜N for every N = 1,2, . . .
for some sequence of random variables {C˜N}∞N=1 which goes to zero in probability
(almost surely). To this aim note that the left side in the last display is bounded by
ε/2+Pd
{
sup
f ,g∈G :ρ( f ,g)<δ
|H′N f −H′Ng|> ε/2
}
and that by (ii) of Theorem 1 there must exists a δ > 0 such that
Pd
{
sup
f ,g∈G :ρ( f ,g)<δ
|H′N f −H′Ng|> ε/2
}
≤ ε/2+ C˜N
for some sequence of non negative random variables C˜N
P(as)→ 0. The proof of the theo-
rem is now complete.
Corollary 1. Assume that {H′N}∞N=1 satisfies CWCM for some stochastic process {H′ f :
f ∈F}, and assume that there exists a semimetric ρ for which F is totally bounded
and for which {H′N}∞N=1 is conditionally AEC. Then, it follows that
(i) there exists a version ofH′ which is a Borel measurable and tight mapping from
some probability space into l∞(F ) such that opCWC (oasCWC) as defined in
(4) holds;
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(ii) the sample paths of H′ are uniformly ρ-continuous with probability 1.
Proof. It is easy to see that CWCM implies that the marginals of the sequence {H′N}∞N=1
are CAT as required by (ii) in the statement of Theorem 1. Thus, it follows from
Theorem 1 that {H′N}∞N=1 is CAT and the above proof of Theorem 4 yields the two
conclusions of the corollary.
Remark 2. As already pointed out in Section 2, conditional weak convergence is ap-
parently not strong enough to imply asymptotic measurability of {H′N}∞N=1 which is a
necessary condition for unconditional weak convergence. However, if for every G ⊂F
the corresponding supremum
sup
f ,g∈G
|H′N f −H′Ng|
is measurable, then it will be certainly true that conditional weak convergence is
stronger than unconditional weak convergence. In fact, if the suprema in the above
display are measurable, then it follows that the probabilities on the left sides in (9)
and in (10) are conditional probabilities in the proper sense and hence that CAT im-
plies asymptotic tightness in the usual unconditional sense. Since conditional weak
convergence implies CWCM and since CWCM is certainly stronger than unconditional
convergence of the marginal distributions, it follows by Theorem 1.5.4 on page 35 in
[17] that conditional weak convergence implies unconditional weak convergence in
this case.
Theorem 5. Let {HN}∞N=1 be a sequence of mappings from the probability space (2)
into l∞(F ) and assume that each HN depends on the sample points ω ∈ Ω∞y,x×Ωd
only through YN and XN . Moreover, assume that HN  H in l
∞(F ) with H a Borel
measurable and tight mapping into l∞(F ), and assume that opCWC as defined in (4)
holds. Then it follows that
(HN ,H
′
N) (H,H
′) in l∞(F )× l∞(F )
with H and H′ independent.
Proof. The proof is the same as the proof of Corollary 3.2 in [11].
4 Conditional Poisson sampling (or rejective sampling)
This section reviews some theoretical results about rejective sampling. The basic the-
ory for this sampling design was developed by [6]. Some of the results contained in his
paper will be needed in the next section. The relevant ones will be singled out in what
follows.
Recall that a rejective sampling design is a conditional Poisson sampling design
where the final sample is rejected unless its size equals a given natural number n.
Equivalently, rejective sampling can also be defined as random sampling with replace-
ment of a fixed number n of units according to specified selection probabilities where
the final sample is rejected and the sampling procedure is repeated until a sample of
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n different units is obtained. Rejective sampling is of great interest to researchers and
practitioners because it provides largest possible entropy subject to the constraints of
a fixed sample size and given first order sample inclusion probabilities (see Theorem
3.4 in Hájek, 1981). By the definition of rejective sampling as conditional Poisson
sampling it follows that the pdf of the vector of sample inclusion indicators is given by
p
R
N(sN ;pN) :=

∏Ni=1 p
si
i,N(1−pi,N)1−si
∑s′
N
∈ΩN,n ∏
N
i=1 p
s′
i
i,N(1−pi,N)1−s
′
i
if sN ∈ ΩN,n,
0 otherwise,
(17)
where pN := (p1,N , p2,N , . . . , pN,N) ∈ (0,1)N is the vector of first order sample inclu-
sion probabilities of the underlying Poisson sampling design, and where ΩN,n := {sN ∈
{0,1}N :∑Ni=1 si = n} is the set of all possible realizations of the vector of sample inclu-
sion indicators SN that give rise to samples of size n. Of course the definition rejective
sampling and hence of pRN(sN ;pN) can also be extended to the case where some or
even all of the pi,N’s are 0 or 1. However, if pi,N = 0 for some i = 1,2, . . . ,N, then
the corresponding population unit i will be excluded from the sample with probability
1 and unbiased estimation of population characteristics is hence be impossible. Since
the Horvitz-Thompson estimator is not well-defined in this case, we shall henceforth
consider only rejective sampling designs such that pi,N > 0 for every i= 1,2, . . . ,N. On
the other hand, if pi,N = 1 for some i = 1,2, . . . ,N, then the corresponding population
unit i will be included in the sample with probability 1 and rejective sampling with
sample size n from a population of size N will be equivalent to rejective sampling with
sample size n− 1 from a population of size N− 1. In this case the pdf of the vector of
sample inclusion indicators will still be defined as in (17) provided that n is at least as
large as the number of population units for which pi,N = 1. For smaller values of n a
corresponding rejective sampling design does obviously not exist.
Note that in general there are infinitely many underlying Poisson sampling designs
which give rise to the same rejective sampling design. In fact, if the vector of first
order inclusion probabilities corresponding to the underlying Poisson sampling design
is changed to p′N := (p
′
1,N , p
′
2,N , . . . , p
′
N,N) in such way that for some fixed constant
c> 0
pi,N
1− pi,N =
cp′i,N
1− p′i,N
for every i= 1,2, . . . ,N,
then pRN(sN ;pN) = p
R
N(sN ;p
′
N) for every sample sN ∈ {0,1}N. The underlying Pois-
son sampling design is called canonical if its first order sample inclusion probabilities
are chosen so that ∑Ni=1 pi,N = n, i.e. so that the expected sample size of the underlying
Poisson sampling design equals the fixed sample size of the rejective sampling plan. Of
course, the first order sample inclusion probabilities corresponding to a rejective sam-
pling design are in general different from those corresponding to any of the underlying
Poisson sampling designs. However, Háyek (1964) showed that, in some asymptotic
sense, they are uniformly close to those corresponding to the underlying canonical
Poisson sampling design (see Theorem 5.1 in Háyek’s paper). In fact, Háyek proved
the following result:
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Result 1. Let piN := (pi1,N ,pi2,N , . . . ,piN,N) ∈ (0,1)N be the vector of first order sample
inclusion probabilities for a rejective sampling design and let pN :=(p1,N, p2,N , . . . , pN,N)
be the vector of first order sample inclusion probabilities of the corresponding canoni-
cal Poisson sampling design. Then it follows that
(i)
dN :=
N
∑
i=1
pi,N(1− pi,N)→ ∞ if and only if d0,N :=
N
∑
i=1
pii,N(1−pii,N)→ ∞
(note that dN is the variance of the random sample size corresponding to the
canonical Poisson sampling design);
(ii)
max
1≤i≤N
∣∣∣∣pii,Npi,N − 1
∣∣∣∣→ 0 if dN → ∞;
(iii)
max
1≤i≤N
∣∣∣∣1−pii,N1− pi,N − 1
∣∣∣∣→ 0 if dN → ∞.
Actually, Háyek did not use the double subscript notation to indicate the pi,N’s and
the pii,N’s. However, it is easily checked that all the proofs given in his paper are ac-
tually meant for sequences of rejective sampling designs and corresponding canonical
Poisson sampling designs where all the first order sample inclusion probabilities can
be redefined as the population size N increases. With respect to Result 1 it is worth
noting that for every properly scaled vector of first order sample inclusion probabilities
piN ∈ (0,1)N there exists a corresponding rejective sampling design. In other words,
for every piN ∈ (0,1)N such that ∑Ni=1 pii,N = n for some n= 0,1,2, . . . ,N there exists a
corresponding vector pN ∈ (0,1)N such that
pii,N = ∑
sN∈ΩN,n:si=1
p
R
N(sN ;pN) for every i= 1,2, . . . ,N.
This result has been shown by [5] but it can also be viewed as a consequence of a well-
known theorem about exponential families (see Theorem 5 on page 67 in [15]). Fast
algorithms to recover the vector pN corresponding to a given vector piN and viceversa
can be found in [3].
Having shown Result 1 and some similar approximation results (also for second
order sample inclusion probabilities), [6] moves on to show asymptotic normality for
the sequence of Horvitz-Thompson estimators. To this aim, he introduces a new sam-
pling design, call it P0, which approximates the canonical Poisson sampling design
associated to the rejective sampling design of interest. The sampling design P0 can be
implemented in three steps according to the following procedure. At the first step a
sample of size n is selected using the rejective sampling design of interest. As before,
let pN denote the vector of first order sample inclusion probabilities of the correspond-
ing canonical Poisson sampling design. Then, independently from the outcome of the
first step, a new random experiment is performed to ascertain the sample size K of a
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Poisson sampling design with sample inclusion probabilities given by pN . If K = n,
then the final sample according to P0 will be the rejective sample obtained at the first
step. However, if K > n, rejective sampling is used again to select a sample of size
K− n from the population units that were not included in the first rejective sample,
and this new sample is added to the sample obtained at the first step in order to obtain
the final sample according to P0. The first order sample inclusion probabilities of the
canonical Poisson sampling design that underlies the second rejective sampling plan
are proportional to the pi,N-values of the population units that are not included in the
first rejective sample. On the other hand, if K < n, rejective sampling is used again to
select a sample of size n−K from the population units that were already included in
the rejective sample obtained at the first step, and the final sample according to P0 is
obtained by removing the units that are included in the second rejective sample from
those which were already included in the first one. In this case, the first order sam-
ple inclusion probabilities of the underlying canonical Poisson sampling design will be
proportional to the values of 1− pi,N corresponding to the population units that were
already included in the first rejective sample.
Now, to give a formal statement of the sense in which the sample design P0 provides
an approximation to the canonical Poisson sampling design which underlies the rejec-
tive sample plan of interest, it will be convenient to introduce some notation. So, let
SRN := (S
R
1,N ,S
R
2,N , . . . ,S
R
N,N) be the vector of sample inclusion indicators that describe
the outcome of the rejective sampling design that is used at the first step of the experi-
ment (i.e. the rejective sampling design of interest), and let S
P0
N := (S
P0
1,N ,S
P0
2,N , . . . ,S
P0
N,N)
denote the vector of sample inclusion indicators that identify the final sample accord-
ing to P0. Moreover, denote their joint pdf by p
R,P0
N (·, ·;pN) : {0,1}N×{0,1}N 7→ [0,1],
and the marginal pdfs corresponding to SRN and S
P0
N by p
R
N(·;pN) and pP0N (·;pN), respec-
tively. Finally, let pPN(·;pN) be the pdf of the vector of sample inclusion indicators
corresponding to the Poisson sampling design with first order inclusion probabilities
given by the components of pN (i.e. the canonical Poisson sampling design which un-
derlies the rejective sampling design of interest). With this notation, the approximation
result contained in Lemma 4.3 of Hájek’s paper can now be stated as follows:
Result 2. The total variation distance
dT (p
P0
N (·;pN),pPN(·;pN)) := ∑
sN∈{0,1}N
|pP0N (sN ;pN)− pPN(sN ;pN)|
converges to zero as dN → ∞.
Based on Result 1 and Result 2, Hájek [6] proved asymptotic normality of the
Horvitz-Thompson estimators corresponding to a sequence of rejective sampling de-
signs as follows. First, he considered the sequence of underlying canonical Poisson
sampling designs and showed asymptotic normality for a corresponding sequence of
auxiliary statistics {TN}∞N=1. As pointed out by [4] and by [1], the auxiliary statistic TN
can be viewed as the residual of the projection of the Horvitz-Thompson estimator cor-
responding to the canonical Poisson sampling design on the random sample size from
the latter design. Thus, if the goal is to estimate f := ∑Ni=1 f (Yi)/N for some given
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real-valued function f , then the corresponding auxiliary statistic TN can be written as
TN( f ;S
P
N) :=
1
N
N
∑
i=1
SPi,N
pi
f (Yi)− RN( f )
N
N
∑
i=1
(SPi,N− pi)
:= YN( f ;S
P
N)−
R( f )
N
N
∑
i=1
(SPi,N− pi)
where SPN := (S
P
1,N ,S
P
2,N , . . . ,S
P
N,N) is the vector of sample inclusion indicators for the
canonical Poisson sampling design, and where
RN( f ) :=
Cov
(
YN( f ;S
P
N),∑
N
i=1 S
P
i,N
)
Var
(
∑Ni=1 S
P
i,N
)
=
{
1
dN
∑Ni=1 f (Yi)(1− pi,N) if dN > 0
0 otherwise.
Note that the design expectation of TN( f ;S
P
N ) coincides with f , and that the design vari-
ance of TN( f ;S
P
N) must be smaller than that of YN( f ;S
P
N) unless RN( f ) = 0. However,
TN( f ;S
P
N ) is not an estimator because it depends on the unknown value of RN( f ). At
this point, having proved asymptotic normality for the sequence {TN( f ;SPN)}∞N=1, Há-
jek deduces asymptotic normality for the corresponding sequence {TN( f ;SP0N )}∞N=1 by
using Result 2. From this he gets asymptotic normality for the sequence {YN( f ;SRN)}∞N=1
by proving the following result (note that YN( f ;S
R
N) = TN( f ;S
R
N) because ∑
N
i=1S
R
i,N =
n= ∑Ni=1 pi,N):
Result 3. Let
B2N( f ) :=Var(TN( f ;S
P
N)) =
1
N
N
∑
i=1
1− pi,N
pi,N
[ f (yi)−RN( f )pi,N ]2 .
Then,
B−2N ( f )E|TN( f ;SP0N )−YN( f ;SRN)|2 → 0 if dN → ∞,
where the expectation refers to p
R,P0
N (·, ·;pN).
Actually, in his paper [6], Hájek did non single out Result 3 in a dedicated lemma
or theorem, but he proved it in the course of the proof of his Theorem 7.1 which estab-
lishes asymptotic normality for the sequence {YN( f ;SRN )}∞N=1. Note that the statement
of the latter theorem considers actually only the case where the pi,N’s are proportional
to some size variable, but that the proof of Result 3 given in Hájek’s paper goes through
for any sequence of vectors {pN}∞N=1 such that dN → ∞. From Result 3 one can finally
deduce asymptotic normality for the Horvitz-Thompson estimators corresponding to a
sequence of rejective sampling designs by using Result 1.
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5 Weak convergence theorems for CPS designs
In this section the functional central limit theorems for the rejective sampling case given
in [1] will be proven again in somewhat greater generality. Since this requires some
assumptions which involve the marginal distribution of the Yi component in (Yi,Xi),
it will be convenient to denote the latter distribution by Py. As usual in the empirical
process literature, the symbolPy will also be used to indicate an operator on the function
class F or on related function classes. For example, Py will also be used to indicate
the real-valued function f ∈F 7→ ∫ f (y)dPy(y).
The first result of this section settles a measurability issue. It will be used in the
rest of this paper without explicitly mentioning it.
Lemma 1. For sN ∈ {0,1}N let pRN(sN ;XN) be the sample selection probabilities for a
CPS sampling design, and let pPN(sN ;XN) be the sample selection probabilities for the
corresponding canonical Poisson sampling design. Moreover, let piN be the vector of
first order sample inclusion probabilities for the CPS design and let pN be the vector
of first order sample inclusion probabilities for the canonical Poisson sampling design.
The following statements are equivalent:
(i) The CPS design is measurable, i.e. for every sN ∈ {0,1}N the corresponding
function XN 7→ pRN(sN ;XN) is a measurable function from (X ,A )N into R;
(ii) the vector piN is measurable, i.e. the functionXN 7→ piN is a measurable function
from (X ,A )N into RN;
(iii) the vector pN is measurable, i.e. the function XN 7→ pN is a measurable function
from (X ,A )N into RN;
(iv) The canonical Poisson sampling design is measurable, i.e. for every sN ∈ {0,1}N
the corresponding function XN 7→ pPN(sN ;XN) is a measurable function from
(X ,A )N into R;
Proof. The proofs of the implications (i)⇒(ii), (iii)⇒(iv) and (iv)⇒(i) are easy and the
implication (ii)⇒(iii) follows from Theorem 5 on page 67 in [15] which is a special
case of a well-known result about exponential families (see for example [2])
The next lemma establishes conditional convergence of the marginal distributions
of the sequence of HTEPs.
Lemma 2 (CWCM). Let {SRN}∞N=1 be the sequence of vectors of sample inclusion indi-
cators corresponding to a sequence of measurable CPS designs and let {pN}∞N=1 be the
sequence of vectors of first order sample inclusion probabilities of the corresponding
sequence of canonical Poisson sampling designs. Let F be a class of measurable func-
tions f : Y 7→ R and let {G′N}∞N=1 := {{G′N f : f ∈F}}∞N=1 be the sequence HTEPs
corresponding to {SRN}∞N=1 and F .
Assume that:
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A0) the sequence {pN}∞N=1 is such that
dN :=
N
∑
i=1
pi,N(1− pi,N) P(as)→ ∞,
A1) there exists a function Σ′ : F ×F 7→R such that
1
N
N
∑
i=1
1− pi,N
pi,N
[ f (Yi)−RN( f )pi,N ][g(Yi)−RN(g)pi,N ] P(as)→ Σ′( f ,g)
for every f ,g ∈F ,
A2) for every finite-dimensional vector f := ( f1, f2, . . . , fr)
⊺ ∈F r and for every ε > 0
1
N
N
∑
i=1
‖f(Yi)−RN(f)pi,N‖2
pi,N
I(‖f(Yi)−RN(f)pi,N‖> pi,N
√
Nε)
P(as)→ 0,
where ‖·‖ is the euclidean norm on Rr, f(Yi) := ( f1(Yi), f2(Yi), . . . , fr(Yi))⊺ and
RN(f) := (RN( f1),RN( f2), . . . ,RN( fr))
⊺.
Then it follows that the function Σ′ is a positive semidefinite covariance function,
and for every finite-dimensional vector f ∈F r and for every t ∈ Rr
Ed exp
(
it⊺G′Nf
) P(as)→ exp(−1
2
t⊺Σ′(f)t
)
,
where G′Nf := (G
′
N f1,G
′
N f2, . . . ,G
′
N fr)
⊺, and where Σ′(f) is the covariance matrix
whose elements are given by Σ′(i j)(f) := Σ
′( fi, f j), i, j = 1,2, . . . ,r.
Proof. AssumeWLOG that {SRN}∞N=1 and the two sequences {SPN}∞N=1 and {SP0N }∞N=1 of
the previous subsection are defined in such way that the sequence of pdfs correspond-
ing to {SPN}∞N=1 is given by {pPN(·;pN)}∞N=1, and such that the sequence of joint pdfs
corresponding to {(SRN ,SP0N )}∞N=1 is given by {pR,P0N (·, ·;pN)}∞N=1. This can be done in
many ways by defining each vector SPN , S
P0
N and S
R
N as a measurable function of XN and
a single uniform-[0,1] random variable D as described in Section 2. In what follows
the sequence of joint pdfs corresponding to {(SPN ,SRN ,SP0N )}∞N=1 will not be relevant.
Now, consider first the sequence of stochastic processes {TPN}∞N=1 := {{TPN f : f ∈
F}}∞N=1 with TPN f defined as
T
P
N f :=
√
N
(
TN( f ;S
P
N)−
1
N
N
∑
i=1
f (Yi)
)
=
1√
N
N
∑
i=1
(
SPi,N
pi,N
− 1
)
[ f (Yi)−RN( f )pi,N ]
=
1√
N
N
∑
i=1
(
SPi,N
pi,N
− 1
)
f (Yi)− RN( f )√
N
N
∑
i=1
(SPi,N− pi,N)
:= YPN f −RPN f .
(18)
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Note that EdT
P
N f = 0 for every f ∈F , and that the left side of the display in condition
A1 is the sequence of covariances Σ′N( f ,g) := EdT
P
N fT
P
Ng. Now, for f ∈F r consider
the triangular array of rowwise conditionally independent random vectors
Zi,Nf :=
(
SPi,N
pi,N
− 1
)
[f(Yi)−RN(f)pi,N ],
i= 1,2, . . . ,N, N = 1,2, . . . .
Observe that the random vector TPNf := (T
P
N f1,T
P
N f2, . . . ,T
P
N fr)
⊺ can be written as
T
P
Nf=
1√
N
N
∑
i=1
Zi,Nf.
Using the fact that Σ′N( f ,g) := EdT
P
N fT
P
Ng
P(as)→ Σ′( f ,g) along with condition A2 it is
not difficult to show that the Lindeberg condition
1
Nt⊺Σ′N(f)t
N
∑
i=1
Ed (t
⊺Zi,Nf)
2
I
(
|t⊺Zi,N f|> ε
√
t⊺Σ′N(f)t
)
P(as)→ 0, ε > 0,
must be satisfied whenever f ∈ F and t ∈ Rr are such that t⊺Σ′(f)t > 0. Therefore it
follows that
Ed exp
(
it⊺TPNf)
) P(as)→ exp(−1
2
t⊺Σ′(f)t
)
.
Next, consider the sequence of stochastic processes {TP0N }∞N=1 := {{TP0N f : f ∈
F}}∞N=1 with TP0N f defined in the same way as TPN f but with SP0N in place of SPN . Use
assumption A0 along with Result 2 in Section 4 to show that∣∣∣Ed exp(it⊺TPNf))−Ed exp(it⊺TP0N f))∣∣∣ P(as)→ 0, f ∈F r, t ∈ Rr.
Note that this does not require to know the joint distributions of the vectors S
P0
N and S
P
N .
Third, consider the sequence of stochastic processes {YRN}∞N=1 := {{YRN f : f ∈
F}}∞N=1 with YRN f defined in the same way as YPN f but with SRN in place of SPN . Use
Result 3 in Section 4 to conclude that∣∣∣Ed exp(it⊺TP0N f))−Ed exp(it⊺YRNf))∣∣∣ P(as)→ 0, f ∈F r, t ∈ Rr
as well.
Finally, note that the definition of YRN coincides with the one of G
′
N except for the
fact that the former contains the first order sample inclusion probabilities corresponding
to SPN in place of those corresponding to S
R
N , i.e. Y
R
N contains pi,N in place of pii,N :=
EdS
R
i,N . However, this problem can be easily fixed by using Result 1.
Remark 3. If each vector pN and every f ∈ F are measurable (in their respective
senses), then condition A2 will be certainly satisfied if Py f
2 < ∞ for every f ∈F and
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A2∗) there exists a constant L> 0 such thatmin1≤i≤N pi,N > L with probability tending
to 1 (eventually almost surely).
Now, Lemma 2 provides sufficient conditions for convergenceof the finite-dimensional
marginal distributions of the sequence of HTEPs, but in order to establish (conditional)
weak convergence in l∞(F ) for infinite function classes F it must still be shown that
sequence of HTEPs is (conditionally) asymptotically tight in l∞(F ) (for unconditional
weak convergence this follows from Theorem 1.5.4 on page 35 in [17], while for con-
ditional weak convergence this follows from Theorem 4 in Section 3). By Theorem
1.5.7 on page 37 in [17] (Theorem 1 in Section 3) this can be done by showing that
there exists a semimetric ρ for which F is totally bounded and for which the HTEP
sequence is (conditionally) asymptotically equicontinuous (henceforth AEC). In this
paper the choice of the semimetric ρ will depend on the definition of the first order
sample inclusion probabilities. In the next subsection it will be seen that if the first
order sample inclusion probabilities are bounded away from zero, it is convenient to
consider the L2(Py)-semimetric
ρ( f ,g) :=
√
Py( f − g)2, f ,g ∈F .
The subsequent subsection will then treat the case where the first order sample inclu-
sion probabilities are proportional to some size variable which might take on arbitrarily
small values. For that case another semimetric will be used.
5.1 CPS designs with a positive lower bound on the first order sam-
ple inclusion probabilities
The next lemma provides sufficient conditions which make sure that F is totally
boundedw.r.t. the L2(Py) semimetric ρ and that the sequence of HTEPs conditionally AEC
w.r.t. ρ .
Lemma 3 (Total boundedness and conditional AEC). Let {SRN}∞N=1 and {pN}∞N=1 be
defined as in Lemma 2, let F be a class of measurable functions f : Y 7→ R and let
{G′N}∞N=1 := {{G′N f : f ∈F}}∞N=1 be the sequence HTEPs corresponding to {SRN}∞N=1
and F . Assume that condition A2∗ holds and that assumptions
GC) (F∞)
2 := {( f − g)2 : f ,g ∈ F} is an outer almost sure Py-Glivenko-Cantelli
class
F1) F has an envelope function F such that P∗y F2 < ∞ and such that the uniform
entropy condition∫ ∞
0
sup
Qy
√
logN(ε‖F‖L2(Qy),F ,L2(Qy))dε < ∞ (19)
holds. In the last display the supremum is taken over all finitely discrete proba-
bility measures Qy on Y such that ‖F‖L2(Qy) :=
∫
F2dQy > 0;
Then it follows that
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(i) F is totally bounded w.r.t. ρ;
(ii)
Ed‖G′N‖FδN
P∗(as∗)→ 0 for every δN ↓ 0,
where
Fδ := { f − g : f ,g ∈F ∧ρ( f ,g)< δ}, δ > 0.
Proof. Part (i) of the conclusion follows from condition F1 (see Problem 2.5.1 on page
133 in [17].
The proof of part (ii) of the conclusion is essentially the same as the proof of
conditional AEC for the rejective sampling case given in [1] (see pages 12-13 in the
supplement to that paper) but it corrects a little mistake in the final part of that proof.
First it will be shown that for arbitrary δN ↓ 0 the corresponding stochastic processes
{G′N f : f ∈FδN} are, with probability tending to 1 (or eventually almost surely), con-
ditionally subgaussian w.r.t. the empirical semimetric
ρN( f ,g) :=
√
Py,N( f − g)2 :=
√
1
N
N
∑
i=1
[ f (Yi)− g(Yi)]2, f ,g ∈FδN ,
i.e. it will be shown that there exists a constant C > 0 (which does not depend on the
sample points ω ∈Ω∞y,x×Ωd and neither on N) such that, with probability tending to 1
(or eventually almost surely),
Pd
{|G′N f −G′Ng|> x}≤ 2e−Cx2/ρ2N( f ,g) for every f ,g ∈FδN . (20)
To this aim, write
G
′
N f −G′Ng=
1√
N
N
∑
i=1
SRi,N−pii,N
pii,N
[ f (Yi)− g(Yi)] :=
N
∑
i=1
Zi,N( f ,g),
so that, for every x,λ > 0,
Pd
{
G
′
N f −G′Ng> x
}
= Pd
{
eλ ∑
N
i=1Zi,N ( f ,g) > eλ x
}
≤ e−λ xEdeλ ∑
N
i=1 Zi,N( f ,g)
(21)
by Markov’s inequality. Now, note that by Theorem 2.8 in [8] the components of SRN
are negatively associated, and hence it follows that
Ede
λ ∑Ni=1Zi,N( f ,g) = Ed
N
∏
i=1
eλZi,N( f ,g) ≤
N
∏
i=1
Ede
λZi,N( f ,g). (22)
Since EdZi,N = 0 for every i= 1,2, . . . ,N and for every N = 1,2, . . . , and since
−| f (Yi)− g(Yi)| ≤
√
NZi,N ≤ 1−pii,N
pii,N
| f (Yi)− g(Yi)|,
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it follows from Hoeffding’s lemma (see [7]) that
Ede
λZi,N( f ,g) ≤ exp
{
λ 2
8Npi2i,N
[ f (Yi)− g(Yi)]2
}
.
By assumption A2∗ and Result 1 from Hájek’s paper the right side does not exceed
exp
{
λ 2
8NL2
[ f (Yi)− g(Yi)]2
}
with probability tending to one (or eventually almost surely). In combination with (21)
and (22) this shows that
Pd
{
G
′
N f −G′Ng> x
}≤ exp{−λx+ λ 2
8L2
ρ2N( f ,g)
}
with probability tending to 1 (or eventually almost surely). Combining this inequality
with the same inequality for G′Ng−G′N f shows that
Pd
{|G′N f −G′Ng|> x}≤ 2exp{−λx+ λ 28L2 ρ2N( f ,g)
}
with probability tending to 1 (or eventually almost surely). Finally, optimizing the right
side w.r.t. λ > 0 yields the subgaussian inequality in (20) withC = 2L2.
Now, note that
N(ε,FδN ,L2(Py,N))≤ N(ε,F∞,L2(Py,N))≤ N2(ε/2,F ,L2(Py,N)),
and that the uniform entropy condition in assumption F1 implies that for every ε > 0
the square of the corresponding entropy number on the far right must be finite. From
this it follows that FδN contains a countable subset GδN (YN) (note that this subset
depends on YN) such that ∥∥G′N∥∥FδN = ∥∥G′N∥∥GδN (YN ) .
As a consequence, the stochastic process {G′N f : f ∈FδN} is separable in the sense re-
quired for an application of Corollary 2.2.8 on page 101 in [17] with respect to the
sample design distribution of the process. Since it has already be shown that the
sub-Gaussian inequality (20) holds with probability tending to 1 (or eventually al-
most surely), it follows by the second part of the conclusion of the just cited corol-
lary that there exists a constant K > 0 (which does not depend on the sample points
ω ∈ Ω∞y,x×Ωd and neither on N) such that
Ed
∥∥G′N∥∥FδN ≤ K
∫ ∞
0
√
logD(ε,FδN ,L2(Py,N))dε (23)
with inner probability tending to one (or eventually inner almost surely), whereD(ε,FδN ,L2(Py,N))
denotes the packing number, i.e. the cardinality of the largest subset H of FδN such
that ρN( f ,g) > ε for every f ,g ∈H . Since
D(ε,FδN ,L2(Py,N))≤ N(ε/2,FδN ,L2(Py,N)),
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it follows that the right side in (23) is bounded by a constant multiple of∫ ∞
0
√
logN(ε,FδN ,L2(Py,N))dε.
The proof can now be completed by using assumptions GC and F1 in order to show that
the latter integral goes to zero outer almost surely. This can be done as in the proof of
Theorem 2.5.2 on page 127 in [17] (see the lines following display (2.5.3) on page 128
in [17]; see also Remark 4 below in order to see that assumption GC can be replaced
with a measurability condition).
Remark 4. In the proof of Theorem 2.5.2 on page 127 in [17] it is shown that condition
F1 together with condition
M1) (F∞)
2 := {( f − g)2 : f ,g ∈F} is a Py-measurable class of functions (see Defi-
nition 2.3.3 on page 110 in [17]), i.e. the function
YN 7→ sup
f∈(F∞)2
∣∣∣∣∣ N∑
i=1
ei f (Yi)
∣∣∣∣∣
is measurable on the completion of (Y N ,A N ,PNy ) for every N and for every
(e1,e2, . . . ,eN) ∈RN
imply condition GC. Moreover, in the proof of Theorem 2.5.2 on page 127 in [17]
assumption M1 is used only for this purpose. Thus, the proof of Theorem 2.5.2 on page
127 in [17] does actually show that assumptions F1, GC and
M2) for every δ > 0 the corresponding function class Fδ is a Py-measurable class of
functions, i.e. the function
YN 7→ sup
f∈Fδ
∣∣∣∣∣ N∑
i=1
ei f (Yi)
∣∣∣∣∣
is measurable on the completion of (Y N ,A N ,PNy ) for every N and for every
(e1,e2, . . . ,eN) ∈RN
imply that F is a Py-Donsker class.
Remark 5. It is not difficult to show that condition
PM) F is a pointwise measurable class of functions, i.e. F contains a countable
subset G such that for every f ∈F there exists a sequence {gm}∞m=1 of functions
gm ∈ G such that f is the pointwise limit of {gm}∞m=1 (see Example 2.3.4 on page
110 in [17])
implies condition M1 as well as condition M2.
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Remark 6. The FCLT for the rejective sampling case given in [1] (Theorem 3.2 on
page 105 of that paper) imposes neither assumption M1 nor assumption GC. However,
there is a mistake in the proof of conditional AEC given in [1]. In fact, inequality
(S3) on page 13 in the supplement to [1] is false in general. According to the first
inequality in the conclusion of Corollary 2.2.8 on page 101 in [17], which was used
by the authors of [1] in order to obtain inequality (S3), the left hand side of inequality
(S3) should actually be
Ed sup
f ,g∈Fδ :ρN( f ,g)<δ
∣∣G′N f −G′N f ∣∣
rather than
Ed sup
f ,g∈F :ρN( f ,g)<δ
∣∣G′N f −G′N f ∣∣
with the function classF in place ofFδ . As a consequence, the proof of conditional AEC
given in [1] shows actually that
Ed sup
f ,g∈FδN :ρN( f ,g)<δN
∣∣G′N f −G′N f ∣∣ as∗→ 0 for every δN ↓ 0
which does not imply conditional AEC. In order to obtain conditional AEC, the authors
of [1] should have used the second inequality in the conclusion of Corollary 2.2.8
on page 101 in [17] rather than the first one. In this way they would have obtained
inequality (23) instead of inequality (S3), and in order to prove that under condition
F1 the right side of (23) goes to zero outer almost surely some additional assumption
seems to be necessary (cf. the proof of Theorem 2.5.2 on page 127 in [17]).
As already pointed out in [11] (cf. Remark 2), conditional AEC w.r.t. to a given
semimetric ρ and not even the conclusion of Lemma 3 (which is certainly stronger
than conditional AEC) seem to be strong enough to imply unconditional AEC, which
for the HTEP sequence {{G′N f : f ∈F}}∞N=1 can be defined as
P∗
{
‖G′N‖FδN > ε
}
→ 0 for every ε > 0 and for every δN ↓ 0, (24)
where P is the product probability measure P∞y,x×Pd (cf. the equivalent definition of
conditional AEC given in Remark 1). The problem is that for uncountable function
classes F the random functions ‖G′N‖Fδ , δ > 0, might be non measurable and that‖G′N‖FδN might therefore be strictly smaller than ‖G
′
N‖∗FδN with positive inner prob-
ability. As a consequence, the Pd-probabilities on the left side in (13) might not be
conditional probabilities in the proper sense and condition (24) might therefore fail
even though condition (13) is satisfied (note that this is consistent with the conjecture
that oasCWC does not imply unconditional weak convergence; see Remark 2). To be
safe, in order to deduce unconditional AEC from conditional AEC condition PM will
be used in this paper. In fact, condition PM makes sure that the random functions
‖G′N‖Fδ , δ > 0, are all measurable and that the Pd-probabilities on the left side in (13)
are therefore conditional probabilities in the proper sense.
Now, combining the sufficient conditions for CWCM with those for total bounded-
ness and conditional AEC yields the following weak convergence results:
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Theorem 6 (conditionalweak convergence). Let {SRN}∞N=1, {pN}∞N=1,F and {G′N}∞N=1 :=
{{G′N f : f ∈F}}∞N=1 be defined as in Lemma 2. Assume that conditions A0, A1, A2∗,
GC and F1 are satisfied. Then it follows that
(i) there exists a zero-mean Gaussian process {G′ f : f ∈F} with covariance func-
tion given by Σ′ which is a Borel measurable and tight mapping from some prob-
ability space into l∞(F ) such that
sup
h∈BL1(l∞(F ))
∣∣Edh(G′N)−Eh(G′)∣∣ P∗(as∗)→ 0,
(ii) the sample paths f 7→G′ f are uniformly continuous w.r.t. the L2(Py) semimetric
ρ( f ,g) := [Py( f − g)2]1/2 with probability 1.
Proof. Assumptions A0, A1, A2∗ make sure that CWCM holds for some zero-mean
Gaussian limit process with covariance function given by Σ′ (see Lemma 2 and Remark
3), while assumptions A2∗, GC and F1 imply that F is totally bounded w.r.t. ρ and
that {G′N}∞N=1 is conditionally AEC w.r.t. ρ (see Lemma 3). Both conclusions of the
theorem follow now from Corollary 1.
Theorem 7 (Unconditionalweak convergence). Let {SRN}∞N=1, {pN}∞N=1,F and {G′N}∞N=1 :=
{{G′N f : f ∈F}}∞N=1 be defined as in Lemma 2. Assume that conditions A0, A1, A2∗,
F1 and PM are satisfied. Then it follows that
(i) there exists zero-mean Gaussian process {G′ f : f ∈F} with covariance function
given by Σ′ which is a Borel measurable and tight mapping from some probability
space into l∞(F ) such that
G
′
N  G
′ in l∞(F );
(ii) the sample paths f 7→G′ f are uniformly continuous w.r.t. the L2(Py) semimetric
ρ( f ,g) := [Py( f − g)2]1/2 with probability 1.
Proof. Remark 4 and Remark 5 show that assumption F1 along with assumption PM
imply assumption GC. The conditions of the present theorem are therefore stronger
than the conditions of Theorem 6, and the conclusion of the present theorem follows
therefore from Remark 2 (note that condition PM implies measurability of the suprema
in Remark 2).
The following corollary establishes joint weak convergence for the sequence of
HTEPs and the classical sequence of F -indexed i.i.d. empirical processes given by
GN f :=
1√
N
N
∑
i=1
( f (Yi)−Py f ), f ∈F . (25)
Corollary 2 (Joint weak convergence). Under the assumptions of Theorem 7 it follows
that
(GN ,G
′
N) (G,G
′) in l∞(F )× l∞(F ),
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where G′ is defined as in Theorem 6 (or Theorem 7), GN is the classical F -indexed
empirical process defined in (25), and where G is a Borel measurable and tight Py-
Brownian Bridge which is independent from G′.
Proof. The assumptions of Theorem 7 are stronger than those of Theorem 6 (which
imply opCWC) and they imply thatF is a Py-Donsker class (see Remark 4 and Remark
5). The proof of the corollary follows now from an application of Theorem 5.
5.2 CPS designs with first order sample inclusion probabilities pro-
portional to some size variable which might take on arbitrarily
small values
This subsection treats the case where the first order sample inclusion probabilities are
proportional to some size variable which can take on values arbitrarily close to zero.
Note that this case is not covered by the theorems given in the previous subsection be-
cause assumptions A0 and A2∗ imply that the first order sample inclusion probabilities
are bounded away from zero with probability tending to 1 or eventually almost surely
(see Result 1 in Section 4). So, let w : X 7→ (0,∞) be a mapping such that w(Xi) can
be interpreted as the "size" of the ith population unit. Throughout this subsection it will
be assumed that the first order sample inclusion probabilities are defined as
pii,N := min
{
cN(X1,X2, . . . ,XN)
w(Xi)
∑Nj=1w(X j)
;1
}
, i= 1,2, . . . ,N, (26)
where cN : X
N 7→ (0,∞) is a function which makes sure that the expected sample
size equals the value taken on by some other integer-valued function nN : X
N 7→
{1,2, . . . ,N} (in many applications {nN}∞N=1 is simply a deterministic sequence of pos-
itive integers), i.e. cN makes sure that
N
∑
i=1
pii,N :=
N
∑
i=1
min
{
cN
w(Xi)
∑Nj=1w(X j)
;1
}
= nN . (27)
It is not difficult to show that the function cN is well defined, i.e. that for every
nN ∈ [0,N] there exists a unique positive constant cN such that equation (27) holds.
Moreover, under the assumptions
B0) nN :X
N 7→ [0,N] is a measurable function and the sequence of expected sample
sizes {nN}∞N=1 is such that
nN
N
P(as)→ α ∈ (0,1),
B1) w : X 7→ (0,∞) is a measurable function such that Ew(X1)< ∞,
it can also be shown that cN is measurable and that cN/N → θ in probability (almost
surely), where θ is the unique (positive) constant such that
Emin
{
θw(X1)
Ew(X2)
;1
}
= α.
29
The details of the proof of the latter claim are left to the reader.
Now, in order obtain weak convergence theorems for the case where the first order
sample inclusion probabilities are defined as in (26) it will be convenient to proceed as
in Subsection 3.2 of [11] and to place restrictions on the class of functions
F/wθ := { f/wθ : f ∈F},
where F is the original class of interest, and where
wθ (X1) :=min{w(X1),Ew(X1)/θ}.
Note that the domain of the members of the class F/wθ is the range of the random
vectors (Yi,Xi) (which is assumed to beY ×X ), and that the value taken on by f/wθ ∈
F/wθ at a given realization of the random vector (Yi,Xi) is given by f/wθ (Yi,Xi) :=
f (Yi)/wθ (Xi).
The following lemma establishes CWCM for the HTEP sequence for the case
where the first order sample inclusion probabilities are defined as in (26).
Lemma 4 (CWCM). Let {piN}∞N=1 be the sequence of vectors of first order sample
inclusion probabilities for a sequence of CPS designs and let {pN}∞N=1 be the sequence
of vectors of first order sample inclusion probabilities for the corresponding sequence
of canonical Poisson sampling designs. Assume that the components of each vector piN
are defined as in (26) and that conditions B0, B1 and condition
B2) the members of F/wθ are square integrable, i.e. E[ f (Y1)/wθ (X1)]
2 < ∞ for
every f ∈F
hold. Then it follows that conditions A0, A1, and A2 of Lemma 2 are satisfied and that
the covariance function Σ′ in condition A1 is given by
Σ′( f ,g) := E
{
Ew(X2)−θwθ (X1)
θwθ (X1)
[
f (Y1)−R( f )θwθ (X1)
Ew(X2)
]
×
×
[
g(Y1)−R(g)θwθ(X1)
Ew(X2)
]}
, f ,g ∈F ,
(28)
with
R( f ) :=
E f (Y1)
(
1− θwθ (X1)
Ew(X2)
)
E
θwθ (X1)
Ew(X2)
(
1− θwθ (X1)
Ew(X2)
) , f ∈F .
Proof. Define
wN(Xi) :=min
{
w(Xi);
1
cN
N
∑
j=1
w(X j)
}
, i= 1,2, . . . ,N, (29)
and note that
pii,N =
cNwN(Xi)
∑Nj=1w(X j)
, i= 1,2, . . . ,N. (30)
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Next, note that ∣∣∣∣wN(Xi)wθ (Xi) − 1
∣∣∣∣= |wN(Xi)−wθ (Xi)|wθ (Xi)
and that the right hand side is positive only if w(Xi) lies between ∑
N
j=1w(X j)/cN and
Ew(X1)/θ , in which case it is bounded by
1
min
{
1
cN
∑Nj=1w(X j);
1
θ Ew(X1)
} ∣∣∣∣∣ 1cN
N
∑
j=1
w(X j)− 1
θ
Ew(X1)
∣∣∣∣∣ .
Since this bound does not depend on i, and since under assumptions B0 and B1 it goes
to zero in probability (almost surely), it follows that
max
1≤i≤N
∣∣∣∣wN(Xi)wθ (Xi) − 1
∣∣∣∣ P(as)→ 0. (31)
In combination with (30) this yields
max
1≤i≤N
∣∣∣∣ pii,Nθwθ (Xi)/Ew(X1) − 1
∣∣∣∣ P(as)→ 0. (32)
Using this result it is easily seen that
1
N
N
∑
i=1
pii,N(1−pii,N) = 1
N
N
∑
i=1
pii,N− 1
N
N
∑
i=1
pi2i,N
P(as)→ θEwθ (X1)
Ew(X1)
− θ
2Ew2θ (X1)
[Ew(X1)]2
.
(33)
Since 0 < wθ (X1) ≤ Ew(X1)/θ < ∞, the limiting constant in the last line in the last
display must be strictly positive unless wθ (X1) = Ew(X1)/θ with probability 1. How-
ever, in the latter case it would follow that θ = α = 1 which contradicts assumption
B0. This proves that the limiting constant on the right side in (33) is positive and hence
that assumption A0 holds with pii,N in place of pi,N . From (i) in Result 1 in Section 4 it
follows that assumption A0 in its original form must be satisfied as well. Actually, the
previous argument shows more than that. In fact, it shows that under assumptions B0
and B1
1
N
N
∑
i=1
pi,N(1− pi,N) P(as)→ C for someC > 0. (34)
Next, consider assumption A1. Using (32), (34) and assumption B2 it is not difficult
to show that assumption A1 is also satisfied with the limiting covariance function Σ′
defined as in the statement of the lemma (the details of the proof are left to the reader).
Finally, it remains to show that the Lindeberg condition in assumption A2 holds as
well. Also this can be easily shown by using (32) and assumption B2 (the details are
left to the reader).
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Having established sufficient conditions for conditional convergenceof the marginal
distributions it remains to deal with AEC and total boundedness. The next lemma deals
with both issues. As already mentioned above, the underlying semimetric will be dif-
ferent from the L2(Py)-semimetric ρ which was used in the previous subsection. In
fact, in the present setting it seems more convenient to use the semimetric
ρw( f ,g) :=
√
E
(
f (Y1)− g(Y1)
wθ (X1)
)2
=
√
Py,x( f − g)2/w2θ , f ,g ∈F
in place of ρ . Note that ρw can be viewed as the L2(Py,x)-semimetric on the function
class F/wθ .
Lemma 5 (Total boundedness and conditional AEC). Let {SRN}∞N=1 be the sequence of
vectors of sample inclusion indicators for a sequence of measurable CPS designs, let
F be a class of measurable functions f : Y 7→R and let {G′N}∞N=1 be the sequence of
HTEPs corresponding to {SRN}∞N=1 andF . Assume that the first order sample inclusion
probabilities corresponding to each vector SRN are defined as in (26) and that conditions
B0 and B1 hold. Moreover, assume that conditions
GC∗) (F∞/wθ )2 := {( f − g)2/w2θ : f ,g ∈ F} is an outer almost sure Py,x-Glivenko-
Cantelli class;
F1∗) F has an envelope function F such that E[F∗(Y1)/wθ (X1)]2 < ∞ and such that
the uniform entropy condition∫ ∞
0
sup
Qy,x
√
logN(ε‖F/wθ‖L2(Qy,x),F/wθ ,L2(Qy,x))dε < ∞ (35)
holds, where the supremum is taken over all finitely discrete probability measures
Qy,x on Y ×X such that1
‖F/wθ‖L2(Qy,x) :=
∫
[F(y)/wθ (x)]
2dQy,x(y,x)> 0;
hold. Then it follows that
(i) F is totally bounded w.r.t. ρw;
(ii)
Ed‖G′N‖FwδN
P∗(as∗)→ 0 for every δN ↓ 0,
where Fwδ := { f − g : f ,g ∈F ∧ρw( f ,g)< δ}.
1Note the abuse of notation: ‖F/wθ ‖L2(Qy,x) and
∫
[F(y)/wθ (x)]
2dQy,x(y,x) should actually be written as
‖(F ◦φy)/(wθ ◦φx)‖L2(Qy,x) and
∫
[F ◦φy(y,x)/wθ ◦φx(y,x)]2dQy,x(y,x), respectively, with φy : Y ×X 7→ R
and φx : Y ×X 7→ R defined as φy(y,x) := y and φx(y,x) := x for (y,x) ∈ Y ×X .
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Proof. Part (i) of the conclusion follows from condition F1∗ (see Problem 2.5.1 on
page 133 in [17]).
The proof of part (ii) of the conclusion is almost the same as the proof of Lemma
3. The first step is to show that for arbitrary δN ↓ 0 the corresponding stochastic pro-
cesses {G′N f : f ∈FwδN} are, with probability tending to 1 (eventually almost surely),
conditionally subgaussian w.r.t. to the empirical semimetric
ρN,w( f ,g) :=
√
1
N
N
∑
i=1
[
f (Yi)
wθ (Xi)
− g(Yi)
wθ (Xi)
]2
:=
√
Py,x,N(( f/wθ )− (g/wθ))2, f ,g ∈FwδN ,
i.e. to show that there exists a constant C > 0 (which does not depend on the sam-
ple points ω ∈ Ω∞y,x×Ωd and neither on N) such that, with probability tending to 1
(eventually almost surely),
Pd
{|G′N f −G′Ng|> x}≤ 2e−Cx2/ρ2N,w( f ,g) for every f ,g ∈FwδN (36)
(cfr. display (20)). To this aim, note that the differenceG′N f −G′Ng can be written as
G
R
N f −GRNg=
wθ (Xi)∑
N
j=1w(X j)
wN(Xi)cN
√
N
(SRi,N−pii,N)
[
f (Yi)
wθ (Xi)
− g(Yi)
wθ (Xi)
]
:=
N
∑
i=1
Zi,N ,
where wN(Xi) is defined as in (29). Then, note that EdZi,N = 0 for i= 1,2, . . . ,N,
|
√
NZi,N | ≤
(
max
1≤ j≤N
wθ (X j)
wN(X j)
)
∑Nj=1w(X j)
cN
∣∣∣∣ f (Yi)wθ (Xi) − g(Yi)wθ (Xi)
∣∣∣∣ ,
and that with probability tending to 1 (eventually almost surely) the right side in the
last inequality is bounded by
1
Lθ
∣∣∣∣ f (Yi)wθ (Xi) − g(Yi)wθ (Xi)
∣∣∣∣ ,
where Lθ is a positive constant which depends only on θ (use (31) along with the
fact that assumptions B0 and B1 imply cN/N
P(as)→ θ ). Thus, it follows by Hoeffding’s
lemma (see [7]) that, with probability tending to 1 (eventually almost surely),
Ede
λZi,N( f ,g) ≤ exp
{
λ 2
8NL2θ
[
f (Yi)
wθ (Xi)
− g(Yi)
wθ (Xi)
]2}
.
Now, as in the proof of Lemma 3, use the fact that the components of SRN are negatively
associated to conclude that
Pd
{|G′N f −G′Ng|> x}≤ 2exp{−λx+ λ 2
8L2θ
ρ2N,w( f ,g)
}
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with probability tending to 1 (eventually almost surely). Optimizing the right side w.r.t.
λ yields then the subgaussian tail inequality in (36) withC = 2L2θ .
Next, note that Corollary 2.2.8 on page 101 in [17] can be applied also in the present
case and conclude that, with probability tending to one (eventually almost surely),
Ed
∥∥G′N∥∥Fw
δN
≤ K
∫ ∞
0
√
logD(ε,FwδN ,ρN,w)dε
for some constant K (which does not depend on the sample points ω ∈ Ω∞y,x×Ωd and
neither on N). Now note that
D(ε,FwδN ,ρN,w)≤ N(ε/2,F
w
δN
,ρN,w) = N(ε/2,F
w
δN
/wθ ,L2(Py,x,N))
where FwδN
/wθ := { f/wθ : f ∈FwδN}, so that the integral in the second last display is
bounded by a constant multiple of∫ ∞
0
√
logN(ε,Fw
δN
/wθ ,L2(Py,x,N))dε.
The proof can now be completed by using assumptions GC∗ and F1∗ in order to show
that this last integral goes to zero outer almost surely. Again, this can be done by the
method used in the proof of Theorem 2.5.2 on page 127 in [17] (see the lines following
display 2.5.3 on page 128 in [17]; see also Remark 7 in order to see that assumption
GC∗ can be replaced by a measurability condition).
Remark 7. Assume that wθ : X 7→ (0,∞) is any measurable and uniformly bounded
function. Then condition F1∗ together with condition
M1’) (F∞/wθ )
2 := {( f − g)2/w2θ : f ,g ∈ F} is a Py-measurable class of functions
(see Definition 2.3.3 on page 110 in [17]), i.e. the function
(YN ,XN) 7→ sup
f ,g∈F
∣∣∣∣∣ N∑
i=1
ei
[ f (Yi)− g(Yi)]2
w2θ (Xi)
∣∣∣∣∣
is measurable on the completion of ((Y ×X )N ,(A ×B)N ,PNy,x) for every N
and for every (e1,e2, . . . ,eN) ∈ RN
imply condition GC∗ (cf. Remark 4). Of course, condition PM implies also condition
M1’.
Remark 8. Assume that wθ : X 7→ (0,∞) is any measurable and uniformly bounded
function. Then, the uniform entropy conditions (19) and (35) are equivalent. To prove
this claim, define the projections φy and φx as in footnote 1, define F ◦ φy := { f ◦
φy : f ∈ F} and let Qy := Qy,x ◦ φ−1y for any probability measure Qy,x on (Y ,A )×
(X ,B). Then note that ‖ f‖L2(Qy) = ‖ f ◦φy‖L2(Qy,x) for every measurable f : Y 7→ R
and deduce that
sup
Qy
N(ε‖F‖L2(Qy),F ,L2(Qy)) = sup
Qy,x
N(ε‖F ◦φy‖L2(Qy,x),F ◦φy,L2(Qy,x)), (37)
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where the supremum on the left side ranges over the set of all finitely discrete proba-
bility measures on Y such that ‖F‖L2(Qy) > 0, and where the supremum on right side
ranges over the set of all finitely discrete probability measures on Y ×X such that
‖F ◦φy‖L2(Qy,x) > 0.
Next, define for each finitely discrete probability measure Qy,x on Y ×X a corre-
sponding finitely discrete measure Ry,x by setting
dRy,x
dQy,x
(y,x) := wθ (x) = wθ ◦φx(y,x), (y,x) ∈ Y ×X .
Since this density is strictly positive, it follows that the supports of Qy,x and Ry,x must
be the same. Moreover, it follows that
dQy,x
dRy,x
(y,x) =
1
wθ ◦φx(y,x)
, (y,x) ∈ Y ×X
which shows that the mapping Qy,x 7→ Ry,x is a bijection between the set of all finitely
discrete probability measures on Y ×X and the set of all finitely discrete measures
on Y ×X . Obviously, this bijection satisfies Qy,x( f ◦φy) = Ry,x[( f ◦φy)/(wθ ◦φx)] for
every f : Y 7→ R. Conclude that
sup
Qy,x
N(ε‖F ◦φy‖L2(Qy,x),F ◦φy,L2(Qy,x)) =
= sup
Ry,x
N(ε‖(F ◦φy)/(wθ ◦φx)‖L2(Ry,x),F/wθ ,L2(Ry,x))
(38)
where the supremum over Qy,x ranges over the set of all finitely discrete probability
measures on Y ×X such that ‖F ◦ φy‖L2(Qy,x) > 0, and where the supremum over
Ry,x ranges over the set of all finitely discrete measures on Y ×X such that ‖(F ◦
φy)/(wθ ◦φx)‖L2(Ry,x) > 0. Next, note that
sup
Ry,x
N(ε‖(F ◦φy)/(wθ ◦φx)‖L2(Ry,x),F/wθ ,L2(Ry,x))
= sup
Qy,x
N(ε‖(F ◦φy)/(wθ ◦φx)‖L2(Qy,x),F/wθ ,L2(Qy,x))
(39)
where the supremum over Qy,x ranges over the set of all finitely discrete measures on
Y ×X such that ‖(F ◦φy)/(wθ ◦φx)‖L2(Qy,x) > 0 (see Problem 2.10.5 on page 204 in
[17]). Now combine equations (37), (38) and (39) to obtain
sup
Qy
N(ε‖F‖L2(Qy),F ,L2(Qy)) = sup
Qy,x
N(ε‖(F ◦φy)/(wθ ◦φx)‖L2(Qy,x),F/wθ ,L2(Qy,x))
where, by an abuse of notation, the right side can be written as the integrand on the left
side in (35). This shows that the uniform entropy integrals in (19) and (35) are actually
the same.
Remark 9. Assume that wθ : X 7→ (0,∞) is any measurable and uniformly bounded
function. Then condition F1∗ does obviously imply condition B2. Moreover, from
Remark 8 it follows that condition F1∗ implies also condition F1. Since condition GC∗
is stronger than condition GC, it follows further that conditions F1∗, GC∗ and M2
imply that F is a Py-Donsker class (cf. Remark 4).
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Theorem 8 (conditional weak convergence). Let {SRN}∞N=1 be the sequence of vec-
tors of sample inclusion indicators corresponding to a sequence of measurable Pois-
son sampling designs, let F be a class of measurable functions f : Y 7→ R and let
{G′N}∞N=1 be the sequence of HTEPs corresponding to {SRN}∞N=1 and F . Assume that
the first order sample inclusion probabilities corresponding to each vector SRN are de-
fined as in (26) and assume that conditions B0, B1, F1∗ and GC∗ are satisfied. Then it
follows that
(i) there exists zero-mean Gaussian process {G′ f : f ∈F} with covariance function
given by Σ′ as defined in (28) (or in assumption A1) which is a Borel measurable
and tight mapping from some probability space into l∞(F ) such that
sup
h∈BL1(l∞(F ))
∣∣Edh(G′N)−Eh(G′)∣∣ P∗(as∗)→ 0,
(ii) the sample paths f 7→G′ f are uniformly continuousw.r.t. the semimetric ρw( f ,g) :=
[Py( f − g)2/w2θ ]1/2 with probability 1.
Proof. Assumptions B0 and B1 imply that the function wθ is well defined and that it
is measurable and uniformly bounded, and together with assumption F1∗ they imply
also condition B2. From Lemma 4 and Lemma 2 it follows therefore that {G′N}∞N=1
satisfies CWCM for some zero-mean Gaussian limit process with covariance function
given by Σ′ as defined in (28) (or in assumption A1). Moreover, Lemma 5 shows that
F is totally bounded w.r.t. ρw and that {G′N}∞N=1 is conditionally AEC w.r.t. ρw. The
two conclusions of the theorem follow now by Corollary 1.
Theorem 9 (Unconditional weak convergence). Let {SRN}∞N=1, F and {G′N}∞N=1 be
defined as in Theorem 8. Assume that the first order sample inclusion probabilities
corresponding to each vector SRN are defined as in (26) and assume that conditions B0,
B1, F1∗ and PM are satisfied. Then it follows that
(i) there exists zero-mean Gaussian process {G′ f : f ∈F} with covariance function
given by Σ′ as defined in (28) (or in assumption A1) which is a Borel measurable
and tight random element of l∞(F ) such that
G
′
N  G
′ in l∞(F );
(ii) the sample paths f 7→G′ f are uniformly continuousw.r.t. the semimetric ρw( f ,g) :=
[Py( f/wθ − g/wθ)2]1/2 with probability 1.
Proof. Remark 7 shows that conditions F1∗ and PM imply assumption GC∗. The con-
ditions of the present theorem are therefore stronger than those of Theorem 8, and the
conclusions of the present theorem follows therefore from Theorem 8 and Remark 2
(note that assumption PM implies that the suprema in Remark 2 are measurable).
Corollary 3 (Joint weak convergence). Under the assumptions of Theorem 9 it follows
that
(GN ,G
′
N) (G,G
′) in l∞(F )× l∞(F ),
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where G′ is defined as in Theorem 9, GN is the classical F -indexed empirical process
defined in (25), and where G is a Borel measurable and tight Py-Brownian Bridge
which is independent from G′.
Proof. In the proof of Theorem 9 it has already been shown that the assumptions of
Theorem 9 are stronger than those of Theorem 8 which imply opCWC. Moreover, from
Remark 7, Remark 9 and Remark 5 it follows that F is a Py-Donsker class. The proof
of the corollary follows now from an application of Theorem 5.
6 Extensions for Hájek empirical processes
This section is very similar to Section 4 in [11]. It extends the weak convergence results
for HTEP sequences to the correspondingHájek empirical processes (henceforthHEP).
Given a class F of functions f : Y 7→ R, the HEP is defined as
G
′′
N f :=
√
N
(
1
N̂
N
∑
i=1
Si,N
pii,N
f (Yi)− 1
N
N
∑
i=1
f (Yi)
)
, f ∈F , (40)
with N̂ := ∑Ni=1(Si,N/pii,N) the Horvitz-Thompson estimator of the population size N.
Note that the value taken on by G′′N f is undefined when N̂ = 0. However, this will not
be problem here since the assumptions in the forthcoming theory will always imply
that
Pd
{∣∣∣∣∣ N̂N − 1
∣∣∣∣∣> ε
}
P∗(as∗)→ 0 for every ε > 0. (41)
In fact, this condition allows to consider in place of the HEP as defined in (40) the
closely related empirical process given by
G˜
′′
N f :=
1√
N
N
∑
i=1
(
Si,N
pii,N
− 1
)
[ f (Yi)−Py,N f ], f ∈F , (42)
where Py,N := ∑
N
i=1 δYi/N is the empirical measure on Y . In order to see why under
condition (41) we can consider G˜′′N in place of the HEP it is sufficient to observe that
G
′′
N f − G˜′′N f =
(
N
N̂
− 1
)
G˜
′′
N f , f ∈F , (43)
and that this together with condition (41) implies that any one of the three weak con-
vergence results in l∞(F ) for the sequence {G˜′′N}∞N=1 carries over immediately to the
corresponding sequence of HEPs, and viceversa.
The following lemma establishes conditional convergence of the marginal distribu-
tions for the sequence {G˜′′N}∞N=1 and hence for the corresponding sequence of HEPs as
well.
Lemma 6 (CWCM). Let {SRN}∞N=1, {pN}∞N=1 and F be defined as in Lemma 2, let
{piN}∞N=1 be the sequence of vectors of first order sample inclusion probabilities corre-
sponding to {SRN}∞N=1, and let {G˜′′}∞N=1 be the sequence of empirical processes defined
by (42). Assume that conditions
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C1) F contains a constant function which is not identically equal to zero, i.e. a
function f : Y 7→ R such that f ≡C Py-almost surely for some constant C 6= 0;
C2) Py| f |< ∞ for every f ∈F
and conditions A0, A1 and A2 are satisfied. Then the function
Σ′′( f ,g) := Σ′( f ,g)− Py f
C
Σ′(C,g)− Pyg
C
Σ′( f ,C)+
Py f Pyg
C2
Σ′(C,C), f ,g∈F , (44)
with Σ′ defined as in assumption A1, is a positive semidefinite covariance function, and
for every finite-dimensional f ∈F r and for every t ∈ Rr
Ed exp(it
⊺
G˜
′′
Nf)
P(as)→ exp
(
−1
2
t⊺Σ′′(f)t
)
,
where Σ′′(f) is the covariance matrix whose elements are given by Σ′′(i j)(f) := Σ
′′( fi, f j).
Proof. The proof is almost the same as the proof of Lemma 2. Define the sequences of
sample inclusion indicators {SPN}∞N=1 and {SP0N }∞N=1 as in the proof of Lemma 2. Then,
define the sequence of stochastic processes {T˜PN}∞N=1 := {T˜PN f : f ∈F}}∞N=1 by
T˜
P
N f :=
√
NTN( f −Py,N f ;SPN)
=
1√
N
N
∑
i=1
(
SPi,N
pi,N
− 1
)
[( f (Yi)−Py,N f )−RN( f −Py,N f )pi,N ]
=
1√
N
N
∑
i=1
(
SPi,N
pi,N
− 1
)
( f (Yi)−Py,N f )+
− RN( f −Py,N f )√
N
N
∑
i=1
(SPi,N − pi,N)
:= Y˜PN f − R˜PN f .
Note that EdT˜
P
N f = 0 for every f ∈F , and that
Σ′′N( f ,g) := EdT˜
P
N f T˜
P
Ng
= Σ′N( f ,g)−Σ′N(Py,N f ,g)−Σ′N( f ,Py,Ng)+Σ′N(Py,N f ,Py,Ng)
where Σ′N( f ,g) := EdT
P
N fT
P
Ng is defined as in the proof of Lemma 2. Now, it follows
from assumptions C1, C2 and A1 that
Σ′′N( f ,g)
P(as)→ Σ′′( f ,g), f ,g ∈F , (45)
where Σ′′( f ,g) is defined as in (44). This implies that Σ′′ : F 2 7→ R must be positive
semidefinite and proves the first part of the conclusion of the lemma.
In order to prove the second part of the conclusion, consider for some given f ∈F r
the triangular array of rowwise conditionally independent random vectors
Zi,Nf :=
(
SPi,N
pi,N
− 1
)
[(f(Yi)−Py,Nf)−RN(f−Py,Nf)pi,N ] , f ∈F r,
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i= 1,2, . . . ,N, N = 1,2, . . . ,
where Py,Nf := (Py,N f1,Py,N f2, . . . ,Py,N fr)
⊺. Observe that the random vector T˜PNf :=
(T˜PN f1, T˜
P
N f2, . . . , T˜
P
N fr)
⊺ can be written as
T˜
P
Nf=
1√
N
N
∑
i=1
Zi,Nf.
Using the fact that Σ′′N( f ,g) := EdT˜
P
N f T˜
P
Ng
P(as)→ Σ′′( f ,g) along with condition A2 it is
not difficult to show that the Lindeberg condition
1
Nt⊺Σ′′N(f)t
N
∑
i=1
Ed (t
⊺Zi,Nf)
2
I
(
|t⊺Zi,N f|> ε
√
t⊺Σ′′N(f)t
)
P(as)→ 0, ε > 0,
must be satisfied whenever f ∈ F and t ∈ Rr such that t⊺Σ′′(f)t > 0. Therefore it
follows that
Ed exp
(
it⊺T˜PNf)
)
P(as)→ exp
(
−1
2
t⊺Σ′(f)t
)
.
Next, consider the sequence of stochastic processes {T˜P0N }∞N=1 := {{T˜P0N f : f ∈
F}}∞N=1 with T˜P0N f defined in the same way as T˜PN f but with SP0N in place of SPN . Use
assumption A0 along with Result 2 in Section 4 to show that∣∣∣Ed exp(it⊺T˜PNf))−Ed exp(it⊺T˜P0N f))∣∣∣ P(as)→ 0, f ∈F r, t ∈Rr.
Note that this does not require to know the joint distributions of the vectors S
P0
N and S
P
N .
Third, consider the sequence of stochastic processes {Y˜RN}∞N=1 := {{Y˜RN f : f ∈
F}}∞N=1 with Y˜RN f defined in the same way as Y˜PN f but with SRN in place of SPN . Use
Result 3 in Section 4 to conclude that∣∣∣Ed exp(it⊺T˜P0N f))−Ed exp(it⊺Y˜RNf))∣∣∣ P(as)→ 0, f ∈F r, t ∈Rr
as well.
Finally, note that the definition of Y˜RN coincides with the one of G˜
′′
N except for the
fact that the former contains the first order sample inclusion probabilities corresponding
to SPN in place of those corresponding to S
R
N , i.e. Y˜
R
N contains pi,N in place of pii,N :=
EdS
R
i,N . However, this problem can be easily fixed by using Result 1.
Remark 10. Assumption A0 implies that condition (41) holds. By (43) it follows there-
fore that the conditions of Lemma 6 imply also that
Ed exp(it
⊺
G
′′
Nf)
P(as)→ exp
(
−1
2
t⊺Σ′′(f)t
)
.
Remark 11. Assumption C2 is certainly satisfied if assumption F1 holds or if wθ :
X 7→ (0,∞) is measurable and uniformly bounded and assumption F1∗ holds.
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The next two lemmas establish conditional AEC of the {G˜′′}∞N=1 sequence for the
case where there is a positive lower bound for the pii,N’s and for the case where the
pii,N’s are proportional to some size variable which can take on arbitrarily small values,
respectively.
Lemma 7 (conditional AEC). Let F be a class of functions f :Y 7→R which satisfies
assumption M2. Then, under the assumptions of Lemma 3, it follows that
Ed‖G˜′′N‖FδN
P∗(as∗)→ 0 for every δN ↓ 0.
Proof. First, note that
G˜
′′
N f =G
′
N f −
Py,N f√
N
N
∑
i=1
(
SRi,N
pii,n
− 1
)
, f ∈F ,
whereG′N is the HTEP. From this it follows that
Ed‖G˜′′N‖FδN ≤ Ed‖G
′
N‖FδN + ‖Py,N‖FδNEd
∣∣∣∣∣ 1√N
N
∑
i=1
(
Si,N
pii,n
− 1
)∣∣∣∣∣ .
Since by Theorem 2.8 in [8] the SRi,N’s are negatively associated, it follows that
Ed
∣∣∣∣∣ 1√N
N
∑
i=1
(
Si,N
pii,n
− 1
)∣∣∣∣∣
2
≤ 1
N
N
∑
i=1
1−pii,N
pii,N
, (46)
and assumption A2∗ implies that the right side in the latter inequality is bounded in
probability (eventually almost surely). To complete the proof of the lemma it remains
therefore to show that
‖Py,N‖FδN
as∗→ 0 for every δN ↓ 0.
To this aim note that
‖Py,N‖FδN ≤ ‖Py,N−Py‖FδN + ‖Py‖FδN ≤ ‖Py,N−Py‖F + δN,
and that ‖Py,N −Py‖F as∗→ 0 because assumptions F1, GC and M2 imply that F is a
Py-Donsker class (see Remark 4) and hence an outer almost sure Py-Glivenko-Cantelli
class.
Lemma 8 (conditional AEC). Let F be a class of functions f :Y 7→R which satisfies
assumptions C1 and M2. Then, under the assumptions of Lemma 5, it follows that
Ed‖G˜′′N‖FwδN
P∗(as∗)→ 0 for every δN ↓ 0.
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Proof. Follow the steps in the proof of Lemma 7 up to inequality (46) (with FwδN
in
place of FδN ) and note that the right side of that inequality is bounded in probability
(eventually almost surely) because assumptions B0 and B1 imply (32) (see the proof of
Lemma 4), and assumptions C1 and F1∗ imply Ew−2θ (X1)< ∞. To complete the proof
of the lemma it remains therefore to show that
‖Py,N‖Fw
δN
as∗→ 0 for every δN ↓ 0.
To this aim note that
‖Py,N‖Fw
δN
≤ ‖Py,N−Py‖Fw
δN
+ ‖Py‖Fw
δN
≤ ‖Py,N−Py‖F + Ew(X1)
θ
δN ,
and that ‖Py,N−Py‖F as∗→ 0 because assumptions F1∗, GC∗ and M2 imply that F is a
Py-Donsker class (see Remark 9) and hence an outer almost sure Py-Glivenko-Cantelli
class.
Having found sufficient conditions for CWCM and for conditional AEC w.r.t to
suitable semimetrics, we are now ready to prove the three desired weak convergence
results. Since the sufficient conditions under consideration imply condition (41) (see
Remark 10), the weak convergence results for {G˜′′}∞N=1 and for the HEP sequence
{G′′N}∞N=1 are equivalent. Since only the HEP sequence is of interest in applications,
the weak convergence results will be stated only in terms of the latter.
Theorem 10 (Conditional and unconditional weak convergence). Let F be a class of
functions f : Y 7→ R which satisfies assumption C1 and let {G′′N}∞N=1 be the corre-
sponding sequence of HEPs as defined in (40). Then, under the assumptions of Theo-
rem 7 or the assumptions of Theorem 9 it follows that
(i) there exists zero-mean Gaussian process {G′′ f : f ∈F} with covariance func-
tion Σ′′ : F 2 7→ R defined as in (44) which is a Borel measurable and tight
random element of l∞(F );
(ii) (conditional weak convergence)
sup
h∈BL1(l∞(F ))
∣∣Edh(G′′N)−Eh(G′′)∣∣ P∗(as∗)→ 0;
(iii) (unconditional weak convergence)
G
′′
N  G
′′ in l∞(F ).
Moreover,
(iv) under the assumptions of Theorem 7 it follows that the sample paths f 7→ G′′ f
are uniformly ρ-continuous with probability 1;
(v) under the assumptions of Theorem 9 it follows that the sample paths f 7→ G′′ f
are uniformly ρw-continuous with probability 1.
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Proof. Consider first the assumptions of Theorem 7. Remark 3 and Remark 11 show
that the assumptions of Theorem 7 together with assumption C1 imply the assumptions
of Lemma 6, and the conclusion of that lemma says that the sequence of auxiliary
processes {G˜′′}∞N=1 satisfies CWCM for some zero-mean Gaussian limit process with
covariance function given by Σ′′ as defined in (44). Next, in the proof of Theorem 7 it
has already been shown that the assumptions of that theorem are stronger than those of
Lemma 3. Hence, the assumptions of Theorem 7 along with assumption C1 imply the
assumptions of Lemma 7 (use the fact that assumption PM is stronger that assumption
M2; see Remark 5) whose conclusion implies that {G˜′′}∞N=1 is conditionally AECw.r.t.
ρ . Since the first part of the conclusion of Lemma 3 says that F is totally bounded
w.r.t. ρ , it follows by Corollary 1 that {G˜′′}∞N=1 (and hence also the corresponding
sequence of HEPs) satisfies part (ii) of the conclusion of the present theorem for some
H′ which satisfies the conditions given in parts (i) and (iv). Part (iii) of the conclusion
of the theorem follows now from Remark 2 (recall that condition PM implies that the
suprema in Remark 2 are measurable).
Now, consider the assumptions of Theorem 9. In the proof of Theorem 9 it has al-
ready been shown that its assumptions are stronger than those of Theorem 8, and in the
proof of the latter theorem it has been shown that its assumptions imply the conditions
of Lemma 4 whose conclusion says that conditions A0, A1 and A2 are satisfied. Use
Remark 11 to conclude that the assumptions of Theorem 9 along with assumption C1
imply the assumptions of Lemma 6 whose conclusion says that the sequence of auxil-
iary processes {G˜′′}∞N=1 satisfies CWCM for some zero-mean Gaussian limit process
with covariance function given by Σ′′ as defined in (44). Next, recall that in the proof
of Theorem 8 it has been shown that its assumptions imply those of Lemma 5, and con-
clude that the assumptions of Theorem 9 along with condition C1 must therefore imply
the assumptions of Lemma 8 (use the fact that assumption PM is stronger that assump-
tion M2; see Remark 5) whose conclusion implies that {G˜′′}∞N=1 is conditionally AEC
w.r.t. ρw. Since the first part of the conclusion of Lemma 5 says that F is totally
bounded w.r.t. ρw, it follows by Corollary 1 that the sequence of auxiliary processes
{G˜′′}∞N=1 (and hence also the corresponding sequence of HEPs) satisfies part (ii) of
the conclusion of the present theorem for some H′ which satisfies the conditions given
in parts (i) and (v). Again, part (iii) of the conclusion of the theorem follows now
from Remark 2 (recall that condition PM implies that the suprema in Remark 2 are
measurable).
Corollary 4 (Joint weak convergence). Under the assumptions of Theorem 10 it fol-
lows that
(i)
(GN ,G
′′
N) (G,G
′′) in l∞(F )× l∞(F ),
where G′′ is defined as in the conclusion of Theorem 10, GN is the classical F -
indexed empirical process defined in (25), and where G is a Borel measurable
and tight Py-Brownian Bridge which is independent from G
′′.
Proof. As already shown in the proof of Corollary 2 (Corollary 3), the assumptions of
Theorem 7 (Theorem 9) imply that F is a Py-Donsker class. The conclusion of the
present corollary follows therefore from Theorem 10 and Theorem 5.
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7 Simulation results
This section about simulation results is analogous to Section 5 in [11] (see also Ap-
pendix S4 in [1]). The numerical results given in this section have been obtain by using
the R Statistical Software [13] in order to repeat B= 1000 times the following steps:
1) Generate a population of N independent observations (Yi,Xi) from the linear
model Yi = Xi+Ui, where the Xi’s are i.i.d. lognormal with E(lnXi) = 0 and
Var(lnXi) = 1, and where theUi’s are independent zero mean Gaussian random
variables with Var(Ui) = X
2
i , i= 1,2, . . . ,N.
2) Select a sample sN := (s1,N ,s2,N , . . . ,sN,N) according to the CPS design with
sample size n (specified below) and with first order sample inclusion probabil-
ities pii,N proportional to the Xi values (this step was performed by using the
function "UPmaxentropy" from the R package "sampling" [16]).
3) Compute the Horvitz-Thompson and the Hájek estimator for the population cdf
FY,N(t) := ∑
N
i=1 I(Yi ≤ t)/N, t ∈ R, and compute the uniform distance between
each of those estimators and FY,N , i.e. compute ‖G′N‖F and ‖G′′N‖F for the case
where F := {I(y≤ t) : t ∈R}.
4) Estimate the γ-quantiles q′γ and q′′γ of the limiting distributions of ‖G′N‖F and
‖G′′N‖F , i.e. the γ-quantiles of the distributions of ‖G′‖F and ‖G′′‖F . This was
done by using Algorithm 5.1 in [10] which was also used in the simulation study
in [1]. The details for the implementation of this algorithm are described below.
5) Compute the asymptotic uniform γ-confidence bands for the population cdf FY,N
based on the Horvitz-Thompson and the Hájek estimators and verify whether
FY,N lies within these confidence bands, i.e. verify whether ‖G′N‖F ≤ q̂′γ and
whether ‖G′′N‖F ≤ q̂′′γ , where q̂′γ and q̂′′γ are the estimates of q′γ and q′′γ obtained
from step 4. Note that the widths of the two asymptotic uniform 2γ-confidence
bands for FY,N are given by 2q̂
′
γN
−1/2 and 2q̂′′γN−1/2, respectively.
The γ-quantiles of the distributions of ‖G′‖F and ‖G′′‖F were estimated accord-
ing to the following procedure (see Algorithm 5.1 in [10]):
i) Estimate the covariancematricesΣ′(f) and Σ′′(f) for f :=(I(y≤Yi1), I(y≤Yi2), . . . , I(y≤
Yin))
⊺ where (i1, i2, . . . , in) correspond to the sampled population units, i.e. (i1, i2, . . . , in)
are the values of the subscript i for which si,N = 1, i = 1,2, . . . ,N. The compo-
nents Σ′r,c(f) and Σ′′r,c(f), r,c = 1,2, . . . ,n, of the two covariance matrices were
estimated as follows (cf. Lemma 4 and Lemma 6):
Σ̂′r,c(f) :=
1
N
N
∑
k=1
sk,N
1−pik,N
pi2k,N
Zk,irZk,ic
with
Zk,ir := I(Yk ≤ Yir)−pik,N
∑Nk=1
sk,N
pik,N
I(Yk ≤ Yir)(1−pik,N)
∑Nk=1 pik,N(1−pik,N)
, k= 1,2, . . . ,N;
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and
Σ̂′′r,c(f) :=
1
∑Nk=1
sk,N
pik,N
N
∑
k=1
sk,N
1−pik,N
pi2k,N
[Zk,ir −Zir ][Zk,ic −Zic ]
with
Zir :=
1
∑Nk=1
sk,N
pik,N
N
∑
k=1
sk,N
pik,N
Zk,ir .
ii) Compute the Cholesky decompositions of the estimated covariance matrices,
i.e. compute two lower triangular matrices L and H such that Σ̂′(f) = LL⊺ and
Σ̂′′i, j(f) = HH
⊺.
iii) Generate independently 1000 random vectors Zb := (Z1,b,Z2,b, . . . ,Zn,b)
⊺, b =
1,2, . . . ,1000, whose components Zk,b are i.i.d. standard normal random vari-
ables and compute the vectors G′b := LZb and G
′′
b := HZb which can be consid-
ered as realizations of the limit processes G′ and G′′, respectively.
iv) for each b= 1,2, . . . ,1000 compute the maximum norms ‖G′b‖∞ and ‖G′′b‖∞ (i.e.
the two maxima of the absolute values of the components ofG′b andG
′′
b), put the
two vectors (‖G′1‖∞,‖G′2‖∞, . . . ,‖G′1000‖∞) and (‖G′′1‖∞,‖G′′2‖∞, . . . ,‖G′′1000‖∞)
in ascending order and put q̂′γ equal to the γ-quantile of the first vector, and put
q̂′′γ equal to the γ-quantile of the second vector.
Table 1: Simulation results for the Horvitz-Thompson empirical process.
γ = 0.90 γ = 0.95 γ = 0.99
N= 500
α = 0.05
0.841 0.916 0.983
(0.4233; 0.4541) (0.4755; 0.5121) (0.5779; 0.6481)
α = 0.10
0.866 0.913 0.990
(0.3022; 0.3185) (0.3378; 0.3610) (0.4079; 0.4662)
N= 1000
α = 0.05
0.877 0.937 0.991
(0.3102; 0.3264) (0.3470; 0.3676) (0.4198; 0.4656)
α = 0.10
0.875 0.928 0.981
(0.2190; 0.2310) (0.2444; 0.2602) (0.2942; 0.3296)
N= 2000
α = 0.05
0.873 0.938 0.993
(0.2247; 0.2362) (0.2509; 0.2669) (0.3019; 0.3374)
α = 0.10
0.885 0.949 0.991
(0.1574; 0.1666) (0.1755; 0.1903) (0.2110; 0.2384)
Table 1 (for the HTEP) and Table 2 (for the HEP) summarize the simulation re-
sults. For each considered population size N = 500,1000,2000, for each considered
sampling fraction α := n/N = 0.05,0.10 and for each considered confidence level
γ = 0.90,0.95,0.99 the two tables report the estimate of the coverage probability of the
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Table 2: Simulation results for the Hájek empirical process.
γ = 0.90 γ = 0.95 γ = 0.99
N= 500
α = 0.05
0.860 0.928 0.991
(0.4319; 0.4562) (0.4838; 0.5100) (0.5864; 0.6480)
α = 0.10
0.875 0.925 0.989
(0.3062; 0.3203) (0.3418; 0.3652) (0.4127; 0.4523)
N= 1000
α = 0.05
0.887 0.940 0.993
(0.3145; 0.3344) (0.3514; 0.3785) (0.4243; 0.4737)
α = 0.10
0.880 0.935 0.982
(0.2212; 0.2332) (0.2465; 0.2623) (0.2962; 0.3313)
N= 2000
α = 0.05
0.878 0.944 0.994
(0.2269; 0.2416) (0.2529; 0.2686) (0.3049; 0.3387)
α = 0.10
0.886 0.948 0.994
(0.1585; 0.1684) (0.1765; 0.1899) (0.2116; 0.2370)
corresponding confidence band for FY,N as well as the average width (the first figure
within each bracket) and the maximum width (the second figure within each bracket)
of the B = 1000 simulated confidence bands. The simulation results suggest that the
confidence bands based on the HTEP and on the HEP are very similar. Their cover-
age accuracy is quite precise for the populations of size N ≥ 1000 and seems not to
depend on the sampling fraction α . As expected, the with of the confidence bands is
roughly proportional to n−1/2 and it appears to be quite stable from sample to sample
(the differences between the maximumwidths and the average widths are rather small).
However, for many applications the widths of the confidence bands might be too large.
This problem can be probably overcome through alternative estimators which use the
information provided by the auxiliary variable X more efficiently (see e.g. [14] or [12]
and references therein).
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