We describe and evaluate forecasts of solar irradiance using real-time measurements from a network of irradiance sensors. A forecast method using cloud motion vectors obtained from a numerical weather model shows significant skill over a standard persistence model for forecast horizons from 1 min to over 2 h, although the skill metric may be misleading. To explain this finding, we define and compare several different persistence methods, including persistence methods informed by an instantaneous spatial average of irradiance sensor output and persistence forecasts informed by a time-average of recent irradiance measurements. We show that spatial-or temporal-averaging reduces the forecast RMS errors primarily because these forecasts are smoother (have smaller variance). We use a Taylor diagram, which shows correlation, RMSE, and variance, to more accurately compare several different types of forecasts. Using this diagram, we show that forecasts using the network of sensors have meaningful skill up to 30 min time horizons after which the skill is primarily due to smoothing.
Introduction
The intermittency of solar power causes a cost to utilities and, ultimately, rate payers (Joskow, 2011) . Solar power forecasts (Kleissl, 2013; Inman et al., 2013 ) may reduce these costs by enabling utilities 5 to manage the variability of solar power in a number of ways. For example, forecasts can be used in conjunction with battery storage systems to control For longer (intra-hour) forecast horizons, methods based on irradiance sensor networks (Lonij et al., 2013) , machine learning techniques (Chu et al., 2015b) , and sky imagers (Yang et al., 2014; Chu et al., 2015a) are being actively studied. lite image based forecasts are useful for 1-h to many hours in advance (Perez et al., 2010; Bilionis et al., 2014) . For time horizons from several hours to up to a week in advance, numerical weather models often give the best predictions (Mathiesen and Kleissl, 30 2011; Diagne et al., 2014; Perez et al., 2013) . Combinations of techniques are also being studied to extend the useful time horizon of a forecast (Marquez et al., 2013; Lauret et al., 2014) . In this paper, we describe GHI forecasts that utilize a network of sensors placed throughout Tucson,
Networks of irradiance sensors overcome some
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AZ for April, May, and June 2014. The ideas behind this work are similar to those of Lonij et al. (2013) , however the data sources and implementation are different. The rooftop PV network in Lonij et al. (2013) was limited to historical reports of 15 50 min average power, whereas the irradiance sensors used in the present research report 1 s resolution data with 1 min latency. This allows us to make higher resolution and, as we will see, more accurate forecasts. 55 We will show that our sensor network based forecasting method has significant skill when compared to a clear-sky index persistence forecast from 1 min to beyond 2 h time horizons. While the limited area and density of the network likely limits the skill and 60 forecast horizon of our network-based forecasting method, the geographic diversity of measurements provide several advantages including improved persistence estimations. We will also explore why the forecasts exhibit such significant skill and explain 65 this result is due to smoothing after 30 min forecast horizons.
First, we describe our network of irradiance sensors. Then, we describe how we use the network to make forecasts. A discussion of different types 70 of persistence forecasts follows. Finally, we present and discuss our results and offer a concluding summary.
Irradiance Sensor Network Forecasts
Our forecasting method relies on a network of 75 sensors that sample the global horizontal irradiance at a number of locations. Our network consists of 12 irradiance sensors we developed, plus three rooftop PV power systems and one calibrated, commercial sensor. The calibrated sensor is part of a Na-
tional Renewable Energy Laboratory (NREL) Solar
Resource and Meteorological Assessment Project (SOLRMAP) site at the Univ. of Arizona (Wilcox and Andreas, 2010) . Converting the data to clearsky indices using an expected clear-sky profile for 85 each sensor allows us to combine sensors that measure different quantities to make forecasts. These sensors are distributed throughout Tucson as shown 2 in Fig. 1 . The irradiance sensors we developed collect 1 s data and transmit it to a database every 90 minute via cellular data networks (Lorenzo et al., 2014) . Some use commercial pyranometers while others use photodiodes. Since we use clear-sky indices with data driven clear-sky profiles, the absolute error of the sensor is not a concern. However, 95 the sensor used to evaluate the forecasted irradiance is a commercial sensor (Apogee SP-212) and agrees with the calibrated sensor to within 2% on average on clear days. The data was plotted for each day and for each sensor and verified by eye to provide 100 some measure of quality control. See Lorenzo et al. (2015) for access to the dataset that was used in this study.
The first step in making our forecasts is to convert irradiance and PV power data to clear-sky index data. The clear-sky index for a sensor n at time t is defined as
where y n (t) is the measured data and y clr n (t) is the clear-sky expectation. Clear-sky expectations for 105 each sensor are generated by fitting the measured data on a clear day in the recent past. An advantage of using this data-driven method of generating clear-sky expectations rather than a clearsky model, such as the REST2 model (Gueymard, 110 2008) or Ineichen model (Ineichen and Perez, 2002) , is that the data-driven method inherently accounts for sensor orientation, permanent obstacles, and sensor calibration errors. Furthermore, because our forecasting method relies on forecasting clear-sky Next, we fill all points in the grid with interpo-3 lated values as shown in Fig. 2 . We chose to use multiquadric interpolation because it performs well at interpolating scattered geospatial data (Franke, 1982; Nuss and Titley, 1994) , and it was more ro-135 bust with our sparse data. We did not use a kriging method, even though kriging is often used to interpolate geospatial data, because we lack sufficient data to adequately estimate the variogram (Webster and Oliver, 1993; Sirayanone, 1988) . We 140 also explored inverse distance weighted interpolation, but found the output to be similar to multiquadric interpolation with insignificant differences in forecast errors (typically < 3 W/m 2 difference in the root mean square error for all forecast horizons).
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Then, we translate this interpolated clear-sky map a distance determined by the cloud motion vectors (which may vary in time). The translation in the x direction, with the y translation being analogous, is given by
where t i is the time at which the forecast is being made, t − t i is the forecast horizon, and v x (t) is the 2014; Bosch et al., 2013) , predictions from NWP (Lave and Kleissl, 2013; Lonij et al., 2013) , analysis of aircraft communications addressing and reporting system (ACARS) or rawinsonde data, scaling of measured ground velocity, analysis of sky 185 camera images (Urquhart et al., 2013) , and analysis of satellite images (Hammer et al., 1999 Tucson area from the WRF model. To estimate the
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cloud motion vectors, we find the altitude at which relative humidity is greatest (dashed line in Fig. 4 ), similar to Lave and Kleissl (2013) . We then find all nearby heights that have a relative humidity that is within 90% of the maximum (shaded area in Fig the modest size and density of our network likely limits the overall accuracy of the network based forecasts presented here. Still, this network based method produces forecasts with lower errors than 215 several standard persistence methods, as we discuss next.
Error Metrics
We assessed the accuracy of forecasts using standard error metrics that are defined in Zhang et al. for a sensor (star in Fig. 1 ) in the middle of the network and near many large PV installations were used. Comparisons are always made with an instantaneous measurement, not averaged data, even when the forecast uses averaging.
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In addition to root-mean squared error (RMSE) and mean absolute error (MAE), we also compute the centered root-mean squared error (CRMSE) for irradiance
where an overbar indicates the sample mean of the quantity (Taylor, 2001) . The CRMSE removes forecast bias and will become important later.
We also compute errors for forecasted clear-sky indices. This is valuable because, as opposed to We also define relative metrics in terms of clearsky indices in order to present errors in percentages.
The relative RMSE is rRMSE(FH) =k
Relative MAE is similarly defined as
Following the method of Marquez and Coimbra (2012) , we can approximate forecast skill s as
where RMSE p is the RMSE for a clear-sky persistence forecast, described in Section 4.2. To estimate the average skill over many days, the ratio 245 RMSE RMSEp is estimated by the slope of the regression fit of daily RMSE vs RMSE p . The average skill is then s = 1 − slope. Examples of these plots and regressions are presented in Fig. 11 .
Persistence Forecasts
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Persistence forecasts are the simplest type of forecast to implement and are often the most accurate at very short time horizons, making them a standard to compare with other methods. In this section we describe and compare the persistence fore-255 casts we use for irradiance forecasting.
Before describing the various types of persistence,
we first define the terminology we will use. The measured quantity of sensor n (e.g. irradiance) at time t will be denoted by y n (t). The forecast of 260 sensor n at some time t + FH in the future will be denoted by y * n (t + FH). As mentioned in Sec. 3, we call FH the forecast horizon. The clear-sky expectation for a particular sensor will be denoted y clr n and the value of the clear-sky expectation at 265 time t is y clr n (t). 7
Measurement Persistence
We call one of the simplest persistence methods "measurement persistence." A measurement persistence forecast simply assumes that the irradiance at a future time will be the same as it is at the current time. Measurement persistence is defined by
This type of persistence is useful for short time horizons, but it does not account for the diurnal cycle of irradiance due to changing solar position and 
This method performs better than measurement persistence because it takes into account the diurnal 275 cycle of irradiance, but it does require that a clearsky expectation for the sensor, y clr n (t), be known or modeled appropriately. 
Often, a rolling averaged is used so t 0 = 0, ∆t is Using N sensors, the spatially-averaged persistence for sensor n is
. ( One could also imagine replacing the simple mean in Eq. (10) with a weighted mean by, for example, using the lasso (Yang et al., 2015) or some other 300 shrinkage and selection method. Time and spatial averaging can also be combined as discussed in Sec.
5.1
Results
We now present the results of the network and casts to other irradiance forecasting methods.
Persistence Forecast Results
Root-mean squared errors from the four types of persistence forecasts described above are plotted in 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 When we average the input data over both space and time, as shown as the green line in Fig. 8 , we find the RMSE is lower at longer time horizons.
Network Forecast Results
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We now compare our network forecasts to a clear sky (k * n (t) = 1) forecast, measurement persistence, clear-sky index persistence, and spatially averaged persistence (using the same 16 sensors which were used to make the network forecast). We also compute forecast skill as defined by Mar- 
Exploration of Forecast Errors
The forecast skill of the network-based forecasts remains at a surprising +20% at time horizons through 2 h. This was unexpected because the finite domain of the network is usually transited by clouds in 10 to 20 min. To explain this finding, we revisited the underlying statistics of forecast skill.
The root mean squared error can be written as where σ f is the forecast standard deviation, σ o is the measurement standard deviation, ρ is the correlation coefficient, and MBE is the mean bias error (Taylor, 2001) . When correlations and biases are 400 small, the RMSE reduces to a sum in quadrature of the observation and measurement standard deviations. Under these conditions, a smoother forecast will have a lower RMSE, and thus a more positive forecast skill, than a more variable forecast. Of 405 course, this does not mean that the smoother forecast is more skillful under most definitions of the word.
As an alternative means of understanding the relative merits of our forecast methods, we turned to 410 Taylor diagrams (Taylor, 2001 ). The Taylor diagram in Fig. 13 forecasts. This trend holds for even longer forecast horizons. Unfortunately, Eq. (11) does not simplify for the forecasts and data shown here so both correlation and standard deviation need to be considered to understand RMSE. 
Limitations and Comparisons to Other Work
One limitation of the current network algorithm is that it does not account for multiple cloud layers. Satellite images from many of the studied days confirm that multiple cloud layers were moving in 455 different directions. We also studied incorporating data from times in the past appropriately shifted by cloud motion vectors but found no noticeable improvement, likely due to this complex motion.
On a day with a single cloud layer coming from Table 1 .
When we compared our current network method and high resolution data with the previous work of Lonij et al. (2013) , we see that our new method 
Conclusion
We presented a deterministic method to forecast irradiance that uses data from a network of irradiance sensors as the primary input. This method can combine the benefits of clear-sky index persistence 530 and spatially-averaged persistence into one forecast.
It outperforms a reference clear-sky index persistence model for 1 to 120 min forecast horizons.
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