Abstract. Since the multi-scale finite element analysis (FEA) requires large computation time, development of the parallel computing technique for the multi-scale analysis is inevitable. A parallel elastic/crystalline viscoplastic FEA code based on a crystallographic homogenization method has been developed using PC cluster. The homogenization scheme is introduced to compute macro-continuum plastic deformations and material properties by considering a polycrystal texture. Since the dynamic explicit method is applied to this method, the analysis using micro crystal structures computes the homogenized stresses in parallel based on domain partitioning of macro-continuum without solving simultaneous linear equations. The micro-structure is defined by the Scanning Electron Microscope (SEM) and the Electron Back Scan Diffraction (EBSD) measurement based crystal orientations.
INTRODUCTION
Recently, the finite element analysis (FEA) to predict the failure and earing in the deep drawing operation with high accuracy is strongly required. The crystallographic homogenization method has been utilized as one of the effective numerical techniques [1] [2] [3] [4] [5] . However, the crystallographic homogenization FEA needs much computation time because of multiscale and crystalline viscoplastic analysis.
In this study, a parallel analysis method for the crystallographic homogenization FEA has been proposed and implemented on PC cluster system [6] . This parallelization method is based on the dynamic explicit method and using the message passing interface (MPI) library. The explicit time stepping solution in nonlinear finite element dynamics is wellsuited to the parallel computing on the distributed memory environment because solving simultaneous equation is not required. The parallel analysis system is implemented with a dynamic workload balancing technique to improve parallel performance. This paper describes effect of parallel computing and dynamic workload balancing technique based on estimation of parallel computation time and some three-dimensional sheet forming analyses.
CLYSTALLOGRAPHIC PLASTICITY FINITE ELEMENT ANALYSIS

Crystallographic Homogenization Method
A three-dimensional polycrystalline macrocontinuum is formed by periodic microscopic structures of a unit cell as shown in Fig. 1 . The region, Y , of the unit cell is made up of an aggregate of well defined crystal grains. The two coordinate systems are related by a scale ratio λ as follow
To obtain the Cauchy stress tensor of macrocontinuum, a finite element analysis of the unit cell is performed with consideration of the crystal plasticity. Since only geometry conditions are considered, homogenized stresses for the macro-continuum can be obtained using average of the stress for the unit cell. When we consider the scale ratio λ , the rate of displacement of macro-continuum is defined by
where is determined by governing equations and the corresponding boundary conditions for the macro-continuum.
The rate of displacement of micro-structure can be written in the coordinate system as
Equation (3) is the value of coordinates in microscopic coordinate system multiplied by the macrocontinuum displacement gradient.
For the description of macro-continuum deformation, the virtual power equation is employed as
where stands for the homogenized stress tensor, which is to be determined by solving the problem of pointwise attached unit cell using the virtual power equation for the micro-structure as follows:
.
To compute the macro-scopic unit cell stress tensor 
Finite Element Analysis Using Dynamic Explicit Method
In this study, the dynamic explicit method is applied to the equilibrium relation,
in finite element method, where M and are the mass and damping matrices, F and P are the internal and external force vectors, and u is the displacement vector, respectively. In order to obtain the internal force vector F, the macro-scopic stresses are required on each Gaussian integration points using finite element analysis of micro-mesh as shown in Fig. 2 . Therefore, the most of the computation time is consumed in the homogenized stress using micromesh. 
METHOD OF PARALLEL COMPUTING Parallel Computing based on Domain Partitioning for Macro-continuum
This multi-scale analysis consists of hierarchical structure of the macro-mesh, Gaussian integration points on a macro-element, and micro-mesh as shown in the Fig. 2 . To perform parallel computing, the whole region of macro-continuum is divided into the domains and allocated to cluster node in the same manner as the domain decomposition method (DDM), as shown in Fig. 3 . A master of the cluster nodes solves the incremental displacement vector Δu t +Δt at time t + Δt and broadcasts the vector to all slaves that are cluster nodes in parallel used. Both the internal and external force vectors, F and P, are also generated and evaluated on the master. During the step-by-step solution using the dynamic explicit method, the incremental homogenized stresses on each domain is obtained in parallel and gathered to the master. 
Dynamic Workload Balancing Technique
In order to improve parallel performance, dynamic workload balancing mechanism, in which subdomain allocation to slave is performed automatically and dynamically during analysis, is needed. The most popular method is number of subdomains is set to more than that of slaves. Subdomain is allocated to slaves without interruption until whole domain is computed.
However, in this method, since computation history of subdomain cannot be saved on slave or master, this method cannot be applied to plastic analysis.
Adaptive workload allocation method is proposed for elastic-plastic analysis. Number of macro-finite elements in subdomain is adapted for balancing the computational load among slaves. Adaptation process is performed at intervals by monitoring the computation time on all slaves during step-by-step solution.
When subdomain size is adapted, computation history of micro-structure is communicated among slave machines. 
EVALUATION OF PARALLEL PERFORMANCE Estimation of Parallel Computation Time
Execution time of the parallel analysis can be expressed with some basic parallel parameters, which are the number slave machines , the number of elements and that of nodes of macro-continuum.
Since the size of incremental displacement vector in three-dimensional analysis is , the data transfer time for a displacement vector is express by In this study, PC cluster system, Visual Technology VT64 Opteron WS 2000, which has 9 nodes (AMD Opteron 1.8 GHz CPU×2, 2 GB RAM, SuSE Linux OS, PGI Workstation 6.0 Fortran 95 Compiler), is used for parallel performance evaluation and parallel analyses. Total number of CPUs is 18.
These cluster nodes are connected with Gigabit Ethernet (1000Base-T, 1000 Mbps). The MPICH-1.25 is used for message passing interface (MPI) library for data communication on PC cluster.
To verify the Eq. (12) for the parallel execution time, the comparison is made between the estimation and execution time for a sample problem (352 macroelements and 8 micro-elements) with different number of slave machines. As shown in Fig. 6 , the estimation time for elastic analysis agrees very well to the real execution time.
Therefore, parallel performance evaluation can be performed using this equation. Estimation of parallel analysis time with different number of elements of micro-FE model is performed using Eqn (12).
Estimated speed-up factors by number of slaves are illustrated in Fig. 7 . The speedup factor is defined as follows: Since number of elements of micro-FE model indicates resolution of micro-structure, computation time on slave machines is increased by the number of elements.
However, amount of data for communication is not depended on the number of elements because calculated stresses on microstructure is homogenized in micro-FE mesh. Therefore, parallel performance is increased by number of elements of micro FE model.
Parallel Sheet Forming Analyses
Hemispherical Cup Deep Drawing Analysis
In this study, hemispherical cup deep drawing is simulated as an analysis example. Figure 8 shows tool setup and FE model of macro-continuum. The number of finite elements for macro-continuum is 352, and each integration point of macro-element has 8 micro-elements, and that correspond to 64 Gaussian integration points. Figure 9 shows relation between the parallel computing time and the number of slaves. By this result, the adaptive method shows more effective than the static method. Figure 10 shows the evaluation of workload at each CPU using the adaptive workload allocation method. In the elastic and plastic area, the number of elements is unchanged.
However, when the deformation increases and some of them changed to the plasticity, some slaves calculating the elastic deformation are received more element than another slave, because of the elastic calculation process is faster than the plastic one. 
Limiting Dome Height Test Analysis
As the second example, the limiting dome height (LDH) test is computed. The dome is formed by stretching a flat sheet over a hemispherical punch. The tool set-up and initial domain partitioning of macro-continuum for 18 slave machines are shown in Number of finite elements of macrocontinuum and micro-structure are 448 and 27 (3×3×3), respectively.
Material property is AL6022-T43 (Alcoa) is used. Parallel performance and result of the LDH test are shown in Fig. 14 and 15 , respectively. Ideal speed-up is also archived in this parallel analysis. 
FIGURE 14.
Numerical result of thickness strain distribution of LDH analysis.
CONCLUSIONS
In this study, parallel multi-scale FEA based on the crystalline homogenization method using PC cluster system.
Adaptive workload allocation method is introduced and proved to improve parallel performance. Linear speed-up is achieved in parallel performance evaluation and some sheet forming analyses.
