ABSTRACT The presence of 3-D maps of remote environments offers realistic visualization of both front and surrounding views. The surrounding view allows operators to observe different side views by controlling their viewpoint. Viewpoint control can be achieved by using the orientation of the operators' input device, which is mostly akin to gamepad controller. This kind of method assumes that binding the gamepad orientation to the 3-D map could benefit the operators during tasks; therefore, assessing operators' performance is required to validate this assumption. This paper assessed the effect of using gamepad orientation for controlling 3-D map viewpoint during remote navigation. The evaluation was conducted by comparing a tethered viewpoint against a controllable viewpoint within a simulated telerobot situation. The evaluation resulted in a contradictive state, where participants' positive opinions and preferences were against their actual workloads (d = 0.299, 95% CI [-0.200, 0.792]). The contradiction indicated the presence of naïve realism on using gamepad orientation for rapidly controlling viewpoint of 3-D map views. Meanwhile, shifts in participants' navigation behavior were also observed.
I. INTRODUCTION
Human operators' abilities on apprehending remote feedback of remote robots play a critical role in defining the performance of teleoperation. The inability to perceive the remote feedbacks has been acknowledged in a previous study [1] as a cause of operational failure. On improving the perception quality, existing approaches highlight the importance of visualizing spatial information in operator interface. Among the approaches is visualizing more realistic views using 3D maps [2] - [4] , instead of 2D maps. Such realistic imagery offers greater delivery of spatial knowledge [5] , [6] that will benefit the operators during teleoperation tasks.
The availability and reliability of realistic 3D maps of remote surroundings include providing greater details of the surrounding area. The presence of surrounding details thus enables the operators' displays to visualize different sides of the remote area by changing the viewpoint. However, enabling such control requires extra input from the operator, and it is often that the operator controller has no available input (i.e. joysticks and buttons in a gamepad), as all inputs have already been assigned for certain functionalities. A viable alternative is the use of gamepad orientation, which is mostly provided by the on-screen gamepads [7] . The orientation signal can be mapped into that of 3D maps to enable rapid and natural control over the 3D map orientation, thus resulting in different viewing positions. Although this approach is similar to the World-in-Miniature metaphor [8] , prior studies on telerobotic systems that discussed the effectiveness and influences of this approach towards operator performance are lacking.
In order to fill the abovementioned gap, this paper presents a study on the use of gamepad orientation for controlling the viewpoint in operators' displays. The remainder of this article is organized as follows. Section 2 covers related work on the use of 3D maps in operator interface. The research methodology and experimental setup are introduced in Section 3. Section 4 presents the results obtained, followed by a discussions. Finally, Section 5 concludes this work.
II. RELATED WORK
With the aim of improving operators' knowledge in perceiving remote environments, previous studies have adopted 3D maps on the operator interface. As follows, the effectiveness of presenting 3D maps was evaluated. A study by Mast et al. [3] aimed to assess how visualizing 3D map of telerobot's working environment could affect operator's performance. They used a prebuilt 3D map of the robot's working environment and displayed it on the operator interface. Their results reflected a positive outcome in regards to the operator's overall performance and cognition level. Another study [2] also presented the 3D video system, with an operator interface which combined past images from the color camera and the laser range finder to generate 3D maps. The presented approach enhanced the overall performance during remote navigation. A similar idea of using past images was used in [9] . The results presented from these works are consistent with previous studies [5] , [6] , [10] , which explained the usefulness of maps for navigation tasks.
Having the 3D representation of a remote environment (i.e. 3D maps), the aforementioned studies also attempted to provide different viewpoints. The conservative approach was implemented in [2] by arranging three preset views (i.e. front, over-the-shoulder, and overhead views) in a vertical stack and displayed it on the right side of the main view. The main view can be switched with the other three by pressing the pre-configured buttons on the steering wheel. Another approach was the use of a virtual camera that orbits around the 3D map. This approach provides greater control flexibility on viewing the 3D map. Saitoh et al. offered viewpoint control of 3D map by using the rudder input of a joystick within their experimental robot platform [11] . Their participants agreed that viewpoint control was very helpful in performing the experimental tasks. Similar to this study, viewpoint control with an orbital camera also presented in [3] using an additional 3D mouse device, and in [4] using a combination of keyboard and joystick. A notable approach was also presented in [12] , where the viewpoint control was applied to the egocentric perspective instead of the common exocentric ones. The control mechanism was embodied on the operator's head using a Head Mounted Display (HMD). Their result confirmed the advantages of free viewpoint control in terms of improved operation accuracy.
The viewpoint control presented in previous works mostly required additional input device to support existing ones. The additional device tends to be unfit during practical situation as the operator should needs to adopt and use multiple input devices. On the other side, practical telerobot systems often utilize gamepad controllers [13] , [14] and further adopt similar interaction on the touch-based predecessor. 1 Evaluation in [15] and [16] suggest the advantages of using gamepad-like interaction on a touch-screen device as a telerobot controller during real cases. Furthermore, the on-screen gamepads also enable additional input mechanism using its orientation sensing, which is provided by most touch-screen devices. This type of input is a common control method in mobile games but one that has rarely been explored in previous researches on telerobotics. A previous study [17] evaluated the use of orientation control and concluded that it performs well and overcomes the deficiency of touch-based systems, which is the lack of physical feedback. In summary, none of the aforementioned previous works explored the use of gamepad orientation for controlling 3D map viewpoint or further evaluated its effectiveness on operator performances.
III. METHOD
The proposed evaluation aims at identifying the influence and effectiveness of using gamepad orientation for controlling the viewpoint in operator displays. The aim is focused on the participants' performance during remote navigation through an indoor maze layout.
A. OPERATOR INTERFACE
The operator interface is operated by the operator PC, as shown in Fig. 1 . The evaluated interface consisted of two main component: the display and the controller. The display visualizes remote environments in a composition similar to that of the ME3D interface [18] , which augments video feedback as a floating window within 3D maps. The 3D map is rendered in the center of the display. The 3D map orientation is aligned to the forward-up direction, which follows the robot's heading. A robot model / avatar is located at its center to highlight the 3D map's frame-of-reference (FoR). The avatar provides clarity regarding spatial dimension as it is modeled from the real robot. Additional information on the robot's past movements is visualized on the 3D map as a yellow line. The rendered past trail is limited to a short length (approximately 4 meters) as it is intended for support operator perception on the robot's movements. The initial display setup for constant viewpoint (i.e. tethered viewpoint) was based on [10] and [18] , where the 3D map view was configured with simulated viewing distance of 12 meters distance with constant upward pitch of 75 degrees.
The controller has a gamepad-like design with two directional buttons (d-pad) on a touch screen device. The gamepadlike design was selected as it has been reported to deliver lower workload and improved usability when compared with joystick devices [19] . The controller runs on a 5.5 inch tablet device with multi-touch capability and 3 DOF orientation sensing. The controller listens for two types of inputs: robot movement control and viewpoint control. The robot movement is mapped into both the left and right d-pads, supporting both left-handed and right-handed users. However, only one d-pad is allowed during runtime, leaving the other as a dummy. Currently, the allowed movement includes standard differential drive control (i.e. straight, differential speed and pivot rotation).
The viewpoint control works by mapping 3DOF orientation data into the 3D map to determine the viewing position. This mapping technique is similar to the concept in the World-In-Miniature (WIM) metaphor [8] , where a user's non-dominant hand is bound to the 3D model of a virtual environment. The mapping uses a right-handed coordinate system in which the robot's forward direction is oriented to the negative Z-axis. This convention differ from the orientation signal of the operator, in which pitch, roll, and yaw signals rotate on X, Y, and Z axes respectively. Rather, yaw rotates on the Y-axis and roll rotates on the negative Z-axis (Fig. 2) . Therefore, a transformation is required to map the given orientation signal C αβγ into the 3D map orientation V αβγ , as described in Eq. 1.
A certain adjustment in the mapping range is made to avoid users from suffering excessive fatigue, especially due to the limited range-of-motion (ROM) of the wrist [20] , [21] (see Fig. 3 ). Since both hands are used to control the gamepad, the gamepad orientation is a product of both arms' movements, and not only by the wrist. However, each axis of the controller orientation W αβγ is still amplified with gains K αβγ to achieve greater movement range (see Eq. 2) with minimal movements of both elbow and shoulder. Figure 4 illustrates the effect of amplification with an initial gain of 50% for each axis. In order to reduce jitter, the orientation signal is further filtered by a moving average filter over four consecutive readings and later rounding it to 1 degree resolutions. For proper orientation mapping, the operator should perform the initial calibration steps before using the controller.
The experiments were conducted on a simulated telerobot environment constructed in the simulator PC (Fig. 1) . The simulator PC executes V-REP simulator software [22] , which provides API that eases the effort for mimicking telerobot systems. Within the simulated environment, a telerobot model based on the Pioneer 3DX mobile robot [23] was used. This robot model was equipped with a video camera and a 3D scanner (i.e. RGBD camera). The 3D scanner provided fast acquisition of both color and distance data in an omnidirectional layout, reproducing the concept introduced in [24] . On the other side, an operator PC was connected to a simulator computer via a local area network. This computer acts as the main processing unit that handles data transfer from and into the remote system (i.e. the simulator PC). The operator system was implemented using C++ and OpenGL languages. Upon receiving RGBD images from the simulator PC, the operator PC transforms the images into a 3D map. The transformation process includes a meshing process, as introduced in [25] , implemented on the CUDA-enabled GPU to achieve real-time conversion performance. This technique enabled a realistic visualization with a refresh rate greater than 20 frames per second. Additionally, careful optimization was realized by applying the multi-thread technique in order to separate the rendering, remote communication, and controller communication processes. The intention of this separation was to avoid blocking situations, which can result in a negative user experience due to the lowered frame rate [26] .
The operator PC also translates and routes the controller signal according to its purpose. Controller orientation is fed directly to the rendering process. Meanwhile, commands for the robot's movements are forwarded to the remote robot. Communication between controller and operator PC was established via WebSocket protocol over a wireless network. The controller has an update rate of 25 Hz.
C. EXPERIMENT DESIGN
The experiment was designed for comparing two interfaces: tethered viewpoint (control condition) and controllable viewpoint. The design was based on a counter-balanced within group in order to avoid the learning effect. Thus, each participant performed two trials, one for each user interface type. Before each trial, the participants received an introduction to the experimented interfaces and corresponding 10-minute familiarization sessions. For each trial, the participants were asked to navigate through the testing environment from the start to the end points, as illustrated in Fig. 5 . They were also required to observe any landmarks (i.e. arbitrary alphabet) while navigating. Once they found a landmark, they were asked to verbally state the letter. The participants answered a post-trial questionnaire at the end of each trial. After both trials were finished, the participants were given a post-experiment questionnaire. A log file was also generated automatically in each trial.
The post-trial questionnaire included assessments on workload (NASA-TLX [27] ), a spatial situation model (a subset of MEC-SPQ [28] ), memory recall, and opinions. For memory recall, the participants were asked to estimate the passage widths and landmark details (i.e. the number of observed landmarks, including the letter of the first and last landmarks). The question on passage width has three answers, as the testing environment was designed with three different passage widths. To measure the participants' opinions after each trial, the following statements were asked using a 7-point Likert scale: (T1) I had a good performance during trial (T2) The interface was suitable for the given task (T3) The interface provided a high level of realism (T4) The interface was intuitive and enjoyable The post-experiment questionnaire was intended to measure the participants' preferences using a 7-point Likert scale. The four statements asked were: VOLUME 5, 2017 (Q1) Viewpoint control is an important feature (Q2) Viewpoint control helped me comprehend the remote situation (Q3) I felt greater immersion with viewpoint control (Q4) Given both interfaces; I prefer to have the viewpoint control level enabled
IV. RESULTS
The experiment involved twenty volunteer participants with ages ranging between 23 and 40 (28.15 years old on average). All participants were male graduate students in engineering. Five participants were not familiar with gamepad devices, while eight participants had experience with remote navigation. The collected metrics were analyzed using the standardized effect size (i.e. Cohen's d) with bootstrapped confidence interval (95% CI, R=5000) instead of p-value statistics. The decision to use the effect size was influenced by numerous concerns about the null hypothesis significance test (NHST) [29] , [30] . Compared to the statistical significance given by p-value, the effect size presents practical significance that conveys more information when presented along with the confidence interval. Furthermore, the use of the effect size has been supported by recent APA recommendations [31] . The results are illustrated in Fig. 6 .
A. PREFERENCE FOR IMPROVED REALISM
Participants' opinions regarding their performance (T1) resulted in an effect that was considered inconclusive. Although the effect indicated a positive direction, the size was small and both sides of the CI were spread in a nearly equal level, d = 0.089, 95% CI [-0.400, 0.530].
Regarding the interface suitability for the given task (T2), the viewpoint control was considered by participants as appropriate for the given tasks This result was also affirmed by the result from the memory recall test. On assessing the memory recall, each collected answer during the trials was calculated for its correctness ratio (i.e. both passage widths and letter recalls) and then averaged. Eq. 3 describes the processing function for memory recall. CA defines the average of correctness ratio for each interface type n. The correctness ratio for each component k is calculated using the given response R and its truth value T. The result of memory recall showed a positive tendency for the better recall ratio while using the viewpoint control, d = 0.298, 95% CI [−0.183, 0.75].
C. FEWER COMMANDS ISSUED
Based on the collected log files, three command metrics were calculated: 1) Number of turns; 2) Number of stops; and 
E. POSITIVE PREFERENCES ON VIEWPOINT CONTROL
The result of participants' preferences from the postexperiment questionnaire is shown in Fig. 7 as a box-plot figure. Participants strongly agreed about the importance of controlling the viewing position (Q1). The answer was also supported by participants' judgments on better comprehension level (Q2) and immersion level (Q3) while using the presented interface. These answers are consistent with the results from the post-trial questionnaire. Their final answers on Q4 revealed strong preferences for using the viewpoint control. Overall, these agreements indicated how viewpoint control helped the participants on acknowledging remote situations.
F. DISCUSSION
In summary, the results showed both positive and negative effects. The participants achieved greater spatial knowledge towards remote environments. The improved knowledge was consistently shown by the positive tendency of the SSM test and memory recall. Participants also positively judged the viewpoint control as an important feature for improving their comprehension level. Further opinions showed agreement on improved realism on the display, along with the interface's intuitiveness and suitability. On the other side, the participants also experienced higher workload on average. The increased workload was likely the consequence of the increased number of inputs. This consequence was recognized and validated in [32] , where the number of tracked variables (e.g., control tasks) corresponds to the simultaneous demand for greater efforts. Accordingly, the participants were also required to control the viewpoint, instead of only controlling the robot. This situation is consistent with the strongest tendency towards positive direction shown by the effort component in the workload assessment. Overall, the result showed a contradictive outcome where extraneous workload was experienced by the participants, although their opinion about viewpoint control was rather positive. This contradiction is relevant to the past studies [33] - [35] which discussed a terminology called naïve realism of realistic displays. Naïve realism was used to labels a belief where realistic displays are always preferred and considered intuitive despite the actual poor performance. Related to the experiment results, it can be regarded that the use of gamepad orientation for viewpoint control shows that the participants were rather prone to naïve realism due to the burden of additional control. The viewpoint control is thus a necessary feature in operator displays that visualize 3D maps. However, the interaction technique on viewpoint control must be properly defined and designed as it could weaken the core benefits.
Another interesting outcome was shown in the post-trial assessment. Specifically, the participants experienced shifted navigation behaviors during the trials with viewpoint control enabled. The shifted behavior was indicated by the lowered number of issued commands, especially from the number of turns. This situation explained the key efficacy of viewpoint control, which enabled the participants to freely look around by moving their controller and assess any cues in the surroundings without turning the robots' heading. This control allows the display to deliver a true map-like view where both FoR and 3D map are consistently oriented according to the control signal. Thus, the participants could achieve greater spatial awareness, as suggested by prior studies [3] , [10] . The participants also required less working memory for memorizing the initial heading direction since the robot's heading does not change. However, mental rotation is generally involved more often when the map view rotates [36] , which could be the reason why the mental demand in workload assessment rather showed no differences.
V. CONCLUSION
This paper presented an evaluation on the use of gamepad orientation for controlling viewpoint in the operators' displays during remote navigation. The evaluation was initiated due VOLUME 5, 2017 to the growing trends for visualizing 3D imagery of remote environments on operator displays. Thus, different viewing positions can be generated by the operators using their input device, which is mostly like a gamepad controller. The evaluation results exhibited both positive and negative impacts of using gamepad orientation for viewpoint control. Overall performance rather worsened, although the additional control (i.e. orientation) was positively preferred. The contradictive impacts depict the presence of naïve realism while using the gamepad orientation for controlling the viewpoint of a 3D map during a remote navigation task. The findings showed an example of inappropriate interaction with display systems which could develop into naïve realism in certain use cases.
Future work could be based on the results in two ways: first, researchers could explore any viable alternative of viewpoint control technique that could encounter or avoid (which would be even better) the presence of naïve realism. Especially, such approaches that require less explicit commands can be considered. Second, researchers could study the influence of shifted navigation behavior by other factors in robotic systems (e.g., power efficiency, mechanical durability, etc.). Much of his work has been on securing time synchronization protocols and improving the performance and precision of clock skew measurement over networks. He has also investigated human-computer interaction in virtual reality systems. VOLUME 5, 2017 
