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1 Introduction
1
There are many complete classes of domains under Hausdorff-Pompeiu distance
have been found(See [1], [2], [4], [5], [7], [10], [11] etc.) We also can see more cases
in the books [3], [6], [8], [9] etc. In this paper, we define a new class of domains and
show it complete under the Hausdorff-Pompeiu distance.
We call a domain (connected open set) Ω ⊂ Rk satisfies property (CM), if for
any x, y ∈ Ω there exists a connected compact set K such that x, y ∈ K and⋃
z∈K
B(z,
d∗
M
) ⊂ Ω, here d∗ = min{dist(x, ∂Ω), dist(y, ∂Ω)} and M > 1 is a given
constant. Here and throughout this paper we denote B(z, r) an open ball with center
z and radius r, dist(·, ·) denotes the Euclidean metric in Rk.
For given R > 0 small enough, we define
CM,R = {Ω ⊂ R
k; B(xΩ, R) ⊂ Ω ⊂⊂ B
∗,Ω is a domain and satisfy the property (CM)},
where B∗ is a bounded domain and xΩ is some point in Ω.
1The authors were supported by NSFC 10901069.
The topology on CM,R is induced by the Hausdorff-Pompeiu distance between the
complementary sets, i.e., for any Ω1,Ω2 ∈ CM,R,
ρ(Ω1,Ω2) = max{ sup
x∈B∗\Ω1
dist(x,B∗ \ Ω2), sup
y∈B∗\Ω2
dist(B∗ \ Ω1, y)}. (1.1)
We denote by Hlim, the limit in the sense of (1.1).
In this work, we obtain the following main result about the family CM,ρ:
Theorem 2.1 If {Ωm}
∞
m=1 ⊂ CM,R, then there exists a subsequence {Ωmk}
∞
k=1 of
{Ωm}
∞
m=1 such that
Hlim
k→∞
Ωmk = Ω and Ω ∈ CM,R.
i.e., (CM,R, ρ) is a compact metric space.
2 Proof of the main result
We shall use the following notations:
δ(K1, K2) = max{ sup
x∈K1
d(x,K2), sup
y∈K2
d(K1, y)},
where K1 and K2 are compact subsets in R
k. Following from the definitions of ρ, δ,
we obtain that ρ(Ω1,Ω2) = δ(B∗ \ Ω1, B∗ \ Ω2) for any open sets Ω1,Ω2 ⊂ B
∗, hence
we also call δ the Hausdorff-Pompeiu distance.
Remark 2.1 If A,An, n = 1, 2, · · · , be compact subsets in R
k and δ(An, A) →
0 (n → ∞), then by the definition of δ we obtain that for any ǫ > 0 there exists
N(ǫ) > 0 such that for all m ≥ N(ǫ) we have A ⊂
⋃
x∈Am
B(x, ǫ) and Am ⊂
⋃
x∈A
B(x, ǫ).
The following Lemma 2.1-Lemma 2.4 were given and proved in [3], [6], [8], [9].
Which will be used in this paper.
Lemma 2.1 Let A,An, n = 1, 2, · · · , be compact subsets in R
k such that δ(An, A)→
0, then A is the set of all accumulation points of the sequences {xn} such that xn ∈ An
for each n.
Lemma 2.2 Let O = {C ⊂ Rk; C is compact}. Then (O , δ) is a locally compact
and complete metric space.
Lemma 2.3 Let A, A˜, An, A˜n, n = 1, 2, · · · , be compact subsets in R
k such that
δ(An, A)→ 0 and δ(A˜n, A˜)→ 0. Suppose that An ⊂ A˜n for each n, Then A ⊂ A˜.
2
Lemma 2.4 (Γ−property for CM,R) Assume that {Ωn}
∞
n=1 ⊂ CM,R,Ω0 ∈ CM,R
and Ω0 = HlimΩn. Then for each open subset K satisfying K ⊂ Ω0, there exists a
positive integer nK (depending on K) such that K ⊂ Ωn for all n ≥ nK .
The next Lemma 2.5 is clear, but we show it in the following.
Lemma 2.5 Let {xn} ⊂ R
k and {rn} ⊂ R be such that rn ≥ r0 > 0 and
HlimB(xn, rn) = D ⊂ R
k. Then there exists x0 ∈ R
k such that B(x0, r0) ⊂ D and
xn → x0(n→∞).
Proof Since B(xn, rn) ⊂ B
∗ and B∗ is a bounded subset in Rk, there exists a
subsequence of {xn}, still denoted by itself, such that
xn → x0 (2.1)
for some x0 ∈ B∗.
We claim that
B(x0, r0) ⊂ D. (2.2)
By contradiction, we assume that there did exist y0 ∈ B(x0, r0) and y0 6∈ D. Since
D = HlimB(xn, rn), i.e., δ(B∗ \ B(xn, rn), B∗ \D) → 0. It follows from Lemma 2.1
that there exists a sequence {yn} satisfying
yn ∈ B∗ \B(xn, rn) and yn → y0. (2.3)
Hence
d(yn, xn) ≥ rn ≥ r0.
By (2.1) and (2.3) we may pass to the limit for n→∞ to get
d(y0, x0) ≥ r0,
which leads to a contradiction and implies (2.2) as desired. This completes the proof.

Lemma 2.6 Let {Kn}
∞
n=1 be a sequence of connected compact sets and HlimKn =
K, where Kn ⊂ B
∗ for all n ∈ Z+, then K is also connected compact set.
Proof Following from Lemma 2.2 we obtain K is a compact set.
Now we show that K is a connected set. Otherwise, there exist at least two
components in K, denote one of these by K1, and K2 = K \ K1, then K1, K2 are
compact, which shows that l0 ≡ dist(K1, K2) > 0. Since Kn ⊂
⋃
z∈K
B(z,
l0
4
) =
3
[ ⋃
z∈K1
B(z,
l0
4
)
]
∪
[ ⋃
z∈K2
B(z,
l0
4
)
]
for n large enough according to Remark 2.1, following
from
[ ⋃
z∈K1
B(z,
l0
4
)
]
∩
[ ⋃
z∈K2
B(z,
l0
4
)
]
= ∅ and connectedness of Kn we obtain that
the contradiction. 
Lemma 2.7 Let Ω be a bounded domain and d(K) ≡ dist(K, ∂Ω), where K ⊂ Ω
is a nonempty compact sets. Then for all nonempty compact sets K1, K2 ⊂ Ω, we
have
|d(K1)− d(K2)| ≤ δ(K1, K2).
In other words, d(K) is continuous at any compact set K (K ⊂ Ω) under the
Hausdorff-Pompeiu distance.
Proof We assume d(K1) ≤ d(K2), then we only need to show d(K2) ≤ d(K1) +
δ(K1, K2). Since K1, ∂Ω are compact, there exist x1 ∈ K1, y1 ∈ ∂Ω such that d(K1) =
|x1 − y1|. Note that |x1 − x2| = dist(x1, K2) ≤ sup
z∈K1
dist(z,K2) ≤ δ(K1, K2) since K2
is compact, where x2 ∈ K2. Hence we have d(K2) = dist(K2, ∂Ω) ≤ |x2 − y1| ≤
|x2 − x1|+ |x1 − y1| ≤ dist(K2, x1) + |x1 − y1| ≤ δ(K1, K2) + d(K1). 
The main result in this paper is as follows.
Theorem 2.1 If {Ωm}
∞
m=1 ⊂ CM,R, then there exists a subsequence {Ωmk}
∞
k=1
of {Ωm}
∞
m=1 such that
Hlim
k→∞
Ωmk = Ω and Ω ∈ CM,R.
i.e., (CM,R, ρ) is a compact metric space.
Proof 1◦. Ω is not empty.
By the definition of CM,R, there exists B(xm, R) ⊂ Ωm for every m ∈ Z
+. Now we
consider the sequence of domains {B(xm, R)}
∞
n=1, by Lemma 2.5 we obtain that there
exists x0 ∈ Ω such that B(x0, R) ⊂ HlimB(xn, R) = D ⊂ Ω and xn → x0(n → ∞).
Let A˜m = B∗ \B(xm, R), A˜ = B∗ \D;Am = B∗\Ωm, A = B∗ \Ω. Then δ(Am, A)→ 0
and δ(A˜m, A˜) → 0, by Lemma 2.3 we get B(x0, R) ⊂ D ⊂ Ω and which show that Ω
is not empty.
2◦. Ω is a domain.
Otherwise, there exists at least two components in Ω, we denote one of components
of Ω by Ω1 and Ω2 = Ω\Ω1. Obviously, Ω1∩Ω2 = ∅ and Ω1,Ω2 are open sets as well.
There exist two points x1, x2 and d
∗ > 0 with B(x1, d
∗) ⊂ Ω1 and B(x2, d
∗) ⊂ Ω2,
here d∗ = min{dist(x1, ∂Ω1), dist(x2, ∂Ω2)}. For any fixed 0 < r0 < d
∗, we have
B(x1, r0) ∪ B(x2, r0) ⊂ B(x1, d
∗) ∪ B(x2, d
∗) ⊂ Ω1 ∪ Ω2 = Ω, by Lemma 2.4 there
4
exists N0 > 0 such that for allm ≥ N0 we have B(x1, r0) ∪B(x2, r0) ⊂ Ωm, especially,
B(x1, r0) ∪ B(x2, r0) ⊂ Ωm. By the definition of CM,R, there exists a connected
compact set Km with x1, x2 ∈ Km and d
∗
m = min{dist(x1, ∂Ωm), dist(x2, ∂Ωm)} > r0
and
⋃
z∈Km
B(z,
d∗m
M
) ⊂ Ωm for every m ≥ N0. Since Km 6⊂ Ω1 ∪ Ω2 by Ω1 ∩ Ω2 = ∅,
there exists some ym ∈ Km \Ω for every m ≥ N0, then we obtain a sequence of points
{ym}
∞
m=N0
and {ym}
∞
m=N0
∩ Ω = ∅. Since {ym}
∞
m=N0
⊂ B∗ and B∗ is bounded, there
exists a subsequence of {ym}
∞
m=N0
(still denoted {ym}
∞
m=N0
) and y0 6∈ Ω such that
ym → y0 as m→∞.
Now we consider the ball B(y0,
r0
2M
). Since ym → y0 as m → ∞, there ex-
ists N1 > 0 such that for all m ≥ N1 we have |ym − y0| <
r0
2M
. According to⋃
z∈Km
B(z,
r0
M
) ⊂ Ωm we get B(ym,
r0
M
) ⊂ Ωm, furthermore, B(y0,
r0
2M
) ⊂ Ωm for all
m ≥ N = max{N0, N1}. By the same argument with step 1
◦ we get B(y0,
r0
2M
) ⊂ Ω,
which contradict to y0 6∈ Ω and we prove that Ω is a domain.
3◦. Ω satisfies the property (CM).
For any x, y ∈ Ω, we set
d0 ≡ sup{d(K); K is a connected compact set, x, y ∈ K and
⋃
z∈K
B(z, d) ⊂ Ω}.
Now let {Km}
∞
m=1 be a sequence such that d(Km) → d0 as m → ∞. Since Km ⊂
B∗ (m ∈ Z+) there exist a set K0 and a subsequence of {Km}
∞
m=1 (still denoted
{Km}
∞
m=1) such that δ(Km, K0) → 0. Following from Lemma 2.6 we get K0 is a
connected compact set, and by Lemma 2.1 we obtain that x, y ∈ K0. Finally, by
Lemma 2.7 we get d(K0) = d0.
Claim 1 :
⋃
z∈K0
B(z, d0) ⊂ Ω.
Proof of Claim 1 : Fix ǫ > 0, there exists N2 > 0 such that for any m ≥ N2
we have K0 ⊂
⋃
z∈Km
B(z,
ǫ
2
). On the other hand, since d(Km) → d0 (m → ∞),
there exists N3 > 0 such that for any m ≥ N3 we have d0 − d(Km) <
ǫ
2
. Hence⋃
z∈K0
B(z, d0 − ǫ) ⊂
⋃
z∈Km
B(z, d(Km)) ⊂ Ω for all m ≥ max{N2, N3}, and we obtain
the Claim 1 by letting ǫ→ 0.
In the next, we will show that d0 ≥
d∗
M
, where d∗ = min{dist(x, ∂Ω), dist(y, ∂Ω)}.
Since B(x, r), B(y, r) ⊂ Ω for any given 0 < r < d∗, there exists N4 > 0 such that
for all m ≥ N4 we have B(x, r), B(y, r) ⊂ Ωm. Hence there exists Qm ⊂ Ωm such
5
that x, y ∈ Qm and
⋃
z∈Qm
B(z,
r
M
) ⊂ Ωm for every m ≥ N(r) by Ωm ∈ CM,R, here
Qm is a connected compact set. By Lemma 2.2 we obtain that there exist a set Q0
and a subsequence of {Qm}
∞
m=N(r) (still denoted {Qm}) such that δ(Qm, Q0) → 0 as
n → ∞. By Lemma 2.6 we know that Q0 is also a connected compact set, and by
Lemma 2.1 we obtain that x, y ∈ Q0.
claim 2 :
⋃
z∈Q0
B(z,
r
M
) ⊂ Ω.
Proof of claim 2 : Otherwise, we take x∗ ∈
[ ⋃
z∈Q0
B(z,
r
M
)
]
\ Ω, then there exists
z∗ ∈ Q0 such that |x
∗ − z∗| = dist(x,Q0). Denote ǫ
∗ = |x∗ − z∗|, then B(x∗,
ǫ∗
4
) ⊂⋃
z∈Q0
B(z,
r
M
−
ǫ∗
2
). By Remark 2.1 we know that Q0 ⊂
⋃
z∈Qm
B(z,
ǫ∗
4
) for allm ≥ N5 ≡
max{N4, N(ǫ
∗)}, and so we get B(x∗,
ǫ∗
4
) ⊂
⋃
z∈Qm
B(z,
r
M
) ⊂ Ωm for all m ≥ N
∗, by
the same argument with step 1◦ we obtain B(x∗,
ǫ∗
4
) ⊂ Ω. Which is a contradiction
since x∗ 6∈ Ω.
Since 0 < r < d∗ is arbitrary, letting r → d∗ we get
⋃
z∈Q0
B(z,
d∗
M
) ⊂ Ω. By the
definition of d0 we obtain d0 ≥
d∗
M
. Which implies Ω satisfies (CM).
4◦. Following from 1◦, 2◦, 3◦, we have proved the Theorem 2.1. 
Remarks 2.2
(i) In the Theorem 2.1, the assumption of the ball B(xΩ, R) ⊂ Ω ∈ CM,R is just
for preserving the nonempty limit under Hausdorff-Pompeiu distance.
(ii) The property (CM) make the domains converge to the domain, which is a
fundamental property of a class of domains.
(iii) We also can discuss γ-convergence on CM,R if we add more properties to this
class. (γ-convergence can be found in the references [2]-[11].) But we can not discuss
the γ-convergence here, since some domains in CM,R may be very ”bad”. For example,
there are standard cusps domains (see [1]) in CM,R.
(iv) There is an interesting question we comment here. Replace the property (CM)
by (C ′M): for any x, y ∈ Ω there exists a continuous curve c : [0, 1] → Ω such that
x = c(0), y = c(1) and
⋃
z∈c([0,1])
B(z,
d∗
M
) ⊂ Ω, here d∗ = min{dist(x, ∂Ω), dist(y, ∂Ω)}
and M > 1 is a given constant. Is CM,R a compact metric space as well?
6
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Abstract
In this paper we obtain a new class of open sets, and we prove the class is
compact under the Hausdorff distance, then we prove the existence of solutions
of some shape optimization for elliptic equations.
1 Introduction
1
There are many papers concerning existence theory for shape optimization prob-
lems. There are several types of results: using regularity assumptions for the bound-
ary of the unknown open sets (see [4], [5], [9], [11]), using certain capacitary con-
straints (see [3], [7], [10]) or using the notion of a generalization perimeter and con-
straints or penalty terms constructed with it (see [1], [2], [3], [7]). In general, for the
shape optimization problems, we must give a class of open sets and prove the class
is complete under the Hausdorff distance in the first place, and then we should prove
that the shape optimization problems have at least one solutions.
In this work, we give a new class of open sets, and we prove the class is compact
under the Hausdorff distance, then we prove the existence of solutions of some shape
optimization for elliptic equations.
Let B∗ ⊂ Rk be a bounded domain. On the space H10 (B
∗) we consider the
norm ‖u‖H1
0
(B∗) =
(∫
B∗
|∇u|2dx
) 1
2
. Let be given a smooth symmetric matrix A ∈
Mk×k(C
1(B∗), A = AT (where AT represent the transformation of the matrix A), and
α|ξ|2 ≤ 〈A.ξ, ξ〉, (1)
1The author was supported by NSFC 10901069.
where 0 < α is a constant. We define the associated operator A : H10 (B
∗) →
H−1(B∗):
A = div(A.∇). (2)
For any open set Ω ∈ CM,R (CM,R will define later), we consider the Dirichlet
problem in Ω:
u ∈ H10 (Ω), −A uΩ = f (3)
in the variational sense, i.e.,∫
Ω
〈A.∇uΩ,∇φ〉dx = 〈f |Ω, φ〉H−1(Ω)×H1
0
(Ω) ∀φ ∈ C
∞
0 (Ω) (4)
with f ∈ H−1(B∗) and f |Ω denoting the restriction of the distribution f to the open
set Ω.
Because H10 (Ω) = clH1
0
(B∗)(C
∞
0 (Ω)), then (4) has a unique solution uΩ ∈ H
1
0 (Ω),
which we can extend with zero on B∗ − Ω, to u0Ω, and u
0
Ω ∈ H
1
0 (B
∗), ‖u0Ω‖H10 (B∗) =
‖uΩ‖H1
0
(Ω).
When we consider the solution of (3), we will implicitly take its extension u0Ω. We
shall study the following shape optimization problem
inf
Ω∈CM,R
J(Ω) ≡ inf
Ω∈CM,R
{1
2
∫
B∗
|uΩ − g|
2dx
}
. (P )
In the following, we give the definition of CM,R.
We call a open set Ω ⊂ Rk with property (CM), if for any x, y ∈ Ω, there exists
a connected compact set K with x, y ∈ K, such that K ⊂ Ω and
⋃
z∈K
B(z,
d∗
M
) ⊂ Ω,
here d∗ = min{dist(x, ∂Ω), dist(y, ∂Ω)} and M > 1 is a given constant. Here and
throughout this paper we denote B(z, r) an open ball with center z and radius r .
For given R > 0 small enough, we define
CM,R = {Ω ⊂ R
k; B(xΩ, R) ⊂ Ω ⊂ B
∗,Ω is a open set and satisfy the property (CM)},
where B∗ is a bounded domain and xΩ is some point in Ω.
The topology on CM,R is induced by the Hausdorff distance between the comple-
mentary sets, i.e., for any Ω1,Ω2 ∈ CM,R,
ρ(Ω1,Ω2) = max{ sup
x∈B∗\Ω1
dist(x,B∗ \ Ω2), sup
y∈B∗\Ω2
dist(B∗ \ Ω1, y)}, (5)
2
where dist(·, ·) denotes the Euclidean metric in RN . We denote by Hlim, the limit in
the sense of (5).
In this work, we obtain the following main result about the family CM,ρ:
Theorem 2.1 If {Ωm}
∞
m=1 ⊂ CM,R, then there exists a subsequence {Ωmk}
∞
k=1 of
{Ωm}
∞
m=1 such that
Hlim
k→∞
Ωmk = Ω and Ω ∈ CM,R.
i.e., (CM,R, ρ) is a compact metric space.
We note that there are many compact classes of open sets under Hausdorff distance
have been found (See [1], [2], [4], [5], [6], [8], [10], [11], [12] etc.). We also can see
more cases in the books [3], [7], [9] etc. But the class of the open sets CM,R has never
appeared in any other place.
By Theorem 2.1, we obtain the existence of the optimal solutions for problem (P ):
Theorem 3.1 The shape optimization problem (P ) has at least one solution.
2 Compactness of CM,R
We shall use the following notations:
δ(K1, K2) = max{ sup
x∈K1
dist(x,K2), sup
y∈K2
dist(K1, y)},
where K1 and K2 are compact subsets in R
k. Following from the definitions of ρ, δ,
we obtain that ρ(Ω1,Ω2) = δ(B∗ \ Ω1, B∗ \ Ω2) for any open sets Ω1,Ω2 ⊂ B
∗, hence
we also call δ the Hausdorff distance.
The following results were given and proved in [3], [7], [9]. Which will be used in
this paper.
Lemma 2.1 Let A,An, n = 1, 2, · · · , be compact subsets in R
k such that
δ(An, A) → 0, then A is the set of all accumulation points of the sequences {xn}
such that xn ∈ An for each n.
Remark 2.1 Following from Lemma 2.1 and the definition of δ, we obtain that for
any ǫ > 0 there exists N(ǫ) > 0 such that for all m ≥ N(ǫ) we have A ⊂
⋃
x∈Am
B(x, ǫ)
and Am ⊂
⋃
x∈A
B(x, ǫ).
Lemma 2.2 Let A, A˜, An, A˜n, n = 1, 2, · · · , be compact subsets in R
k such that
δ(An, A)→ 0 and δ(A˜n, A˜)→ 0. Suppose that An ⊂ A˜n for each n, Then A ⊂ A˜.
3
Lemma 2.3 (Γ−property for CM,R) Assume that {Ωn}
∞
n=1 ⊂ CM,R,Ω0 ∈ CM,R
and Ω0 = HlimΩn. Then for each open subset K satisfying K ⊂ Ω0, there exists a
positive integer nK (depending on K) such that K ⊂ Ωn for all n ≥ nK .
Lemma 2.4 If Ωn ⊂ B
∗, n ∈ N, are open bounded sets, there exists Ω ⊂ B∗,
open, such that Ω = HlimΩn, on a subsequence. In particular, let O = {C ⊂ B
∗; C 6=
∅, C is compact}. Then (O , δ) is a compact metric space.
The next Lemma 2.5 is clearly, but we show it in the following.
Lemma 2.5 Let {xn} ⊂ R
k and {rn} ⊂ R be such that rn ≥ r0 > 0 and
HlimB(xn, rn) = D ⊂ R
k. Then there exists x0 ∈ R
k such that B(x0, r0) ⊂ D and
xn → x0(n→∞).
Proof Since B(xn, rn) ⊂ B
∗ and B∗ is a bounded subset in Rk, there exists a
subsequence of {xn}, still denoted by itself, such that
xn → x0 (6)
for some x0 ∈ B∗.
We claim that
B(x0, r0) ⊂ D. (7)
By contradiction, we assume that there did exist y0 ∈ B(x0, r0) and y0 6∈ D. Since
D = HlimB(xn, rn), i.e., δ(B∗ \ B(xn, rn), B∗ \D) → 0. It follows from Lemma 2.1
that there exists a sequence {yn} satisfying
yn ∈ B∗ \B(xn, rn) and yn → y0. (8)
Hence
d(yn, xn) ≥ rn ≥ r0.
By (6) and (8) we may pass to the limit for n→∞ to get
d(y0, x0) ≥ r0,
which leads to a contradiction and implies (7) as desired. This completes the proof.

Lemma 2.6 Let {Kn}
∞
n=1 be a sequence of connected compact sets and HlimKn =
K, where Kn ⊂ B
∗ for all n ∈ Z+, then K is also connected compact set.
Proof By Lemma 2.4, we obtain that K is compact.
4
Now we show that K is a connected set. Otherwise, there exist at least two
components in K, denote one of these by K1, and K2 = K \ K1, then K1, K2 are
compact, which shows that l0 ≡ dist(K1, K2) > 0. Since Kn ⊂
⋃
z∈K
B(z,
l0
4
) =
[ ⋃
z∈K1
B(z,
l0
4
)
]
∪
[ ⋃
z∈K2
B(z,
l0
4
)
]
for n large enough, following from
[ ⋃
z∈K1
B(z,
l0
4
)
]
∩
[ ⋃
z∈K2
B(z,
l0
4
)
]
= ∅ and connectedness of Kn we obtain the contradiction. 
Lemma 2.7 Let Ω be a bounded open set and d(K) ≡ dist(K, ∂Ω), where
K ⊂ Ω be compact sets. Then for all compact sets K1, K2 ⊂ Ω, we have
|d(K1)− d(K2)| ≤ δ(K1, K2).
Proof We assume d(K1) ≤ d(K2), then we only need to show d(K2) ≤ d(K1) +
δ(K1, K2). Since K1, ∂Ω are compact, there exist x1 ∈ K1, y1 ∈ ∂Ω such that d(K1) =
|x1 − y1|. Note that dist(x1, K2) ≤ sup
z∈K1
dist(z,K2) ≤ δ(K1, K2), we obtain d(K2) =
dist(K2, ∂Ω) ≤ dist(K2, y1) ≤ dist(K2, x1) + |x1 − y1| ≤ d(K1) + δ(K1, K2). 
The main result in this paper is as follows.
Theorem 2.1 If {Ωm}
∞
m=1 ⊂ CM,R, then there exists a subsequence {Ωmk}
∞
k=1
of {Ωm}
∞
m=1 such that
Hlim
k→∞
Ωmk = Ω and Ω ∈ CM,R.
i.e., (CM,R, ρ) is a compact metric space.
Proof By Lemma 2.4 we know that there exists Ω ⊂ B∗ and a subsequence
{Ωmk}
∞
k=1 of {Ωm}
∞
m=1such that Hlim
k→∞
Ωmk = Ω, without loss of generality, we still
denote H lim
m→∞
Ωm = Ω. So we only need to prove that Ω ∈ CM,R.
In order to prove that Ω ∈ CM,R, we separate it to the following steps.
1◦. Ω is not empty.
By the definition of CM,R, there exists B(xm, R) ⊂ Ωm for every m ∈ Z
+. Now
we consider the sequence of open sets {B(xm, R)}
∞
n=1, by Lemma 2.4 and Lemma 2.5
we obtain that there exists x0 ∈ Ω such that B(x0, R) ⊂ HlimB(xn, R) = D ⊂ Ω and
xn → x0(n→∞). Let A˜m = B∗ \B(xm, R), A˜ = B∗ \D;Am = B∗ \Ωm, A = B∗ \Ω.
Then δ(Am, A)→ 0 and δ(A˜m, A˜)→ 0, by Lemma 2.2 we get B(x0, R) ⊂ D ⊂ Ω and
which show that Ω is not empty.
2◦. Ω is connected.
Otherwise, there exists at least two components in Ω, we denote two of components
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of Ω by Ω1,Ω2. Obviously, Ω1∩Ω2 = ∅. Since Ω1,Ω2 are all open sets, there exist two
points x1 ∈ Ω1, x2 ∈ Ω2 and d > 0 such that B(x1, d) ⊂ Ω1 and B(x2, d) ⊂ Ω2, here
d∗ = min{dist(x1, ∂Ω1), dist(x2, ∂Ω2)}. For any 0 < r0 < d
∗, by Lemma 2.3 there
exists N0 > 0 such that for all m ≥ N0 we have B(x1, r0) ∪ B(x2, r0) ⊂ Ωm, further-
more, B(x1, r0) ∪B(x2, r0) ⊂ Ωm. By the definition of CM,R, there exists a connected
compact set Km for every m ≥ N0 such that x1, x2 ∈ Km and
⋃
z∈Km
B(z,
r0
M
) ⊂ Ωm.
Since Km 6⊂ Ω1 ∪ Ω2 by Ω1 ∩ Ω2 = ∅, there exists some ym ∈ Km \ Ω for every
m ≥ N0, then we obtain a sequence of points {ym}
∞
m=N0
and {ym}
∞
m=N0
∩ Ω = ∅.
Since {ym}
∞
m=N0
⊂ B∗ and B∗ is bounded, there exists a subsequence of {ym}
∞
m=N0
,
denote by itself, and y0 6∈ Ω such that ym → y0 as m→∞.
Now we consider the ball B(y0,
r0
2M
). Since ym → y0 as m → ∞, there exists
N1 > 0 such that for all m ≥ N1 we have |ym − y0| <
r0
2M
. On the other hand,
by
⋃
z∈Km
B(z,
r0
M
) ⊂ Ωm we get B(ym,
r0
M
) ⊂ Ωm, hence, B(y0,
r0
2M
) ⊂ Ωm for all
m ≥ N = max{N0, N1}. By the same argument with step 1
◦ or by Lemma 2.2 we
get B(y0,
r0
2M
) ⊂ Ω, hence B(y0,
d∗
2M
) ⊂ Ω by letting r0 → d
∗, which contradict to
y0 6∈ Ω and we prove that Ω is connected.
3◦. Ω ∈ CM,R.
We only need to prove that Ω satisfies the property (CM).
(1). For any x, y ∈ Ω, we set
d0 ≡ d0(x, y) ≡ sup{d(K); K is connected compact set and x, y ∈ K,
⋃
z∈K
B(z, d) ⊂ Ω}.
We note that Ω is a local path connected set (since Ω is an open set) and connected
(by step 2◦), then Ω is a path connected set by the point topological theory. Hence for
any x, y ∈ Ω there exist at least one path f : [0, 1]→ Ω such that f(0) = x, f(1) = y.
Which implies d0 = d0(x, y) exists.
Let {Km}
∞
m=1 be a sequence such that d(Km) → d0 as m → ∞ by Lemma 2.4.
Since Km ⊂ B
∗, m ∈ Z+, there exist a set K0 and a subsequence of {Km}
∞
m=1, still
denote by itself, such that δ(Km, K0) → 0. By Lemma 2.7 we know that d(K) is a
continuous function about K under Hausdorff distance, hence d(K0) = d0.
Following from Lemma 2.6 we get K0 is a connected compact set, and by Lemma
2.1 we obtain that x, y ∈ K0.
(2). We claim that
⋃
z∈K0
B(z, d0) ⊂ Ω.
6
If the Claim is false, there exists a point x0 ∈
[ ⋃
z∈K0
B(z, d0)
]
\ Ω. We assume
dist(x0, K0) = |x0−z0|, here z0 ∈ K0, and denote ǫ0 = d0−|x0−z0|, then B(x0,
ǫ0
4
) ⊂⋃
z∈K0
B(z, d0 −
3ǫ0
4
). But K0 ⊂
⋃
z∈Km
B(z,
ǫ0
4
) for m large enough (see Remark 2.1),
we get B(x0,
ǫ0
4
) ⊂
⋃
z∈Km
B(z, d(Km)) ⊂ Ωm for d0 − d(Km) <
ǫ0
2
, then by the same
argument with step 1◦ we obtain B(x0,
ǫ0
4
) ⊂ Ω. Which is a contradiction since
x0 6∈ Ω.
(3). We show that d0 ≥
d∗
M
, where d∗ = min{dist(x, ∂Ω), dist(y, ∂Ω)}.
Since B(x, r), B(y, r) ⊂ Ω for any given 0 < r < d∗, there exists N(r) > 0 such
that for all m ≥ N(r) we have B(x, r), B(y, r) ⊂ Ωm. Hence there exists Qm ⊂ Ωm
such that
⋃
z∈Qm
B(z,
r
M
) ⊂ Ωm for every m ≥ N(r) by Ωm ∈ CM,R, here Qm is
a connected compact set. By Lemma 2.4 we obtain that there exist a set Q0 and
a subsequence of {Qm}
∞
m=N(r), still denote by itself, such that δ(Qm, Q0) → 0 as
n→∞. By Lemma 2.6 we know that Q0 is also a connected compact set.
Now claim:
⋃
z∈Q0
B(z,
r
M
) ⊂ Ω.
Otherwise, we take x∗ ∈
[ ⋃
z∈Q0
B(z,
r
M
)
]
\ Ω, then there exists z∗ ∈ Q0 such that
|x∗−z∗| = dist(x,Q0). Denote ǫ
∗ =
r
M
−|x∗−z∗|, then B(x∗,
ǫ∗
2
) ⊂
⋃
z∈Q0
B(z,
r
M
−
ǫ∗
2
).
By Remark 2.1 we know thatQ0 ⊂
⋃
z∈Qm
B(z,
ǫ∗
2
) for allm ≥ N∗ = max{N(r), N(ǫ∗)},
and we get B(x∗,
ǫ∗
2
) ⊂
⋃
z∈Qm
B(z,
r
M
) ⊂ Ωm for all m ≥ N
∗, by the same argument
with step 1◦ we obtain B(x∗,
ǫ∗
2
) ⊂ Ω. Which is a contradiction since x∗ 6∈ Ω.
Since 0 < r < d∗ is arbitrary, letting r → d∗ we get
⋃
z∈Q0
B(z,
d∗
M
) ⊂ Ω. By the
definition of d0 we obtain d0 ≥
d∗
M
. Which implies Ω ∈ CM,R.
4◦. Following from 1◦, 2◦, 3◦, we have proved the Theorem 2.1. 
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3 Existence of shape optimization
In this section, we shall prove the existence of problems (P ).
Theorem 3.1. The shape optimization problem (P ) has at least one solution.
Proof. Throughout the proof of Theorem 3.1, we shall use spt(u) to denote the
support of u.
Let d = inf
Ω∈CM,R
J(Ω) = inf
Ω∈CM,R
{1
2
∫
B∗
|uΩ − g|
2dx
}
. It is obvious that d > −∞.
Then there exists a sequence {Ωm}
∞
m=1 ⊂ CM,R such that
d = lim
m→∞
1
2
∫
B∗
|um − g|
2dx, (9)
where um ≡ uΩm is the weak solution of (3). By Theorem 2.1, there exist a subse-
quence of {Ωn}
∞
n=1, still denoted by itself, and Ω
∗ ∈ CM,R such that Ω
∗ = HlimΩn.
By taking u = um, Ω = Ωm in (4), we get∫
Ωm
〈A.∇um,∇φ〉dx = 〈f |Ωm, φ〉H−1(Ωm)×H10 (Ωm) ∀φ ∈ C
∞
0 (Ωm)
Since um ∈ H
1
0 (Ωm), we have
α
∫
Ωm
|∇um|
2dx ≤
∫
Ωm
〈A.∇um,∇um〉 dx
= 〈f |Ωm, um〉H−1(Ωm)×H10 (Ωm)
≤ ‖f‖H−1(B∗) · ‖um‖H1
0
(Ωm) (10)
by (1), which implies that ∫
Ωm
|∇um|
2 dx ≤ C,
here and throughout the proof of Theorem 3.1, C denotes several positive constants
independent of m. Let
uˆm(x) =
{
um(x) in Ωm,
0 in B∗ − Ωm,
(11)
then {uˆm}
∞
m=1 is bounded in H
1
0 (B
∗). Hence there exists subsequence of {uˆm}, still
denoted by itself, such that
uˆm → uˆ weakly in H
1
0 (B
∗) and strongly in L2(B∗) (12)
for some uˆ ∈ H10 (B
∗).
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Now we claim that
uˆ(x) ∈ H10 (Ω
∗). (13)
In fact, we only need to show that
uˆ(x) = 0 a.e. in B∗ \ Ω∗. (14)
Indeed, for any open subset K satisfying K ⊂ B∗−Ω∗, denote ld = dist(K,Ω∗), since
Ω∗ = HlimΩn, i.e., δ(B∗ \Ωm, B∗ \Ω
∗)→ 0, which implies that for every 0. <
ld
4
there
exists an integer m0 > 0 such that for any n ≥ n0 we have δ(B∗ \ Ωm, B∗ \ Ω
∗) <
ld
4
.
Hence by the definition of δ(·, ·) we have
sup
x∈B∗\Ω
d(x,B∗ \ Ωm) <
ld
4
, ∀ m ≥ m0.
i.e., B∗ \ Ω∗ ⊂ {y ∈ Rk; d(y, B∗ \ Ωm <
ld
4
)}. So we obtain
{y ∈ Ωm; d(y, ∂Ωm) >
ld
4
} ⊂ Ω∗, ∀ m ≥ m0.
Furthermore, we have
{y ∈ Rk; d(y, ∂Ω∗) <
ld
2
}, ∀ m ≥ m0.
Hence K ⊂ B∗ \ Ωm, ∀ m ≥ m0. Thus∫
K
|uˆ(x)|2 dx = lim
m→∞
∫
K
|uˆm(x)|
2 dx ≤ lim
m→∞
∫
B∗\Ωm
|uˆm(x)|
2 dx = 0,
which implies that uˆ(x) = 0 a.e. in K. Since K ⊂ K ⊂ B∗ \Ω∗ is arbitrary, (14) and
consequently (13) follow.
Then we claim that∫
Ω∗
〈A.∇uˆ,∇φ〉dx = 〈f |Ω∗ , φ〉H−1(Ω∗)×H1
0
(Ω∗) ∀φ ∈ C
∞
0 (Ω
∗) (15)
i.e., ∫
spt(φ)
〈A.∇uˆ,∇φ〉dx = 〈f |spt(φ), φ〉H−1(Ω∗)×H1
0
(Ω∗)
for each φ ∈ C∞0 (Ω
∗).
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Let
φˆ =
{
φ in Ω∗,
0 in B∗ − Ω∗,
(16)
by Lemma 2.3, there exists a positive integer m1(φ), such that
spt(φˆ) = spt(φ) ⊂ Ωm, for all m ≥ m1(φ).
Then for each m ≥ m1(φ), φˆ ∈ C
∞
0 (Ωm). So by (4), we have∫
Ωm
〈A.∇uˆm,∇φˆ〉 dx = 〈f |Ωm, φˆ〉H−1(Ωm)×H10 (Ωm)
which, together with (16), implies∫
Ωm
〈A.∇uˆm,∇φ〉 dx = 〈f |Ωm, φ〉H−1(Ωm)×H10 (Ωm)
passing to the limit for m→∞ and using (12) we get (15).
Finally, we claim that
d ≥
1
2
∫
B∗
|uˆ− g|2dx. (17)
We notice that
uˆm → uˆ strongly in L
2(B∗).
Hence we have
1
2
∫
B∗
|uˆm − g|
2 →
1
2
∫
B∗
|uˆ− g|2.
and by (9) we get
d =
1
2
∫
B∗
|uˆ− g|2.
i.e. (17) holds.
Following from (13), (15) and (17) we obtain that Ω∗ is a solution of problem (P ).
This completes the proof. 
10
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