In this paper, we introduce a multiuser receiver based on the Kalman lter, which can be used for joint symbol detection and channel estimation. The proposed algorithm has the advantage of working even when the spreading codes used have a period larger than one symbol interval (\long codes"), unlike adaptive equalizer-type detectors. Simulation results which demonstrate the performance advantage of the proposed receiver over the conventional detector, the MMSE detector and a Recursive Least Squares (RLS) multiuser detector 1] are presented. A thorough comparison of the MMSE detector and the proposed detector is attempted because the Kalman lter also solves the MMSE parameter estimation problem, and it is concluded that, because the state-space model assumed by the Kalman lter ts the CDMA system exactly, a multiuser detector based on the Kalman lter must necessarily perform better than a non-recursive, nite-length MMSE detector. The computational complexity of the detector and its use in channel estimation are also studied.
I. Introduction C ODE division multiple access (or CDMA) cellular communications systems su er from multiple-access interference (MAI) on the reverse link (i.e. from mobile to base station). This is due to the di culty of maintaining orthogonality between code channels used by independent mobile handsets, which transmit asynchronously. This form of interference limits the uplink capacity severely, and very signi cant capacity gains can be achieved if multiuser interference can be reduced, or if joint detection of all users is employed. In contrast, conventional single-user detection techniques currently in use merely treat MAI as uncorrelated Gaussian noise, and performs poorly because this assumption is usually false. This work was partially funded by the National Science and Technology Board, Singapore.
Previous work on MAI cancellation dates back to a 1986 paper by Verd u 2] , which describes the use of a Viterbi decoder in concert with a maximum-likelihood (ML) decoding metric for the demodulation of the bits transmitted by each user. The maximum-likelihood detector has a complexity which increases exponentially { in a binary phase shift keyed (BPSK) system, this is on the order of 2 K multiply-and-add's, K being the number of users in the system. Its complexity prevents the practical implementation of the ML detector, and thus other suboptimal schemes have been proposed.
Among these, linear ltering techniques have been explored in some detail. Of particular signi cance is the linear minimum mean squared error (MMSE) detector described in 3], 4].
One reason for this is that, when short codes (i.e. spreading codes which have a period of one symbol interval) are used, the MMSE detector may be approximated by an adaptive lter with the aid of training symbols and decision direction, just as in an equalizer. The adaptive ltering approach is detailed in 5], 6], 7].
To the best of our knowledge however, the MMSE detector has always been identi ed with the nite impulse response (FIR) lter or tapped delay line structure, which is optimal only in symbol-synchronous systems. In asynchronous systems, an in nite number of taps (or at least enough to span all symbols transmitted by all users) is needed. But an examination of the multiuser CDMA system shows that it can be modelled exactly by a rst-order state-space model, which then implies that a Kalman lter 8], which is a linear recursive MMSE lter, is the best linear MMSE detector for a given detection delay. The proposed detector therefore provides a method of obtaining true MMSE performance within an implementable structure having a nite number of lter weights, which would be impossible with the FIR structure.
The proposed Kalman lter detector is similar in structure to the joint delay estimation/symbol detection algorithm of 9]. However, in this paper the time delays are assumed known in order to simplify the description. This assumes that delay estimation is handled by a separate multipath searcher and delay lock loop. Channel estimation may also be incorporated into the proposed structure assuming the use of training symbols followed by decision direction. It is also important to note that the detector works in long-code as well as short-code systems, unlike adaptive FIR MMSE detectors.
Another attractive property of this detector is that it provides very good performance without su ering long decoding delays, such as in the successive interference canceller 10]. Also, its performance is largely independent of the relative delays between users, and asynchronous systems entail no increase in complexity (because the same number of lter weights are used) compared to synchronous ones. This property is to be contrasted to the FIR MMSE and decorrelating detectors, which lter the received signal using a non-recursive lter, whose performance deteriorates with decreasing lter order. Finally, it is shown through simulations that the proposed detector is near-far resistant both in bit error rate (BER) and channel estimation performance.
The paper is organized as follows. The next section brie y describes the Kalman lter and how it may be used in multiuser CDMA detection, section III discusses issues such as the links between the well-known MMSE detector and the proposed detector, section IV presents more simulation results, and section V concludes the paper.
II. Algorithm Development
A. The Kalman Filter
The algorithm to be discussed in this paper is based on the Kalman recursive state estimation algorithm, which is well known in statistical estimation and control theory 11], 12] but perhaps not so in communications. Therefore, we spend the next few paragraphs explaining its function in a general context.
All linear systems with random inputs can be described using transfer functions or statespace equations. The latter may be written generically as x(n) = n x(n ? 1) + w(n) (1) y(n) = H n x(n) + v(n) (2) where (1) and (2) are known as the state transition and observation equations respectively; x(n)
is a p 1 state vector containing system variables which may not all be directly measurable; y(n) is the q 1 measurement vector, representing quantities which are observed and hence known at time n; n is the state transition matrix, which determines the time variation of x(n) together with w(n), a random p 1 vector known as the plant noise; H n is the q p observation matrix, and v(n) is the measurement noise vector, which is independent of w(n).
The state-space representation of a linear system is a lot more exible and powerful than the transfer function form because it includes both time-varying and time-invariant systems, and also encompasses stochastic and deterministic systems. At the same time, it allows us to de ne precisely concepts such as observability and controllability, which are useful in determining whether the desired unknown parameters of a system can be estimated from the given observations for instance.
As its name suggests, a state estimation algorithm is used to estimate the state vector x(n) given observations up to sample n. But a state estimation algorithm will necessarily fail if it can be shown that the desired unknown states cannot be found from the observations gathered, therefore the observability of the system states must rst be veri ed. This is done by determining the rank of the observability matrix in the observation interval n 1 n n 2 ,
If O is rank-de cient, then it is impossible to obtain unique estimates of fx(n 1 ); : : : ; x(n 2 )g. In a time-invariant system, where H and are not time-varying, O takes on a much simpler form but in the model for multiuser CDMA to be described later, this simpli cation is not available to us.
Assuming that the system model is observable, the state estimation problem may be stated as follows:
Given observations fy(0); : : : ; y(n)g, inputs fu(0); : : : ; u(n)g and the state-space model (1) and (2), nd the optimal estimate of x(n), denotedx(njn).
Optimality may be de ned in the sense of minimum mean squared error (MMSE), maximum a posteriori (MAP) or some other appropriate measure. If it is assumed that the noise vectors w(n) and v(n) are individually and mutually uncorrelated with correlation matrices
where ij is the 2-dimensional Kronecker delta function, then the Kalman lter delivers the minimum mean squared error (MMSE) estimate of x(n), de ned aŝ
A full derivation of the Kalman lter recursions is beyond the scope of this paper, but the standard Riccati form based on the state-space equations (1) and (2) is listed in Table I 8] . Assuming that each of K users transmits over an L-path fading channel, the received signal is given by + v(n)
= h T n x(n) + v(n) (8) where the c's represent complex channel coe cients, b k (i) is the ith symbol transmitted by the kth user, i kl is the index of the symbol carried on the lth path for the kth user 1 , s k (n) is the spreading waveform used by the kth user 2 , kl is the time delay introduced by the lth path of the kth channel (quantized to the nearest sample), and v(n) is additive white Gaussian noise of variance 2 = N 0 =2.
Assuming that the time delays kl are known, the K 1 vector h n is also known. Therefore, (8) may be used as the measurement or output equation required in a state-space model of the 1 Can be shown to be b(n ? kl )=T c, T being the number of samples per symbol interval. 2 If we assume chip synchronism, then sampling the received signal at chip rate at the output of a chip-matched lter gives a sequence of su cient statistics for the signal. In general, chip synchronism cannot be assumed and so the received signal must be sampled at a rate which is at least twice the chip rate. In this case, s k (n) will not be a binary PN sequence but a ltered version of it. multiuser system. Estimation of the newly de ned state vector x(n) using the Kalman lter would yield estimates of c kl b k (i kl ), which may be used for joint symbol decoding and channel estimation, and this forms the central idea of the proposed scheme.
To use the Kalman lter also requires a state transition equation, which describes the time variation of x(n). In a slowly fading environment, c kl changes only very slowly with time and may be taken to be constant over one symbol duration. Since the transmitted symbol b k (i kl ) does not change from time n to n + 1 except at the symbol boundaries, the individual elements of the state vector x(n) also remain roughly constant except at symbol boundaries, as expressed by x kl (n) = c kl (n)b k (i kl ) x kl (n ? 1); n 6 = iT + kl (9) for k = 1; : : : ; K; l = 1; : : : ; L. Therefore, it is apparent that x(n) x(n?1) when n 6 = iT + kl .
But at the symbol boundaries 3 , x(n) may change. To illustrate, consider when n = iT + 11 and binary antipodal phase shift keying is used. The rst element of x(n), x 11 (n), is completely uncorrelated with x 11 (n ? 1), because the two arise from di erent transmitted symbols. Therefore, x 11 (n) is a discrete random variable with the density p(w) Extending this argument to all elements of the state vector x(n), we end up with x(n) = n x(n ? 1) + w(n) (12) where With (12) and (8), we now have the state-space model needed for the Kalman lter, which can therefore be used to iteratively determine the MMSE state estimatesx(n). In order to detect the symbol b k (i), assuming that channel estimatesĉ kl are available, maximal ratio combining is used, as depicted in Figure 1 . The recursive algorithm based on this description is given in Table II . It is to be noted that the updating of P ? n (the rst Riccati equation) is only needed at the symbol boundaries.
And even then, it actually involves the resetting of the a ected row and column to the unit vector 0; : : : ; 0; 1; 0; : : : ; 0] only, and not a full-blown matrix multiplication as implied by the equation. This is signi cant from the computational complexity viewpoint.
This algorithm requires that the relative path delays kl , the channel coe cients c kl are known or estimated, and that 2 , the variance of the additive Gaussian channel noise, be known or estimated. This last requirement is not crucial, as we will show in simulation results to follow. In the next section, we also discuss how the proposed structure may be used for simultaneous channel estimation, thereby removing the second requirement.
III. Discussion
A. Observability
The observability matrix for the state-space model (12) and (8) is a (j + k + 1) K matrix whose columns contain the spreading codes for each user, delayed by the respective propagation delays l , within the observation interval i ? j n i + k. When random spreading codes are used, A i almost always has full rank, which directly implies that the observability matrix O = A T i A i almost always has full rank as well. The larger the observation window, the greater the probability of A i being a full-rank matrix and thus the danger of the system being unobservable occurs only during the initial startup phase of the algorithm, and rapidly diminishes later on. The algorithm proposed is therefore fundamentally sound.
B. Convergence
In the proposed algorithm, it is important that convergence takes place within one symbol interval. Unfortunately, it is very di cult to analyze the convergence behaviour of the Kalman lter because the states are assumed to be time-varying, unlike in the case of \standard" adaptive ltering algorithms such as the least mean squares (LMS). However, it is possible to simulate the Riccati equations given in Tables I and II without computing the state estimates themselves. This saves computational e ort and gives a good indication of the convergence rate of the algorithm because the matrix P n is de ned as
In other words, P n is the covariance matrix of the state estimates.
To provide some idea of how quickly the proposed Kalman lter-based multiuser detector converges, Figure 2 plots the variation of the (1; 1)th element of P n with time for the following system: 4 users, processing gain = 16, E b =N 0 = 8 dB, time delays = 0, 1, 2, and 3 chips, all users received with equal power. It is seen that convergence is quite rapid and does indeed take place within each bit interval, as required. In order to arrive at this result, it was necessary to assume bit-synchronous transmission. In an asynchronous system where the di erent signals arrive with relative delays l , l = 1; : : : ; K, it will be necessary to modify the cost function so that only a limited time interval is considered:
T?n jy(n) ?ŷ(n;x)j 2 : (19) This is to ensure that within each observation interval, only one set of transmitted symbols is being estimated. But when this truncated cost function is used, some deterioration in SNR is unavoidable, since the processing gain has been e ectively reduced for each user. Therefore, the algorithm in 1] is most suited to synchronous systems, and we verify this later by running simulations for both the RLS and the Kalman lter algorithms for an asynchronous system.
To solve the LS minimization problem (17) or (19), a direct solution of the normal equations can be attempted. However, it is generally less computationally demanding to perform the minimization recursively using the RLS algorithm, which is listed in Table III. The main di erence between the RLS algorithm and Kalman ltering, not just in this speci c instance but in general, is that RLS is a special case of the Kalman lter, applied to the following state-space model 13]:
x(n) = ?1=2 x(n ? 1) 
Here, y(n) is a scalar output sequence, U n is the nth input vector, which may for instance contain the outputs of a tapped-delay line, v(n) is zero-mean white Gaussian noise, and is the exponential forgetting factor also present in (17). If this model ts the system under test, the RLS algorithm produces recursive MMSE state estimates, just as the Kalman lter does. But in the case of the multiuser CDMA system considered in this paper, this model is inaccurate, and hence the RLS algorithm will be expected to perform more poorly than the more general Kalman lter algorithm.
D. Connection to the FIR MMSE Detector
As mentioned in Section II-A, the Kalman lter gives the MMSE state estimate vector, based on observations up to the present time n, given the linear state-space model. Since the CDMA received signal obeys a linear state-space model exactly, the Kalman lter is the best linear MMSE lter { other lter structures, most notably non-recursive types such as the FIR MMSE detectors mentioned in 3], 4], can be used and their lter parameters optimized to achieve minimum MSE, but their performance will at best be equal to that of the Kalman lter.
To better illustrate the link between the \traditional" MMSE detector of 3] and 4] and a detector based on the Kalman lter, we consider the following state-space model of the system, which is equivalent to (12) and (8) where K i is found using the Riccati equations.b 1 (i) is the rst element ofb(i) and is thus formed from previous estimates, as well as samples in y(i). This is to be contrasted with the FIR MMSE lter, in which only the current input signal vector is used for symbol estimation.
Therefore the FIR structure is a subset of the Kalman lter, which is optimal when the rst term on the right of (24) is zero, i.e., 
which is just the FIR MMSE lter output, thereby verifying that the Kalman lter and the FIR MMSE lter are identical in this special case.
The di erences and similarities between the Kalman lter detector and the FIR MMSE detector can be summarized as follows:
1. The FIR MMSE detector is a sub-optimal lter structure in asynchronous systems. The
Kalman lter detector is a recursive lter and is the best linear detector because the CDMA system can be described exactly using a linear state-space model.
2. The performance of the FIR MMSE detector improves with increasing lter length, with the upper bound being the Kalman lter detector's performance.
3. A symbol-rate adaptive algorithm may be used to approximate the MMSE detector. But this requires that the same spreading codes are used to modulate each symbol per user. The
Kalman lter does not rely on the channel being stationary at the symbol rate, and so has no such restriction regarding the repetition period of the codes used.
4. The adaptive MMSE detector requires a training sequence, but no knowledge of the spreading codes of any of the users. The Kalman lter detector does not require a training sequence, but needs to know the spreading codes of all users.
It is di cult to simulate the performance of an MMSE detector in a long-code system because the lter changes for every symbol, so in the following simulation, we use short codes instead. was taken to ensure that the FIR MMSE lter used to detect the ith symbol of the kth user spanned that symbol exactly i.e., di erent lters were used for di erent users in view of the asynchronism between users. The noise variance 2 was assumed known for both the Kalman lter and the FIR MMSE detectors.
It is observed that, as expected, the Kalman lter detector does perform better at all SNR levels than the FIR MMSE detector. Of course, this is due to symbol-asynchronism, and although not shown here, simulation results verify that the performance of these two detectors are not only similar but identical in synchronous systems. Thus far, it has been assumed that the channel noise power 2 is somehow known to the detector. Clearly, this would rarely be the case in practice, when the detector will be designed with an assumed E b =N 0 which approximates the average encountered in a \typical" channel.
In Figure 4 , the BER of the rst user in the system described in the last section is plotted against E b =N 0 for di erent assumed SNR's of 0 and 6 dB, as well as for perfect knowledge of 5 De ned as the sum of cross-correlation magnitudes between the desired user and the interfering users.
the SNR. It is notable that the performance di erences are marginal, even when the assumed SNR is 8 dB o the actual SNR (see the solid curve at 8 dB). As an aside, we also noticed that the FIR MMSE detector was similarly unfazed by errors in assumed 2 of this magnitude.
In Section IV where long codes are used, we also use one 2 value over the entire SNR range studied, and nd little signi cant di erence between this simple scheme and using the correct 2 at each SNR. The proposed detector requires processing at one or more times of the chip rate. In this section, we provide a breakdown of the number of multiplications and additions required per iteration. In the following, K represents the total number of elements in the state vector, which would be the product of the number of users and the number of paths per user channel in a multipath environment. We also assume that the sampling rate is equal to the chip rate.
Steps # of real ops/chip P ? n = n P + n?1 T n + Q n 0 adds, 0 mults V(n) = P ? n h n K 2 mults + K(K ? 1) adds k n = V(n)= h T n V(n) + 2 ] K mults + K adds + K divisions P + n = P ? n ? k n V T (n) K 2 mults + K 2 adds e(n) = y(n) ? h T nx (n ? 1) K mults + K addŝ x(n) = nx (n ? 1) + k n e(n) K mults + K adds (2K 2 + 3K) mults + K divs Total ops per chip + (2K 2 + 2K) adds With N chips per symbol, the total operations count per symbol is therefore O(NK 2 ) multiplications. If the MMSE detector were to be implemented for a long-code system, an adaptive implementation would be impossible and so the lter will need to be computed directly
For an asynchronous system, as discussed in the previous section, the number of columns in A(i) will be at least (depending on the observation window used) be 2K ? 1. Assuming the complexity of an N N matrix inverse to be O(N 3 ), the complexity of the MMSE detector will be close to O(8K 3 ). Given that the normalized capacity of a CDMA system should be at least K=N 0:5, we see that there is very little di erence in complexity between the Kalman lter detector and the N-tap FIR MMSE detector.
The key di erences are that the Kalman lter detector always performs better, and its complexity is independent of whether the system is synchronous or not, unlike that of the MMSE detector.
G. Channel Estimation Figure 5 about here.]
The proposed receiver structure may also be used for multipath channel estimation i.e., the estimation of the complex multipath coe cients c kl , k = 1; : : : ; K, l = 1; : : : ; L. To illustrate the concept, Figure 5 depicts the proposed scheme for the kth user assuming transmission over a single-path channel, which necessitates the estimation of just one channel coe cient c k (t).x k (n) is the kth element of the state estimate vectorx(n) generated using the Kalman lter. Sampling this high-rate (chip rate or higher) signal at the symbol boundaries i.e., when n = iT +^ k where^ k is the most recently available time delay estimate for this user, yields a signal which should in theory be close to the product of the channel coe cient and the symbol transmitted, c k (i)b k (i) 6 .
Assuming the use of phase shift keying (PSK) with unit energy symbols, multiplyingx k (n) with b k (i), where ( ) represents complex conjugation, at the symbol boundary n = iT +^ k should produce an estimate of c k (i). Of course, b k (i) is unknown except when pilot symbols are being transmitted. Outside the pilot-symbol intervals, the symbol estimateb k (i), is fed back in the manner shown in Figure 5 , to obtain the channel estimateĉ k (i). To further improve the performance of the channel estimator, it is necessary to smooth the noisy estimates using some form of smoothing lter, such as a lowpass lter, a LS line-tting lter or an adaptive linear predictor.
The delay block in the upper part of Figure 5 represents the time taken to perform the hard-decision and complex conjugation operations, while the delay block in the lower half of that diagram is necessary to make the feedback loop realizable. Usually, the latter delay is taken to be one symbol interval.
In a multipath environment, the block diagram is di erent in that it would then be necessary to perform a Rake combining to obtain the symbol decisionb k (i). Apart from that, the mechanism of Figure 5 for channel estimation in a single-path channel is identical to that used for individual coe cients in a multipath channel.
IV. Simulation Results

A. Detector Performance
In this section, simulation results are presented to demonstrate the performance of the proposed algorithm compared to the conventional matched-lter detector as well as to Chen and Roy's RLS detector 1]. Unless otherwise stated, the system has four users with relative delays of 0, 1, 2 and 3 chips respectively, long codes with a processing gain of 16 are used, and the Kalman lter detector assumes an observation noise variance of 2 = 0:4. Since the system is chip-synchronous the received signal is sampled at chip rate at the output of a chip-matched lter, thereby giving 16 samples per symbol. Figure 6 shows bit error rate (BER) curves for the four users, whose signals are received with identical power levels, using both the conventional detector and the proposed Kalman lter detector. The single-user bound is shown on the same gure for comparison. It is quite evident that the proposed detector performs much better than the conventional detector, and its performance continues to improve with SNR even at 10 dB, whereas the conventional detector's is already beginning to saturate at that SNR level. It was found through many simulation trials that the forgetting factor in the RLS algorithm does not a ect the BER very signi cantly, and here we present results produced using = 0:995. The initial value of the inverse correlation matrix P was chosen to be the identity matrix. The relative delays between signals received from the four users were 0, 3, 6 and 9 chips respectively. From this gure, it is quite apparent that the RLS detector performs rather poorly, in fact under-performing even the conventional detector at low SNR's. But as already explained in the previous section, this is not too surprising considering that it is severely suboptimal when used in an asynchronous system. It is seen that the conventional scheme su ers from an error oor starting from an SNR of about 14 dB, whereas the Kalman lter and single-user estimators display MSE curves which continue to decrease with increasing SNR 7 . In fact, the proposed estimator exhibits only a constant 1 to 1.5 dB performance loss compared to the single-user bound, which implies that it is asymptotically e cient in channel estimation. In this paper, an asynchronous multiuser CDMA detector which works with random (or long) codes was introduced. It is based on the Kalman lter state estimator, which is optimal in the sense that it produces MMSE state estimates at each point in time, given the information gathered up to then and a good t between the actual system and a rst-order state-space model. It was demonstrated that the multiuser CDMA signal ts this model exactly, and therefore the Kalman lter, which forms its state estimates through recursive ltering of the input signal, is the optimal MMSE lter structure to use. This was veri ed through simulations which show that it performs better than the well-known MMSE detector using a tapped-delay line. It also compares favourably against the RLS detector of 1].
Joint bit demodulation and channel estimation also comes naturally with this receiver structure, and delay tracking in the manner described in 9] may even be included at the cost of higher complexity. Channel estimation errors are still small at MAI levels of up to 30 dB, in contrast with results obtained for the conventional correlation-type estimator, which produces estimation error variances that increase with MAI.
The computational complexity of the algorithm was calculated to be O(K 2 N) per symbol, where K is the number of users and N the processing gain, regardless of whether the system was synchronous or not. This is to be contrasted with the FIR MMSE detector, whose performance will improve with more lter taps (and hence more complexity) in an asynchronous system.
Although the complexity of the proposed detector is higher than that of an adaptive LMS-based implementation of the MMSE detector, it works with long codes and does not require a lengthy initial training period. These are key advantages in practice where long codes are needed for identi cation of the transmitter, and where it is not usually feasible to insert hundreds of pilot symbols in each data frame for detector re-training.
Future work would cover detailed implementation issues, such as the use of \fast" Kalman algorithms and square-root-based ones for increased numerical stability. An improved multipath searcher for the assignment of paths to the Rake combiner, and an access channel demodulator may also be devised around the scheme introduced in this paper, as described in 14]. Reducing the computational complexity of the algorithm through updating at a lower rate is also being investigated at present. Fig. 1 . The proposed receiver structure, with maximal ratio combining for symbol detection shown in the inset. The state estimate update is performed using the Kalman lter as described in the text. x(n) = n x(n ? 1) + w(n) y(n) = H n x(n) + v(n) Riccati Equations P ? n = n P + n?1 T n + Q n K n = P ? n H T n H n P ? n H T n + R n ?1 P + n = (I ? K n H n ) P ? n State Estimate Updatex ? (n) = nx + (n ? 1) x + (n) =x ? (n) + K n (y(n) ? H nx ? (n)) 
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