Abstract. A weaker condition than modularity is given on a ribbon category which allows a three-dimensional biframed TQFT to be constructed from it. This condition is checked on subsets of the Weyl alcove of an arbitrary quantum group at an arbitrary level and the levels at which such subsets give TQFTs are determined. Many of these are shown to decompose into a tensor product of TQFTs coming from smaller subsets. The "prime" subsets among these are classified, and apart from some giving TQFTs depending on homology as described by Murukami, Ohtsuki and Okada, they are shown to be in one-to-one correspondence with the TQFTs predicted by Dijkgraaf and Witten to be associated to Chern-Simons theory with a nonsimply-connected Lie group. Thus in particular a rigorous construction of these TQFTs is given. As a byproduct, a purely quantum groups proof of the modularity of the full Weyl alcove for arbitrary quantum groups at arbitrary levels is given.
Introduction
Since Witten's seminal paper ([Wit89] ) relating the Jones polynomial ( [Jon85] ) to Chern-Simons field theory, the link and three-manifold invariants descendent from the Jones polynomial have admitted two apparently incompatible interpretations. On the one hand all can be defined combinatorially in terms of quantum groups ( [Kir96] , [RT90, RT91] ), an algebraic language for rigorously and coherently computing them and proving their basic properties. Unfortunately, in this framework it is very difficult to relate the invariants to classical topology and geometry and, partly as a consequence, the invariants have answered very few questions which might have been asked before their appearance, the ultimate test of the significance of a new field. On the other hand they can be described geometrically as an ill-defined average over the space of connections ( [Wit89] ). This definition offers a beautiful and compelling intrinsically three-dimensional framework for the invariants which connects them to much of the exciting geometry and physics that has arisen over the past few decades. But this definition is completely nonrigorous because of its reliance on the path integral, a heuristic technique of physics whose precise mathematical formulation is widely believed to be a problem for our grandchildren.
Perhaps the central problem of the subject is to unite these two viewpoints. A complete resolution of this problem would amount to a rigorous interpretation of the path integral in this particular case, and while this is arguably easier than such an interpretation in more general or more physically interesting situations, it should be viewed as a very long term goal. Still, much interesting progress has been made towards the goal of putting various aspects of the path integral formulation on a firmer mathematical footing ([BN91, AS92, AS94, Kon94, Roz97] ).
Another strategy is to use the physics as a source of conjectures and of geometric objects we should expect to see revealed in the combinatorial structure if we look hard enough. This is the strategy of the current paper.
The geometry and the algebra part company in the first step of the construction of the invariants, in which the geometric construction begins with a compact semisimple Lie group, while the algebraic construction begins with a semisimple Lie algebra. These are almost, but not quite, in one-to-one correspondence. There are typically several Lie groups with the same Lie algebra, which differ only in their fundamental group. The invariants constructed from the Lie algebra correspond to the geometric construction with the simply-connected Lie group. Dijkgraaf and Witten ([DW90] ) address the issue of the existence of the geometrically defined invariant for nonsimply-connected groups.
Let G be a connected, simply-connected compact simple Lie group with Lie algebra g, let Z be a finite subgroup of its center Z(G), and let G Z = G/Z be the quotient. Then G Z is still compact, simple and connected with Lie algebra g, but its fundamental group is isomorphic to Z. All connected compact simple Lie groups with Lie algebra g arise in this fashion.
Dijkgraaf and Witten argue that to construct a Chern-Simons theory based on the group G Z requires only a choice of an element of H 4 (BG Z , Z), that is of the fourth cohomology of the classifying space of G Z with integer coefficients. Of course the projection map from G to G Z induces a homomorphism from H 4 (BG Z , Z) to H 4 (BG, Z). In every case but one (see below) these cohomology groups are isomorphic to the integers, and thus the above homomorphism can be viewed as multiplication by an integer N. Dijkgraaf and Witten show that N is the least N such that N(λ, λ)/2 is an integer for each fundamental weight λ corresponding to an element of Z. We will find it most convenient to index everything by the level k ∈ H 4 (BG, Z), viewed as an integer, and thus Dijkgraaf and Witten's work predicts a Chern-Simons theory associated to G Z exactly when k is a multiple of N defined above. The one exception to the above observation about H 4 (BG Z , Z) is when G is the simply-connected group associated to the Dynkin diagram D 2n and Z is all of the center Z 2 ×Z 2 . We will follow Dijkgraaf and Witten in not considering this case, although it should be extremely interesting (see, e.g., Felder, Gawedski and Kupianen [FGK88] ) and warrants further study.
The problem is then to construct the invariants from the quantum group perspective. Let us first briefly review how the Lie algebra appears in the construction due to Reshetikhin and Turaev ([RT90, RT91] ).
Beginning with a Lie algebra g, one deforms the universal enveloping algebra U(g) by a deformation depending on a complex parameter q to get an algebra U q (g) (called a quantum group) which satisfies the axioms of a ribbon Hopf algebra. In practice these axioms mean its representation theory can be used to construct a system of link invariants.
For generic q this algebra is semisimple, but when q is a root of unity it becomes nonsemisimple and quite subtle. Unfortunately, the threemanifold invariants arise only at roots of unity: In fact the Witten invariants at level k discussed above correspond to U q (g) when q = exp(2πi/(k + h)), with h the dual Coxeter number of g.
Fortunately, the invariants do not depend on the quantum group directly, but only on a piece of the representation theory. In fact each of the representations we consider corresponds naturally to a representation of the original Lie algebra, and all the information we will need will be computed from the classical representation using classical data involving weights and root spaces. Any subset of this collection of representations satisfying certain properties (that it forms a modular category) can be used following the procedure of Reshetikhin and Turaev ([RT91] , [Tur94] ) to construct a three-manifold invariant satisfying certain cut-and-paste axioms expected of topological quantum field theories (invariants satisfying these cut-and-paste axioms are called TQFTs in the literature).
A strategy thus naturally presents itself. Nonsimply-connected Lie groups can also be approached in terms of subsets of the set of representations of a Lie algebra. The finite-dimensional irreducible representations of g can be indexed by a cone inside the weight lattice called the Weyl chamber. The simply-connected group G associated to g acts irreducibly on all these representations, and in particular each element of the center z ∈ Z(G) acts on the representation indexed by a weight λ as the identity times the complex number ι z (λ). In fact ι z is a homomorphism of the weight lattice to the unit circle for each z, ι is a homomorphism from Z(G) into the dual group of the weight lattice, and for each subgroup Z the group G Z acts on exactly those representations whose weights lie in the sublattice annihilated by Z under ι. Thus our quantum surrogate for G Z should be U q (g) together with those representations which lie in the sublattice annihilated by Z. We have only to confirm that this set of representations gives a modular category exactly when k is a multiple of N as above.
This strategy has been pursued in the special case of the group SO(3), which is SU 2 /(Z/2Z), by Frohman and Kania-Bartoszyńskia ( [FKB96] ) building on work of Kirby and Melvin ([KM91] ). Unfortunately, while in this case Dijkgraaf and Witten predict a TQFT and three-manifold invariant when k is a multiple of 4, and in fact suggest there should be an invariant with 'almost' a TQFT when k is a multiple of 2, (what they call a spin TQFT), in fact what Frohman and Kania-Bartoszyńskia get is a modular category exactly when k is odd! We will see that this holds for a general Lie group: The appropriate set of representations forms a modular category only when k is relatively prime to Dijkgraaf and Witten's N. It is difficult to imagine a worse failure of the geometric predictions.
In fact there are two subtleties which bring the algebraic invariants into line with the geometric predictions, though there is some additional structure in the situation for quantum groups which is not readily apparent in the geometric point of view. The first subtlety is that the cases where modularity is predicted but fails actually fails because of a trivial sort of redundancy in the category which can be readily quotiented out. The result of the quotient is not quite a ribbon category, but nevertheless gives a TQFT and three-manifold invariant just as if it were. This is the only example known to the author of a threedimensional biframed TQFT which does not come from a modular category, and appears to be a counterexample to the common assumption (by the author at least) that rational conformal field theories and extended TQFTs always give rise to modular categories.
The second subtlety is that many of the invariants coming from this quantum group construction can be factored as a product of invariants (in fact the factoring works at the level of TQFTs), one of which is a very simple invariant of the first homology studied by Murukami, Ohtsuki and Okada ( [MOO92] ) and the other of which is the invariant associated to a smaller set of representations. In the end there is one prime invariant (in the sense that it admits no further decomposition as factors) for each TQFT conjectured by Dijkgraaf and Witten, and all other invariants that we construct are formed out of these. It is in this sense that the conjectures of Dijkgraaf and Witten are confirmed. Interestingly, in many cases the Dijkgraaf and Witten invariants and the original quantum group invariants constructed by Reshetikhin and Turaev are not the prime version, but the prime invariant times one of the homology invariants. Since the homology invariants often vanish this means that, at least on the level of invariants, the prime invariants contain more topological information than those that seem to arise naturally in the physical interpretation.
The first section of this paper translates the question of whether a given subset of representations forms a modular category into a more manageable condition. Specifically, certain representations (called pseudotrivial ) are identified as obstructions to modularity, so that the subset is modular if and only if it forms a ribbon category that contains no pseudotrivial representations. This section also explores the ramifications when pseudotrivial objects are units, i.e. invertible under the tensor product operation, the situation for all the examples we consider.
The second section constructs a TQFT from an arbitrary semisimple ribbon category all of whose pseudotrivial objects are units of a certain sort called even. As is shown in the next section this is a strictly weaker condition than modularity, the usual starting point for construction of TQFTs. The results of the first two sections are generally applicable to any ribbon category. Thus these sections are framed in the more general language of categories, rather than in terms of the quantum groups discussed in the other sections. The category theory language plays a small role, and is not a prerequisite for the tolerant reader. Some of the more technical points in the construction of the TQFT are shunted off to the appendix.
The third section deals with the quantum groups at roots of unity and their representation theory. It considers the Weyl alcove, the subset of weights corresponding to the representations of the quantum group that we are concerned with, and in particular the isometries of the Weyl alcove (the weight lattice sits naturally in a Euclidean space). Of central importance are the units, which form the orbit of the trivial weight under isometries of the Weyl alcove. We prove that all pseudotrivial objects in these categories are units, and thus in the frequent situations where they are even, they give rise to TQFTs. Most of the work of the section involves a careful understanding of the so-called truncated tensor product of representations, and relies on a crucial formula of Andersen and Paradowski, generalizing a classical formula for the ordinary tensor product of representations to the quantum case. The arguments in the analysis of the tensor product are quite technical, and again are shunted off to the appendix. Isometries and units of the Weyl alcove were used for very similar ends in a paper by Felder et al. ([FGK88] ) to address Wess-Zumino-Witten theory for nonsimply-connected Lie groups. The section gives a complete analysis of when a TQFT can be constructed from the representations of any quantum group associated to any classical simple, connected, compact Lie group at any level. In particular, this section offers an entirely self-contained quantum groups proof that the full set of representations forms a modular category and hence a TQFT: The proofs in the literature ( [Kir96, Tur94] ) all rely essentially on a result of Kac and Peterson from the theory of affine Lie algebras ( [KP84] ).
Section 4 identifies under what circumstances the categories and TQFTs constructed factor into simpler theories, and identifies the factors. The results of this section were first suggested to the author by E. Witten in private conversation. The decomposition exhibited here was observed previously by Kirby and Melvin ([KM91] ) on the level of invariants for the group SU(2), where at odd levels the theory is a product of the prime theory (which they call the SO(3) theory) and Murukami et al's invariant Z 2 .
Semisimple Ribbon Categories and Quotients
We will follow the notation of Kirillov ([Kir96] ) in this section, and quote the basic results from that paper, but other good sources for the theory of ribbon categories include books by Turaev and Kassel ([Tur94, Kas95] ).
1.1. Semisimple ribbon categories. A rigid abelian monoidal category is an abelian category C (abelian means the hom sets are abelian groups, composition is bilinear, and there is a direct sum operation on objects and morphisms similar to direct sum of vector spaces satisfying certain technical conditions that will not concern us) together with a bifunctor⊗ : C × C → C which is an associative multiplication with an identity object and morphism (we will assume our category has been 'strictified' as in MacLane [Mac71] ) and a notion of duals compatible with⊗. The example on which to base one's intuition is the category of finite-dimensional vector spaces and linear maps, where the abelian structure is given by direct sum,⊗ is ordinary tensor product, and the duals are vector space duals.
The category is called semisimple if the hom sets are vector spaces (for convenience we'll assume our ground field to be C) with composition and⊗ acting as bilinear operations, and if there is a set of objects called simple, closed under duals, such that every object is isomorphic to a finite sum of simple objects and the hom spaces between simple objects are one-or zero-dimensional according to whether or not the objects are isomorphic. Here the example to keep in mind is the category of representations of a semisimple algebra whose morphisms are linear maps between representations which commute with the algebra's action. The simple objects are the irreducible representations. The⊗ and duality structure occur naturally if the algebra is a Hopf algebra.
Finally, a semisimple abelian rigid monoidal category is a ribbon category if every pair of objects V and W admits an isomorphism R V,W : V⊗W → W⊗V and every object V admits an isomorphism θ V : V → V satisfying certain relations found in Kassel ([Kas95] ). These relations are of course designed to guarantee that there is a functor from the category of framed tangles with components labeled by objects of C to C ([Saw96, Kir96]), with a simple crossing corresponding to the R morphism and a full twist to the θ morphism (see Figure 1 ). We will also require that the 'quantum dimension' qdim(V ) of each simple object V, which is defined in [Kir96] and corresponds to the invariant of the zero framed unknot labeled by V, be nonzero (See Figure 1) . This is not usually included in the assumptions of a semisimple ribbon, but a simple process allows one to quotient out the category by all objects which fail this constraint, and no topological information is lost in the process. Consider a semisimple ribbon category C. Let Γ, the label set of C, be the set of all isomorphism classes of simple objects in C. We will call the identity object for⊗ 0, and will use the same name to refer to its equivalence class in in Γ. The dual gives an involution on Γ (V * * can be shown to be canonically isomorphic to V ) which we also call * . Now for each γ ∈ Γ the one-dimensional Hom(γ, γ) can be canonically identified with C as an algebra, so the morphism θ γ corresponds to some number C γ . Also if λ, γ ∈ Γ, then λ⊗γ is isomorphic to a sum η∈Γ N η λ,γ η, where the nonnegative integers N η λ,γ represent multiplicities. In this and the sequel, we freely confuse simple objects with their isomorphism classes, trusting the sophistication of the reader to unravel the subtleties.
Some facts about these numbers and their relation to the invariant will be useful. We have qdim(λ
A ribbon category yields an invariant of labeled framed ribbon graphs. More specifically, consider an oriented graph embedded smoothly in S 3 with a well-defined normal bundle (that is, the edges incident to a vertex are all tangent to a single plane at that point), equipped with a nonzero section of the normal bundle and a choice of edge at each vertex. Label each edge by an object of the category. Notice the framing gives a cyclic ordering on the edges incident to a vertex, and starting at the chosen edge makes this a total ordering. Thus to each vertex we can associate the object V † 1⊗ V † 2⊗ · · ·⊗V † n where V i is the label of the ith incident edge and V † i is V i or V * i according to whether the edge is oriented towards or away from the vertex. Label each vertex by an element of hom(V, 0), where V is this associated object. The category associates to this framed, labeled graph a number which is invariant under ambient isotopy of the framed graph. If a connected component of the graph contains only bivalent vertices and thus is homeomorphic to a circle (we call such components link components) we can ignore the vertices and view it as a circle labeled by an object of the category (up to an overall scale factor). Thus we get in particular a framed labeled link invariant. The following properties of the invariant will be important to us.
1. the invariant of a graph with an edge labeled by λ⊕γ is the sum of the invariants of the same graph with that edge labeled by λ and γ respectively, the labels on the adjacent vertices being projected appropriately, 2. if the label of an edge is replaced by an isomorphic object and the labels of the adjacent vertices are composed with the isomorphism in the obvious way, the invariant is unchanged. In particular, link components can be unambiguously labeled by elements of Γ, rather than objects, 3. the invariant of a graph with an edge labeled by 0 is the same as the invariant of the graph with that edge deleted, 4. the invariant of a graph with an edge labeled by λ is the invariant of the graph with the orientation of that edge reversed and the label replaced by λ * , the labels of the adjacent vertices remaining the same) 5. the invariant of a graph with a link component labeled by λ⊗γ is the invariant of the graph with that component replaced by two parallel components (according to the framing) labeled by λ and γ respectively, 6. the invariant of the connect sum of two graphs along edges labeled by a simple object λ is the product of the invariants of the two graphs divided by qdim(λ) and 7. if a sphere intersects a ribbon graph only transversely at two edges labeled by simple objects and oriented oppositely, the two objects must be isomorphic or the invariant is zero. We say a subset Γ ′ of Γ is closed if it is closed under the duality involution and if whenever λ, γ ∈ Γ ′ and N η λ,γ = 0, we have η ∈ Γ ′ (i.e., the product of things in Γ ′ is a sum of things in Γ ′ ).
Proposition 1. If Γ ′ is a closed subset of Γ, the full subcategory of C whose objects are sums of objects in the equivalence classes in Γ ′ is again a semisimple ribbon category.
Proof. Immediate from the definition.
1.2. Pseudotrivial objects. Suppose C is a semisimple ribbon category with label set Γ. For each λ, γ ∈ Γ define S λ,γ to be the value of the invariant of the zero-framed Hopf link with components labeled by λ and γ respectively (see Figure 1) . Thus
By Properties 1-7 above S λ,γ = S γ,λ = S λ * ,γ * , S λ,0 = qdim(λ), S µ⊗λ,γ = η N η µ,λ S η,γ and S µ⊗λ,γ = S µ,γ S λ,γ / qdim(γ). The matrix of numbers S λ,γ is called the S-matrix. Recall that a modular category is a semisimple ribbon category with a finite label set Γ such that the S-matrix is invertible ( [Kir96] ).
A simple element µ of Γ is called pseudotrivial if for every γ ∈ Γ, S µ,γ = qdim(µ) qdim(γ). Of course, the trivial object is necessarily pseudotrivial. Notice e(0) is the identity. Likewise extend e(λ), e(γ) = S λ,γ to a symmetric bilinear pairing on V. The properties of the S-matrix imply that e(η), e(λ)e(γ) = e(η), e(λ) e(η), e(γ) / qdim(η), which is to say that each e(η)/ qdim(η) acts via the pairing as a homomorphism f η from the commutative algebra V to C. Since f η (e(0)) = 1, f η is a nontrivial homomorphism.
Suppose that the S-matrix is singular, we shall show that there is a pseudotrivial object. Since the pairing is then degenerate, the homomorphisms f η must be linearly dependent. But for nontrivial homomorphisms to C to be linearly dependent, two must be equal. Thus there are two different weights γ and γ ′ with f γ = f γ ′ . Further, we have that e(γ * )e(γ ′ ) and e(γ * )e(γ) give the same functional under the pairing, as can be checked by pairing them against each e(λ)/ qdim(λ). Let ω be the unique minimal idempotent in V such that f 0 (ω) = 1. Notice that f λ (ω) is 0 or 1 for each λ, since ω is an idempotent. Then we have that ω, e(γ
Since homomorphisms of a commutative algebra to C are characterized by the minimal idempotent on which they are 1, we conclude that f 0 = f µ , which is to say that S µ,γ = qdim(µ) qdim(γ) for all γ. Thus µ is pseudotrivial. Proof. It is clearly closed under duality, since if µ is pseudotrivial then
Notice the conditions on Γ mean by Equation (1) that S λ,γ has modulus less than or equal to qdim(λ) qdim(γ). If µ and ν are pseudotrivial, then on the one hand
but on the other hand
If these are equal then S η,λ = qdim(η) qdim(λ) for each η such that N η µ,ν = 0. 1.3. Units. An element λ ∈ Γ is called a unit if λ⊗λ * = 0. The set of units form a group under truncated tensor product, and if λ is a unit and γ is simple then λ⊗γ is also simple, because its product with λ * is simple. Thus each unit λ corresponds to a map φ λ on objects defined by φ λ (γ) = λ⊗γ which descends to a bijection on Γ. The map φ λ satisfies the relation
The set of maps φ λ on Γ forms a group under composition isomorphic to the group of units. We should caution that our confusion of objects and isomorphism classes here generates a minor subtlety: Isomorphic units generate distinct maps of objects, but all these maps descend to the same map on Γ, which we associate to the equivalence class of the original objects.
The combination of the notions of unit and pseudotrivial force very strong properties on an object. Proof. Of course every unit satisfies qdim(λ) 2 = 1, since qdim(λ) = qdim(λ * ) and qdim(λ) qdim(λ * ) = 1. Since λ is a unit, for each γ ∈ Γ we have qdim(λ) qdim(γ) = qdim(λ⊗γ) = qdim(φ λ (γ)).
On the other hand
If λ is pseudotrivial these are equal, so
for all γ. On the other hand
This proves the first sentence of the proposition.
For the second sentence, notice the first sentence implies the invariant of the first link is the invariant of the second link disjoint union with an unknot labeled by λ with the same self-linking number as the original component. Now Equation (3) in the special case that γ = λ * says that C 2 λ = 1, so either C λ = 1 or C λ = −1. These give the two possibilities in the last sentence of the proposition.
Thus if λ is a pseudotrivial unit, there are four possibilities: qdim(λ) = ±1, and C λ = ±1. When both are +1, we will call the object even, the other three cases we will refer to as odd.
Thus in any framed, labeled ribbon graph, the label γ of a link component can be replaced by λ⊗γ, where λ is even pseudotrivial, without changing the value of the invariant. Thus we may view the natural set of labels for link components to be Γ quotiented by the action of the group of even pseudotrivial units. While it would be natural to associate a 'quotient' ribbon category to this situation, it is not possible except in the case when the group action is free (which it generally is not in interesting examples). Nevertheless, the quotient is near enough to being a ribbon category that most constructions and results about ribbon categories are likely to hold for the quotient. The following section offers the most important example.
In closing this section we observe a minor point of potential confusion when dealing, as we will in the rest of the paper, with full subcategories: An object may be pseudotrivial for a subcategory even if it is not as an element of the original category. Being a unit is a property intrinsic to the object, however, in that whether or not an object is a unit has the same answer in every full subcategory.
Constructing Topological Quantum Field Theories
From Ribbon Categories 2.1. TQFT. A topological quantum field theory (TQFT) is an illdefined notion arising from physics which has proven of tremendous mathematical value. One common way to discuss it in mathematically precise language is to use Atiyah's axioms ( [Ati89] ).
The most common formulation of Atiyah's axioms can be succinctly summarized as saying that a TQFT is a monoidal functor from the category of cobordisms to the linear category, but to do this definition justice will take us unnecessarily far afield: We will take as our definition the unintuitive by very workable equivalent (in three dimensions) formulation given in [Saw96] . Details and the proof that this is equivalent to the usual definition appear in [Sawa] . Some notation is needed first.
Following Atiyah ([Ati90]), a biframed three-manifold is a compact oriented three-manifold together with a choice of trivialization of a certain SU(2) bundle naturally associated to it. This choice of trivialization is considered up to isotopy. Biframings on manifolds with boundary are subtle (see [Sawa] for the full story), but we can evade most of the difficulty with the following observation. Biframings on closed connected three-manifolds can be indexed by integers, and a biframing on a closed manifold together with a biframing on an embedded union of handlebodies determines a biframing on the complement.
Thus for each genus g consider the handlebody H g sitting in standard fashion in S 3 with boundary Σ g . Choose an involution of S 3 taking H g to its complement, thus inducing a standard orientation-reversing map on Σ g . Give H g the biframing induced by the zero biframing on S 3 . If we parameterize the boundary of a three-manifold M by elements of the set {Σ g }, i.e. if we choose an orientation-reversing diffeomorphism f : i=1 n Σ g i → ∂M, then gluing the handlebodies H g i to M via f gives a closed manifold and a biframing on that (i.e. an integer) determines a biframing on M.
Theorem/Definition 1. For each g, let Z(Σ g ) be a finite-dimensional vector space; for each connected biframed manifold M with boundary parameterized by 
, by identifying these two boundary components after composing with the standard orientationreversing map. Then 
We can use the surgery description of biframed three-manifolds given in [Sawa] to make these conditions much more concrete. Biframed three-manifolds with parameterized boundary are in one to one correspondence with framed links in S 3 with a sequence of embedded copies of H g , subject to the biframed Kirby moves of Figure 2 , with the components which are not shown in their entirety there allowed to be either components of the link or handles of the handlebody. Sewing and Mending are then represented pictorially as in Figure 3 , with the barbells representing the handlebody schematically, and the dotted region standing in for an arbitrary link. These are drawn with the handlebodies embedded in standard position, but it is an easy exercise to see that the Kirby moves may be used to make any embedding standard ( [Sawa] ). We must assign such links to functionals in such a way that the pictured methods of combining/contracting links correspond to the algebraic methods of combining/contracting functionals given in the theorem.
2.2. Categories whose pseudotrivial objects are all even units. For the balance of this section let C be a semisimple ribbon category all of whose pseudotrivial objects are even pseudotrivial units. It will be convenient to identify isomorphic objects in the fashion usually referred to as skeletonization of the the category. With extra care this skeletonization can be done so that the the even pseudotrivial units behave especially well.
I.
II. Proof. See Appendix A.1.
Using Property 1 of the invariant of ribbon graphs we can extend the invariant by linearity to ribbon graphs with link components labeled by elements of the algebra V defined in the proof of Theorem 1.
Lemma 2. Let ω = γ qdim(γ)e(γ), the sum being over all γ ∈ Γ, and let Ω = (|H| qdim(ω)) −1/2 ω, where |H| is the order of the group of even pseudotrivial units. Then
, ω is qdim(ω) or 0 according to whether γ is an even pseudotrivial unit or not.
Proof. See Appendix A.1.
Let the term univalent graph refer to a framed labeled ribbon graph with one univalent vertex, the adjacent edge to it (which we'll call the univalent edge) being oriented towards the vertex and labeled by an even pseudotrivial unit. If several univalent graphs are embedded in the same three-manifold, we attach them by combining all their univalent vertices into one vertex, adding an outgoing edge to a new univalent vertex, and labeling that edge by the product of the incoming labels and that vertex by the identity morphism. Of course there are lots of topologically inequivalent ways to do this, but since we are ultimately only interested in the value of the invariant on such things, the fact that the labels are even pseudotrivial units means it does not matter. See Figure 4 for a picture of this. The invariant applied to a univalent graph is zero unless the univalent edge is labeled by 0, in which case the invariant is computed assuming the univalent vertex is labeled by the identity morphism.
Let V g be the formal vector space spanned by univalent graphs embedded in H g , and consider a presentation of a biframed three-manifold M with parameterized boundary as a a link in S 3 with an embedded
by assigning a number to each sequence of univalent graphs in n i=1 H g i . Do this as follows. Use the embedding to put the graphs in S 3 , label each component of the surgery link by Ω, and attach all the univalent graphs into one. The functional on these vectors is the invariant of the resulting ribbon graph, divided by K = qdim(Ω). Notice that the functional associated to a presentation of the manifold E gives a symmetric bilinear pairing on V g . Define Z(Σ g ) to be V g quotiented by the null space of this pairing. Figure 2, To check the Sewing axiom, notice it suffices check the equality when the functionals are applied to basis vectors in
Lemma 3. The functional defined above associated to a surgery presentation of a biframed three-manifold with boundary parameterized by
n i=1 Σ g i descends to a well-defined map Z(M) : n i=1 Z(Σ g i ) → C.
Furthermore, the value of this functional is unchanged by the biframed Kirby moves pictured in
given by n + m − 2 univalent graphs in handlebodies. Z(M) applied to the first m − 1 factors and Z(N) applied to to the last n − 1 can now each be identified with a univalent graph in S 3 − H gm . They are computed on a vector in Z(Σ gm ) represented by a univalent graph by embedding the graph into H gm , attaching it to the univalent graph in the complement and evaluating 1/K times the invariant. Now notice that contracting Z(M) with the tensor i a i ⊗ b i dual to the pairing yields the vector in Z(Σ gm ) corresponding to the image of the univalent graph associated to Z(M) under the standard map from S 3 − H gm to H gm . Thus the right-hand side of the sewing equation is computed by mapping one of the univalent graphs into H gm embedded into S 3 , putting the other in the complement to get a univalent graph in S 3 , and then computing the invariant divided by K. We see in Figure  3 that this is exactly the left-hand side of the sewing equation.
The Mending axiom works similarly. Let us represent the vector j a j ⊗b j as a sum of ribbon graphs, which we will also call j a j ⊗b j . Checking the mending equation on basis vectors means the left hand side is the result of contracting j a j ⊗ b j with a functional on Z(Σ 1 ) ⊗ Z(Σ 1 ) computed as above from a ribbon graph in S 3 − (H g 1 ∪ H g 1 ) (we may treat it as an ordinary ribbon graph, rather than a univalent graph, because each pair a j , b j of univalent graphs must have their univalent edges labeled by dual labels, and thus both sides of the equation are zero unless the univalent edge of the graph in S 3 −(H g 1 ∪H g 1 ) is labeled by 0). Finally, recall that for any product of labels γ 1⊗ · · ·⊗γ m there is a collection of morphisms f i : γ 1⊗ · · ·⊗γ m → λ i and f * i : λ i → γ 1⊗ · · ·⊗γ m (the λ i are not necessarily all distinct) such that i f * i f i is the identity on the tensor product. Thus we can replace a ribbon graph containing m parallel strands anywhere by a sum of ribbon graphs with a single strand paralleling the original strands.
The proof of the Mending equation is given pictorially in Figure  5 , with F representing the graph invariant. Here the first equality expresses the left-hand side in terms of the invariant of ribbon graphs, the dotted line labeled by λ j being the result of attaching the univalent vertices. The second equality uses the decomposition of the identity into a sum f * i f i , the factor of δ λ i ,λ j coming from Property 7 of the graph invariant. The third equality is based on the fact that R λ i ,λ i is the identity morphism (Lemma 1), and the fourth on Property 6 using the trivial label (thus the invariant of the distant union of two graphs is the product of their invariants). The fifth equality is the definition of the pairing, the restriction on i indicating it must be an even pseudotrivial unit, the sixth the definition of the canonical element j a j ⊗ b j and the seventh again the definition of the pairing. The eighth relies on the definition of even pseudotrivial units and Lemma 2(b), the ninth is simply Property 6 again, and the tenth is the definition of f i . Thus we have constructed a TQFT.
The invariant of a closed manifold is obtained from a surgery presentation of the manifold by labeling each component by Ω and computing 1/K raised to the number of components of the manifold times the link invariant. We can just as well label each component by ω and divide by (|H| qdim(ω)) n/2 , with n the number of link components. Of course ω is the sum of quantum dimensions times simple labels, so pulling the sum out and using the signature of the linking matrix (which is exactly the biframing integer) to get a formula independent of the biframing yields
where N is the number of components of the manifold, L j is a surgery presentation of the jth component with n j link components and linking matrix with signature σ j , F λ 1 ,... ,λn j is the invariant of L j with components labeled by λ 1 , . . . , λ n j and F(+1) is the link invariant of the +1 framed unknot labeled by Ω.
Remark 1. If the group of even pseudotrivial objects (really, the group of their isomorphism classes) acts freely on Γ, then it is easy to see that there is a natural quotient, a ribbon category whose simple objects are orbits of simple objects of C under the action of the even pseudotrivials by the monoidal product. This ribbon category is modular exactly under the conditions of the theorem, and the resulting TQFT is exactly the one we have constructed here. In fact in the situations of most interest to us the action is not free, and the TQFT cannot be associated to any modular category. 3.1. Quantum groups and the Weyl alcove. Let g be a simple Lie algebra with Dynkin diagram different from D 2n , and let U q (g) be its quantized universal enveloping algebra. This is defined exactly as in Kirillov with our q equal to the square of his q except we will normalize the inner product on the Lie algebra so as to give long roots length 2 (he normalizes so that short roots have length 2). This normalization has the properties that it agrees with Reshetikhin-Turaev and Kirby-Melvin ([RT91, KM91]) for U q (su 2 ) and that it makes the quantum group U q (g) a modular Hopf algebra with the standard set of representations exactly when q is a root of unity.
We will need some notation from Lie algebra theory, most of which is taken from Humphreys ([Hum72]), an excellent general reference on the subject. Let r be the rank of g and let {α i } i≤r be the simple roots of g. The weight lattice Λ contains the sublattice Λ r spanned by the roots, and we will be especially concerned with subgroups of the fundamental group Λ/Λ r , whose elements correspond to sublattices containing Λ r . The center Z(G) of the simply-connected group G with Lie algebra g imbeds via the map ι defined in the introduction into the dual group to Λ, and in fact since each element of the center acts trivially on the representations in the root lattice, ι descends to an isomorphism from Z(G) to the dual group of the fundamental group Λ/Λ r , which isomorphism we will also denote by ι.
The Weyl group is denoted by W, and the set of weights in the fundamental Weyl chamber is called Λ + (we will loosely refer to this set itself as the Weyl chamber). Half the sum of the positive roots is called ρ (Humphreys calls this δ) , and the unique long root in the Weyl chamber is called θ. This root corresponds to the adjoint representation of g. The dual Coxeter number h is defined to be (ρ, θ) + 1, the value of the quadratic Casimir on the adjoint representation. The fundamental weights {λ i } i≤r are given by (λ i , α j ) = δ i,j (α i , α i )/2.
Let q = e 2πi/(k+h) , for some natural number k. Kirillov shows that the category of representations of the quantum group U q (g) corresponding to the weights in the Weyl alcove Λ 0 , i.e. those λ in the Weyl chamber such that (λ, θ) ≤ k, form a semisimple ribbon category if the ordinary tensor product is replaced by the truncated tensor product,⊗, which is the maximal subspace of the ordinary tensor product isomorphic to a direct sum of representations in the Weyl alcove. It is up to isomorphism a commutative, associative multiplication, distributive over direct sum, determined by
where N η λ,γ are nonnegative integers representing multiplicities. The principal result we use from Andersen and Paradowski ( [AP95] ) is their formula for these numbers, a variation on Racah's formula for tensor product of classical representations
where m λ (µ) is the dimension of the µ weight space inside the classical representation of highest weight λ and W 0 is the quantum Weyl group, which is generated by reflection about the hyperplanes {x|(x + ρ, α i ) = 0} for each simple root α i together with {x|(x, θ) = k + 1}. Also
and qdim(λ) > 0.
The units of the Weyl alcove.
The geometric definition of the truncated tensor product in (5) gives the units a special geometric role.
We will see in the next subsection that pseudotrivial objects are always units, and thus that units will be of central importance in the sequel.
First define a homomorphism e from Λ to Λ * by e λ (γ) = e 2πi(λ,γ) .
Lemma 4. The set of fundamental weights λ i such that α i is long and (θ, λ i ) = 1 is the same as the set such that there is a unique element τ i of the classical Weyl group sending θ to −α i , α i to −θ, and permuting the other simple roots. The map e restricted to the set of such λ i is a bijection to (Λ/Λ r ) * .
Proof. See Appendix A.2.
Remark 2. Thus there is a bijection ℓ from Z(G) to the set of such fundamental weights, such that ι = e • ℓ. This ℓ is the isomorphism referred to in the introduction. Specifically, Dijkgraaf and Witten predict Chern-Simons theories for G Z when Z is a subgroup of Z(G) and k is such that k(ℓ(z), ℓ(z))/2 is an integer for each z ∈ Z.
If λ i is as in the lemma, then kλ i lies in the Weyl alcove, and in fact is an extreme point of its convex hull. Such 'corners' of the Weyl alcove are going to be of central importance in what follows. Proof. We will first show that the map φ i defined above is an isometry of the Weyl alcove taking 0 to kλ i , and that it satisfies Equation (2). From this it follows easily that kλ i is a unit.
The map φ i is certainly an isometry of the weight space taking 0 to kλ i . The image of the elements of the Weyl alcove are those weights γ such that (γ − kλ i , α j ) ≥ 0 for j = i, (γ − kλ i , −θ) ≥ 0, and (γ − kλ i , −α i ) ≤ k. Since (kλ i , α j ) = 0 for j = i and (kλ i , θ) = (kλ i , α i ) = k, such γ are exactly the elements of the Weyl alcove. Thus φ i takes the Weyl alcove to itself.
To see that φ i (λ⊗γ) = φ i (λ)⊗γ, note that for any element σ of the quantum Weyl group σ ′ • φ i = φ i • σ, where σ ′ is another element of the quantum Weyl group with the same sign, because this is true for generating reflections. Thus in Formula (5)
This confirms Equation (2).
This relation shows that
) is simple and kλ i⊗ kλ * i necessarily contains 0 as a simple summand, we conclude that φ i (kλ * i ) = 0 and kλ i is a unit. Note that if λ is any weight which is also an extreme point of the convex hull of Λ 0 , it is a multiple of a fundamental weight λ j , and thus if Λ 0 is translated in the weight space by −λ, the boundary of the hull of the result will be perpendicular to roots (including θ). Thus in the vicinity of the origin the translated Weyl alcove will be a union of Weyl chambers (here we mean not just the fundamental Weyl chamber, but its image under various Weyl group elements). Now if it were simply a single Weyl chamber, the base associated to it would be all the roots other than λ j together with −θ, and thus the corner would have been one of the kλ i of the previous proposition. This leads us to a third characterization of these weights: they are exactly the corners of the Weyl alcove a neighborhood of which is locally isometric to the Weyl chamber and hence the Weyl alcove in the vicinity of the weight 0. In particular, they are the only points in the Weyl alcove which can be the image of the weight zero under an isometry. From this it follows that the group of isometries of the Weyl alcove is a semidirect product of such φ i with the isometries of the Weyl chamber, which correspond exactly to graph automorphisms (see Kac and Petersen [KP84] ). Proof. By Equation (5), the weights occurring in the decomposition of the truncated tensor product of two weights lie in the product of their cosets in Λ/Λ r , and thus are annihilated by any homomorphism which annihilates the factors (since the reflections that generate the quantum Weyl group preserve these cosets). Thus Γ Z is closed under the truncated tensor product. Of course it is closed under the duality relation, since duality corresponds to inverse in Λ/Λ r . In ∆ Z the truncated tensor product and dual on simple objects corresponds to product and inverse in Z, so closure is immediate.
Remark 4. In fact, these are nearly all the closed subsets. It is shown in [Sawb] that the only other closed subsets of the Weyl alcove are certain exceptional sets when k = 2.
To address the question of whether a subset of the form Γ Z or ∆ Z yields a TQFT, we need to identify the pseudotrivial objects of these sets. Since we have an explicit formula for C λ , this is largely a matter of using Equation (5) to give a careful description of the truncated tensor product. Proof. Of course since⊗ on ∆ Z can be identified with group multiplication on Z, the only closed subsets of ∆ Z will be of the form ∆ Z ′ . So assume Γ = Γ Z , and that λ ∈ Γ is pseudotrivial. We will show that λ is in the image of k • ℓ[Z(G)], which by Proposition 2 suffices for the theorem.
In that case if k > 1 then θ, β ∈ Γ, so 
so λ is not pseudotrivial. Likewise in the nonsimply-laced case if (λ, α i ) = 0 for some short simple root α i then by Lemma 6 N λ λ,β = 0 so
since (β, β) + 2(β, ρ) < (θ, θ) + 2(θ, ρ) = 2h, so λ is not pseudotrivial. Now if λ + α is in the Weyl alcove for some long root α then by Lemma 5 N λ+α λ,θ = 0 so
If λ is a corner and is orthogonal to all short simple roots, then λ is kλ i /n for α i long, where (λ i , θ) = n. If k > n then λ − α i is in the Weyl alcove, N λ−α i λ,θ = 0, and
For λ to be pseudotrivial requires this quantity to be equal to −k − 1 (since it is negative, it is not h − 1), so that n = 1 and we conclude λ is in the image of k • ℓ by Lemma 4.
Thus the only possible pseudotrivial objects which are not of the form k • ℓ[Z(G)] are weights λ i dual to long roots for k = (λ i , θ). We argue first that for each such λ i there is a long positive root α with (λ i , α) = 0 such that either λ i + α is in the Weyl alcove with k = (λ i , θ) or α − θ is a long root and λ i + α − θ is in the Weyl alcove, and second that this contradicts pseudotriviality.
To see the existence of such an α, observe from the Dynkin diagrams ( [Hum72] , pg. 58) that for every fundamental weight λ i dual to a long root, either (λ i , θ) = 1, λ i = θ, or for one of the subdiagrams into which the removal of λ i divides the diagram, the weight λ j adjacent to λ i is dual to a long root and satisfies (λ j , θ ′ ) = 1 for θ ′ the highest root associated to this subdiagram. In the first case λ i is of the form k • ℓ[Z(G)], in the second α = 0 will do, and in the third we choose α = θ ′ . Of course in the third case (α, λ i ) = 0, (α, λ k ) ≥ 0 for k = i, and (λ i + α, α i ) = −1 + 1 because the decomposition of α into simple roots contains exactly one simple root adjacent to α i . So λ i +α is in the Weyl chamber. If (α i , θ) = 0, then λ i + α is in fact in the Weyl alcove. If not then (α, θ) = 1. Except for the case A l , where all corners are in k • ℓ[Z] and there is nothing to prove, θ is of the form λ k for some k, so (α, θ) = 1 indicates that the subdiagram contained that λ k . Further inspection of the Dynkin diagrams indicates that the λ i for which the only subdiagram meeting the desired conditions contains this λ k are λ 2 of E 7 and λ 1 of E 8 . In the first case (α, α k ) = 1 and thus λ 2 + α − θ is in the Weyl alcove. In the second use α + α 8 is a positive root, α + α 8 − θ is a root, and λ i + α + α 8 − θ is in the Weyl alcove, so α + α 8 meets the desired condition.
Thus we need only check that the existence of such α contradicts pseudotriviality. In the first case 
where φ i (γ) is the simple weight kλ i⊗ γ.
Proof. First, we note that τ −1 i (λ i ) = −λ i , because they have the same inner product with the simple roots, and that (ρ, γ − τ i (γ)) = h(λ i , γ) for all γ. It suffices to check the second claim on simple roots. For j = i, we have that τ i (α j ) is another simple root of the same length, different from α i , and thus both sides of the equation are zero. For
By Equation (6)
where we have used the fact that φ i (γ) = kλ i − τ i (γ). Using the fact that τ i is an isometry and the identities in the previous paragraph gives
For the rest of this article let Γ be a closed subset of the Weyl alcove of the form Γ Z or ∆ Z . Proof. If kλ i is a unit, it is pseudotrivial for Γ if and only if S kλ i ,γ = qdim(γ) for every γ ∈ Γ, which by Lemma 7 is true if and only if e λ i annihilates all γ ∈ Γ.
To determine whether kλ i is odd or even, we need to check whether C kλ i = ±1, which is to say whether
is an even or odd multiple of k + h. Notice 2(ρ, λ i ) = (ρ, λ i − τ i (λ i )) = h(λ i , λ i ) (Using the identities in the proof of the previous lemma). So we are asking whether k(λ i , λ i ) is an even or odd integer. Remark 5. Again observe that the action of the group of even pseudotrivial units on Γ is in general not free. In particular, for SO(3) at level k a multiple of 4, the representation of spin k/4 is a fixed point for the Z 2 action. Thus we get a TQFT apparently with no associated modular category. It is expected from the physics ( [FGK88] ) that these theories still yield rational conformal field theories and thus should admit the stronger structure (sometimes called 'extended TQFT') involving gluing of manifolds with boundary and corners. This would be a very interesting result, and would seem to require generalizing Walker's axioms ( [Wal] ) to include these more general examples.
Products of Modular Categories and Tensor Products of TQFTs
At this point we have technically succeeded in the goal of the paper: We have constructed TQFTs associated to nonsimply-connected groups at the levels predicted by physics. But in fact we have an embarrassment of riches, in that we have constructed many more TQFTs than that. First of all there are the closed subsets ∆ Z of the Weyl alcove consisting entirely of units, which at many values of k give TQFTs by the method of Section 2. Second, the levels k suggested by Dijkgraaf and Witten are not the only ones giving TQFTs by any means: While these authors suggest levels which are a multiple of a certain N, it is easy to check from Theorem 4 that Γ Z is modular (without the need for a quotient) whenever k is relatively prime to N. More generally, Γ Z gives a TQFT whenever it contains no odd pseudotrivial objects. It is incumbent upon us to give as complete as possible a description of these 'unexpected' theories and, if we claim to have verified the expectations of physics, to show that they contain no new, nontrivial information in some sense. This is the goal of this section.
4.1. Products of modular categories. Suppose that Γ is the label set of a ribbon category, and Γ contains two closed subsets Γ ′ and Γ ′′ such that 1. the intersection Γ ′ ∩ Γ ′′ consists of even pseudotrivial units, 2. the product⊗ of any element of Γ ′ with an element of Γ ′′ is simple (i.e., is an element of Γ), 3. every element of Γ is a product of an element of Γ ′ and Γ ′′ and
λ ′′ ,λ ′ because of Condition 4. In particular, consider the invariant of a link with components labeled by elements of Γ. Every label can be written as a product of a label in each of the subsets (not uniquely, but since different choices will disagree by a factor of an even pseudotrivial object, it will not effect the argument to follow), and using the tensor product property of the link invariant, it can be written as the invariant of a link with twice as many components, all labeled by elements of one of the two subsets. Now because of the condition on the R-matrix, this invariant is equal to the invariant of two unlinked copies of the original link, one labeled by labels in Γ ′ and one by labels in Γ ′′ . In this sense the invariant associated to Γ is the product of the invariants associated to the two factors. This is the motivation for the definition.
The S-matrix for Γ is the tensor product of the S-matrices of the factors, so Γ corresponds to a modular category if and only if the factors do.
Proposition 6. Suppose Z ⊂ Z ′ are subgroups of the center of G, Γ ′ is the closed subset generated by Γ Z ′ and ∆ Z , and Proof. Since Z 0 ⊂ Z, the image of Z 0 under ι annihilates Γ Z and hence ′ consists of a union of cosets of Λ 0 /Λ r , which is to say that it is of the form Γ Z † for some Z † . Of course Z † ⊃ Z 0 , but anything in Z † annihilates Γ Z and ∆ Z , so it is contained in Z and in
By Corollary 2, this is one of the Dijkgraaf-Witten theories.
To see these are the only cases of products of ribbon categories, Suppose Γ is a closed subset which can be written as a product of two closed subsets Γ ′ and Γ ′′ . If both were of the form Γ Z , and not of the form ∆ Z , then both would contain θ. Since this is not a unit except in the case su 2 at level 2, when one would have to be ∆ Z 2 , Condition 1 prevents both from being only of the form Γ Z . They cannot both be of the form ∆ Z , because then the product would be of the form ∆ Z with a Z which was a product of groups, which only happens for g = D 2n .
Thus one must be of the form ∆ Z and one of the form Γ Z ′ for some Z, Z ′ . But by Condition 4 and Lemma 7, Z must annihilate Γ Z ′ under ι, and thus Z ⊂ Z ′ .
Tensor product of TQFTs.
There is a tensor product operation on TQFTs that allows one to associate an n-dimensional TQFT Z = Z 1 ⊗ Z 2 to two n-dimensional TQFTs Z 1 and Z 2 . It is defined for three-dimensional biframed TQFTs by assigning to each Σ g the vector space Z(Σ g ) = Z 1 (Σ g ) ⊗ Z 2 (Σ g ) and to each biframed threemanifold M with boundary parameterized by
where the last isomorphism is the standard isomorphism reordering tensor factors.
It is straightforward to check that this satisfies the four axioms of the definition and that the invariant of closed manifolds is the product of the individual invariants. Not surprisingly, this operation corresponds on the level of ribbon categories to product of label sets. 
where N Proof. Let λ be a generator of ∆ Z . then λ N is even pseudotrivial and no smaller power of λ is pseudotrivial. To say that λ n for some n is pseudotrivial for ∆ Z is to say that C λ n+1 = C λ n C λ , since it suffices to check the pseudotriviality condition against a generator. Now λ = kλ i and λ n = kλ j for some λ i , λ j ∈ ℓ[Z], so by Lemma 7, this is to say that k(λ i , λ j ) is an integer, which by the fact that the map e is a homomorphism is equivalent to saying kn(λ i , λ i ) is an integer. Thus for any λ j the denominator of k(λ j , λ j ) represents the order of kλ j in the quotient group ∆ Z modulo even pseudotrivials, and thus the statement that λ is a generator is equivalent to k(λ i , λ i ) having maximal denominator as in the statement of the proposition. Let r = exp(πik(λ i , λ i )). Notice r 2N = 1, and N is the least natural number for which this is true.
The fact that λ N is even pseudotrivial means that C λ N = 1. Applying Lemma 7 recursively shows C λ N = C N λ exp(πikN (N − 1)(λ i , λ i )), while of course C λ = exp(πi(kλ i , kλ i + 2ρ)/(k + h)) = exp(πik(λ i , λ i )) = r, so C λ N = r N 2 . In order for this to be 1 we conclude that N is odd and r is a primitive Nth root of unity or N is even and r is a primitive 2Nth root of unity. We claim that the link invariant of a link with linking matrix A and with the n components labeled by the vector of labels l ∈ (Z N ) n or l ∈ (Z 2N ) n depending on the parity of N, where we mean labeling the ith component by λ l i , is r l t Al . To see this, notice that because all labels are units R λ n ,λ m R λ m ,λ n = S λ n ,λ m · id = r 2nm , which means that switching an undercrossing to an overcrossing in a link projection with these labels multiplies the link invariant by r 2nm , which is exactly the effect this move has on r l t Al . Since such moves will untie any link to a collection of unlinked framed unknots, it suffices to check that the formula is correct on these. This follows from the fact that both assign r mn 2 to the m-framed unknot with label n.
Now that we know the link invariant, Theorem 2 tells us that the three-manifold invariant is either l∈(Z N ) n r l t Al or l∈(Z 2N ) n r l t Al depending on the parity of N, up to normalization factors (using the fact that all the quantum dimensions are 1). In the second case the Z 2 symmetry of the labels because of the even pseudotrivial unit means that this sum is 2 n l∈(Z N ) n r l t Al and the 2 n is canceled out by the |G N | n factor. Noting that the formula in the theorem contains the standard normalization factors (see [RT91] or the end of the proof of Theorem 2), we get the theorem.
Remark 6. When there are even pseudotrivial objects, it is easy to check that the action is free, and thus in this case the TQFT can be constructed from a genuine modular category. This is the construction that appears in Murukami et al.
Remark 7. This is an example of the finite group invariants constructed by Dijkgraaf and Witten in the same paper ( [DW90] ) as the construction of Chern-Simons theory from nonsimply-connected Lie groups. They describe these theories as Chern-Simons theory of finite groups.
Appendix
A.1. Proof of Lemmas 1, 2, and 3.
Proof of Lemma 1. Recall a functor of monoidal categories is a functor F together with a morphism φ 0 : F (0) → 0 and a natural isomorphisms φ X,Y : F (X⊗Y ) → F (X)⊗F (Y ) for each pair of objects X, Y. It is an equivalence if there is a functor G from its range to its domain such that the functors F G and GF are naturally isomorphic to the identity functors (natural isomorphisms for tensor functors must commute with the φ maps, see [Kas95] for details).
The standard process of skeletonization involves choosing a representative object for each isomorphism class of C, and taking the full subcategory of these as the range of the functor. Choosing a fixed isomorphism from each object of C to its representative defines the functor F, gives a monoidal structure on the subcategory, and provides the morphisms φ. Standard arguments show that this is an equivalence ( [Mac71] ). In general the range is no longer strictly monoidal, but the monoidal structure includes morphisms α X,Y,Z : (X⊗Y )⊗Z → X⊗(Y⊗Z), l X : 0⊗X → X and r X : X⊗0 → X which may not be identities. However, if the original category is strict, and one has the foresight to choose 0 as the representative of its isomorphism class, then φ 0 , l X , and r X can all be arranged to be identities.
We will choose the representatives of even pseudotrivial objects and the isomorphisms with sufficient care to arrange the desired features. Let H be the abelian group of isomorphism classes of even pseudotrivial objects, let Λ be a set of generators of H, and let λ k λ : k λ ∈ N ∪ {∞} be relations. Choose an ordering of Λ, choose a representative V λ of each λ, and choose an isomorphism i λ : V⊗ There is an isomorphism from any product of objects V λ to someĥ consisting of a product of R morphisms to get the factors in the right order followed by a sequence of i λ isomorphisms to get the correct number. Because V λ is even pseudotrivial, R λ,λ = 1 and in fact this map is unique.
Define φĥ 1 ,ĥ 2 :ĥ 1⊗ĥ2 → h 1 h 2 to be the unique such map. Then the associator αĥ 1 ,ĥ 2 ,ĥ 3
: h 1 h 2 h 3 → h 1 h 2 h 3 in the new category is defined by
and the new R morphism by
By the uniqueness result these are the identity.
Proof of Lemma 2.
(a) It suffices to check the result for a = e(λ) with λ ∈ Γ, and of course we may replace Ω by ω :
(b) Let V ′ be V quotiented by the ideal generated by 0 − λ for each even pseudotrivial λ. The result is an algebra, and the pairing , descends to a pairing , ′ on the quotient. Furthermore since ω is fixed by the action of the group of even pseudotrivial objects, p(ω) is nonzero and a, ω = p(a), p(ω) , where p is the projection onto V ′ . Now arguing as in the proof of Theorem 1, the new pairing is nondegenerate unless there is a λ ∈ Γ such that p(e(γ)), p(e(λ)) ′ = p(e(γ)), p(e(0)) ′ for all γ ∈ Γ, from which it follows that e(λ), e(γ) = e(0), e(γ) for all γ ∈ Γ and thus λ is pseudotrivial. Since the only pseudotrivial objects in Γ were even pseudotrivial units, we conclude that , ′ is nondegenerate, and thus that · , ω is nonzero on V. Now for any λ and γ e(λ), ω qdim(λ) qdim(γ) = e(λ), e(γ)ω qdim(λ) = e(λ), e(γ) e(λ), ω = S λ,γ e(λ), ω and thus we conclude that e(λ), ω is zero unless λ is pseudotrivial. Now λ, ω must be nonzero for at least one even pseudotrivial unit λ, and hence for all of them. Therefore qdim(ω) = 0, Ω is well-defined and ω has the desired property.
Proof of Lemma 3. For well-definedness, let F i 0 = j a j G j be a linear combination of univalent graphs in H g i 0 which is in the null space of the pairing. If we choose univalent graphs F i in H g i for i = i 0 , then the functional can be computed on F 1 ⊗ F 2 ⊗ · · · ⊗ F n by forming a univalent graphF in S 3 − H g i 0 which is the surgery presentation and F i for i = i 0 all attached together. The functional is the sum of a j /K times the invariant of the univalent graph formed by embedding G j and F into S 3 and attaching them. If we define F as the graph in H g i 0 whose image under the standard map from H g i 0 to S 3 − H g i 0 isF , then this is 1 K j a j G j , F , which is zero by definition. The proof of invariance under Move II is identical to that in [Saw96] Proposition 4 and we will not repeat it here. For Move I, notice that invariance under Move II means the functional on the two framed unknots on the left of Move I is the functional on the Hopf link with one of the components given a full twist, which is 1
A.2. Proofs of Lemmas 4, 5, and 6.
Proof of Lemma 4. Suppose α i is long, and (λ i , θ) = 1. Since (λ i , θ) is the coefficient of α i in the expansion of θ in terms of simple roots, we have
for some positive integers k j . To conclude the existence of a unique τ i as in the statement of the lemma, it suffices to show that {α j } j =i ∪{−θ} is a base, since −α i = −θ + k j α j would be the unique long root in the corresponding Weyl chamber and hence would be the image of θ under the unique τ i taking the original basis to the new basis. Since the coefficient of α i in the expansion of θ is 1, every positive root can be written in terms of the original base with the coefficient of α i either 0 or 1. In the former case the root is already a nonnegative combination of {α j } j =i , in the second α = θ + (α − θ) writes the positive root as a sum of two terms, each with all nonpositive coefficients in the new base.
That the second condition implies the first is a straightforward inverting of the above argument.
For the second assertion, notice that the homomorphism is welldefined on Λ/Λ r , because (λ i , α j ) = δ i,j , so (λ i , α) is an integer for all roots α. A count of such λ i from Table 2 of [Hum72] [Chapt. 12] (For A l all fundamental weights, for B l λ 1 , for C l λ l , for D l λ 1 , λ l−1 and λ l , for E 6 λ 1 , λ 6 , and for E 7 λ 7 ) shows that we need only check that no λ i gets sent to the trivial homomorphism. This is confirmed by computing inner products (λ i , λ j ) using Proof of Lemma 5. We note first that if λ is in the Weyl alcove, and σ is an element of the quantum Weyl group taking a weight µ not in the Weyl alcove into the Weyl alcove, then the distance between λ and σ(µ) is strictly less than the distance between λ and µ. To see this, note that if σ(µ) is in the Weyl alcove, than µ cannot lie on one of the 'walls of the Weyl alcove,' i.e. the hyperplanes reflection about which generates the quantum Weyl group (if it did, it and all its conjugates would have nontrivial stabilizers, which is not true of any point in the Weyl alcove). In that case, one of the walls of the alcove lies between λ and µ, and thus reflection about this wall brings µ strictly closer to λ. repeating this procedure brings a sequence of weights conjugate to µ getting strictly closer to λ. Since there are only finitely many weights in the weight lattice a given distance from λ, this process must end after finite time. It can only end by reaching a point which is conjugate to µ and which lies in the alcove or on the walls. Since the quantum Weyl group acts transitively on the Weyl alcove ( [KP84] ), this gives the claim. Now let λ, γ, and σ be as in the statement of the lemma, so any µ for which m γ (λ − µ) is nonzero must be a distance at most ||γ|| from λ, so if µ is not in the Weyl alcove but is conjugate to µ ′ which is, then µ ′ is a distance less than ||γ|| from λ, and hence is not λ + σ(γ). Thus the only contribution to N λ+σ(γ) λ,γ in Formula (5) comes from σ = 1, and would be m γ (σ(γ)) = 1.
Proof of Lemma 6. We will make the argument for θ, noting parenthetically how it differs for β when not simply-laced. We will actually prove that N λ λ,θ is nonzero, which is equivalent. Recall that m θ (0) = r (respectively m β (0) = r 0 , the number of short simple roots). Thus in the sum (5), there is a contribution of r (r 0 ) from the identity element of the quantum Weyl group and a contribution for each σ such that m θ (λ, σ(λ)) = 0. By the first paragraph in the proof of Lemma 5 above, we saw that σ can be written as a product of reflections each taking λ strictly farther away from itself. Since σ(λ) − λ is in the root lattice, we conclude that after one such reflection its length is at least that of a short root, after two its length is at least that of a long root, and after three it must be longer than a long root. Thus if σ is such a product of three or more reflections, m θ (λ − σ(λ)) = 0. A product of two reflections only increases N λ λ,θ , so it suffices to consider the effect of a single reflection. If σ is reflection about one of the walls of the Weyl alcove and m θ (λ−σ(λ)) = 0 (m β (λ−σ(λ)) = 0) then λ−σ(λ) is either −α i or θ, depending on which wall, and m θ (λ −σ(λ)) = 1 (m β (λ −σ(λ)) = 1 if the root is short). Thus N λ λ,θ is at least r minus the number of walls of the Weyl alcove to which λ is adjacent (r 0 minus the number of walls dual to short roots to which λ is adjacent). In the simply-laced case, only corners are adjacent to r walls. In the nonsimply-laced case, only weights for which (λ, α i ) = 0 for all short simple roots α i are adjacent to r 0 walls dual to a short root.
A.3. Proof of Proposition 7.
Proof of Proposition 7. Let V ′ g , V ′′ g be the vector spaces of univalent graphs in H g associated to Γ ′ and Γ ′′ respectively, as in Section 2. If G ′ , G ′′ are two such univalent graphs, we can perturb them so that they don't intersect and attach them together to get a univalent graph in V g . Of course there are many topologically inequivalent ways to do this, but by Condition 4 of the definition of product, such differences will not affect the value of the invariant, and thus we get a well-defined map
). In fact this map is onto. To see this consider a univalent graph in V g (by Property 2 of the invariant we may as well assume the graph is connected), and for each label λ i at an edge i, write it as a product λ Thus the univalent graph can be replaced by a sum of univalent graphs, each formed out of two parallel copies of the graph (according to the framing) with an edge connecting each pair of corresponding vertices, the edges of one graph labeled by objects and hom spaces in Γ ′ , the other by data in Γ ′′ , and the connecting edges by elements of Γ ′ ∩Γ ′′ . For the univalent vertex it will be more convenient not to split it into two vertices, but to replace it with a trivalent vertex, where if the original univalent edge was labeled by λ i , the edges labeled by λ ′ i and λ ′′ i would be entering the vertex and an edge labeled by λ i would be leaving the vertex and going to a new univalent vertex. such a graph is exactly in the image of I, except for the connecting edges labeled by elements of Γ ′ ∩ Γ ′′ . But we can eliminate these without changing the invariant. For each vertex of the original graph choose a path connecting it to the univalent vertex. On the new doubled graph this gives a closed loop going from the trivalent vertex along the chosen path on one copy to the vertex, across on the connecting edge and back. Now if the connecting edge is labeled by µ, replace the label λ of each edge visited in the loop by λ⊗µ or λ⊗µ * , depending on the orientation of the edge relative to that of the loop. Notice because µ is an even pseudotrivial object there is a canonical map hom(λ 1⊗ · · ·⊗λ n , 0) → hom(λ 1⊗ · · ·⊗λ i⊗ µ⊗λ i+1⊗ · · ·⊗λ j⊗ µ * ⊗ λ j+1⊗ · · ·⊗λ n , 0) and if we adjust the labels by this map we get a new labeling of the same graph which is equivalent in Z(Σ g ) but such that the connecting edge label is now 0, though no other connecting labels were changed. Applying this transformation to each connecting edge results in a graph in the image of I. Thus I is onto.
Recall that the vector space V defined in the proof of Theorem 1 is spanned by vectors e(γ) for γ ∈ Γ, with a pairing coming from the Smatrix. Each γ corresponds to a univalent graph in H 1 , namely the one with one trivalent vertex, with an edge labeled by γ leaving and entering it and going once around the solid torus, and with the univalent edge leaving it labeled by 0 (the label on the trivalent vertex is the canonical one coming from the duality structure). Sending e(γ) to this element of V 1 gives a map of V into V 1 which intertwines their respective pairings (except for a factor of K). In fact, since the image of V spans the subspace of all univalent graphs with univalent edge labeled by 0, and these are orthogonal to graphs with any other edge label, the image of the kernel of the pairing is the kernel of the pairing. In particular two elements of V which act under the pairing as the same functional on V will get sent to the same element of Z(Σ 1 ), and thus in particular can be interchanged as the label on any link component without changing the invariant. For example, the vector Ω ′ Ω ′′ in V by Lemma 2 when paired with γ ∈ Γ gives zero unless γ is even pseudotrivial, in which case it gives qdim(Ω ′ ) qdim(Ω ′′ ). Thus Ω ′ Ω ′′ is proportional to Ω, and since Lemma 2 says they both give 1 when evaluated on the link on the left of Kirby Move I (Figure 2) , we see Ω = Ω
′ Ω ′′ as elements of Z(Σ 1 ) and hence as labels for the link invariant (The values on the first Kirby move actually only give the equality up to a sign, and in fact in general defining Ω = (|H| qdim(ω)) −1/2 ω has a built in sign ambiguity, which only shows up in the biframing. In our case, where qdim(ω) is positive, there is a preferred sign choice which is consistent). In particular K = K ′ K ′′ , and we can compute Z(M) from a surgery presentation by labeling all the surgery components with Ω ′ Ω ′′ . Now consider a presentation of M with parameterized boundary ′′ . By Property 7 of the invariant, the connecting edge must be labeled by 0, and hence we have a product of invariants of univalent graphs in Γ ′ and Γ ′′ , which gives exactly
. This means first of all that I descends to a one-to-one map Z ′ (Σ g ) ⊗ Z ′′ (Σ g ) → Z(Σ g ), and hence is an isomorphism between these two spaces. Second, Z(M) • I = Z ′ (M) ⊗ Z ′′ (M), and thus the TQFT is a tensor product of the two component TQFTs.
