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ABSTRACT
The magnetic (B) field is ubiquitous throughout the Milky Way. Several fundamen-
tal questions about the B-field in the cool, star-forming interstellar medium (ISM)
remain unanswered. In this dissertation, near-infrared (NIR) polarimetric observa-
tions are used to study the large-scale Galactic B-field in the cool ISM in a spiral
arm and to determine the role of B-fields in the formation of Infrared Dark Clouds
(IRDCs).
NIR polarimetry of 31 star clusters, located in and around the Perseus spiral
arm, were obtained to determine the orientation of the plane-of-sky B-field in the
outer Galaxy, and whether the presence of a spiral arm influenced B-field properties.
Cluster distances, which provide upper limits to the B-field probed by observations,
were estimated by developing a maximum likelihood method to fit theoretical stellar
isochrones to stars in cluster color-magnitude diagrams (CMDs).
Using the distance estimates, the cluster locations relative to the Perseus arm
were found. The cluster polarization percentages and orientations were compared
between clusters foreground to the arm and clusters inside or behind the arm. The
cluster polarization orientations are predominantly parallel to the Galactic plane.
Clusters inside and behind the arm have larger polarization percentages, likely a
v
result of more polarizing material along the line of sight. The cluster polarization data
were also compared to optical, inner Galaxy NIR, and Planck submm polarimetry
data, and showed agreement with all three data sets.
The polarimetric properties of one IRDC, G28.23, were determined using deep
NIR observations. The polarization orientations relative to the cloud major axis were
found to change directions with distance from the cloud axis. The B-field strength
was estimated to be 10 to 100µG. Despite these large inferred B-field strengths, the
B-field was found not to be the dominant force in the formation of the IRDC, though
the B-field morphology was influenced by the cloud.
Using NIR observations, the B-field of 27 IRDCs were studied. The relative
polarization orientations with respect to the cloud major axes were found. No pref-
erential relative orientation was found, implying that the B-field did not greatly
influence the formation of this sample of IRDCs.
vi
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1Chapter 1
Introduction
1.1 Overview and Methods
This chapter introduces the Galactic magnetic field, its origins, and predictions
and observations of its current structure. This dissertation aims to better understand
the large-scale magnetic field structure and the interaction of the B-field with Infrared
Dark Clouds. Specific questions addressing the topics are stated, as well as the data
sets used to pursue answers.
The origins of the Galactic magnetic field (B-field) are not well understood,
though its presence may influence and even regulate the formation of Galactic struc-
tures, from Giant Molecular Clouds to star-forming cores (Kulsrud & Zweibel 2008).
The B-field may provide support against gravitational collapse and thus hinder star
formation. As the B-field is ubiquitous throughout the Galaxy on all size scales, un-
derstanding its nature is essential to understanding the formation of the structures
in the Galaxy (see review by Crutcher 2012).
Many observational techniques have been used to study the Galactic B-field
across various size scales, from the Galaxy as a whole through molecular clouds on
the order of parsecs to molecular cores that are tenths of parsecs. Some of the more
widely used techniques include Zeeman measurements, dust emission and absorp-
tion polarimetry, Faraday rotation, and Radio synchrotron emission measurements
(Crutcher et al. 1993; Heiles 1996; Han et al. 2002; Pavel 2011; Beck 2016).
2In this dissertation, I will explore the properties of the Galactic B-field in two
regimes: the large-scale in the outer Galaxy and the small-scale structure near dense
clouds in the inner Galaxy. Two overarching questions are addressed in this study:
What is the large-scale orientation of the B-field in the outer Galaxy as traced by
near-infrared (NIR) polarimetry of star clusters, and; How does the B-field influence
the formation and evolution of Infrared Dark Clouds (IRDCs)?
1.2 Origins of Galactic Magnetic Fields
Today’s Galactic B-field likely evolved from a seed field, which was amplified
and distributed throughout the Galaxy, and has reached its current saturated value.
The field structure consists of a toroidal (azimuthal) component that dominates in
the Galactic disk and a poloidal component (radial and polar) which extends to the
poles (e.g., Wielebinski & Krause 1993).
Several mechanisms have been proposed to create a localized seed field from
which a larger-scale field can be grown. A seed field may have been pre-galactic
and formed before the disk of the Galaxy was formed (e.g., Biermann 1950; Hoyle
& Ireland 1960, 1961), or it may have originated in supernova remnants (Michel &
Yahil 1973; Rees 1987).
One mechanism is the Biermann battery (Biermann 1950), which is the most
favored origin of a seed field (Kulsrud & Zweibel 2008). A Biermann battery is
created in a proto-galaxy that has rotational angular momentum. The battery is
created when, due to fluid dynamics, charge separation occurs. If the electron density
is kept constant, then an electrostatic field is established and no B-field is generated.
If the electron density is not constant, though, a charge imbalance is created, a
current is set up, and a B-field is generated. Such a field will have a strength of
about 10−20 gauss (Kulsrud 1999), which is many orders of magnitude less than the
3current observed field strength (on the order of a few µG, e.g., Kulsrud & Zweibel
2008) in the Milky Way and other galaxies. An amplification mechanism must also
be at work.
One proposed mechanism uses an active galactic nucleus (AGN, Hoyle 1969;
Rees 1987; Daly & Loeb 1990; Chakrabarti et al. 1994). In such a case, a Biermann
battery is created in the accretion disk of an AGN. The B-field is frozen into, and
carried by, the plasma jets of the AGN, which disperses over Galactic size scales.
The most popular amplification theory, though, is the α − Ω dynamo (Moffatt
1978; Ruzmaikin et al. 1988). Flows in the Galactic disk from stellar processes,
such as winds and supernovae, lift plasma containing frozen-in B-fields out of the
Galactic disk. Toroidal fields can be converted to poloidal fields due to the Coriolis
force (Parker 1955). This is the α effect. The Ω effect is the differential rotation
of the Galaxy stretching any poloidal B-fields into toroidal ones (Kulsrud 1999).
This α − Ω dynamo converts toroidal fields into poloidal fields and vice versa. The
amplification of the field via the α−Ω dynamo becomes saturated when the magnetic
energy density reaches equipartition with turbulence, so that the B-field values do
not exceed those observed in the present day (Ferrie`re & Schmitt 2000).
Estimates of current B-field strengths in the Milky Way ISM are on the order of
a few µG (e.g., Rand & Lyne 1994). B-fields strengths in other galaxies, found using
polarized synchrotron emission observations (described below) have been estimated
to range from 5 to 15 µG . The field orientations generally follow the spiral arms for
galaxies with well-defined arms (Beck 2007; Fletcher 2010).
1.3 Techniques of Measuring the Galactic Magnetic Field
Four methods that have been extensively used to measure the Galactic B-field
are Faraday rotation (Cooper & Price 1962; Smith 1968), radio synchrotron emis-
4sion measurements (Westerhout et al. 1962; Wielebinski & Shakeshaft 1964), Zeeman
splitting (Verschuur 1969; Arons & Max 1975), and dust polarimetry (both absorp-
tion and emission) (Hiltner 1949; Hall 1949a; Hildebrand 1988). Faraday rotation
measures and radio synchrotron emission have mainly been used to study the larger
scale structure of the Milky Way and other galaxies in the warm and hot ISM. The
warm ISM is considered to be partially ionized, at temperatures of a few thousand
Kelvins, whereas the hot component has temperatures upwards of 105 Kelvins (Cox
2005). Zeeman measurements and polarimetry have been used both on smaller scales
to study the B-field of molecular clouds and star formation and the large-scale struc-
ture in the cooler, star-forming ISM.
Radio synchrotron emission occurs when charged particles are accelerated to
relativistic velocities in the presence of a B-field. The total B-field can be separated
into two components: a random component and an ordered component, where the
large-scale field is oriented in a preferred direction. The amount of total synchrotron
emission correlates with the total B-field strength. Synchrotron emission can be
linearly polarized, and the degree of polarization correlates with the strength of the
ordered component of the field (Beck et al. 1996).
Linearly polarized radio emission, originating from radio sources such as pulsars
or AGN, can undergo Faraday rotation in the ISM, where the plane of polarization is
rotated as the light passes through the medium. Estimates of the Rotation Measures,
which characterize the degree of Faraday rotation as a function of wavelength, of
these objects reveal the strength and direction of the line-of-sight B-field in the
warm ionized medium. By obtaining the Rotation Measures of a sample of objects
along many lines of sight, it is possible to determine where field reversals occur. By
studying the rotation measures toward many sources in and outside the Galaxy, it
is possible to map some aspects of the Galactic B-field and its relation to Galactic
5structure, such as B-field orientations in and outside spiral arms (e.g., Han et al.
2006). However, because this technique only measures the line-of-sight B-field, the
B-field in the plane-of-the-sky cannot be probed.
The Zeeman effect is the splitting of one spectral transition into multiple lines
due to the presence of a B-field in the gas where the spectral feature originates. By
measuring the degree of splitting in the spectral lines, the B-field strength along the
line of sight can estimated (e.g., McKee & Ostriker 2007). Species that have been
used in Zeeman observation studies include OH, CN (e.g., Crutcher et al. 1999), and
neutral atomic hydrogen (e.g., Heiles & Troland 2004). Zeeman observations probe
the cold ISM in diffuse regions as well as denser regions of star formation activity,
such as molecular clouds. Because the degree of splitting is proportional to the B-
field, for weak fields, the degree of line splitting is smaller than the linewidth and
dominated by the noise in the spectral baseline. Most often, Zeeman observations
result in upper limits (Crutcher et al. 2010). These limits on the maximum B-field
strength have been used to set limits on the ratio of gravitational energy to magnetic
energy in the observed regions (e.g., Crutcher 2012), which can then be used to help
determine the role of B-fields in cloud and star formation in relation to other forces.
The polarization of background starlight has been used to probe the Galactic
B-field since its discovery by Hiltner (1949) and Hall (1949a). The compilation of
optical polarization observations by Mathewson & Ford (1970) has been used to
probe the structure of the plane-of-sky Galactic B-field (Heiles 1996).
A visualization of dust absorption polarization is shown in Figure 1.1. Light
from stars becomes polarized by the presence of intervening dust grains in the ISM.
These grains are asymmetric, and are spun up such that their long axes are on
average oriented perpendicular to an entrained B-field (Lazarian & Hoang 2007). The
mechanism that is favored to lead to dust grains becoming aligned with a magnetic
6Fig. 1.1: Mechanism of dust absorption polarimetry. Unpolarized starlight experi-
ences dichroic extinction as it passes through a dust layer where asymmetric grains
are preferentially aligned with the intervening B-field, and acquires a weak polariza-
tion of a few percent. Image Credit: L. Cashman, reproduced here with permission.
field is radiative torque alignment (RATs), where an anisotropic radiation field is
incident on the dust grains. Unpolarized starlight hitting a dust grain will encounter
different cross sections based on the angle of incidence between the electric vector
of the light and the grain long axis. Such “dichroic extinction” gives rise to linear
polarizations on the order of a few percent to the attenuated optical wavelength light.
The polarization of dust emission has also been measured and used as a probe
of the B-field in dense, cold, star forming regions (Hildebrand 1988). Dust emission
polarimetry is observed in the Far-IR, sub-mm, and mm wavelengths, where cold
grains emit most of their thermal radiation. This technique has been used to probe
the dense regions of IRDCs, where visual extinctions can reach to tens of magnitudes
(e.g., Pillai et al. 2015).
Observations of linear polarization of background starlight indicate that the po-
larization percentage varies as a function of wavelength. The dependence of the po-
larization percentage on wavelength is described by the empirically derived Serkowski
law (Serkowski et al. 1975; Wilking et al. 1980). The wavelength at which the polar-
ization percentage reaches a maximum is in the optical, typically at 0.55µm.
7Optical wavelengths, however, in comparison to the infrared, suffer from greater
extinction along sight lines in the Galaxy. The stars in the Heiles (2000) compilation,
which include the Mathewson & Ford (1970) catalog, are located out to only ∼2 kpc.
Measuring polarizations of background starlight in the NIR allows studying the B-
field in more extincted regions than can be done using optical polarimetry (e.g.,
Clemens et al. 2012c). NIR polarization observations can probe to visual extinction
depths of ∼20-25 mag, which can be used to probe the dense regions of molecular
clouds (e.g., Chapman et al. 2011).
1.4 Predictions and Observations of the Large-Scale Struc-
ture
Several models of Galactic B-fields have been proposed. They generally fall into
one of two categories: axisymmetric (ASS), where the azimuthal B-field in the disk
has the same direction, and bisymmetric (BSS), where the field reverses directions
in the disk. Both axisymmetric and bisymmetric geometries have been observed in
external galaxies. These azimuthal symmetry categories can be further subdivided
by disk symmetry, where B-field configurations that are symmetric about the disk
are even and ones that are asymmetric are odd (e.g., Graeve & Beck 1988; Krause
et al. 1989b,a; Beck et al. 1996). A visual representation of the axisymmetric even
and odd models is shown in Figure 1.2.
Several Galactic B-field models are summarized in Pavel (2011), who created
simulations to predict NIR polarimetric observations based on ASS models by Ferrie`re
& Schmitt (2000) and Moss et al. (2010). The simulations showed that differences
existed in the predicted behavior of the Galactic polarization orientations, or position
angles (PAs) as a function of Galactic latitude and longitude depending on the sym-
metry. My study of the NIR polarimetry in the outer Galaxy, described in Chapters
8Fig. 1.2: Representation of the toroidal and poloidal components of two axisymmetric
models of the Galactic B-field. Left: A disk symmetric (even) model where the B-field
direction is the same above and below the Galactic disk. Right: A disk asymmetric
(odd) model where the direction of the B-field changes above and below the disk.
Figure is based on Figure 19 from Wielebinski & Krause (1993).
2 and 3 does not have much latitude variation (largest latitude is 30◦), this study
follows the behavior of the PAs with longitude. This PA behavior, as simulated by
Pavel (2011), is modeled to be largely parallel to the Galactic plane for models that
are disk symmetric, and perpendicular for disk asymmetric models.
While each technique of probing the B-field provides insight, the picture of the
large-scale structure of the B-field in the Milky Way remains incomplete. While
Faraday rotation measure observations can estimate the B-field strength along lines
of sight through the warm ionized medium, they cannot probe the cool-star forming
ISM. This is because background targets are necessary to observe Faraday rotation,
and the cool ISM occupies much less volume in the Galaxy than the warm compo-
nents. Therefore, dense star-forming regions may not have a sufficient number of
background targets. The free electron column density through the cold ISM clouds
may also be too small to produce any Faraday rotation contribution, when compared
to the contribution from the warm/hot ISM along these lines of sight. Observations
of optical starlight polarimetry, as compiled by Mathewson & Ford (1970), appear
to show that the Galactic B-field is largely plane-parallel at low latitudes, but with
9significant departure from plane-parallel in certain locations, especially along regions
where expanding supernovae shells have pushed out the surrounding material (e.g.,
Fosalba et al. 2002). However, optical polarimetry is more affected by extinction
along the line of sight, and the Heiles (2000) compilation, for the most part, probes
the very local B-field. Therefore, NIR polarimetric observations in the outer Galaxy
can not only probe the plane-of-sky B-field of the cool ISM, they can also probe
through higher extinctions, which for low extinction sight lines translates to probing
to larger distances.
Additionally, the outer Galaxy is the ideal location to probe the B-field in a
region less affected by active star formation. In comparison to the inner Galaxy, the
outer Galaxy contains fewer supernovae (Heiles 1987) and less star formation.
While many observations of the Galactic B-field exist, there are still questions
that remain unanswered. Observations of other galaxies indicate that the polariza-
tion intensities between arm and interarm regions appear to differ (e.g., Beck 2007,
and references therein). While field reversals between the arm and interarm regions
have been found in the Milky Way using Faraday rotation measures (e.g., Rand &
Lyne 1994), these observations cannot probe the plane-of-sky B-field orientation.
Therefore, how the orientations of the plane-of-sky B-field within and outside the
spiral arms differ in the Milky Way is still an open question.
1.5 Predictions and Observations of the Influence of Mag-
netic Fields on Cloud and Star Formation
Although B-fields may potentially play important roles in star formation, the
relative energies contained in B-fields, gravity, and turbulent motions remain con-
troversial (Li et al. 2014). Theories of the formation of filamentary molecular clouds
10
make differing predictions on the importance of the forces of gravity, magnetic pres-
sure, and turbulence (e.g., Nakano & Nakamura 1978; Padoan & Nordlund 1999)
Models where the B-field dominates over gravity in a molecular cloud are called
“strong-field” models (Nakano & Nakamura 1978). In the strong-field scenario, mass
is accumulated along field lines as ions and neutral particles, which are collisionally
bound to the ions, will travel more readily along field lines than across field lines.
However, mass can slow accumulate across field lines as well, a process known as am-
bipolar diffusion (Mouschovias 1979). When these overdense regions, or cores, have
accumulated enough mass such that gravity can overcome the magnetic pressure,
the cores can collapse to form individual or multiple star systems. However, obser-
vations of the lifetimes of prestellar cores (e.g., Ward-Thompson et al. 2007), which
are estimated to be on the order of a few times the free-fall time, are far shorter than
those predicted by ambipolar diffusion models (e.g., Mouschovias & Ciolek 1999). To
account for this discrepancy, it has been suggested that large-scale turbulence, which
can create shocks that lead to regions of compressed gas, must be taken into account,
in addition to ambipolar diffusion (e.g., Li & Nakamura 2004; Chen & Ostriker 2014).
Recent studies support a dominant B-field model, where the field orientation
is preserved across different size-scales (Li et al. 2014). Li et al. (2009), using a
combination of large-scale optical polarimetry data from the Heiles (2000) compila-
tion and core-scale dust emission polarimetry data (Dotson et al. 2010; Curran &
Chrysostomou 2007), found that the B-field orientation was preserved from the large
(100s pc) scales down to individual cloud cores. A study of the Gould Belt clouds by
Li et al. (2013) found that the cloud long axis orientations were preferentially either
parallel or perpendicular to the surrounding B-field, which they argue are signatures
of a dominant B-field. If B-fields are dynamically important, then the preferential
orientation between a filament and the B-field depends on the relative strength be-
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tween gravity (perpendicular, Nakamura & Li 2008) and turbulence (parallel, Stone
et al. 1998)
1.6 Probing the Large-Scale Galactic Magnetic Field using
Open Star Clusters
The overarching goal of this study is to probe the large-scale Galactic B-field
in the outer Galaxy, especially how its behavior changes with distance and in the
presence or absence of spiral arms. Using near-infrared (NIR) linear polarimetric
observations of a sample of star clusters, I probed the B-field toward and beyond the
outer Perseus arm (distance ∼2 kpc) and its inter-arm regions.
Open star clusters in the Galactic plane are useful tools to probe Galactic prop-
erties. Because cluster members are generally coeval (Trumpler 1925; Friel 1995),
they are roughly the same age and located at the same distance. These properties
make them excellent potential probes of the Galactic B-field via background starlight
polarimetry (e.g., Hall 1949b; Hiltner 1949; Serkowski 1965).
To find B-field properties in the ISM along these directions, however, cluster
distances must be established. In Chapter 2, I compare background star-subtracted
cluster color-magnitude diagrams (CMDs), created using NIR 2MASS photometry
(Skrutskie et al. 2006), to theoretical isochrones. Using a χ2 minimization approach, I
determined distances to the clusters, as well as their ages and reddenings. The cluster
distances derived through this approach are used in studying the outer Galaxy B-field
detailed in Chapter 3.
This study, spanning Chapters 2 and 3, will address the following questions:
1. What are the distances to a sample of outer Galaxy open clusters used to
probe the B-field?
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2. Do the large-scale B-field properties, such as mean polarization percentage,
polarization orientation or position angle (PA), and PA dispersion, vary as a function
of location within and outside of the Perseus Arm?
3. Is the B-field in the outer Galaxy parallel to the Galactic plane?
The sample includes 31 clusters spanning a wide range of longitudes. H-band
polarization observations of all 31 clusters were taken using the Mimir instrument
(Clemens et al. 2007) on the Perkins Telescope. Distances were found to 30 of the
31 clusters, with 8 to 20% uncertainties. For the cluster for which a distance could
not be found in this study, the distance estimate from the latest study found in the
literature was used. Based on coordinates and estimated distances, the clusters were
separated into two categories: clusters whose sight-lines did not pass through the
Perseus arm and clusters whose sight-lines did.
The plane-of-sky B-field in the outer Galaxy, as probed by the cluster polar-
ization observations, was found to be predominantly parallel to the Galactic Plane.
Clusters whose sight lines passed through the Perseus Arm exhibited higher polar-
ization percentages. This observation may due to their sight lines passing through
more material, generating a larger polarization signal. The B-field in the arm may
also be stronger and more ordered. The projected PAs of clusters whose sight lines
passed through the Perseus are were more preferentially plane-parallel than the PAs
of the clusters outside the arm. This result indicates that there is a difference in the
orientation of the B-field, as projected onto the plane of the sky, between spiral arm
and interarm regions.
1.7 The Role of Magnetic Fields in IRDCs
The second major goal of this dissertation is to measure and study the con-
text of the B-field around IRDCs. IRDCs, the birthplaces of high-mass stars, are
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dense (H2 column densities ∼1022–1023 cm−2), filamentary structures that appear as
dark extinction features against the bright mid-IR background of the Galactic plane.
IRDCs house molecular clumps, dense pockets of gas and dust (∼100-1,000 M),
that eventually form star clusters containing high-mass O and B stars (Rathborne
et al. 2006).
Due to the high densities and associated large extinctions (of order AV ∼100 mag
in the centers) of IRDCs, studies of their B-fields have mostly been performed with
high extinction-probing submm polarimetry (e.g., Cortes et al. 2008; Tang et al. 2009;
Girart et al. 2009; Sridharan et al. 2014; Zhang et al. 2014). Due to the relatively
small fields of view of the submm polarimetric observations (2-3 arcmin), they have
mostly focused on small size scales, on the order of cores and clumps (0.1 pc–1 pc).
Relatively few studies have tried to map the B-field of an IRDC on cloud scales
(∼1–10pc) (e.g., Sugitani et al. 2011; Pillai et al. 2015).
The importance of B-fields in the formation of IRDCs is not clear. To deter-
mine their importance relative to other forces such as gravity and turbulence, B-field
properties must be related to other physical cloud properties.
To probe the B-field in the vicinity and intermediate layers of IRDCs, I used
NIR polarimetric observations in both H (1.6 µm) and K-band (2.2 µm). To probe
the cloud physical properties of column density and gas velocity dispersion, Herschel
Hi-GAL (Molinari et al. 2010), ATLASGAL (Schuller et al. 2009), and GRS 13CO
data (Jackson et al. 2006) were used.
This study of the importance of B-fields in the formation of IRDCs spans
chapters 4 and 5. Chapter 4 is a pilot study of one specific IRDC, G028.23-00.19
(‘G28.23’), which uses both H and K-band polarization measurements to trace the
cloud B-field. Chapter 5 is a study of a sample of 27 IRDCs in the first Galactic
quadrant. In these chapters, I will answer the following questions:
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1. Are the directions of the B-fields preferentially parallel, perpendicular, or
random compared to the long axes of filamentary IRDCs?
2. How do the plane-of-sky B-field properties depend on the cloud properties?
The sample of IRDCs to be studied with NIR polarimetry was dictated by the
coverage of the Galactic Plane Infrared Polarization Survey (GPIPS, Clemens et al.
2012a,b,c). GPIPS spanned 18–56 degrees in Galactic longitude and ±1 degree in
latitude in the inner Galaxy, and measured the H-band polarizations to ∼1 million
stars. The GPIPS region contains 27 IRDCs that were selected from the sample of
IRDCs studied by Rathborne et al. (2006). I will describe the selection criteria of
the sample in Chapter 5. IRDC G28.23, the subject of the pilot study in Chapter 4,
is included in this sample.
Based on the results of the pilot study of G28.23, described in detail in Chapter
4, it is unclear whether the B-field, while strong (strengths on the order of 100 µG),
was the dominant force in the formation of the IRDC. The different observational
tests performed to determine whether the B-field was dynamically important return
contradicting answers. However, there is evidence that the presence of the cloud
influenced the morphology of the surrounding B-field.
The results of the 27-Cloud Sample IRDC study detailed in Chapter 5 indicate
that there is no predominant relative orientation between the plane-of-sky B-field, as
probed by GPIPS, and the cloud long axis orientations. The results indicate that the
B-field did not play a dominant role in the formation of IRDCs. This interpretation
relies on uniform B-fields. Alternate geometries of B-fields in clouds, such as helical
or tangled, could lead to the same observations. Additionally, due to the nature of
the sample, in which the clouds are embedded in diffuse material at large (3-7 kpc)
distances, confusion along the line of sight may have muddled some of the measured
polarization signal.
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Chapter 2
Open Clusters as Probes of the Galactic
Magnetic Field: I. Cluster Properties
This chapter focuses on finding the properties of the sample of 31 open star
clusters that are used as background stellar probes of the Galactic magnetic field
in the direction of the Perseus Arm in the Outer Galaxy. The methods developed
to find the cluster properties of distance, age, and reddening are discussed. The
contents of this chapter have been published in Hoq & Clemens (2015)1.
2.1 Motivation
The cluster properties, including distances, of this sample have been determined
in previous studies. However, these studies used different datasets and different fitting
techniques, and so have non-uniform systematics and uncertainties. In addition,
uncertainties of the cluster properties were often not reported. Therefore, I developed
an approach to fit isochrones to establish cluster properties and their uncertainties
and applied it to a uniform dataset.
Several recent studies, using optical and NIR photometric data sets, have de-
veloped objective methods to fit isochrones to cluster CMDs with the goal of estab-
lishing cluster parameters, including, but not limited to, Naylor & Jeffries (2006),
von Hippel et al. (2006), Hernandez & Valls-Gabaud (2008), Monteiro et al. (2010),
1Hoq, S., & Clemens, D. P. 2015, ApJ, 150, 135
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Maciejewski & Niedzielski (2007), Alves et al. (2012), Dias et al. (2012), Curtis et al.
(2013), Janes et al. (2013), Lee et al. (2013), and Perren et al. (2015). While all of
these studies examined multiple clusters, their samples had little overlap with this
sample of clusters (Section 2.2). Therefore, I developed an objective method to find
the properties of the present sample of clusters.
The method presented here shares similar features to many of the studies listed
above, such as searching a parameter space consisting of age, distance, and reddening2
by comparing stellar isochrones to cluster CMDs, but differs in other respects. For
example, the present study does not employ a Bayesian approach to search through
the parameter space (e.g., Monteiro et al. 2010; Alves et al. 2012; Janes et al. 2013;
Perren et al. 2015), but searches the complete parameter space. In addition, this
technique allows the derivation of the cluster properties without the need to identify
which stars in the cluster field of view are cluster members and which belong to the
field. This was essential, as establishing cluster membership selection based solely
on photometric data can be challenging.
The sample consists of 31 clusters in the outer Galaxy for which NIR polariza-
tions were obtained. Seven clusters failed the initial cluster CMD-isochrone fitting
procedure because they were either too faint or too sparse. Of these seven, the
distances and reddenings were successfully derived for six clusters by fixing their
ages. For the 30 clusters that were fit, I found a median log(age)3 of ∼9.2, a median
distance of 2,900 pc, and a median E(B − V ) of ∼0.5 mag.
The structure of the chapter is as follows. Section 2.2 describes the cluster
sample and the 2MASS NIR photometric data. Section 2.3 describes the steps of the
analysis, the results returned by the fitting procedure, and the tests of the fitting
technique. Section 2.4 discusses the distribution of the derived cluster properties and
2I also briefly explored the effects of varying metallicity as a parameter.
3Quoted values for log(age) throughout the text all refer to log(age[years]).
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their comparisons to previous published results. The findings, summarized in Section
2.5, establish distances with 8–20% uncertainties.
2.2 Cluster Sample Selection and Observations
To study the large-scale structure of the magnetic field, open clusters spanning
a wide range of distance estimates and Galactic longitudes in the outer Galaxy were
chosen for NIR polarimetric observations with the Mimir instrument (Clemens et al.
2007). The sample of 31 clusters spans Galactic longitudes l ∼119–232◦ and lati-
tudes b ∼ −12 to +32◦. These clusters were chosen because of their large ranges in
longitude and distance and their availability for observations with Mimir. Table 2.1
lists the 2MASS coordinates and key properties of each cluster. The clusters were
originally optically-discovered and span only a modest range of reddening values.
Some of the clusters, such as M 67, also lie well off the Galactic plane.
Archival 2MASS J , H, and KS photometric data were chosen to compare to
theoretical isochrones for two main reasons: 1) 2MASS provides a consistent photo-
metric dataset for the entire cluster sample, and 2) the all-sky coverage of 2MASS
allows for comprehensive measurements of background stellar contamination for ev-
ery cluster (e.g., Bonatto & Bica 2007; Alves et al. 2012). Using additional datasets,
such as the Sloan Digital Sky Survey (SDSS), might reduce the uncertainties of some
of the derived parameters for some of the clusters, but such data were not available
for all clusters in the sample. So, using these data for only some of the clusters would
have introduced bias.
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I obtained 2MASS data from the IPAC Infrared Science Archive (IRSA) con-
sisting of 50 arcmin diameter fields centered on each cluster. This size was chosen to
sufficiently characterize the level of background stars even for clusters spanning large
angular radii. (J −K) versus H CMDs were created from these data and the CMDs
were used in fitting theoretical isochrones. The radius of the selected area was the
same for each cluster, regardless of cluster size.
2.3 Fitting Theoretical Isochrones to Cluster CMDs
To find cluster properties, along with corresponding uncertainties, I developed
a multi-step process to fit theoretical isochrones to cluster CMDs. These steps are
summarized here and discussed in greater detail below. I used the PAdova and TRi-
este Stellar Evolution Code (PARSEC) isochrones from the Padova set of models
(Bressan et al. 2012). Because the isochrones used are not continuous analytic func-
tions, Monte Carlo realizations of the isochrones were created for the purpose of
comparing to cluster CMDs.
For each cluster, I created two Hess, or star count density, diagrams (e.g., Alves
et al. 2012) of the CMD densities of 2MASS stars: one of the region containing the
cluster and one of a region used to characterize the background surrounding the clus-
ter. The background CMD was subtracted from the cluster CMD, and Monte Carlo
realizations of the CMD overdensity were created. Monte Carlo realizations of the
theoretical isochrones, following the initial mass function (IMF) of Chabrier (2005),
were also created at discrete points in a parameter space of log(age), distance mod-
ulus [(m-M)H ], and color excess [E(J −K)]. At each point, an isochrone realization
was generated at that age and shifted by the (m-M)H and E(J − K) values. Each
cluster background-subtracted CMD realization was compared to the set of isochrone
realizations over the entire parameter space. A χ2 statistic was computed at each
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point in parameter space to determine the goodness-of-fit between each isochrone
realization and each cluster CMD. The parameters of age, distance, and reddening
that yielded the minimum χ2 for each cluster were adopted as best representing the
cluster properties.
2.3.1 Background Subtraction
The contamination of cluster CMDs by foreground and background stars is less
severe in the outer Galaxy than in the inner Galaxy. However, for some clusters in the
sample, there remains a significant level of contamination, especially for those close
to the Galactic disk. To find accurate cluster properties, it is necessary to remove the
effects of contaminating stars. However, determining cluster membership on a star-
by-star basis is difficult when using only photometric information. Several studies
have used photometric properties, sometimes in conjunction with other available
cluster data, to select cluster members (e.g., Currie et al. 2010; Maia et al. 2010;
Dias et al. 2012; Alves et al. 2012). For the purpose of finding the best-fit isochrone
for each cluster CMD while minimizing background contamination, I converted each
cluster CMD into a CMD image4 from which a background CMD image could be
subtracted. These steps are detailed below.
4Because there were several steps involved in the fitting procedure, a distinct name was given to
the output of each step. I summarize these names here for clarity. A “CMD image” (Section 2.3.1)
is a Hess diagram, created by binning the color-magnitude space of a cluster into pixels and counting
the number of stars that fall into each pixel. A “CMD Poisson draw image” is created from a “CMD
image” by drawing a value from a Poisson distribution for each pixel, where the mean of the Poisson
distribution is equal to the number of stars in the pixel. A “cluster overdensity CMD image” is
the result of subtracting an outer region CMD Poisson draw image from a corresponding inner
region CMD Poisson draw image (Section 2.3.1). A “cluster Monte Carlo realization” is created
by populating a cluster overdensity CMD image with discrete stars (Section 2.3.2). An “isochrone
realization” is a Monte Carlo realization consisting of individual stars, following an IMF, that
represents a given isochrone curve (Section 2.3.3). A “synthetic cluster” (Section 2.3.5) is a cluster
CMD realization generated from a theoretical isochrone at a specified age and metallicity, which is
shifted by a given distance modulus and reddening, and whose realization stars were scattered in
the CMD by typical photometric noise.
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Background Stellar Densities and Cluster Extents
Radial density profiles of the cluster star counts were created from the 2MASS
photometric data. To establish the background stellar density and the cluster angular
extent, the star counts were annularly binned, where the bins were 50 arcsec wide
and centered on the stellar overdensity in each region. Each cluster radial density
profile was fit with a Gaussian plus a uniform distribution (e.g., Mercer et al. 2005).
For each cluster, the 50 arcmin diameter region was separated into three annular
sub-regions: an inner region, a buffer zone, and an outer region. I defined the cluster
radius to be 1.5 times the Gaussian width5 (i.e., R1.5GW ) and set the inner region
radius to this R1.5GW . The outer region was used to estimate the level of background
contamination of field stars in the inner region, and was defined as the area outside
of 3.5 times the Gaussian width. The number of cluster stars, found by integrating
the radial density profile, the background contamination level, and the R1.5GW radius
of each cluster are listed in Table 2.1.
The buffer zone was an annular gap, from 1.5–3.5 Gaussian widths, located
between the inner and outer regions. Stars located in this region were not used in
the analysis. The use of the buffer zone was necessary to avoid regions where neither
cluster members nor field stars dominate significantly, which would make it difficult
to separate the two groups.
Figure 2.1 shows the radial density profile for cluster NGC 2099, with its R1.5GW
cluster radius indicated. For a rich, relatively nearby cluster, such as NGC 2099, the
cluster angular extent is large. As can be seen from the figure, enlarging the cluster
radius beyond R1.5GW would likely introduce more background stars than cluster
stars and increase the contamination of the CMD.
5The Gaussian width is equal to one Gaussian σ, but since the term σ is used for the parameter
uncertainties, the term Gaussian width is used here to reduce confusion.
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Fig. 2.1: Radial density profile of the stellar counts of NGC 2099 based on 2MASS
photometric data, with a Gaussian fit overlaid as the solid black curve. The cluster
radius of ∼440 arcsec, defined as 1.5× Gaussian width, is indicated by the dotted
vertical line. The 3.5×Gaussian width location is outside the plot range. The mean
background star count level of ∼5 counts arcmin−2 is indicated by the black dashed
horizontal line. A King profile was also fit to the profile, shown as the dashed-dotted
curve.
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A King profile, following Eq. 14 of King (1962), which had the same number
of terms as the Gaussian fit, was also fit to the density profile, as shown by the
dashed-dotted curve in Figure 2.1. While it appears to fit the density profile well,
the uncertainties returned (rcore = 330 ± 70 arcsec) are larger than the uncertainties
from the Gaussian fit (R1.5GW = 448 ± 24 arcsec). In addition, it was not clear that a
King profile was the appropriate function to fit to the sample, as some of the clusters
are young [log(age)∼7] and may not be dynamically relaxed. For these reasons, only
Gaussian distributions were fit to the cluster radial density profiles.
CMD Images
For each cluster, separate (J −K) vs H CMDs were created for the inner and
outer regions. For this process, and for the subsequent processes of creating cluster
realizations and fitting to theoretical isochrones, I only used stars that were brighter
than 15th mag in H-band because the 2MASS photometric uncertainties increase
significantly beyond this threshold.
The individual stars in each CMD were binned into pixels that were 0.1 mag
wide in color and 0.25 mag wide in apparent magnitude to create stellar density
CMD images (Hess diagrams) that were 26×36 pixels. These pixel sizes were chosen
to retain sensitivity to small variations in the star counts across the CMD, but also
to be large enough to have significant star counts. The count value for each pixel was
equal to the number of stars that fell into the pixel color and magnitude ranges. The
outer region CMD counts were scaled by the ratio of the areas of the inner region
to the outer region. Figure 2.2 (Top, A and B) shows the inner and outer region
CMD images for NGC 2099. The inner CMD image (Panel A) shows a well-defined
main sequence and a red clump, whereas the outer region image (Panel B) shows
no cluster-like features. I conclude that the outer region contains very few cluster
members.
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Fig. 2.2: Illustration of the steps used to create an overdensity CMD image for NGC
2099. Top panels (A and B) show the inner and outer region CMD images, while
the middle panels (C and D) show Poisson draws from the CMD images of A and
B. The bottom left panel (E) shows the net overdensity of the star counts after the
counts of D have been subtracted from those of C. Panel F shows the uncertainty of
the overdensity image of Panel E. The pixel size in color-magnitude space is shown
as a rectangle in the bottom right of each panel. Contour levels are drawn at [1, 5,
12, and 20] counts per pixel.
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CMD Poisson Draw Images
To create the cluster CMD image corrected for background contamination, the
simplest approach would be to directly subtract the area-scaled outer region CMD
image from that of the inner region. However, doing so would yield incorrect un-
certainties because stellar counts are governed by Poisson statistics in both regions.
Instead, a statistical approach was developed that preserved the Poisson nature of
the stars in all regions.
A schematic of this approach continues in Figure 2.2 for NGC 2099. Panels A
and B of Figure 2.2 show the inner and outer region CMD images. At every pixel in
each of the CMD images, a value was drawn from a Poisson distribution whose mean
equaled the count in that pixel6. Panels C and D show the resulting CMD Poisson
draw images of the inner and outer region CMD images, respectively, for a single
Poisson draw. These images closely resemble the CMD images of Panels A and B,
but because they are draws from Poisson distributions, the counts of the pixels will
fluctuate with each draw.
The outer region CMD Poisson draw image was subtracted from the inner region
CMD draw to create a cluster overdensity CMD image. Panel E of Figure 2.2 shows
a cluster overdensity image for NGC 2099, which was produced by subtracting the
Panel D outer region draw from the Panel C inner region draw. Panel F shows the
Panel E image uncertainty, propagated from the Poisson uncertainties of Panels C
and D. A set of such cluster overdensity images for any one cluster will exhibit pixel
count fluctuations governed by Poisson statistics that reflect the original inner and
outer region properties. For sparse clusters, these overdensity images will exhibit
6For the outer region, a Poisson draw was created of the CMD image before the counts were
scaled by the ratio of the areas between the inner and outer regions. This Poisson draw was then
scaled by the ratio of the areas.
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more fluctuations because the lower cluster star counts will be more sensitive to
background Poisson noise.
NGC 2099 is a well-defined cluster, and therefore, is an easy case on which to
perform the process illustrated in Figure 2.2. I generated the same figure for King
1 (not shown), which is a less populated cluster. The same features seen in Figure
2.2 for NGC 2099 are similarly seen for King 1, such as the prominence of the main
sequence in the overdensity image, which indicates that the procedure is robust.
2.3.2 Creating Cluster Monte Carlo Realizations
The method developed to match isochrones to cluster CMDs, described below,
compares the colors and magnitudes of individual stars. Therefore, I converted each
cluster overdensity CMD image into a cluster CMD Monte Carlo realization of in-
dividual points representing stars. Each pixel of the overdensity CMD image was
populated with a number of realization stars equal to the star count value in that
pixel. The assigned colors and magnitudes of the realization stars in each pixel fol-
lowed a uniform distribution within the bounds of the color and magnitude ranges of
the pixel. Each realization star was assigned color and magnitude uncertainties based
on the average 2MASS photometric uncertainties at that color and magnitude. These
color and magnitude uncertainties were computed from the 2MASS photometric data
of a randomly chosen 2.25 square degree field of view.
To prevent outliers in the CMD Monte Carlo realization from adversely influ-
encing the isochrone fit, stars far from the CMD main sequence and red clump were
removed before comparing to isochrones. The Monte Carlo realization was tem-
porarily converted to an image, similar to the process described in Section 2.3.1, by
binning the stars into color-magnitude pixels 0.1 mag wide in color and 0.25 mag
wide in apparent magnitude. At each 0.25 mag step in magnitude, the number of
stars per pixel along the color axis was fit with a Gaussian function. Individual real-
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ization stars that were located at colors further than three times the Gaussian width
from the Gaussian peak were removed from the realization. No stars were eliminated
when the Gaussian width was larger than 1 mag in color, as these magnitude bins
were too sparsely populated to generate a significantly peaked overdensity.
Figure 2.3 shows a CMD Monte Carlo realization for NGC 2099, which was fit
by Gaussian functions of star counts along the color axis at each 0.25 mag step. Note
that the actual binned pixel counts are not shown in the figure. The red clump and
main sequence are well defined. Stars that are located further than three times the
Gaussian width from the main sequence were flagged as outside the acceptable range
and rejected from use (open black squares in the figure). The resulting “trimmed”
cluster Monte Carlo realizations were used in the following steps.
The number of stars populating the cluster Monte Carlo realizations fluctuated
based on the Poisson draws of the inner and outer region CMD images. The exact
color and magnitude locations of the realization stars within each color-magnitude
pixel also fluctuated with each draw. Therefore, in the following procedure, we
generated multiple cluster CMD realizations to capture the full ranges of these fluc-
tuations.
2.3.3 Isochrone Fitting Procedure
I developed a χ2 minimization approach to find the PARSEC isochrone (Bressan
et al. 2012), at a given age and metallicity and shifted by distance modulus and
color excess, that best represented each cluster to find the cluster properties of age,
distance, and reddening. Monte Carlo realizations of model stars were created from
the isochrones. The cluster CMD Monte Carlo realizations, described above, were
then compared to these isochrone realizations, as described below.
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Fig. 2.3: A Monte Carlo realization of an overdensity CMD image of NGC 2099.
Triangles and squares represent realization stars. Centers of the Gaussian profiles
of each magnitude step are indicated by red diamonds, and the [-3σ, +3σ] width
intervals of the steps are shown by the red horizontal error bars. Blue triangles
represent realization stars that fall within three times the Gaussian widths. Black
squares represent stars that fall outside this range, which were not included in the
subsequent isochrone fitting.
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Generating an Isochrone Realization
Monte Carlo realizations of each isochrone were created following an IMF, where
each isochrone was populated with individual points representing stars (e.g., Janes
et al. 2013). These isochrone realizations were generated for every cluster, where the
number of isochrone realization stars was set equal to the number of cluster CMD
realization stars. I adopted a “kinked” IMF based on Eq. 1 in Chabrier (2005) :
ξ(log (m)) =
dn
dlog (m)
= 0.093× exp
{
−(log (m)− log (0.2))
2
0.605
}
,mmin ≤ m ≤ 1M
= 0.041 m−1.35±0.3 ,mmax ≥ m ≥ 1M
(2.1)
The mass range of each isochrone was uniformly divided into 50 bins, where the
mass limits were set to the minimum (mmin) and maximum (mmax) masses of the
isochrone. These mass ranges were slightly different for every isochrone. Each mass
bin was populated by the relative number density of stars per mass, based on Eq.
2.1.
Figure 2.4 shows a 1 Gyr, solar metallicity (J−K) versus H PARSEC isochrone
with a Monte Carlo realization overlaid. The realization contains 600 stars, shown as
open blue diamonds, which are distributed following the Chabrier (2005) IMF. The
isochrone realization reveals the expected concentration of stars at the theoretical
red clump location and along the main sequence.
Finding the Best-Fitting Isochrone
To find the best-fit isochrone for each cluster, I tested isochrones across a 3D
parameter grid of log(age), distance modulus [(m-M)H ] (uncorrected for extinction),
and color excess [E(J −K)]. At each grid point, an isochrone was selected at that
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Isochrone
Monte Carlo Star
Fig. 2.4: An example of a Monte Carlo realization of an isochrone. The solid black
line shows the PARSEC isochrone at an age of 1 Gyr and Z = 0.019. The blue
diamonds show 600 Monte Carlo realization stars that follow the Chabrier (2005)
IMF.
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age and shifted in magnitude by the distance modulus and shifted in color by the
color excess.
I tested whether having metallicity as another free parameter affected the results
of the fitting procedure, and found that, in most cases, it did not (see Section 2.3.4).
Based on these results, metallicity was not fit for the majority of the clusters, but was
instead fixed for each cluster. If metallicity had been determined spectroscopically for
a cluster in a previous study, that metallicity was adopted (see Table 2.1). Otherwise,
solar metallicty was assumed. The exception was cluster NGC 1857, for which a
metallicity of Z = 0.005 was used. In this case, solar metallicity isochrones would
not fit both the main sequence and the small apparent red clump. I attempted to fit
isochrones using several different metallicities, and determined that a metallicity of
Z = 0.005 provided the best fit to the cluster CMD.
The isochrone metallicity used for each cluster is listed in Table 2.1. While
the PARSEC isochrones adopt a value of Z = 0.0152 for solar metallicity, to remain
consistent with earlier studies, I adopted a metallicity of Z = 0.019 (e.g., Anders
& Grevesse 1989; Girardi et al. 2000) as the solar metallicity. Therefore, in the
context of the PARSEC models, I have selected a solar metallicity that is somewhat
metal-rich.
The 3D parameter grid consisted of 20 steps in each direction of log(age), dis-
tance modulus, and color excess. I performed the isochrone fitting procedure, de-
scribed below, twice: once for a coarsely stepped grid of parameters and a second
time for a more finely stepped grid. For the coarse grid, log(age) was stepped by
0.05, distance modulus by 0.075 mag, and color excess by 0.025 mag. The initial
center of each cluster’s coarse grid in parameter space was determined by visually
identifying the isochrone that appeared to best match the cluster CMD (e.g., Alves
et al. 2012). The finer grid, centered on the best-fitting point found from the coarse
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grid, consisted of log(age) steps of 0.025, distance modulus steps of 0.0375 mag, and
color excess steps of 0.0125 mag.
A cluster CMD Monte Carlo realization, generated following the steps in Section
2.3.2, and an isochrone realization, following Section 2.3.3 with the same number of
stars as the cluster realization, were compared at each parameter grid point. One
of the key goals of the fitting procedure was to give more weight to stars with lower
photometric uncertainties, i.e., brighter stars. Therefore, cluster CMD realization
stars were ranked by brightness. A scaled distance (DSI ) was calculated between the
brightest cluster star and each isochrone realization star in CMD space, defined as:
DSI = [(
(J −K)C − (J −K)I
σ(J−K)C
)2 + (
HC −HI
σHC
)2)]1/2, (2.2)
where C refers to the cluster realization star and I refers to one isochrone realization
star. (J − K)C and (J − K)I are the colors of the cluster star and the isochrone
star, respectively, HC and HI are the H magnitudes of the cluster star and isochrone
star, respectively, and σ(J−K)C and σHC are the uncertainties of the (J − K) color
and H magnitude of the cluster star, respectively. Because the cluster stars came
from Monte Carlo realizations, they do not have intrinsic uncertainties. Therefore,
the uncertainties assigned to them were based on the average 2MASS uncertainties
at the same J , H, and K magnitudes as the cluster stars.
The isochrone star that yielded the lowest DSI value was paired to the cluster
star and removed from the pool. Another set of DSI values was computed using the
next brightest cluster realization star and the remaining isochrone realization stars,
and the isochrone star that yielded the lowest DSI value was paired to the cluster
star. This process was continued until every cluster star was paired to one isochrone
star.
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A representation of this process is shown in Figure 2.5. Select cluster realization-
isochrone realization stellar pairs are highlighted. The brightest cluster realization
star, at ∼7 mag in H-band, is paired to the isochrone star that yielded the lowest
DSI value. Each cluster realization star was paired with an isochrone star, but only
10 cluster stars, every 60th in the brightest ranked star list, are highlighted in Figure
2.5. Allowing the brightest clusters stars to be matched first ensured that these stars
had somewhat greater influence on the fit.
Once every cluster-isochrone stellar pair was created, the DSI values of every
pair were squared and summed to create a χ2 statistic to represent the goodness-of-fit
between the cluster Monte Carlo realization and isochrone Monte Carlo realization:
χ2 =
∑
p
D2Sp , (2.3)
where p represents each cluster-isochrone stellar pair.
For every cluster, 30 sets of Poisson draws were created from the inner and outer
region CMD images, from which 30 CMD overdensity images were created. One
Monte Caro realization was created from each of the 30 overdensity images, resulting
in thirty cluster CMD Monte Carlo realizations for each cluster. Ten Monte Carlo
isochrone realizations were created at each point in the 3D parameter grid. Therefore,
at each point in the parameter grid, to assess a particular isochrone’s goodness-of-
fit, 300 χ2 values were computed via Eqs. 2.2 and 2.3. These 300 χ2 values were
median-filtered and a mean χ2 was computed to represent the goodness-of-fit at each
grid point. This is a more conservative approach than simply selecting the smallest
χ2 of the 300 values, which could easily be an outlier.
The point in the 3D parameter grid that had the lowest mean χ2 was chosen
as the point whose isochrone parameters of log(age), distance modulus, and color
excess best represented the actual cluster properties.
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Fig. 2.5: Example of the process of matching the cluster CMD Monte Carlo real-
ization stars to the isochrone realization stars to determine the best-fit isochrone for
NGC 2099. The ∼630 cluster realization stars are shown as black triangles and the
∼630 isochrone stars are shown as blue diamonds. Ten cluster stars (every 60th star,
ranked by brightness) are shown connected to their paired isochrone stars with red
lines, where the paired cluster and isochrone stars are displayed as red triangles and
green diamonds, respectively. This example represents a poor match between the
isochrone and cluster CMD, and was chosen to better display the pairing process.
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The uncertainties of the best-fit parameters were estimated by evaluating the
mean χ2 values of the grid. To estimate the uncertainty in log(age), the distance
modulus and color excess were held constant at their best-fit points, and the mean
χ2 values of the 20 points along the log(age) axis of the parameter grid were selected.
The uncertainty in log(age) was found by calculating the χ2 weighted deviation of
these 20 log(age) values:
σxmin =
√∑
((xi − xmin)2/χ2i )∑
(1/χ2i )
, (2.4)
where the xi are the 20 log(age) values along the log(age) parameter axis and the
χ2i represent the 20 corresponding χ
2 values. The best-fit value of each parameter is
then xmin ± σxmin , where x is either log(age), distance modulus, or color excess.
One cluster overdensity CMD image for NGC 2099 is shown in Figure 2.6,
with the best-fit isochrone overlaid. This isochrone does not appear to fit the red
clump perfectly, but it does fall directly down the middle of the main sequence. This
discrepancy may be due to the relatively small number of stars in the red clump
compared to the large number along the main sequence, which dominates the fit. As
can be seen by the ±1σ E(J−K) isochrones overlaid on the plot (dashed green lines),
the −1σ limit isochrone that falls in the middle of the red clump does not fit the main
sequence as well. This result indicates that the isochrone selected does best represent
the overall shape of the cluster CMD at the given spectroscopic metallicity. I also
tested whether using different metallicities would affect the fit, and those results are
described in Section 2.3.4.
2.3.4 Results of Isochrone Fitting
Of the 31 clusters in the NIR polarization-based sample, 24 were fit successfully.
I determined whether a cluster was successfully fit by a visual comparison between the
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Fig. 2.6: NGC 2099 overdensity CMD image with the best-fit isochrone overlaid.
Cluster overdensity contours at levels of [1, 5, and 12] counts per pixel are shown in
black, and the best-fit isochrone is shown as the solid blue line. A Monte Carlo real-
ization of the best-fit isochrone is overlaid, with ∼630 stars shown as red diamonds.
The best-fit parameters are listed, along with their corresponding uncertainties. The
best-fit isochrone does not fall directly in the center of the red clump (see text). This
isochrone was shifted by ±1σ in E(J −K) and drawn as the dashed green lines. The
size of each pixel in the CMD image in color-magnitude space is shown as a reference
rectangle in the bottom right of the panel.
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best-fit isochrone and the cluster CMD. For the seven that were not fit successfully,
the best-fit isochrones failed to overlap the cluster main sequence and/or the red
clump of the CMDs. These seven clusters, Berkeley 14, Berkeley 18, Berkeley 70,
Basel llb, Berkeley 32, NGC 2126, and Berkeley 39, were either faint in the NIR or
sparse, thereby limiting the success of the fitting procedure.
Figure 2.7 shows best-fit isochrones for the 24 successfully-fit clusters. While
the clusters are listed in order of Galactic longitude in the tables, they are ordered
by age in Figure 2.7 to show the progression of the shape of the cluster CMDs and
the distribution of stars as a function of age. As clusters age, the red clump becomes
more populated. As they age further, the asymtotic giant branch (AGB) becomes
more populated as more stars evolve off the main sequence. This evolution of the
loci of stars in cluster CMDs can be seen in Figure 2.7. The youngest cluster, NGC
869 has no observed red clump, whereas the intermediate age NGC 2099 contains a
red clump. In the oldest cluster, Trumpler 5, the evolved stars are located along the
AGB.
Figure 2.8 is similar to Figure 2.7, but instead of plotting the best-fit isochrones
on the cluster overdensity CMD images, the isochrones are plotted on CMDs of the
individual 2MASS stars from the inner region of each cluster. Because all stars
located in each inner region are included, the contamination from background stars
is present. Nevertheless, the best-fit isochrones trace the loci of cluster stars.
For the seven clusters that were not fit successfully for all three parameters, I
repeated the procedure detailed above, but kept ages fixed, and only searched the
2D parameter space of distance modulus and color excess. The fixed age of each
cluster was adopted from the most recent published study to derive the properties
(Kharchenko et al. 2013) of these clusters. By only fitting for two parameters, I recov-
ered the distance modulus and color excess for six of the seven clusters. Berkeley 70
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Fig. 2.7: Similar to Figure 2.6, but for the 24 clusters for which all three parameters
of log(age), distance modulus, and color excess were fit. Contour levels are shown at
[1, 2, 5, and 7] stars counts per pixel. The clusters are plotted in order of increasing
age to show the evolution of the shape of the isochrone as well as the distribution of
stars in the CMD.
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Fig. 2.8: Similar to Figure 2.7, but with the individual 2MASS (J − K) and H
colors and magnitudes of all stars located in each cluster inner region plotted as
black diamonds. The best-fit isochrones trace the cluster features for the 24 clusters.
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Fig. 2.9: Similar to Figures 2.7 and 2.8 but for the six clusters where log(age) was
fixed and only distance modulus and color excess were fit. The black contour levels
at [1, 2, 5, and 7] counts per pixel show the cluster overdensity CMD images, and
the black diamonds are individual 2MASS stars located in the cluster inner regions.
was still not properly fit, as it is too faint. Figure 2.9 shows the best-fit isochrones
overlaid on the six cluster overdensity CMD images and the 2MASS stars from the
inner regions, similar to Figures 2.7 and 2.8.
Table 2.2 lists the best-fit parameters of log(age), (m-M)H , and E(J − K),
along with their corresponding uncertainties for the 30 clusters that were fit. The
distances (in pc) and E(B − V ), derived from the (m-M)H and E(J −K), are also
listed. E(B−V ) was calculated by equating AV = RVE(B−V ) and AV = rE(J−K),
where E(B−V ) = rE(J−K)/RV ≈ E(J−K)/0.53. RV and r were assumed to be
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3.1 and ∼5.9, respectively, appropriate for diffuse regions in the ISM (e.g., Whittet
et al. 2001).
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Table 2.2: Derived Cluster Properties
Name Number of a Log (age) (m-M)H E(J −K) Distance E(B − V )c
CMD Stars [log(yrs)] (mag) (mag) (pc) (mag)
Berkeley 60 56 ±16 7.88 ±0.13 14.46 ±0.22 0.59 ±0.07 6,160 +680−610 1.11
King 1 135 ±17 9.22 ±0.15 11.74 ±0.21 0.42 ±0.07 1,880 +200−180 0.80
NGC 559 218 ±26 9.20 ±0.13 11.80 ±0.30 0.23 ±0.07 2,070 +340−290 0.42
NGC 663 260 ±30 7.25 ±0.13 12.96 ±0.27 0.42 ±0.07 3,300 +460−400 0.80
NGC 869 580 ±40 7.25 ±0.13 12.30 ±0.30 0.26 ±0.09 2,560 +400−340 0.50
King 5 114 ±15 9.15 ±0.12 11.69 ±0.20 0.38 ±0.08 1,870 +190−170 0.71
NGC 1245 243 ±21 9.18 ±0.12 12.39 ±0.20 0.09 ±0.07 2,900 +300−270 0.17
King 7 223 ±20 8.03 ±0.12 13.59 ±0.22 0.78 ±0.07 3,820 +430−380 1.46
Berkeley 12 57 ±12 9.53 ±0.11 12.99 ±0.18 0.35 ±0.08 3,440 +320−290 0.66
Berkeley 14 50 ±14 9.30b 14.00 ±0.19 0.25 ±0.07 5,700 +550−500 0.47
NGC 2126 32 ±8 9.45b 10.10 ±0.40 0.09 ±0.08 1,010 +210−170 0.17
Berkeley 18 177 ±27 9.63b 13.78 ±0.21 0.26 ±0.08 5,120 +550−500 0.50
NGC 1857 166 ±28 8.50 ±0.12 12.24 ±0.21 0.31 ±0.07 2,470 +260−240 0.59
NGC 2099 640 ±40 8.78 ±0.11 10.75 ±0.17 0.17 ±0.07 1,320 +120−110 0.33
NGC 2158 372 ±23 9.25 ±0.12 13.23 ±0.18 0.25 ±0.07 3,990 +370−330 0.47
Basel 11b 29 ±8 9.00b 9.72 ±0.29 0.21 ±0.07 810 +120−100 0.40
NGC 2266 44 ±8 9.15 ±0.12 12.40 ±0.20 0.14 ±0.08 2,860 +290−270 0.26
NGC 2141 181 ±18 9.25 ±0.14 12.99 ±0.29 0.29 ±0.07 3,520 +520−450 0.54
NGC 2420 147 ±14 9.22 ±0.16 12.10 ±0.25 0.07 ±0.08 2,550 +330−290 0.14
Trumpler 5 620 ±40 9.53 ±0.12 12.80 ±0.18 0.35 ±0.07 3,150 +290−270 0.66
NGC 2355 115 ±15 9.15 ±0.14 11.43 ±0.23 0.10 ±0.07 1,850 +210−190 0.19
NGC 2112 273 ±27 9.53 ±0.13 9.81 ±0.22 0.30 ±0.07 810 +90−80 0.57
Berkeley 32 108 ±20 9.45b 13.10 ±0.30 0.01 ±0.08 4,150 +670−570 0.02
Collinder 110 320 ±40 9.20 ±0.16 11.91 ±0.24 0.20 ±0.08 2,230 +270−240 0.38
NGC 2262 92 ±14 9.07 ±0.15 12.54 ±0.21 0.33 ±0.08 2,820 +310−280 0.61
NGC 2324 105 ±16 8.70 ±0.14 13.30 ±0.21 0.14 ±0.07 4,320 +450−410 0.26
M 67 327 ±24 9.47 ±0.15 9.15 ±0.23 0.04 ±0.07 670 +80−70 0.07
Berkeley 39 70 ±12 9.50b 13.21 ±0.20 0.11 ±0.08 4,200 +430−390 0.21
Haffner 10 99 ±17 9.50 ±0.13 13.13 ±0.18 0.23 ±0.07 3,850 +360−330 0.42
NGC 2425 85 ±16 9.18 ±0.14 12.88 ±0.26 0.25 ±0.07 3,400 +440−390 0.47
aThe numbers of CMD stars are the total number of star counts of the cluster CMD overden-
sity images, and represent the counts the Poisson images are drawn from. See Section 2.3.4 for
discussion.
bUncertainties in log(age) are not listed, as these clusters were only fit for distance modulus and
color excess, and their ages were fixed at the values listed in Kharchenko et al. (2013).
cThe uncertainties of E(B − V ) are equal to the uncertainties of E(J −K)/0.53, following the
relation between E(B − V ) and E(J −K).
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The approximate numbers of stars in the cluster CMD Monte Carlo realizations
are also listed in Table 2.2. The numbers of CMD stars were estimated by subtracting
the total (area-scaled) star counts of each outer region CMD image from that of
its inner region CMD image, which was essentially the total number of counts in
the cluster CMD overdensity image. The uncertainties of the number of stars were
propagated from the star counts of the CMD images of the inner and outer regions.
The number of stars in each CMD Monte Carlo realization will fluctuate about this
number based on the Poisson draw from each cluster CMD overdensity image. These
Table 2.2 numbers are less than the number of cluster stars estimated by integrating
over the cluster radial density profiles (listed in Table 2.1). This is because Table 2.2
only accounts for stars within the cluster inner regions (R1.5GW ) and does not include
stars fainter than 15th mag in H-band.
Testing Isochrone Fits For Metallicity Dependence
To determine whether adding metallicity as a free parameter would result in
improved isochrone fits to the cluster CMDs, I repeated a part of the fitting pro-
cedure for five different metallicities for five of the clusters. I fit the fine grid of
parameters at metallicities of Z = 0.005, 0.008, 0.012, 0.017, and 0.019. The five
clusters selected were King 1, NGC 1245, King 7, NGC 2099, and NGC 2141. These
were chosen because they had a variety of ages, and had a combination of spectro-
scopically determined (NGC 1245, NGC 2099, NGC 2141, as listed in Table 2.1) and
assumed (King 1, King 7) metallicities as noted in Table 2.1.
For each of the five clusters, the resulting five minimum χ2 values of the best-
fit locations in the parameter grids, corresponding to the five metallicities, either
remained unchanged or increased at low metallicities compared to the minimum χ2
value of the metallicity initially used in the isochrone fits, listed in Table 2.1. For
all five clusters, the three best-fit parameters found at each metallicity were within
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1σ of the best-fit parameters listed in Table 2.2. Therefore, varying the metallicity
did not change the best-fit parameters by more than 1σ. Visual inspection of the
best-fit isochrones overlaid on the cluster CMDs also showed no improvement, with
the exception of NGC 2099. At a metallicity of Z = 0.008, the red clump of the
best-fitting isochrone was shifted blueward by about 0.03 mag in (J −K) compared
to the red clump location of the Z = 0.019 best-fit isochrone (shown in Figure 2.6).
While this shift places the isochrone red clump closer to the center of the cluster red
clump, the amount of the shift is well within the fitting uncertainties of the color
excess and is not statistically significant. Therefore, the best-fit parameters found
with Z = 0.019 for NGC 2099 are reported in Table 2.2. I conclude that the NIR
colors are not ideal for determining metallicity, as optical colors are more sensitive
to metallicity changes.
2.3.5 Quality Testing using Synthetic Clusters
To determine the accuracy of the fitting procedure, I created and fit synthetic
clusters using the same procedure as described above. The synthetic clusters were
generated from isochrone realizations at 12 ages, ranging from log(age) of 7.3 to
9.6, created using the procedure described in Section 2.3.3. The (J − K) colors
of the stars were shifted by 0.25 mag, and the distance modulus (uncorrected for
extinction) by 10 mag, to simulate clusters with reddenings of E(B − V ) of 0.47
mag at distances of ∼900 pc. The stars were then distributed about their color and
magnitude values based on the average 2MASS uncertainties corresponding to those
colors and magnitudes. Clusters consisting of such “synthetic” stars at the 12 given
ages were generated with each of 50, 100, and 200 cluster members.
Background field contamination was created using 2MASS photometric data
from a 2.25 sq. degree field. Similar to the procedure described in Section 2.3.1,
an outer region CMD image was created from this field. Each synthetic cluster was
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assigned a “cluster” radius of 160 arcsec, the average of the cluster radii listed in
Table 2.1, to scale the counts of the outer region CMD image.
The synthetic clusters consisting of individual stars were converted to CMD
images, and then added to Poisson draws of the outer region CMD image to simulate
inner region CMD images (a cluster with field contamination). Poisson draws were
created from the inner and outer region CMD images. The Poisson draws of the
outer region images were subtracted from those of the inner region to create CMD
overdensity images. Monte Carlo realizations of the CMD overdensity images were
compared to Monte Carlo realizations of isochrones in 3D parameter grids of log(age),
distance modulus, and color excess. Thirty Poisson draws of the inner and outer
regions were created, from which 30 overdensity images were created. One Monte
Carlo realization was created from each overdensity image, resulting in 30 Monte
Carlo realizations for each cluster. Ten isochrone realizations were created at each
grid point. The parameters of the grid point that yielded the lowest mean χ2 value
were adopted as most representative of the cluster properties.
In total, 36 synthetic clusters were fit, consisting of three different numbers of
members at 12 different ages, all with constant distance and reddening.
Figure 2.10 shows the resulting best-fit age as a function of the synthetic cluster
input age, where the dashed lines represent offset lines of equality. Most of the
fit ages (>88%) fall within their 1σ uncertainties of the input ages. The largest
deviations from the line of equality are seen in the clusters with 50 stars. This result
is reasonable, as these clusters have the least number of stars with which to define
their main sequences. They are also the most sensitive to Poisson fluctuations and
background contamination. The points deviate the most around log(ages) of 9.2 – 9.5
as the AGB is not well populated for clusters that have so few stars.
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Fig. 2.10: Input log(age) values of synthetic clusters are plotted against output
best-fit ages for clusters with 50 (black diamonds), 100 (blue triangles), and 200 (red
squares) member stars. The black, blue, and red dashed lines show where input
log(age) = fit log(age) for 50, 100, and 200-star clusters, respectively. The 100-
star and 200-star cluster dashed lines have been displaced vertically by 0.4 and 0.8,
respectively, for clarity. Most of the fit ages are equal to the input age within the fit
uncertainties. Deviations are largest for the 50-star clusters, especially at the older
ages.
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Figure 2.11 (A, top) shows the distance modulus returned from the isochrone
fitting as a function of input age. The input distance modulus (10 mag in H-band) is
marked by the dashed lines (with offsets). Similarly, for E(J −K), shown in Figure
2.11 (B, bottom), the input E(J −K) of 0.25 mag is indicated by dashed lines. For
both distance modulus and color excess, larger deviations are seen mostly at the
youngest ages. I suspect these deviations are due to the absence of a red clump in
the cluster CMDs, which leaves the fit somewhat unconstrained. More than 85% of
the fit distance modulus values, and all the fit color excess values, fall within 1σ of
their input values.
Based on these analyses of fitting to synthetic clusters, for which the true pa-
rameters are known a priori, I conclude that the overall isochrone fitting procedure
is reliable within the uncertainties it returns, provided that the cluster membership
is not overly sparse. Additionally, the prevalence of deviations that are less than 1σ
may indicate that the calculated uncertainties are somewhat overestimated. They
were retained, though, as conservative uncertainty estimates.
2.4 Discussion
To better understand the properties of the cluster sample, I searched for trends
among the cluster parameters. Next, I compared the results of the present study
to those found in previous studies to determine whether, and to what degree, our
findings differ from previous ones.
2.4.1 The Properties of the 30 Clusters fit to Isochrones
The properties of the 30 clusters, determined via fitting theoretical isochrones,
span wide ranges of age, distance, and reddening. The standard deviations of the
distributions of the best-fit log(age), distances, and E(B − V ) are 0.63, 1,400 pc,
49
Fig. 2.11: The best-fit distance modulus (A, Top, uncorrected for reddening) and
E(J − K) (B, Bottom) of the synthetic clusters are plotted against input log(age)
of the synthetic clusters. The 50-star, 100-star, and 200-star clusters are shown as
black diamonds, blue triangles, and red squares, respectively. The 100-star and 200-
star clusters were displaced vertically by 0.8 and 1.6 mag, respectively, for distance
modulus, and by 0.2 and 0.4 mag, respectively for color excess. The dashed lines
show the input parameters of 10 mag for (m-M)H and 0.25 mag for E(J −K).
50
and 0.3 mag, respectively, and the median values are ∼9.2, 2,900 pc, and 0.5 mag,
respectively. The farthest cluster is Berkeley 60, at just over 6 kpc, and the nearest
cluster is M 67 at ∼670 pc.
The subsample of six clusters for which only distance modulus and color excess
were fit have relatively larger distance and reddening uncertainties than the subsam-
ple of 24 clusters for which all three parameters were fit. The mean uncertainties for
the six clusters were ∼420 pc and 0.15 mag for distance and E(B-V), respectively.
For the 24 clusters, the mean uncertainties were ∼320 pc, 0.14 mag, and 0.13 for
distance, E(B-V), and log(age), respectively.
The six clusters have somewhat larger parameter uncertainties due to their
sparse and/or faint nature. As can be seen in Figure 2.9, Basel 11b and NGC 2126
have few cluster members in their CMDs, ∼30 stars, which may not be enough to
reliably constrain the fit. The four clusters Berkeley 14, Berkeley 18, Berkeley 39,
and Berkeley 32 all have main sequence turnoffs near ∼14–14.5 mag in H-band, just
above our H = 15 mag limit. This does not provide an adequate portion of the
cluster main sequence to be fit.
Based on the numbers of CMD stars of the clusters that could not be fully
fit, and from the isochrone fits to the synthetic clusters, I expect that the fitting
procedure is less robust for clusters with fewer than ∼50 stars in their CMDs or
whose main sequence turnoff is below H ∼14 mag. For these faint clusters, deeper
photometric data would enable more successful fits.
NGC 2266, which was part of the 24 successfully fit subsample, has fewer than
50 stars in its CMD. Some caution may be advised when adopting its parameters
from this study.
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Comparison of Derived Cluster Properties
The derived parameters of the 30 clusters were searched for correlations for
potential biases in the fitting procedure. Figure 2.12 plots the best-fit log(age),
(m-M)H , and E(J −K) values against each other and against the number of CMD
members. A linear fit was computed for each comparison, and the slope of each fit
(m), along with its reduced χ2 value, are listed in each plot.
No obvious trends exist between the number of CMD stars and the three fit
parameters. There is a correlation between the distance modulus and color excess,
which is reasonable given that a cluster is likely to be more extincted if it is farther
away. Both distance modulus and color excess appear to decrease as a function of
increasing cluster age. The trend of distance modulus decreasing with age may be
because younger clusters contain relatively brighter stars that can be seen at larger
distances. The correlation between age and color excess may be due to the likelihood
of finding older clusters farther from the Galactic plane (Friel 1995), which would be
along less extincted sight-lines.
2.4.2 Comparison to Previous Studies
I compared the derived cluster parameters to those found in recent publications
to determine whether there were significant differences. Table 2.3 summarizes the
relevant parameters found in the previous studies for the 30 clusters. The fifth
column of the Table lists whether cluster log(ages), distances (in pc), and reddenings
(E(B − V )) of this study agree with those in the cited sources to within 1σ, 2σ, 3σ,
or > 3σ (a, b, c, d labels, respectively), based on the uncertainty estimates found in
this study for each parameter. Log(age), distance in pc, and E(B − V ) values were
used for comparisons because these were the most cited properties in the literature,
especially as most of the studies were done in the optical. I find that for most of
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Fig. 2.12: Best-fitting parameters of the 30 clusters whose CMDs were reliably fit,
plotted against the other parameters to search for trends. (Left column.) Log (age),
(m-M)H , and E(J − K) plotted against number of CMD stars. (Middle column.)
(m-M)H and E(J −K) plotted against log(age). (Right column.) E(J −K) plotted
against (m-M)H . Linear fits to each set of values are overlaid as black solid lines,
and the slope (m) and reduced χ2 value of each fit are reported.
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the parameters of the majority of clusters (∼80% of all the cluster parameters), the
derived values agree to within 2σ. As no consensus of concordance was found in the
literature for comparisons of the agreement of derived cluster properties, I adopted
2σ as the standard of agreement.
54
Table 2.3: Cluster Parameters Found in Recent Studies
Name Log (age) D E(B-V) Agreementa Ref.
[log(yrs)] (pc) (mag)
Berkeley 60 8.25 4,468 0.92 ccb Bukowiecki et al. (2011)
Berkeley 60 8.2 4,365 0.86 ccb Ann et al. (2002)
Berkeley 60 8.4 3,299 0.958 ddb Kharchenko et al. (2013)
Berkeley 60 8.2 2,089 0.37 cdd Tadross (2001)
King 1 9.45 2,060 0.625 bab Hasegawa et al. (2008)
King 1 9.6 1,080 0.76 cda Maciejewski & Niedzielski (2007)
King 1 9.2 1,900 0.7 aaa Lata et al. (2004)
King 1 9.7 1,659 0.625 dbb Kharchenko et al. (2013)
NGC 559 8.35 2,430 0.82 dbd Joshi et al. (2014)
NGC 559 8.8 2,170 0.68 dab Maciejewski & Niedzielski (2007)
NGC 559 8.6 2,291 0.81 dac Ann & Lee (2002)
NGC 559 7.7 6,309 0.62 ddb Jennens & Helfer (1975)
NGC 559 — 1,200 — -c- Grubissich (1975)
NGC 559 9.08 1,300 — ac- Lindoff (1969)
NGC 559 8.8 2,200 0.6 dab Kharchenko et al. (2013)
NGC 663 7.65 2,520 0.63 dbb Bukowiecki et al. (2011)
NGC 663 7.3-7.4b 2,420 0.8 aba Pandey et al. (2005)
NGC 663 7.4 2,089 — bc- Fabregat & Capilla (2005)
NGC 663 7.3 2,469 0.75 aba Tadross (2001)
NGC 663 7.3-7.4 2,100 0.83 aca Pigulski et al. (2001)
NGC 663 7.86 1,718 — dd- Malysheva (1997)
NGC 663 7.08-7.4 2,818 0.8 aba Phelps & Janes (1994)
NGC 663 7.5 2,100 0.7 bca Kharchenko et al. (2013)
NGC 869 7.14 2,290 0.55 aaa Currie et al. (2010)
NGC 869 7.11 2,269 0.54 baa Mayne & Naylor (2008)
NGC 869 — — 0.52 –a Bragg & Kenyon (2005)
NGC 869 7.11 2,344 0.56 baa Slesnick et al. (2002)
NGC 869 7.1 2,188 — ba- Capilla & Fabregat (2002)
NGC 869 7.1 2,904 0.58 baa Tadross (2001)
NGC 869 6.91 2,025 — cb- Malysheva (1997)
NGC 869 7.28 2,300 0.521 aaa Kharchenko et al. (2013)
King 5 9.1 2,230 0.67 aba Maciejewski & Niedzielski (2007)
King 5 9 1,900 0.82 baa Durgapal (2001)
King 5 9 1,905 0.94 bab Carraro & Vallenari (2000)
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Table 2.3: (continued)
Name Log (age) D E(B-V) Agreementa Ref.
[log(yrs)] (pc) (mag)
King 5 8.9 — — c– Salaris et al. (2004)
King 5 9.09 2,200 0.67 aba Kharchenko et al. (2013)
NGC 1245 9.03 2,818 0.24 baa Lee et al. (2012)
NGC 1245 9.04 3,010 0.05 baa Alves et al. (2012)
NGC 1245 9.02 2,800 — ba- Burke et al. (2004)
NGC 1245 8.95 3,019 0.29 baa Subramaniam (2003)
NGC 1245 9.03 — — b– Salaris et al. (2004)
NGC 1245 9.16 2,211 0.27 aca Tadross (2001)
NGC 1245 9.025 3,000 0.25 baa Kharchenko et al. (2013)
King 7 8.7 — — d– Durgapal (2001)
King 7 8.78-8.9 2,200 1.25 ddb Durgapal et al. (1997)
King 7 8.6 2,440 1.25 ddb Tadross (2001)
King 7 8.85 2,628 1.249 dcb Kharchenko et al. (2013)
Berkeley 12 9.2 3,801 0.8 dba Hasegawa et al. (2004)
Berkeley 12 9.6 3,162 0.7 aaa Ann et al. (2002)
Berkeley 12 9.6 3,300 0.7 aaa Kharchenko et al. (2013)
NGC 1857 9 1,400 0.13 ddd Zasowski et al. (2013)
NGC 1857 8.0-8.25 5,750 0.38-0.6 dda Sujatha et al. (2006)
NGC 1857 8.2 1,545 0.97 cdc Tadross (2011)
NGC 1857 8.67 3,299 0.5 bda Kharchenko et al. (2013)
NGC 2099 8.34-8.51 — — d– Salaris et al. (2009)
NGC 2099 8.69 1,490 0.227 aba Hartman et al. (2008)
NGC 2099 — 1,905 0.21 -da Kang et al. (2007)
NGC 2099 8.8 1,995 0.23 ada Kalirai et al. (2005)
NGC 2099 8.6-8.72 1,148-1,202 0.36 bba Kalirai & Tosi (2004)
NGC 2099 8.55 1,400 0.35 caa Kharchenko et al. (2013)
NGC 2158 9.28 3,944 0.42 aaa Bedin et al. (2010)
NGC 2158 9.28 — — a– Salaris et al. (2004)
NGC 2158 9.3 3,600 0.55 aba Carraro et al. (2002)
NGC 2158 — 4,068 0.43 -aa Grocholski & Sarajedini (2002)
NGC 2158 9.2 5,012 0.4 aca Tadross (2001)
NGC 2158 9.33 4,770 0.333 acb Kharchenko et al. (2013)
NGC 2266 9 2,855 0.21 baa Dias et al. (2012)
NGC 2266 9.08 2,800 0.17 aaa Maciejewski et al. (2008)
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Table 2.3: (continued)
Name Log (age) D E(B-V) Agreementa Ref.
[log(yrs)] (pc) (mag)
NGC 2266 8.94 — — b– Salaris et al. (2004)
NGC 2266 8.9 3,758 0.1 cdb Tadross (2001)
NGC 2266 9.265 3,311 0 abb Kharchenko et al. (2013)
NGC 2141 9.1-9.28 4,090-4,370 0.36-0.45 abb Donati et al. (2014a)
NGC 2141 9.4 — — b– Salaris et al. (2004)
NGC 2141 9.4 3,800 0.4 bab Carraro et al. (2001)
NGC 2141 9.4 4,200 0.35 bbb Rosvick (1995)
NGC 2141 9.245 4,364 0.312 abb Kharchenko et al. (2013)
NGC 2420 9.3 2,480 0.04 aaa Sharma et al. (2006)
NGC 2420 9.3 2,542 0.04 aaa Mermilliod & Mayor (2007)
NGC 2420 9.34 2,443 0.05 aaa Salaris et al. (2004)
NGC 2420 9.3 2,449 0.05 aaa Grocholski & Sarajedini (2003)
NGC 2420 9.365 2,880 0.01 aaa Kharchenko et al. (2013)
Trumpler 5 9.7 2,400 0.5 bcb Piatti et al. (2004a)
Trumpler 5 9.54-9.6 2,818-3,076 0.6-0.7 aaa Donati et al. (2014b)
Trumpler 5 9.45 3,100 0.64 aaa Kim et al. (2009)
Trumpler 5 9.75 — — b– Salaris et al. (2004)
Trumpler 5 9.61 3,019 0.58 aaa Kaluzny (1998)
Trumpler 5 9.1 2,958 0.58 daa Tadross (2001)
Trumpler 5 9.5 2,753 0.625 aba Kharchenko et al. (2013)
Trumpler 5 9.5 2,900 0.6 aaa Perren et al. (2015)
NGC 2355 8.9 1,985 0.3 baa Dias et al. (2012)
NGC 2355 8.9 — — b– Salaris et al. (2004)
NGC 2355 9 1,650 0.16 baa Soubiran et al. (2000)
NGC 2355 8.98 1,915 0.112 baa Tadross (2001)
NGC 2355 8.9 2,128 0.187 bba Kharchenko et al. (2013)
NGC 2112 9.23 940 0.6 cba Carraro et al. (2008)
NGC 2112 9.45 813 0.6 aaa Tadross (2001)
NGC 2112 9.6 750 0.6 aaa Richtler & Kaluzny (1989)
NGC 2112 9.315 977 0.625 bba Kharchenko et al. (2013)
Collinder 110 9.08-9.23 1,949-2,187 0.52-0.58 aab Bragaglia & Tosi (2003)
Collinder 110 9.15 1,950 0.5 aba Dawson & Ianna (1998)
Collinder 110 9.22 2,362 0.416 aaa Kharchenko et al. (2013)
NGC 2262 9 3,600 0.55 aca Carraro et al. (2005)
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Table 2.3: (continued)
Name Log (age) D E(B-V) Agreementa Ref.
[log(yrs)] (pc) (mag)
NGC 2262 8.995 2,511 0.625 aaa Kharchenko et al. (2013)
NGC 2324 8.65 3,800 0.25 aba Piatti et al. (2004b)
NGC 2324 8.83 — — a– Salaris et al. (2004)
NGC 2324 8.8 4,169 0.17 aaa Kyeong et al. (2001)
NGC 2324 8.68 3,842 0.239 aba Kharchenko et al. (2013)
NGC 2324 8.8 4,400 0.1 aab Perren et al. (2015)
M 67 9.05 722 0.24 cab Dias et al. (2012)
M 67 9.6 823 0.04 aba Balaguer-Nu´n˜ez et al. (2007)
M 67 9.56-9.66 795 0.038 aba VandenBerg & Stetson (2004)
M 67 — 766 0.038 -ba Laugalys et al. (2004)
M 67 9.6 832 0.04 aca Sandquist (2004)
M 67 9.51 870 0 aca Bonatto & Bica (2003)
M 67 9.535 890 0.05 aca Kharchenko et al. (2013)
Haffner 10 9.2-9.4 3,700 0.55 baa Va´zquez et al. (2010)
Haffner 10 9.4 3,100-4,300 0.41-0.64 aaa Pietrukowicz et al. (2006)
Haffner 10 9.305 4,873 0.5 bca Kharchenko et al. (2013)
NGC 2425 9.56 3,357 0.175 cac Hasegawa et al. (2008)
NGC 2425 9.34 3,550 0.21 bab Moitinho et al. (2006)
NGC 2425 9.4 2,900-3,800 0.29 bab Pietrukowicz et al. (2006)
NGC 2425 9.34 4,330 0.21 bcb Kharchenko et al. (2013)
aQuality of agreement within 1, 2, 3, or > 3σ: a, b, c, d, respectively.
bFor properties reported as a range, the average of the range was used for comparison.
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Figure 2.13 plots the distributions of the differences between the parameters
derived in this study to those of previous studies. No systematic offsets were found
between the values of log(age), distance, and reddening from this study and those
cited. Reddening estimates show the most agreement (> 95%) with previous values,
while the derived ages and distances agree to within the uncertainties for ≥85% of
the cited values.
2.4.3 Galactic Locations and Cluster Properties
Figure 2.14 plots the locations of the 30 fit clusters, with the Sun at the origin,
using the derived distances listed in Table 2.2. The Perseus Spiral Arm (Reid et al.
2014) is denoted as the grey stripe. The clusters span a wide range of distances,
residing in both arm and interarm locations. The clusters located beyond the Perseus
Arm have slightly larger reddenings on average than the clusters located in front of
the arm. These distances will be combined with NIR polarimetry of the cluster stars
to probe the nature of the magnetic field in the outer Galaxy.
2.5 Summary
To study the large-scale structure of the Galactic magnetic field in the outer
Galaxy, I obtained NIR stellar polarimetric measurements of a sample of 31 open
clusters spanning wide ranges of longitude, distance, and reddening. It was essen-
tial to determine the cluster distances accurately to optimally use the polarimetric
information they provided. To do so, I developed a χ2 minimization technique to fit
theoretical isochrones to the cluster CMDs. These fits returned the cluster properties
of distance, age, and reddening, along with their corresponding uncertainties.
For each cluster, the field-star contamination was removed from the cluster
CMD, and Monte Carlo realizations of this background-subtracted cluster CMD were
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Fig. 2.13: The distributions of differences between the cluster parameters derived
in the present study and those derived in previous studies. The blue striped distri-
butions indicate the numbers of comparisons that differed by greater than 2σ. One
point in the age distribution, four points in the distance distribution, and two in the
E(B − V ) distribution are not shown, as they are outside the plot ranges.
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Fig. 2.14: Locations of the 30 fit clusters in the outer Galaxy, with the Sun at the
origin. The clusters are shown as filled circles, and the color denotes the degree of
reddening, as indexed by the legend in the bottom left corner. The sizes of the circles
correspond to the number of cluster CMD members (Table 2.2), as indicated by the
legend in the upper right corner. The approximate location of the Perseus Arm (Reid
et al. 2014) is shown as the grey stripe.
created. Monte Carlo isochrone realizations, based on the PARSEC isochrones, were
created at different ages, distance moduli and color excesses to compare to each
cluster CMD. The isochrone parameters which yielded the lowest color-magnitude
distance-based mean χ2 were adopted as the cluster parameters. Of the original
sample of 31 clusters, 24 were fit for all three parameters. The remaining seven were
either faint or sparse. By fixing age, distance and reddening estimates were fit for
six of the seven. The mean uncertainties of the 30 clusters of log(age), distance, and
E(B − V ) were 0.13, 340 pc, and 0.14 mag, respectively.
To test the accuracy of the fitting technique, synthetic clusters were created and
fit. These clusters were generated at 12 ages, ranging in log(age) from 7.3 to 9.6, for
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50, 100, and 200 numbers of stellar members. For nearly all of the synthetic clusters,
the input parameters were recovered to within their 1σ uncertainties. The clusters
with 50 members were the most difficult to fit and showed the largest scatter from
their input values, though a strong majority were still fit to within 1σ of their input
parameters.
The derived properties of the 30 clusters that were fit were compared to values
found in recent published studies and revealed no biases or trends.
This sample of clusters spans wide ranges in longitude and distance. It also
probes the Perseus Spiral arm, as well as its foreground and background interarm
regions. The cluster distribution is well suited to probe the properties of the large-
scale Galactic magnetic field in the outer Galaxy and to test whether the field is
affected by the presence of a spiral arm.
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Chapter 3
Open Clusters as Probes of the Galactic
Magnetic Field: II. Large-Scale Structure
of the Galactic Magnetic Field
In this chapter, the polarimetric properties of the stars belonging to the 31
clusters introduced in Chapter 2 are found. The criteria for cluster sample selection
and the properties of the clusters are stated in Chapter 2, and are listed in Table 2.1.
The distances to the clusters were used as upper limits to the B-field probed using
NIR polarimetry.
3.1 Motivation
Probing the polarizations of star clusters in the outer Galaxy can reveal the
direction and coherence of the Galactic B-field. In this Chapter, I use H-band polar-
ization observations toward stars in the sample of 31 outer Galaxy clusters discussed
in Chapter 2. Each star provides an individual probe of the intervening B-field.
While previous studies have probed the large-scale B-field using radio synchrotron
and pulsar measurements, studies of the B-field in the cool ISM are lacking, and
have only recently included Planck dust emission polarizations (Planck Collabora-
tion et al. 2015a) in addition to the optical polarimetry compiled in the Heiles (2000)
catalog. The clusters provide B-field information over a large longitudinal range.
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They also provide distance information, which can be used to discern the structure
of the B-field outside, inside, and behind the Perseus Spiral Arm.
In this chapter, I address Question 2: Do the large-scale magnetic field prop-
erties, such as mean polarization percentage, polarization position angle (PA), and
PA dispersion, vary as a function of location within and outside the Perseus Arm?
and Question 3: Is the B-field in the outer Galaxy parallel to the Galactic plane?
To provide the context of the B-field in the cool ISM, the NIR polarimetric results
will be compared to the directions of the plane-of-sky B-field revealed by Planck
polarization observations of thermal dust emission and optical background starlight
polarizations from the Heiles (2000) compilation.
To probe the B-field at the distances of the clusters, it was necessary to sep-
arate cluster members from field star contamination. Then, using the polarization
properties of these member stars, I determined the mean B-field orientation in the
plane of the sky at each of the cluster locations, and compared the field properties
between clusters located in front of and inside of and beyond the Perseus Spiral Arm.
3.1.1 Delineating the Perseus Spiral Arm
The location and width of the Perseus arm was based on the estimates derived
by Choi et al. (2014), Reid et al. (2014), and Heyer et al. (1998). Using maser
observations of high-mass star forming regions, Choi et al. (2014) and Reid et al.
(2014) modeled the arm as a log-periodic spiral of the form:
ln(R/Rref ) = −(β − βref )tanΨ (3.1)
where R is the radius with respect to the Galactic center, and β is the Galactocentric
azimuth, defined to be 0◦ toward the Sun and increasing clockwise when viewed from
the North Galactic Pole. Ψ is the arm pitch angle with respect to a circular tangent
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and is positive with increasing longitude. βref is defined at Rref . Rref , βref , and Ψ
are equal to 9.9 ± 0.1 kpc, 14.2 deg, and 9.4 ± 1.4 deg, respectively in the Choi et al.
determination. Choi et al. (2014) and Reid et al. (2014) found a radial, i.e., cross-
sectional, width of 0.38 ± 0.01 kpc for the Perseus arm. The width was found by
adding a noise term into the fitting procedure and adjusting it to produce a reduced
χ2 equal to unity. From the best-fitting model to the data, they found a distance of
8.34 kpc between the Sun and Galactic Center.
Heyer et al. (1998) surveyed the second Galactic quadrant in 12CO using the
14m FCRAO radio telescope. They found an average Galactocentric distance of ∼11
kpc to the arm, and a scale height (e-folding length) of 113 pc, assuming a distance
of 8.5 kpc between the Sun and Galactic Center.
Figure 3.1 shows a face-on schematic of the Galaxy, with the positions of the
31 clusters and the Perseus arm overlaid. The arm location is defined by the log-
periodic spiral found by Choi et al. (2014) and Reid et al. (2014). In the present
study, the Perseus Arm was assumed to be cylindrically symmetric in cross-section,
and the radius of the arm was estimated as two times the scale height found by Heyer
et al. (1998), equal to ∼0.23 kpc. This arm width estimate was used because the CO
observations trace the gas and dust of the Perseus Arm, and it is the dust that gives
rise to the polarization signal measured using NIR background starlight polarimetry.
The maser observations of Reid et al. (2014) probe the densest star-forming regions,
and the material giving rise to polarization is more widespread in the arm. Therefore,
for this study, the CO observations better represent the location of the Perseus arm.
The effects of adopting other widths for the Perseus arm, which dictates the cluster
locations with respect to the arm, will be explored in an upcoming publication of
this study.
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Figure 3.2 shows a face-on heliocentric view of the cluster locations. The clus-
ters were separated into four categories based on their locations with respect to the
Perseus arm. Blue diamonds and xs represent clusters that are foreground to the
arm or above/below it, respectively. The lines of sight to these clusters do not pene-
trate the arm for an assumed cylindrical cross-sectional arm radius of 0.23 kpc. Red
triangles and circles represent clusters that are located inside the arm or behind it,
respectively. The lines of sight to these clusters go into or through the arm. The num-
bers of clusters in the four categories are 8, 4, 3, and 16 for foreground, above/below,
inside, and behind the arm groups, respectively. The mean distances to the clusters
comprising the four groups are ∼1,300, 3,100, 2,500, and 4,000 pc for foreground,
above/below, in-arm, and behind-arm clusters, respectively. The categorization of
each cluster is listed in Table 3.2.
The foreground and above/below clusters were grouped into an ‘isolated’ cluster
subsample, whose sight lines did not encounter the arm. Similarly, the in-arm and
behind-arm clusters were grouped into an ‘arm’ clusters subsample, whose sight lines
pass through the Perseus arm.
3.2 Observations
Near-Infrared (NIR) H-band (1.6 µm) polarization observations were obtained
for a sample of 31 clusters, whose properties of age, distance, reddening, and number
of members, along with corresponding uncertainties are listed in Chapter 2. The
observations were obtained using the NIR Mimir instrument (Clemens et al. 2007)
on the 1.8m Perkins Telescope. The field of view (FOV) was 10×10 arcmin centered
on each cluster, with the exception of NGC 2099, for which a 20×20 arcmin FOV
was observed to accommodate its large angular size. Each observation of a cluster
consisted of images taken at 16 unique half-wave plate (HWP) positions, at six dither
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Fig. 3.1: Face-on schematic of the positions of the 31 clusters, which are represented
by black diamonds. The locations of the Galactic center and the Sun are indicated
by red asterisks. The Perseus spiral arm is denoted by the black solid spiral, and
the concentric dashed spirals represent ±0.23 kpc in the spiral radius, which was
assumed to equal the cross-sectional arm radius. A black box surrounding the Sun
and clusters indicates the region presented in Figure 3.2.
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Fig. 3.2: Heliocentric view of the locations of the clusters. The blue diamonds and
xs represent clusters that are foreground to and above or below the Perseus arm,
respectively. Red triangles and circles represent clusters that are within and behind
the arm, respectively. The number of clusters in each category is listed in the top
left. The Perseus arm is shown as the solid spiral, and the dashed lines indicate the
width of the arm. The classification of each cluster is listed in Table 3.2.
positions, using exposure times ranging from 2.5 to 10 seconds. The total integration
times observed on each cluster, ranging from ∼2–69 minutes, and the observation
dates are listed in Table 3.1.
The methods of photometric, astrometric, and polarimetric calibration of the
NIR data are described in Clemens et al. (2012b). The data were reduced using
two custom IDL packages, Mimir Software Package Basic Data Processing (MSP
BDP) and Mimir Software Package Photo POLarimetry (MSP PPOL) (Clemens
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Table 3.1: Cluster Sample Polarimetric Observational Properties
Name Observation Datesa Total Integration Time on Target (s)
Berkeley 60 20081914, 20080921 3,353
NGC 559 20080914, 20080922 513
NGC 663 20080923, 20080914 2,346
NGC 869 20080914 596
King 5 20080915, 20080922 508
NGC 1245 20080915, 20080922 745
King 7 20060211 123
Berkeley 12 20060117 786
Berkeley 14 20060122 606
NGC 2126 20060120 1,129
Berkeley 18 20060122 603
Berkeley 70 20060212 584
NGC 1857 20130120 4,169
NGC 2099b 20130122 1,224
NGC 2158 20080227 255
Basel 11b 20130121 4,169
NGC 2266 20060120 951
NGC 2141 20080301 258
NGC 2420 20080301 1,043
Trumpler 5 20080301 533
NGC 2355 20080227 1,043
NGC 2112 20060211, 20060212 1,293
Berkeley 32 20080301 533
Collinder 110 20060212 752
NGC 2262 20130121, 20130212 4,169
NGC 2324 20130122 1,204
M 67 20080301 255
Berkeley 39 20060117 773
Haffner 10 20060117 782
NGC 2425 20060121 577
aThe observing dates are listed as year, month, and day.
bThe field of view of all clusters, with the exception of NGC 2099, was 10×10
arcmin. A 20×20 arcmin field of view was observed for NGC 2099.
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et al. 2012a), version 8.1.0.1 The main reduction and processing steps included
taking dome flat fields at each HWP position to correct for variation across the Mimir
FOV, linearity correction, dark current correction, bad pixel correction, accounting
for instrumental polarization by observing globular cluster stars, and converting the
instrumental polarization position angles to Equatorial coordinates via observations
of polarimetric standard stars from Whittet et al. (1992). The fully reduced data
are presented in the form of polarization catalogs, which contain an entry for each
star in the FOV within the limiting magnitude of the observations, and include its
coordinates, its polarization percentage, polarization PA, Stokes U and Q parameters,
and corresponding uncertainties. The polarization percentages were Ricean corrected
(Wardle & Kronberg 1974) to account for positive bias, where
Puncorrected =
√
U2 +Q2, (3.2)
Pcorrected =
√
P 2uncorrected − σ2P . (3.3)
The catalog stars were also positionally-matched to the 2MASS photometric
catalog (Skrutskie et al. 2006). As described below, determining whether stars in the
field of view of a cluster were actual cluster members was an essential step to finding
the cluster polarimetric properties. One of the bases of determining a star’s likelihood
of cluster membership was its photometric properties. Therefore, it was necessary
to match the polarization observations to a photometric catalog, as the Mimir ob-
servations were only performed in one band. The vast majority of the cataloged
polarization stars were successfully matched to 2MASS, while stars that could not
be matched were generally fainter than the 2MASS limiting brightness. These fainter
1While a newer version of PPOL is currently available, the entire set of observations were not
rerun using this newer version. A subset of the data run through both showed no significant
difference.
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members offer little to no polarimetric information due to the difficulty in measuring
a significant polarimetric signal at their faint magnitudes. The polarization catalogs
used here include only those stars matched to 2MASS.
3.3 Analysis and Results
It was necessary to first separate the stars that were likely cluster members from
field contamination. These member stars probe the B-field at the cluster distance,
while field stars probe the B-field at different distances along the line of sight. The
polarimetric properties of the selected sample of likely cluster members were used to
probe the B-field structure in the outer Galaxy.
As part of the analysis, comparisons between different distributions were made.
To standardize these comparisons, six quantities are reported for each distribution
- the distribution median, standard deviation, variance-weighted mean and uncer-
tainty, and unweighted distribution mean and uncertainty (distribution standard
deviation/number of points in the distribution). The median and standard devia-
tions describe the distribution, while the weighted mean and uncertainty were used in
comparing different distributions. All of the distribution properties are summarized
in Table 3.4. The distributions include the average polarimetric properties of cluster
member stars compared to field stars, properties of isolated and arm clusters, and
comparisons between the cluster observations and optical, inner Galaxy NIR, and
Planck dust emission polarimetry.
3.3.1 Identifying Cluster Members
To identify cluster members, a likelihood of cluster membership was estimated
for each star in each cluster using its projected radial and CMD positions. Only stars
with 2MASS J , H, and K magnitude uncertainties less than 0.3 mag were considered.
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Since the membership likelihood estimates depended on the photometric properties
of the stars, this selection criterion was used because stars with more uncertain
photometric properties would have unacceptably uncertain likelihood estimates. The
cluster membership likelihood for each star was based on two sets of probability
densities: one based on the star’s angular distance from the cluster center and another
based on its distance from the cluster stellar loci in color-magnitude space.
The radial profile of each cluster was estimated as a two-dimensional Gaussian
plus background function. Radial star count density profiles of the clusters were
found in and described in Chapter 2. Those profiles were found by using 50 arcmin
diameter radial cutouts of the 2MASS photometric catalog for each cluster. In the
present study, radial density profiles were again found for each cluster, but only using
stars within the limiting magnitudes of the polarization observations. The limiting
magnitude of each cluster was set to the magnitude down to which 90% of the H-band
magnitude distribution of polarization catalog stars were found.
The probability density function of one star belonging to a cluster, then, was
estimated as the Gaussian portion of the radial density profile above the uniform
background star count:
Pcrad = H exp[−0.5 (Dr
σ
)2], (3.4)
where H (stars arcmin−2) is the height (amplitude) of the cluster Gaussian fit to the
radial density profile above the background, σ is the Gaussian width, and Dr is the
radial distance of the star from the center. The integration of the Gaussian profile
probability density function, above the uniform background star count level, gives
an estimate of the number of total cluster members within the limiting magnitude.
The probability density that a star was a background contaminating star, based on
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its radial distance, Pbrad, is equal to the background count per unit area (e.g., Mercer
et al. 2005).
The likelihood that a star is a cluster star based on its radial distance, Lcrad,
plus the likelihood it is a background star, Lbrad, is equal to 1. The ratio of Lcrad to
Lbrad is equal to the ratio of Pcrad to Pbrad. Therefore, if α is defined as Pbrad/Pcrad,
then Lcrad becomes
Lcrad =
1
1 + α
. (3.5)
A similar process was followed to find the likelihood of a star being a cluster
member based solely on its location in the CMD compared to the CMD location of
the cluster as a whole. Following the process described in Chapter 2, (J − K) vs.
H CMD overdensity and outer region images were created using the stars located in
the 50 arcmin 2MASS regions of each cluster. However, instead of being trimmed
at an H magnitude of 15, these images were limited to the magnitude equal to the
faintest polarimetric catalog entry. These limiting magnitudes varied from ∼15 to
15.7 mag.
The CMD overdensity and outer region images were used as probability density
functions to determine the cluster membership likelihood of each star based on its
CMD location. Each image was separated into 0.25 mag wide slices along the H
magnitude axis. Gaussian distributions were fit to the brightness slices along the
color axis, which provided the center cluster stellar color, star count height (Gaussian
amplitude), and Gaussian width of each magnitude slice. A similar process was
described and performed in Chapter 2.
The best-fitting isochrone from Chapter 2 was used to delineate the cluster
spine of each overdensity image instead of the centers found by the Gaussian fits
to the brightness slices. The isochrones were chosen as the spines because these
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best-fit isochrones represent the nominal cluster characteristics and, therefore, the
nominal center of the stellar loci in the CMDs. Because the stellar isochrones are not
continuous functions, points were interpolated along the isochrone at the locations
of the magnitude slice centers. Figure 3.3 shows the cluster overdensity image of
NGC 2099, with horizontal error bars representing 3× the Gaussian width at each
magnitude slice, centered on the best-fitting isochrone.
The probability density that each star belongs to the cluster based on the CMD
(Pccmd) was given by
Pccmd = H exp[−0.5 (Dc
σ
)2], (3.6)
where the height (H) and width (σ) are those of the H magnitude slice closest to the
magnitude of the star in the overdensity image. Dc is the distance of the star to the
isochrone color location in that magnitude slice. In this formalism, it was assumed
that there was zero uncertainty in the magnitude axis and zero uncertainty in the
stellar colors.
Similarly, the probability density of a background star, Pbcmd, was found using
the outputs of the Gaussian fits to the reference region image, where the only differ-
ence was that the distance of each star was measured to the centers of the Gaussian
fits.
Mirroring the definition of Lcrad, Lccmd is defined as
Lccmd =
1
1 + β
, (3.7)
where β is defined as Pbcmd/Pccmd.
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Fig. 3.3: Contour representation of the CMD overdensity image of NGC 2099.
Contour levels are drawn at [0.5, 1, 5, and 7] levels. Each image pixel, which is
represented by the blue rectangle in the bottom right, spans 0.1×0.25 mag in color
and magnitude. Horizontal error bars represent 3× the Gaussian width fit to each
brightness slice. The best-fitting isochrone is overlaid in blue. The red diamonds
indicate isochrone stars that were closest to the mid-point of each brightness slice.
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The likelihood that the star belongs to the cluster, based on both its radial
distance and CMD distance from the cluster center, is
Lclus = Lcrad × Lccmd. (3.8)
A likelihood, Lclus, was derived for each star with a polarization measurement
in the FOV of each cluster. The number of stars in a cluster FOV designated as
member stars was derived from the estimated number of cluster members from the
radial density profile integration. For cluster NGC 2099, the total number of clus-
ter members within the magnitude limit of the polarization catalog was 977 stars.
However, because this number was found by integrating the profile out to infinity, it
does not represent the number of cluster members expected to be found inside the
cluster polarization FOV. For NGC 2099, the FOV was 20×20 sq. arcmin. To find
the number of members within this FOV, the density profile was integrated out to
the FOV bounds. For NGC 2099, 883 cluster members of the 977 were estimated to
be located within 20×20 sq. arcmin of the cluster center.
Figure 3.4 shows the distribution of likelihoods of all the stars in the FOV
of NGC 2099. The computed Lclus values do not span the whole range of 0 to 1
because Lcrad also does not span up to a value of 1 due to the presence of background
contamination at the cluster location. Even if the radial offset of a star from the
cluster center was zero, unless there were no background stars, its Lcrad would still
be less than one, and the exact value would be based on the level of background
contamination. The likelihood of the 883rd star in the NGC 2099 FOV, ranked by
most to least likely to be members, is 0.19. Stars with Lclus values greater than this
are considered cluster members, whereas stars with likelihoods less than this value
are considered field stars.
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Fig. 3.4: Likelihood distribution of the stars located in the NGC 2099 20×20 arcmin
polarization FOV. The likelihood at the estimated number of cluster members in the
FOV is 0.19, whose location is indicated by the vertical blue line.
Figure 3.5 shows the 2MASS J −K vs H CMD of NGC 2099, which shows all
the stars located in the 20×20 arcmin polarization catalog FOV as grey diamonds.
A membership likelihood was calculated for each of the stars. The stars with the 883
highest likelihood values are highlighted in red. These high likelihood stars trace the
spine of the main sequence and also select the red clump, while avoiding the regions
dominated by outlier stars.
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Fig. 3.5: (J − K) vs. H CMD of cluster NGC 2099. Black diamonds represent
all stars in the cluster polarization catalog found in the 20×20 arcmin FOV. Red
diamonds represent the 883 stars located within the FOV that were selected as the
most likely cluster members. These 883 stars make up about 36% of the entries in
the polarization catalog. The other 64% of the stars in the polarization catalog is
categorized as field stars.
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Testing the Selection of Members
The approach used in selecting member stars from each cluster FOV described
above is not necessarily the best, or even perhaps adequate, method of selecting mem-
ber stars. To determine the effects the selection technique would have on the stars
chosen as members, three likelihood criteria were tested on synthetic distributions.
A 1-dimensional Gaussian and uniform distribution was generated, where the
distance from the distribution center was the only variable. The points belonging
to the Gaussian portion of the distribution represent ‘member stars’ for a synthetic
cluster while the points belonging to the uniform portion represent ‘background con-
tamination.’ The combined generated distribution is shown in Figure 3.6, where the
Gaussian component has a height of 100 and a σ (Gaussian width) of 2. The height
of the uniform distribution shown in the Figure is 10. The distribution extends to
5σ. Likelihoods were calculated for all the points in the combined distributions using
the definition of Lcrad and Lbrad.
Three trial methods for classifying points as cluster members were developed.
Method 1 integrated Lcrad, sorted from most to least likely, until the cumulative
value reached 90% of the number of member points (equivalent to the area of the
Gaussian distribution). All points included in the 90% were designated as members.
Method 2 used the same selection method, but kept all of the synthetic stars that had
the highest likelihoods until the total equaled the estimated number of members. In
method 3, all stars with membership likelihoods (Lcrad) greater than 0.5 were selected
as members. Because Lcrad + Lbrad is defined as unity (a point must either belong to
the Gaussian distribution or to the background), selecting stars whose Lcrad values are
greater than 0.5 chooses stars that are more likely to be members than background.
Figure 3.7 (Top) shows the cumulative likelihood as a function of radius. The
radius where the cumulative Lcrad reaches 90% of the number of members is equal
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Fig. 3.6: Realization of a Gaussian plus uniform distribution representing a one-
dimensional cluster with background contamination. The numbers of ‘cluster mem-
bers’ and contaminating points are listed.
to 1.6σ. Figure 3.7 (Bottom) plots the distribution from Figure 3.6, and indicates
the radii at which members are selected using the three different methods. The blue
line corresponds to the location where the cumulative distribution of Lcrad reaches
90%. To reach this 90%, ∼11,670 stars from the distribution were used, and the
background stars account for ∼12.5% of these stars. The green line shows the cutoff
for Method 2, where the background contamination is ∼12%. The red line shows the
cutoff for Method 3, which selects ∼13,000 stars of which 15% are background.
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Each method selects some percentage of background contamination. How-
ever, the output properties are not drastically different, indicating that the selection
method of members are not significantly biased by method choice. Therefore, for
the purpose of selecting members for the 31 clusters in the sample, I used Method 2,
where number of stars selected as members equaled the number of estimated cluster
stars.
3.3.2 Cluster Member and Field Star Polarization Properties
Because clusters are located at fixed distances, stars belonging to clusters will
also be at these fixed distances along the line of sight. However, field stars in the
directions of these clusters will be at different distances. Therefore, while the polar-
ization measurements of cluster stars will probe to the B-field out to one distance,
the polarization measurements of field stars can probe the B-field at different dis-
tances along the same line of sight. To determine whether and to what degree the
polarization measurements differed between cluster and field stars along the cluster
lines of sight, I compared average polarization properties between cluster members
and field stars for the cluster sample.
The mean polarization percentage and PA of the member stars for each clus-
ter, selected using Method 2, were found by variance-weighting the Mimir-measured
Equatorial Stokes U and Q parameters (UE, QE) of the stars. These average polariza-
tion percentages were Ricean corrected (Wardle & Kronberg 1974). The Equatorial
PAs were rotated into Galactic PAs. These rotations ranged from ∼7 to 68◦ for
the cluster sample. The average polarization properties for the member stars in
each cluster are listed in Table 3.3. The uncertainties listed for the average GPAs
and polarization percentages are the propagated random observational uncertainties.
Systematic uncertainties are also present, and are estimated to be ∼0.6◦ for GPA and
0.03% for polarization percentage. These estimates are derived from the calibration
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Fig. 3.7: Top: Cumulative likelihood of the distribution shown in Figure 3.6. Bot-
tom: Figure 3.6 distribution. Vertical lines indicate the radii of the different selection
methods (blue = 90% cumulative distribution, green = highest likelihood members,
red = Likelihood > 0.5). The total number of stars selected by the first and third
Methods are listed (the number selected by the second method is defined by the
number of member stars - 11,333), as well as the background contamination for all
three methods.
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observations of polarimetric standard stars (Clemens et al. 2012b). The number of
cluster members, estimated by integrating the polarization catalog-limited magni-
tude radial density profiles out to the FOVs of the cluster observations, are listed in
Table 3.2.
The PA dispersion of the GPAs for the stars in each cluster was found by se-
lecting the member stars that had polarization signal to noise ratios (SNR) greater
than 2.5 (“high SNR stars”, σPA ≤ 11.5◦), and computing the unweighted standard
deviation, along with the standard deviation uncertainty, of their PAs. Following
Hildebrand et al. (2009), the uncertainties of the standard deviations were subtracted
in quadrature from the standard deviations to correct the dispersions for the bias
added by observational uncertainties. Other methods can be used to calculate PA
dispersions. For example, the weighted standard deviation can be used to approxi-
mate the dispersion. However, that method may underestimate the true dispersion,
while the method employed in this study – using the unweighted standard deviation
– may overestimate the dispersion. Nevertheless, it provides a conservative approach
to calculating the dispersion.
PA dispersions were only computed for clusters that had two or more high SNR
stars. Therefore, PA dispersions were not computed for NGC 2420, NGC 2355, NGC
2324, Berkeley 39, and Haffner 10, which had fewer than two high SNR member
stars. For NGC 2126, NGC 2266, and NGC 2425, the uncertainties of their standard
deviations were larger than the standard deviations themselves, so they also do not
have reported PA dispersion values.
The properties of the cluster sample distributions of GPA, polarization percent-
age, and PA dispersion are listed in Table 3.4. The weighted mean and median of
the average GPAs, found using cluster members, of the full sample are 92.2±0.6◦
and 99◦, respectively, with an unweighted distribution standard deviation of 24◦.
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The systematic uncertainty of 0.6◦ was added in quadrature to uncertainty of the
variance-weighted mean GPA, and clearly dominates the random cluster GPA un-
certainties. The GPA distribution indicates that the plane-of-sky B-field probed by
this sample of clusters is predominantly parallel to the Galactic plane.
The weighted mean polarization percentage, which also took into account the
systematic polarization uncertainty of 0.03%, and median of the sample distribution
were 0.58±0.03% and 0.65%, respectively. The weighted mean and median of the
PA dispersions of the clusters for which dispersions were calculated were 16.5±0.7◦
and 15.1◦, respectively.
In addition to the polarimetric properties of the cluster members, I also found
the mean polarization properties of the stars that were not identified as members
of each cluster, and as such, were designated as ‘field stars.’ The mean field star
polarization percentages, PAs, and PA dispersions were found following the same
method as for the cluster members. Field star PA dispersions could not be calculated
for Berkeley 39 due to a lack of high SNR field stars. The field star sample properties
are also listed in Table 3.4.
To determine whether there were any significant polarimetric differences be-
tween the member and field star samples of the clusters, the differences in GPA,
polarization, and PA dispersion were calculated for each cluster. Figure 3.8 shows
the mean Galactic PA (Top) and polarization percentage (Bottom) distributions of
the 31 clusters for both members (red distribution) and field stars (black dashed).
∆GPAFM (∆GPAFM ≡ GPAfield - GPAmembers) ranged from -22◦ to 36◦, with a
median and standard deviation of -2◦ and 12◦, respectively. The weighted mean of
∆GPAFM was -1.03
◦±0.01◦. These results indicate that the GPAs of the field and
member star samples are only different by a mean of 1◦.
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The weighted mean of the ∆PFM distribution is -0.0064±0.0003 %, indicat-
ing that there is a small difference in the polarization percentages between cluster
members and field stars. ∆PA Dispersions (PA Dispfield - PA Dispmembers) were cal-
culated for the 23 clusters for which both cluster member and field PA dispersions
were found. The weighted mean of the ∆PA Dispersion distribution is 7.5±0.6◦, in-
dicating that the cluster PA dispersions of the member stars are smaller than those
of the field stars. This result is likely due to the fact that field stars are at different
distances than the cluster stars and may encounter multiple layers of material that
have B-fields oriented in different directions.
I also tested whether the comparisons between the cluster member and field sam-
ples become more or less pronounced when separated by arm location, as discussed
in Section 3.1.1. The weighted means of ∆Piso and ∆Parm were 0.0081±0.0003%
and -0.0514±0.0006%, respectively. The weighted means of ∆PA Disp.iso and ∆PA
Disp.arm are 4.5±1.0◦ and 8.9±0.7◦. The absolute difference in average polarization
is larger for arm clusters than isolated clusters, which probe through the Perseus arm,
and consequently, through more material. The difference in PA dispersions is also
higher for arm clusters. These results may indicate that many of the field stars are
foreground to the stars belonging to the clusters, especially for the clusters in and be-
hind the arm, which would lead to the field stars having polarimetric characteristics
more similar to the clusters that are closer.
3.3.3 Comparison of Isolated and Perseus Arm Clusters
The polarimetric properties of the isolated and arm cluster member subsamples
were compared to determine if differences existed between the two. Any difference
would indicate that the presence of the Perseus arm influenced the properties of the
B-field in the region. Tables 3.2, in addition to the cluster locations with respect to
the Perseus arm, also lists the cluster distances, and reddening.
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Fig. 3.8: Distributions of the mean Galactic PAs (Top) and polarization percentages
(Bottom) for the cluster members (red) and field star (black dashed) sample. Most
of the clusters have PAs near 90 degrees, which is parallel to the Galactic plane.
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Table 3.2: Cluster Sample Average Physical Properties
Name l b Dist. E(B − V ) Members High SNR Location
(◦) (◦) (pc) (mag) Members
(1) (2) (3) (4) (5) (6) (7) (8)
Berkeley 60 118.8460 -1.6426 6,160 1.11 110 3 Behind
King 1 119.7630 1.6932 1,880 0.80 235 37 Foreground
NGC 559 127.1940 0.7459 2,070 0.42 307 31 Foreground
NGC 663 129.4670 -0.9406 3,300 0.80 399 111 Behind
NGC 869 134.6328 -3.7523 2,560 0.50 430 62 Behind
King 5 143.7730 -4.2760 1,870 0.71 213 21 In Arm
NGC 1245 146.6540 -8.9077 2,900 0.17 325 12 Above/Below
King 7 149.7990 -1.0215 3,820 1.46 293 6 Behind
Berkeley 12 161.6770 -1.9918 3,440 0.66 129 13 Behind
Berkeley 14 162.8730 0.7070 5,700 0.47 128 7 Behind
NGC 2126 163.2360 13.1395 1,010 0.17 73 2 Foreground
Berkeley 18 163.6480 5.0501 5,120 0.50 203 53 Behind
Berkeley 70 166.9024 3.5846 5,000 0.50 131 24 Behind
NGC 1857 168.4440 1.2219 2,470 0.59 191 13 Behind
NGC 2099 177.6363 3.0923 1,320 0.33 883 90 Foreground
NGC 2158 186.6341 1.7808 3,990 0.47 445 25 Behind
Basel 11b 187.4423 -1.1139 810 0.40 34 4 Foreground
NGC 2266 187.7780 10.3043 2,860 0.26 95 2 Above/Below
NGC 2141 198.0444 -5.8105 3,520 0.54 350 7 Behind
NGC 2420 198.1072 19.6341 2,550 0.14 278 0 Above/Below
Trumpler 5 202.8070 1.0183 3,150 0.66 651 44 Behind
NGC 2355 203.3897 11.8026 1,850 0.19 167 1 Foreground
NGC 2112 205.8724 -12.6146 810 0.57 173 26 Foreground
Berkeley 32 207.9520 4.4045 4,150 0.02 188 2 Behind
Collinder 110 209.6494 -1.9271 2,230 0.38 233 29 In Arm
NGC 2262 210.5730 -2.0995 2,820 0.61 186 9 Behind
NGC 2324 213.4472 3.2975 4,320 0.26 86 1 Behind
M 67 215.6961 31.8963 670 0.07 182 24 Foreground
Berkeley 39 223.4615 10.0945 4,200 0.21 71 0 Above/Below
Haffner 10 230.7990 1.0114 3,850 0.42 95 1 Behind
NGC 2425 231.5010 3.2888 3,400 0.47 105 4 In Arm
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Comparison between Isolated and Arm Cluster GPA, Polarization Per-
centage, and PA Dispersion
The cluster-average GPA, polarization percentage, and PA dispersion distribu-
tions of the two subsamples were compared to determine whether distinctions exist.
Figures 3.9, 3.10, and 3.11 show the distributions of the mean polarization percent-
age, GPA, and PA dispersions of the two subsamples, respectively. The medians,
standard deviations, weighted means, and uncertainties of the four properties are all
listed in Table 3.4.
The weighted mean polarization percentages of the isolated and arm clusters
were 0.42±0.03% and 1.11±0.03%, respectively. The difference in the weighted mean
polarization percentages (Pisolated - Parm) was -0.69±0.03% . The Kolmogorov-
Smirnov (KS) Test was performed on the polarization percentage distributions of
the two categories, which returned a probability of 0.09 that the two subsamples
were drawn from the same parent population. Therefore, the polarizations of the
two subsamples are different, and the polarization signals of the arm clusters are
higher on average.
The weighted mean GPAs are 98.3±0.6◦ and 89.1±0.6◦, with unweighted stan-
dard deviations of 29◦ and 21◦ for isolated and arm clusters, respectively. The dif-
ference between the weighted mean GPAs is 9.2±0.6◦. The KS probability that the
two subsamples are drawn from the same population is 0.6. Based on the difference
in the mean GPAs between the two groups, though, the GPAs are different between
the two distributions. The GPAs of the arm clusters are preferentially more plane
parallel than the isolated clusters.
PA dispersions were compared for the seven isolated clusters and 16 arm clus-
ters for which dispersions were calculated. The weighted mean PA dispersions were
17.7±0.8◦ and 16.0±0.7◦, and had unweighted standard deviations of 10◦ and 13◦,
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Fig. 3.9: Top: Distribution, shown in blue, of the mean polarization percentages of
the isolated clusters. Bottom: Distribution, red, of the mean polarizations of the
arm clusters. A KS test of the blue and red distributions indicate that they were
likely drawn from different parent populations.
for isolated and arm clusters, respectively. The difference in the weighted means be-
tween the two groups is 1.7±1.0◦. The KS probability that they are drawn from the
same parent population is 0.32. These results suggest that there may be a difference
in the PA dispersions between the isolated and arm clusters, but the difference in
the means is significant to less than 2σ.
On average, the arm clusters appear to have higher polarization percentages,
GPAs that are preferentially more plane-parallel, and lower PA dispersions than the
isolated clusters, although there are large overlaps between the subsamples.
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Fig. 3.10: Similar to Figure 3.9 but for the cluster GPAs. A KS test between the two
distributions indicate that they were drawn from the same parent population with a
probability of 0.6, but the weighted means of the two distributions are significantly
different.
Testing for Correlations with Galactic Longitude, Latitude, Distance, or
Extinction
In addition to studying the distributions of the cluster average polarizations,
GPAs, and PA Dispersions, I also determined whether there were any correlations
existed between the polarimetric properties and other cluster properties. Table 3.4
lists the polarization percentage, GPA and E(B − V ) distribution properties of the
four cluster subcategories, and Table 3.5 lists the parameters of the best-fit outputs
to the different relations.
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Fig. 3.11: Similar to Figure 3.9, but for the cluster PA dispersions. A KS test results
in a probability of 0.32 that these two distributions were drawn from the same parent
population.
Figure 3.12 shows the cluster weighted mean polarization percentages and GPAs
presented in Galactic coordinates and in slices of distance. The orientations of the
vectors represent the Galactic PAs, with 0◦ being perpendicular to the Galactic plane
and 90◦ being parallel to the plane. The cluster GPAs are mostly plane-parallel.
Figure 3.13 plots cluster average polarization percentage against E(B − V ),
where the color and symbol type of each data point correspond to the relative clus-
ter location with respect to the Perseus Arm. Overall, the polarization percentage
increases with color excess, which indicates that more material along the line of sight
gives rise to more polarization signal. The best fit to the relation, variance-weighted
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by both the E(B-V) and polarization uncertainties, has a slope of 2.8±0.4 %/mag.
The isolated clusters have lower polarization percentages and color excesses than the
arm clusters on average. This is expected as the sight lines to these isolated clusters
do not pass through the Perseus Arm. The best-fitting line implies that the polar-
ization percentage will be negative at an E(B − V ) of zero. This result is physically
not possible, though it may imply that a certain amount of material along the line
of sight is necessary to produce detectable polarization signal. The low E(B − V )
values are also not inconsistent with zero within their uncertainties.
The polarization percentages, GPAs, and PA dispersions, separated into isolated
and arm groups, were also plotted against distance, as shown in Figure 3.14. All
three properties show some correlations with distance. Uncertainty-weighted best-fit
lines were fit to all six subsamples. For polarization percentage and PA dispersion,
both isolated and arm clusters show the same behavior - increasing with distance for
polarization percentage and decreasing with distance for PA dispersion. The increase
in polarization percentage may be a reflection of more material being accumulated
along the line of sight as a function of distance. The increase in distance appears to
also result in lower PA dispersions. The dependence of GPA on distance is positive
for the isolated cluster and negative for the arm clusters. This may again indicate
that the presence of the arm has affected the orientations of the polarizations, with
clusters whose sight lines passing through the arm having more plane-parallel GPAs.
The best-fit properties are reported in Table 3.5.
I also directly searched the average Stokes U and Q parameters of the clusters
for any differences with relative cluster locations, distance, and latitude. Figure 3.15
plots the average cluster U and Q parameters, rotated into Galactic coordinates for
each of the four cluster subcategories. The distribution properties are listed in Table
3.4. The clusters were separated into isolated and arm clusters, and KS tests were
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Fig. 3.12: Map of the cluster mean polarization PAs and polarization percentages.
Each panel represents a different distance interval from the Sun. The lengths of
the vectors represent the polarization percentages, where the scale is shown in the
bottom right. The orientations indicate the PAs, where a PA of 0◦ is perpendicular
to the Galactic plane and 90◦ is parallel. The blue and red vectors represent the
isolated and arm clusters, respectively.
95
0.0 0.5 1.0 1.5
Cluster E(B-V) (mag)
0.0
0.5
1.0
1.5
2.0
2.5
Po
la
riz
at
io
n 
(%
) Slope = 2.8+/-0.4 %/mag
Fig. 3.13: Cluster average polarization percentage versus E(B − V ). The clusters
are color-coded as a function of their classification with respect to the Perseus Arm.
The weighted mean polarizations and color excesses of the four categories are shown
by the thick black corresponding symbols (diamond = foreground, x = above/below,
triangle = in arm, circle = behind arm). The polarization percentage increases as a
function of color excess.
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tom) of the cluster sample plotted against their distances. The clusters are marked by
their relative arm locations. The three properties show some dependence on distance.
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performed to compare the U and Q parameters of the subsamples. The probabilities
that the Q and U parameters of the two subsamples were drawn from the same parent
populations are 0.24 and 0.66, respectively. Their KS test probabilities indicate that
the two distributions (for both Q and U) are not distinct. However, the differences
between the weighted means of the two subsamples (Qisolated - Qarm and Uisolated
- Uarm) are 0.1870±0.0007% and 0.0102±0.0007% for Q and U, respectively. The
differences in the means between the parameters indicate that there are differences
between the distributions, but they are small, especially for U.
The U and Q parameters of the cluster sample were also separated by distance
and Galactic latitude. The Q and U parameters were separated into two distance
bins, ones that were closer than 2,900 pc and ones that were larger than 2,900 pc.
The distance of 2,900 pc was chosen because it is the median distance of the cluster
sample. The differences in the weighted means between the two subsamples were
0.0614±0.0007% and -0.0359±0.0007% for Q and U, respectively. The KS probabil-
ities of the two distance subsamples being drawn from the same parent populations
were 0.94 and 0.86 for Q and U, respectively. These probabilities indicate that there
are no distinctions between the U and Q parameters as a function of these two dis-
tance bins. Similar to the separation between the isolated and arm clusters, though,
the difference in the means of the two parameters are significant, albeit small.
The clusters were also separated into two latitude subsamples, one within 3.5◦ of
the mid-plane and one outside of the absolute value of 3.5 ◦. The differences between
the weighted means of the two subsamples (Qlow - Qhigh) were -0.4617±0.0009% and -
0.2400±0.0009% for Q and U, respectively. The KS probabilities for these subsamples
are 0.37 and 0.27 for Q and U, respectively. While the KS probabilities indicate
that the Q and U distributions of the two latitude subsamples are not distinct, the
differences in the means show that there are differences, especially for Q.
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Fig. 3.15: Average Stokes U and Q parameters of the sample, rotated into Galactic
coordinates (denoted by the capital G subscripts in the axes titles), and color-coded
by their arm-centric locations. The KS test probabilities for both Q and U, comparing
the sample of isolated clusters to the arm clusters, are listed. For both Q and U, the
KS test indicates that the samples are not distinct. The black vertical and horizontal
lines indicate Q and U values of zero.
The relationships of cluster polarization and GPA with Galactic longitude and
latitude were also found. Figures 3.16 and 3.17 show the cluster polarization (Top)
and GPA (Bottom) plotted against Galactic longitude and latitude. Best-fitting
lines were found for polarization percentage versus longitude and GPA versus lon-
gitude, separately for isolated and arm clusters. The polarization percentages for
both isolated and arm clusters decrease as a function of longitude, with slopes of
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-0.00997±0.00001 %/◦ and -0.008663±0.000007 %/◦ for isolated and arm clusters,
respectively.
The decrease in polarization as a function of longitude can be explained by the
extinctions to these clusters. The polarization percentage is positively correlated
with extinction, as seen in Figure 3.13, and the extinctions of the clusters appear
to be anti-correlated with longitude, shown in Figure 3.18. The best-fit line to the
Galactic longitude versus cluster E(B − V ) has a slope of -0.0046±0.0007 mag/◦.
This relation was also fit to the clusters separated into isolated and arm categories.
The effect is stronger for the arm clusters than isolated clusters, which, on average,
have larger extinctions.
While there is a correlation between polarization percentage and longitude,
there does not appear to be a significant correlation between GPA and longitude, for
either isolated or arm clusters.
As seen in Figure 3.17, the polarization percentages are highest closest to the
Galactic plane. There may be a correlation between GPA and latitude, when sep-
arated into isolated and arm clusters. The slopes of the best-fitting lines are -
0.440±0.002◦/deg and -0.690±0.005◦/deg for isolated and arm clusters, respectively.
The GPAs of the isolated clusters at higher latitudes are not plane-parallel, which
is predicted by the NIR polarization simulations of Pavel (2011) for disk-symmetric
ASS models of Galactic B-field structure.
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Fig. 3.16: Cluster polarization percentage (Top) and Galactic PA (Bottom) versus
Galactic longitude. Each data point is marked to indicate its relative arm location.
Linear fits were performed separately for isolated and arm clusters. The polarization
percentages of both categories decrease with longitude.
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Fig. 3.17: Similar to Figure 3.16, but for polarization percentage (Top) and GPA
(Bottom) versus Galactic latitude.
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Fig. 3.18: Cluster E(B − V ) vs. Galactic Longitude, for all clusters (black) and
separated by isolated (blue) and arm (red) clusters. The cluster reddening decreases
as a function of increasing longitude. This trend is stronger for the arm clusters than
the isolated clusters.
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Table 3.5: Cluster Sample Best-Fit Properties
Distribution Number of Clusters Slope
Distance (kpc) vs. GPA (deg) Isolated 12 2.723 (0.024)
Distance (kpc) vs. GPA (deg) Arm 19 -2.748 (0.012)
Distance (kpc) vs. Polarization (%) Isolated 12 0.2478 (0.0006)
Distance (kpc) vs. Polarization (%) Arm 19 0.2700 (0.0004)
Distance (kpc) vs. PA Dispersion (deg) Isolated 7 -7.6 (1.2)
Distance (kpc) vs. PA Dispersion (deg) Arm 16 -2.1 (0.4)
E(B − V ) (mag) vs. Polarization (%) 31 2.8 (0.4)
Longitude (deg) vs. Polarization (%) Isolated 12 -0.009970 (0.000012)
Longitude (deg) vs. Polarization (%) Arm 19 -0.008662 (0.000007)
Longitude (deg) vs. GPA (deg) Isolated 12 -0.0144 (0.0003)
Longitude (deg) vs. GPA (deg) Arm 19 0.07164 (0.00026)
Longitude (deg) vs. E(B − V ) (mag) 31 -0.0045 (0.0007)
Longitude (deg) vs. E(B − V ) (mag) Isolated 12 -0.0031 (0.0012)
Longitude (deg) vs. E(B − V ) (mag) Arm 19 -0.0054 (0.0009)
Latitude (deg) vs. GPA (deg) Isolated 12 -0.4397 (0.0017)
Latitude (deg) vs. GPA (deg) Arm 19 -0.690 (0.005)
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3.4 Discussion
3.4.1 Comparison of Polarization Properties between Isolated and Arm
Clusters
Differences between the isolated and arm clusters were found in their average
polarization percentages, GPAs, and PA dispersions. The polarization percentages,
which were larger for the arm clusters, may be due to larger amounts of material
along the lines of sight to these clusters. There may also be other reasons for the
larger percentages. For example, if the B-field is more ordered in the arm, then the
polarization percentage observed could be larger. Similarly, if the B-field strength is
larger, it may be more able to resist motions that would disrupt it.
The GPAs are more preferentially plane-parallel for arm clusters than isolated
clusters. This interesting result implies that there are differences between the B-field
orientation in and outside a spiral arm. The B-field is more likely to be parallel to
the plane inside the arm.
The PA dispersions were larger for isolated clusters. Following the
Chandrasekhar-Fermi method of calculating plane-of-sky B-field strengths (CF
method, Chandrasekhar & Fermi 1953), lower PA dispersions imply larger B-field
strengths. Therefore, the lower average PA dispersion of the arm clusters may in-
dicate that, in the outer Galaxy, the B-field has a larger strength in the Perseus
arm than outside of it. A large B-field could lead to a less disrupted B-field, which
correlates with the larger polarization percentages seen in the arm clusters.
3.4.2 Comparison to Inner Galaxy Polarimetry
To determine whether there were differences in the direction of the B-field be-
tween the outer (Galactic longitudes between 90 and 270◦) and inner Galaxy (±90◦
in longitude), the cluster polarization observations were compared to those from
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GPIPS. Data Release 1 (DR1) of the survey (Clemens et al. 2012c) contains about
17% of the full survey data. The Galactic PAs of the stars from DR1 were compared
to the PAs of the clusters. The normalized GPA distributions are shown in Figure
3.19. The GPIPS distribution consists of 74,647 stars with polarization signal-to-
noise ratios greater than 2.5. The weighted means are 80.9±0.6◦ and 92.2±0.6◦, and
the medians are 80◦ and 99◦ for GPIPS and the clusters, respectively. A KS test
shows that the two samples were drawn from different parent populations.
This result implies that the average plane-of-sky B-field orientation in the in-
ner Galaxy is different from the orientation in the outer Galaxy. While both GPA
distributions are somewhat offset from 90◦ (plane-parallel), they depart in opposite
directions– differences of 11◦ in the means and 19◦ in the medians.
3.4.3 Comparison to Optical Polarimetry
The Heiles (2000) compilation of optical polarimetry was used by Fosalba et al.
(2002) to map the structure of the B-field for the local region of the Galaxy, out to
distances of ∼2 kpc. Figure 3.20 plots the optical polarizations, as shown in Figure 5
from Fosalba et al. (2002). These polarizations were binned over longitude ranges of
10◦. The cluster polarizations are overlaid as the colored symbols, where the colors
signify whether they were isolated (blue) or arm (red) clusters. The cluster NIR
polarization percentages were scaled by 2.86, following the Serkowski law (Serkowski
et al. 1975), to compare H-band to optical polarimetry, under the assumption that
the wavelength of maximum polarization was the typical value of 0.55 µm (Whittet
et al. 1992; Whittet 2003) seen in the diffuse ISM.
The optical polarizations show a sinusoidal behavior with Galactic longitude.
The NIR polarization percentages of the isolated clusters agree with the optical
polarization pattern. The arm cluster polarizations are higher for the most part
than the optical polarizations. The higher polarizations may be due to the arm
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Fig. 3.19: Normalized distributions of the GPAs from GPIPS DR1 (black) and the
cluster sample (blue). The weighted GPAs between the two samples differ by ∼15◦
and a KS test indicates that the two samples were very likely drawn from different
parent populations.
clusters probing through more material or the B-field being more ordered inside the
Perseus arm. The majority of the optical stars are likely foreground to the arm, and
thus probe the material more similar to the isolated clusters.
Figure 3.21 shows the optical GPAs binned over longitude (Top) and latitude
(Bottom), with the cluster GPAs overlaid. Overall, with the exception of a few
cluster GPAs, both the NIR and optical polarizations exhibit the same pattern of
being predominantly plane-parallel.
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Fig. 3.20: Optical and NIR polarization percentages plotted against Galactic longi-
tude. The cluster polarizations are separated into isolated (Top) and arm (Bottom)
categories. The optical polarizations, along with the sinusoidal fit (Fosalba et al.
2002), are the same in both panels. While the isolated cluster polarizations broadly
follow the sinusoidal pattern, the arm clusters exhibit higher polarizations than seen
from the isolated bright stars in the Heiles (2000) compilation.
3.4.4 Comparison to Planck Dust Emission Polarimetry
The Planck satellite mapped the sky in dust emission polarimetry (Planck Col-
laboration et al. 2015a). I compared the 353 GHz Planck polarization orientations to
those of the cluster polarizations. Because Planck measures dust emission polarime-
try, the PAs must be rotated by 90◦ to trace the plane-of-sky B-field orientation.
Planck Stokes I, Q, and U measurements (in units of Kcmb) were obtained, and the
Stokes Q and U parameters were spatially averaged over pixels equal to 5×5 sq. de-
111
    
0
50
100
150
0 100 200 300
Gal. Lon (deg)
0
50
100
150
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
G
PA
 (d
eg
)
     
0
50
100
150
-100 -50 0 50 100
Gal. Lat (deg)
0
50
100
150
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
G
PA
 (d
eg
)
Fig. 3.21: Optical and NIR polarization GPAs plotted against Galactic longitude
(Top) and latitude (Bottom). The cluster polarizations are separated by their relative
locations to the Perseus arm (isolated = blue, arm = red). The panels in both the
Top and Bottom plots show the same optical data, with different cluster subsamples
overlaid.
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Fig. 3.22: Map of the spatially averaged Planck dust emission polarization-based
plane-of-sky B-field orientations (rotated 90◦ from the 353 GHz polarizations) in
blue and the cluster NIR polarizations in red. The polarization measurements are
all drawn with uniform lengths.
grees. PAs were calculated from these average Q and U parameters, and rotated by
90◦ to trace the Galactic B-field.
Figure 3.22 is similar to Figure 3.12, but also plots the average Planck B-field
orientations. The Planck and NIR cluster orientations are remarkably similar. They
are both predominantly plane-parallel, but also trace other features. Near l = 210◦
from b=0 to b∼35◦, the plane-of-sky B-field, as traced by Planck, becomes nearly
plane-perpendicular, and this rotation is also seen in the NIR polarizations.
The difference in orientations between the average cluster GPAs and closest
Planck average B-field orientations (∆PAs) were found. The mean (variance-weighted
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by both the Planck GPA and cluster GPA uncertainties) difference in orientation be-
tween the two wavebands is 1.4±0.6◦. The weighted standard deviation is 7.0◦. Fig-
ure 3.23 shows the distributions of the ∆PAs of the isolated clusters (Top) and arm
clusters (Bottom). The three clusters that have a difference in orientation greater
than 30◦ are Berkeley 32, NGC 2324, and Berkeley 39, with ∆PAs of 87, -34, and
39◦, respectively. All three of these clusters have low or no numbers of polarimetric
high SNR cluster members. The weighted means of the ∆PAs of the two subsamples
are 2.5±0.6◦ and 0.5±0.6◦ for isolated and arm clusters, respectively. The differ-
ence between these two means is 2.0±0.6◦. The KS Test probability that these two
subsamples are drawn from the same parent population is 0.55. The difference in
the ∆PA means, though, significant to ∼3.5σ, indicates that the two distributions
are different. The high KS probability may be a result of low sample numbers, and
indicates that while there is a large overlap in the two distributions, the arm cluster
PAs agree with Planck to a higher extent than do the isolated clusters.
Figure 3.24 shows the cluster ∆PAs plotted against latitude. The isolated and
arm clusters were fit separately to determine whether any dependence on latitude
exist. There is a very shallow correlation between Galactic latitude and ∆PA of the
isolated clusters. There is a larger correlation between the ∆PA of the arm clusters
and latitude, but these clusters only spread a modest range in latitude.
Figure 3.25 plots the cluster ∆PAs against distance, both separately for isolated
and arm clusters and for the cluster sample as a whole. The F-test supported best-
fitting polynomial to the relation (both for all clusters and separated by isolated and
arm) is a linear fit. While the effect appears to be shallow, ∆PA, but not its absolute
value, decreases with increasing distance.
The comparison between Planck and the cluster PAs indicate that Planck
matches the orientations of the B-field traced by the arm clusters better than the
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Fig. 3.23: Distributions of the ∆PAs between the NIR cluster GPAs and Planck for
the isolated clusters (Top) and arm clusters (Bottom).
isolated clusters. This result may be a consequence of Planck’s line of sight, which,
being in the submillimeter, probes the entire line of sight in the Galaxy (Planck
Collaboration et al. 2015b). The Planck resolution is also large, and thus the Planck
polarizations average over large angular areas as well as along the line of sight. Be-
cause the arm clusters probe to larger distances along the line of sight, on average,
their polarization orientation observations are in better agreement with Planck. This
difference between the isolated and arm clusters indicates that the B-field GPA may
be changing as a function of distances, albeit very slowly.
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Fig. 3.24: ∆PAs between the cluster and Planck polarizations as a function of
Galactic latitude.
3.5 Summary
Polarimetric observations of 31 open clusters were obtained in the second and
third Galactic quadrants to probe the B-field in the outer Galaxy and to determine
whether the presence of the Perseus Spiral arm influenced the B-field. Specifically, I
addressed two questions posed in Chapter 1: 1) whether the properties of polarization
percentage, PA, and PA dispersion vary as a function location of the Perseus arm, and
2) whether the outer Galaxy B-field is parallel to the Galactic plane. I also compared
the NIR cluster results to the NIR polarimetry in the inner Galaxy, the optical
polarizations of the Heiles compilation, and the submm polarizations of Planck.
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Fig. 3.25: Difference in PA between the cluster NIR polarimetry and Planck B-field
orientation versus cluster distance. The best-fitting lines to the data are overlaid
in blue (isolated), red (arm), and black (all clusters). The properties of the three
best-fitting lines aree listed in the corresponding colors.
I find that:
1. The polarization percentages of the arm clusters are higher on average than
the isolated clusters. The polarization percentages also increase as a function of
cluster distance, which may be due to several factors. First, the arm clusters probe
larger amounts of material along their lines of sight, which would give rise to more
polarization signal. Second, the B-field may be more ordered in the arm, also leading
to larger polarization signals. Finally, in relation to more ordered B-fields, if the
B-field strength is larger in the arm, it may be able to resist disruptions to its
morphology.
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2. The GPAs of the arm clusters are more preferentially parallel to the Galac-
tic plane than those of the isolated clusters. This finding shows that the B-field
orientation is different between arm and interarm regions.
3. The PA dispersions are larger for the isolated clusters than the arm clusters,
which, following the CF method, may indicate that the B-field strengths probed by
the arm clusters are higher than those probed by the isolated clusters.
4. The plane-of-sky B-field in the outer Galaxy is predominantly parallel to the
Galactic plane.
5. Overall, there is agreement between the NIR polarizations and the optical
polarizations. Both are predominantly plane-parallel. The polarization percentages
of the isolated clusters are in better agreement with the optical polarizations. This is
likely due to the distance horizon of the optical polarizations, on the order of 2 kpc,
which is more similar to the closer isolated clusters than the further arm clusters.
6. There is agreement between the NIR polarimetry and Planck. No strong
trend in the difference in PA between the NIR and Planck could be found as a
function of latitude. The arm clusters are slightly better aligned with Planck than
the isolated clusters, likely due to the larger lines of sight probed by the arm clusters,
which are more similar to the large path lengths of Planck.
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Chapter 4
Tracing the Magnetic Field of IRDC
G28.23 Using NIR Polarimetry
This chapter discusses the pilot study of one IRDC, G28.23. Using NIR po-
larimetry, the magnetic properties of the IRDC are found and compared to its phys-
ical properties. This pilot study of G28.23 establishes the techniques used to probe
the relationship between a dense IRDC and the B-field in its surroundings.
4.1 Motivation
Many models and simulations have studied the formation of filamentary molec-
ular clouds and the forces that control their formation (e.g., Nakajima & Hanawa
1996; Ostriker et al. 2001; Padoan & Nordlund 2002; Hennebelle 2013; Van Loo et al.
2014; Li et al. 2015a). Several of these studies (e.g., Ostriker et al. 2001; Van Loo
et al. 2014; Li et al. 2015a) considered the role of B-fields in cloud formation to
predict the observational signatures of weak and strong B-fields. One of the most
straightforward signatures is the relative orientation of the B-field with respect to
the filament orientations. For example, the preferential direction of B-fields relative
to the cloud orientation can reveal whether material flowed along field lines to create
clouds. If the field is more likely found to be either perpendicular or parallel to the
cloud orientation, then the B-field very likely played a role in the cloud’s formation
(Li et al. 2009).
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Other observational tests of the importance of the B-field rely on the relative
strength of the field. The relative strength of the gravitational potential compared to
the local B-field flux (‘Mass-to-Flux’ ratio, M/ΦB, Crutcher 2012) of a clump reveals
the importance of the B-field compared to gravity. Additionally, if the power-law
dependence of the B-field strength on cloud gas volume density is shallower than
2/3, the field likely influenced the flow of material during cloud formation (Li et al.
2015a).
Near-Infrared (NIR) background starlight polarimetry provides a way to probe
the B-field on scales of ∼1 to tens of pc at the distances to most IRDCs. The
polarization signal is caused by aspherical dust grains spinning with their long axes
aligned mostly perpendicular to the intervening B-field (Lazarian & Hoang 2007).
The linear polarization signal imparted on background starlight by the asymmetric
dichroic extinction of the dust grains follows the orientation of the B-field in the plane
of the sky. Therefore, the orientations of the NIR polarizations trace the plane-of-
sky B-field. NIR polarimetry can reveal the plane-of-sky B-field morphology over
large fields of view and wide ranges of column and volume densities (e.g., Clemens
et al. 2012c). In addition, the plane-of-sky B-field strength can often be inferred by
using the Chandrasekhar-Fermi Method (Chandrasekhar & Fermi 1953, hereafter CF
Method), which combines the polarization measurements with complementary cloud
density and gas velocity information.
4.1.1 IRDC G28.23
In this chapter, I evaluate the plane-of-sky B-field toward IRDC G28.23 (l =
28.◦23, b = −0.◦19; Rathborne et al. 2006), using NIR polarimetric observations, to
determine the role of the B-field in the formation of the IRDC. Figure 4.1 shows a
3-color GLIMPSE and MIPSGAL (Benjamin et al. 2003; Carey et al. 2009) image
of G28.23. Both GLIMPSE (Galactic Legacy Infrared Mid-Plane Survey Extraordi-
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naire) and MIPSGAL are infrared surveys of the Galaxy conducted with the Spitzer
space telescope. GLIMPSE observations were taken in four bands: 3.6, 4.5, 5.8, and
8 µm, and MIPSGAL observations were taken in 24 and 70 µm. The IRDC can be
seen as the dark extinction feature against the bright background emission1. Located
at a distance of 5.1 kpc, G28.23 is a dense, quiescent IRDC that hosts one of the
most massive quiescent cores found in an IRDC, and is a likely candidate to host
future high-mass star formation. Because of its quiescent nature, G28.23 is an ideal
laboratory in which to study the interaction between an IRDC and the surround-
ing B-field. With no signs of active star formation, G28.23 provides an opportunity
to study the interaction between an IRDC and the surrounding B-field before any
potential disruption by active star formation.
4.1.2 Methodology
I pursued answers to four questions regarding the plane-of-sky B-field, as re-
vealed by deep NIR observations, to ascertain the field’s importance in the formation
of G28.23.
1. Do polarization percentages, as probed by NIR background starlight po-
larimetry, increase as a function of extinction? If the polarization percentages do not
increase with extinction, one possibility is that the NIR polarization measurements
only probe the skin of the cloud (Arce et al. 1998) and do not reveal the B-field
properties deeper into the cloud. Depolarization along the line of sight, where dif-
ferent layers of material exhibit different polarization orientations that cancel when
summed, can also cause this effect. To effectively study the relationship between
the B-field and IRDC, it is necessary that the polarization observations probe the
1The bright IR point source at the top left of the cloud is an unassociated OH/IR foreground
star, at a LSR radial velocity of ∼52 km s−1 (Bowers & Knapp 1989), which is different from the
80 km s−1 velocity of G28.23 (Sanhueza et al. 2013).
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Fig. 4.1: Three-color image of G28.23, as seen by Spitzer GLIMPSE (Benjamin et al.
2003) and MIPSGAL (Carey et al. 2009) surveys (blue: 3.6, green: 8, red: 24 µm).
A rotated black box representing the field of view of the K-band polarimetric obser-
vations (approximately 10×10 armin) is overlaid. The IRDC is the dark extinction
feature silhouetted against the bright background running through the central part
of the black box. The bright source at the top of the IRDC, at l = 28.◦275, b = −0.◦15,
is an unrelated foreground star.
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B-field of the cloud. If the polarizations increase as a function of extinction, then
this technique successfully probes the B-field.
2. Is the plane-of-sky B-field preferentially aligned with the orientation of
G28.23? If the B-field is perpendicular or parallel to the cloud’s elongation, then
the field likely played a role in the cloud formation. Otherwise, if the field is ran-
domly oriented with respect to the cloud, the field likely did not strongly influence
cloud formation. This test assumes that any lack of correlation of the B-field orien-
tation and cloud orientation is not due to other possibilities, such as failure of dust
grains to align with the local B-field (see Question 1).
3. What is the power-law dependence between B-field strength and cloud volume
density? A weak B-field frozen into isotropically collapsing material, which does not
need to be collapsing spherically, would follow a power law of 2/3 (Crutcher et al.
2010). This index of 2/3 arises from the dimensional argument that while material
collapsing along the field lines will not compress the field, material collapsing along
other directions with respect to the field orientation will compress the field. If the
power law index is shallower than 2/3, isotropy is broken, and material is funneled
into the central region at a higher rate along field lines than across field lines. This
is indicative of a dynamically important B-field.
4. How does M/ΦB vary across the cloud? While NIR polarimetry will not
probe the densest cloud interiors, it will probe the B-field in the outer to middle
cloud regions. The M/ΦB estimates will reveal the relative changes of the B-field
strength with respect to gravity in the outer regions of G28.23, especially in the
density ranges where ambipolar diffusion is predicted to operate (e.g., Mouschovias
1979).
Using a combination of new and archival NIR polarimetry, archival submm and
far-IR (FIR) dust emission, and published molecular line data, I studied the magnetic
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and physical properties of G28.23. The chapter is organized as follows. Section 4.2
describes the observations and archival data products used. Section 4.3 outlines the
data analysis and results. Section 4.4 discusses the implications of the results on the
importance of the B-field, and Section 4.5 summarizes the study.
4.2 Observations
4.2.1 NIR Polarimetry
NIR polarimetric observations in both H-band (1.6 µm) and K-band (2.2 µm)
of G28.23-00.19 were obtained using the Mimir instrument (Clemens et al. 2007) on
the 1.8m Perkins Telescope in Flagstaff, AZ. The instrument field of view (FOV) was
10x10 arcmin with a plate scale of 0.58 arcsec per pixel. Mimir used a compound
half-wave plate (HWP) in conjunction with a fixed, cold wire-grid. The H-band
data were taken from Data Release 2 of the Galactic Plane Infrared Polarization
Survey (GPIPS, Clemens et al. 2012c)2. GPIPS spanned 76 sq. degrees of the inner
Galaxy, from 18–56◦ in Galactic longitude and ±1◦ in latitude, which fully covered
the location and extent of G28.23. The survey region consists of 3,237 individual
pointings, each covering a 10x10 arcmin area. Each GPIPS observation consisted of
96 images (one each at 16 unique HWP positions at six dither positions on the sky)
with exposure times of 2.5 seconds. The total integration time of each observation
was ∼4 minutes. Sky conditions were clear, and each GPIPS field was required to
meet a 2 arcsec seeing criterion.
The H-band data for a 20×20 arcmin region (the region shown in Figure 4.1)
covering the IRDC, as well as its environment, were extracted from the GPIPS
database. This region is aligned in Galactic coordinates, with center (l, b) = (28.244,
−0.200).
2http://gpips0.bu.edu/Data Release/
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Targeted K-band observations, covering about 10.4×10.8 arcmin, centered on
coordinates l = 28.◦247 and b = −0.◦19, and aligned in R.A. and decl., were obtained
over five nights in 2013 September and 2014 June. These consisted of 14 separate
observations, each with 96 individual 15 second exposures. The total integration
time was 5.6 hours. These deep K-band observations probed the more extincted
regions, while the H-band data covered a larger FOV. The K-band sky coverage is
outlined as the black box in Figure 4.1. Hereafter, references to the 10×10 arcmin
FOV centered on the cloud refer to this 10.4×10.8 arcmin region.
The calibration of the NIR polarimetric data is described in Clemens et al.
(2012b). The data were reduced using MSP-BDP and MSP-PPOL. The resulting
combined polarimetric catalog contains the properties of individual stars down to
magnitudes of∼13 for H-band and∼14-14.5 for K-band, as measured by Mimir. The
polarization position angles, PAs, are measured as angles East of North in Equatorial
coordinates, and can be transformed to Galactic coordinates (Galactic PAs or GPAs)
by adding 62.8◦.
4.2.2 Additional Datasets
In addition to NIR polarimetry, I used NIR and mid-IR (MIR) photometry
from the 2MASS (Skrutskie et al. 2006), UKIDSS (UKIRT Infrared Deep Sky Sur-
vey Lawrence et al. 2007), and GLIMPSE (Benjamin et al. 2003) catalogs, dust con-
tinuum data from the Herschel infrared Galactic Plane Survey (Hi-GAL) (Molinari
et al. 2010) and the APEX Telescope Large Area Survey of the Galaxy (ATLASGAL)
(Schuller et al. 2009), and molecular line data from the 13CO Galactic Ring Survey
(GRS, Jackson et al. 2006). The NIR and MIR photometry were used to estimate
extinctions to the polarization stars. The dust continuum data were used to create
an H2 column density map of the cloud. The
13CO data, which have an angular
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resolution of 46 arcsec, were used to find the gas velocities and line widths in the less
dense regions of the cloud.
4.3 Analysis and Results
Because the B-field of G28.23 can only be probed by stars lying beyond the
cloud, I first found the polarimetric stars that were background to the cloud. The
relative locations of the stars with respect to the cloud (background, foreground),
were determined by comparing the stellar extinctions to the dust emission-traced
cloud extinction map. Foreground extinction and polarization were also accounted
for. The column density map of the cloud was found by using the Herschel Hi-
GAL and ATLASGAL dust emission data. The background stellar polarization PA
orientations were found and compared to the cloud orientation. A cloud volume
density map was derived from the column density map, and used in estimating the
plane-of-sky B-field strength. These steps are described in more detail below.
4.3.1 Catalog of NIR Polarimetric and Photometric Stars
A list of NIR stars was created using the 2MASS and UKIDSS photometric
data within the 20× 20 arcmin region of Figure 4.1. Stars with H-band magnitudes
brighter than 13th mag were selected from 2MASS, and stars fainter than 13th mag
were selected from UKIDSS. Only stars with H-band uncertainties less than 0.3 mag
were retained. These stars were then matched to the Mimir H and K-band polariza-
tion catalogs. The number of 2MASS+UKIDSS stars within the 20×20 arcmin FOV
with polarizations in either H, K, or both was 17,160. Of these, 3,280 stars had both
H and K-band polarization entries (H-pol, K-pol), while 12,554 stars were found
only in H-pol and 1,326 were found only in K-pol. The number of H-pol entries is
much higher because the H-pol data span a larger area and suffers less extinction
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than the K-band targeted observations. This NIR catalog of stars was then matched
to the MIR GLIMPSE catalog. Of the 17,160 NIR stars, 12,490 were positionally-
matched to GLIMPSE 4.5 µm point sources. The NIR catalog was not matched to
the Wide-Field Infrared Survey Explorer (WISE) catalog due to its poorer angular
resolution (∼6 arcsec, Wright et al. 2010) in comparison to 2MASS, GLIMPSE and
UKIDSS.
Tables 4.1 and 4.2 list the K and H-band polarimetric properties of the stars -
the polarimetric bands in which the stars were observed, polarization percent, Galac-
tic polarization PAs (GPAs), and Equatorial Stokes Q (%) and U (%) parameters
(QE, UE), along with uncertainties. The reported GPAs are measured from the
North Galactic Pole with GPAs increasing along the East of North direction, where
90◦ is parallel to the Galactic plane and 0 and 180◦ are perpendicular to the plane.
These GPAs were derived by rotating the Equatorial PAs computed from Stokes
UE and QE parameters. Tables 4.3 and 4.4 list the photometric properties of these
stars in the same order. Table 4.3 lists the 2MASS or UKIDSS designation and stel-
lar magnitudes; Table 4.4 lists the stellar colors, relative extinctions and distances
(discussed below).
The polarization percentages reported and used in the analysis have been Ricean
corrected (Wardle & Kronberg 1974) to account for positive bias, where
Puncorrected =
√
U2E +Q
2
E, (4.1)
Pcorrected =
√
P 2uncorrected − σ2P . (4.2)
All polarization measurements reported in Tables 4.1 and 4.2 used to derive results
are Pcorrected. Stars with Pcorrected signal-to-noise ratios (SNR) greater than 2.5 and
uncertainties less than 5% were classified as “high SNR” stars. These selection
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criteria eliminate stars that are faint and bright stars with little to no polarization
percentages and low uncertainties.
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Table 4.2: Stellar H-Band Polarimetric Properties of G28.23 Field of View
Star Banda PH
b,c GPAH QEH UEH
Number Match (%) (deg) (%) (%)
4216 HK 2.34 (3.57) 139.1 (43.7) −3.79 (3.47) 1.97 (3.93)
4217 H 7.88 (8.56) 117.1 (31.1) −3.69 (6.29) 11.04 (8.78)
4218 K · · · · · · · · · · · ·
4219 H · · · · · · -3.16 (8.75) 4.35 (8.71)
4220 K · · · · · · · · · · · ·
4221 HK 6.73 (4.03) 100.6 (17.1) 1.96 (4.27) 7.59 (4.01)
4222 H 1.42 (0.67) 87.9 (13.5) 1.01 (0.65) 1.21 (0.69)
4223 H 8.57 (3.39) 94.0 (11.3) 4.28 (3.21) 8.16 (3.44)
aH: Entry only in H-pol, K: Entry only in K-pol, HK: Entries in both H
and K-pol.
bUncertainties of quantities are listed in parentheses.
cThe polarization measurements listed are have been corrected for bias, as
described in the text.
Note. — This table will be available in its entirety in a machine-readable
form in the online journal in an upcoming publication. A portion is shown
here for guidance regarding its form and content.
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Table 4.3: Stellar Photometric Brightness Properties of G28.23 Field of View
Star NIRa J H K 4.5 µmb
Number Desig. (mag) (mag) (mag) (mag)
4216 438563875392 16.150 (0.008) 13.390 (0.002) 11.996 (0.001) 11.00 (0.06)
4217 438563881028 15.411 (0.005) 14.777 (0.005) 14.424 (0.010) · · ·
4218 438563873228 16.875 (0.015) 14.794 (0.005) 13.537 (0.005) 12.53 (0.26)
4219 438565498536 15.784 (0.007) 13.495 (0.002) 12.350 (0.002) 11.58 (0.09)
4220 438563910160 · · · 15.180 (0.006) 13.441 (0.004) · · ·
4221 438563870876 15.200 (0.004) 13.656 (0.002) 12.931 (0.003) 12.23 (0.16)
4222 18435111-0423439 13.20 (0.04) 11.58 (0.04) 10.99 (0.03) 10.45 (0.06)
4223 438563882475 15.362 (0.004) 13.748 (0.002) 12.940 (0.003) 12.46 (0.11)
aStellar designations are those listed in the 2MASS/UKIDSS catalogs. Stars brighter than
13th mag in H-band were taken from 2MASS, and stars fainter than 13th mag were taken from
UKIDSS.
b4.5 µm photometry was retrieved from the GLIMPSE catalog.
Note. — This table will be available in its entirety in a machine-readable form in the online
journal in an upcoming publication. A portion is shown here for guidance regarding its form and
content.
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Table 4.4: Stellar Photometric Color and Extinction Properties of G28.23 Field
of View
Star H-K H-4.5 µm AV AV Relative
a
Number (mag) (mag) (mag) Method Distance
4216 1.394 (0.002) 2.39 (0.06) 18.7 (0.5) H-4.5 B
4217 0.353 (0.011) · · · 3.6 (0.2) H-K F
4218 1.256 (0.007) 2.26 (0.26) 17.6 (2.1) H-4.5 B
4219 1.146 (0.003) 1.92 (0.09) 14.8 (0.7) H-4.5 B
4220 1.739 (0.008) · · · 25.8 (0.1) H-K B
4221 0.725 (0.003) 1.42 (0.16) 10.9 (1.3) H-4.5 B
4222 0.60 (0.05) 1.13 (0.07) 8.5 (0.6) H-4.5 B
4223 0.807 (0.003) 1.29 (0.11) 9.8 (0.9) H-4.5 U
aRelative locations of stars with respect to the cloud along the line of
sight. B: Background Star, F: Foreground Star, U: Unknown
Note. — This table will be available in its entirety in a machine-readable
form in the online journal in an upcoming publication. A portion is shown
here for guidance regarding its form and content.
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Fig. 4.2: Distribution of the δPAK−H of high SNR stars. The variance-weighted mean
and weighted standard deviation of the distribution are −2◦ and 16◦, respectively.
Because many of the stars in the catalog had both H-pol and K-pol entries, it
was possible to compare the difference in PAs between the two wavelengths (δPAK−H)
for each star. Of the stars with both H and K-pol matches, 137 showed high SNR in
both bands. Figure 4.2 shows the distribution of δPAK−H of these high SNR stars.
The variance-weighted mean δPAK−H is −2.08±0.23◦, with a weighted standard
deviation of 16◦. The standard deviation is close to the uncertainty in PA of a star
with polarization signal-to-noise of 2.5 (11.5◦). Based on this result, the measured H
and K-pol PAs were judged to be identical to within their uncertainties. Therefore,
PAs of the two bands did not need to be analyzed separately.
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4.3.2 Selecting Background Stars
To probe the B-field of G28.23, it was necessary to select stars that are back-
ground to the cloud. Foreground stars probe material between the cloud and the ob-
server, and therefore, do not probe the cloud B-field. Finding distances to field stars,
however, is difficult using only photometric information. Therefore, for the purpose
of finding stars background to G28.23, I compared the photometrically-determined
stellar extinctions to the thermal dust emission-derived cloud column densities (con-
verted to an extinction map) along the same lines of sight. Stars exhibiting larger
extinctions than the corresponding cloud extinction were judged to be background
stars.
Stellar Extinctions
The NIR and MIR photometric properties of the polarization stars were used
to estimate stellar extinctions. Each polarimetric star in Tables 4.1 and 4.2 contains
a photometric entry in Tables 4.3 and 4.4. Not all entries contain a match to the
GLIMPSE catalog, as stated in Section 4.3.1. The intrinsic range of colors for stars at
these wavelengths (on the Rayleigh-Jeans tail) is narrow. Therefore, colors observed
in excess of the intrinsic values of the stars can be reliably attributed to interstellar
extinction. The extinctions of the stars that were matched to GLIMPSE were esti-
mated via the Rayleigh-Jeans Color Excess (RJCE, Majewski et al. 2011) method
if their 4.5 µm magnitude uncertainties were less than 0.3 mag. The RJCE method
uses the NIR H-band and MIR 4.5 µm magnitudes of stars to determine their color
excesses, E(H − 4.5 µm), following the extinction law of Indebetouw et al. (2005).
An intrinsic (H − 4.5 µm)◦ equal to 0.08 mag (Majewski et al. 2011) for all stars
was adopted. For stars that could not be matched to the GLIMPSE catalog, or were
matched but their 4.5 µm magnitude uncertainties were greater than 0.3 mag, I used
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the Near-Infrared Color Excess (NICE, Lada et al. 1994) method, which uses the
E(H−K) color excesses of stars to estimate their extinctions. An intrinsic (H−K)◦
of 0.13 mag was adopted for these stars.
The visual extinctions, AV , of the stars, found by the NICE method, were equal
to ∼16×E(H −K) (Lada et al. 1994), and the extinctions found by the RJCE were
equal to ∼8×E(H − 4.5 µm) (Majewski et al. 2011)
A comparison of the resulting stellar extinctions found by the two methods
was performed for stars where both NICE and RJCE could be used. A line was
fit to the relation between AVRJCE and AVNICE , and the best fitting slope was 1.2
magNICE/magRJCE. An offset of ∼3 mag was found, where, if AVNICE was equal to
0, then AVRJCE was equal to ∼3 mag.
4.3.3 Cloud Extinctions
Public Herschel data from the Hi-Gal project (Molinari et al. 2010) and data
from ATLASGAL (Schuller et al. 2009) were used to derive a cloud column density
map. Herschel data for G28.23 are identified with the obs-ID numbers 1342218694/5
and were observed during 2011 April using the SPIRE+PACS parallel mode, collect-
ing image data in five wavebands simultaneously (70, 160, 250, 350, and 500 µm).
The ATLASGAL data provide additional sub-mm measurements at 870 µm.
The data were reduced and processed following the procedure described in detail
in Guzma´n et al. (2015). All maps were convolved to the resolution of the 500 µm
maps (37 arcsec) and projected to a common pixel grid. To study filamentary IRDCs,
it is important to subtract the diffuse far-IR emission from the Galactic plane that is
not associated with the filament. A background image, constructed for each Hi-GAL
field by smoothing the field image, was subtracted from each field. The subtraction
procedure is described in detail in Guzma´n et al. (2015) and is similar to that used
in other IRDC studies performed using Herschel data (e.g., Battersby et al. 2011).
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At 500 µm, the diffuse component subtracted around G28.23 amounts to 250–300
MJy sr−1, which is comparable to the emission expected from the IRDC itself.
Dust column density and temperature maps were obtained by fitting a single
temperature gray-body model to the multiple wavelength intensities for each pixel.
These densities and temperatures were converted to gas column densities using the
theoretical dust opacity curves of Ormel et al. (2011). The particular dust model
used contained no ice coatings and had 3×104 years of coagulation of silicate-graphite
grains, as might be appropriate for the outer and middle regions of such a dense fila-
ment. The uncertainties of the dust temperatures and column densities are given in
Guzma´n et al. (2015), and are on the order of 10%. Following Heiderman et al. (2010),
the gas column densities were converted to extinctions via the relation AV [mag] =
NH2 [cm
2]/1.37×1021 [cm2/mag], where AV = 1.086 CEXT (Draine 2003), RV is equal
to 5.5, and CEXT at V -band is equal to 6.715×10−22 cm2 H−1 (Weingartner & Draine
2001)3.
Figure 4.3 shows the GLIMPSE+MIPSGAL 3-color image of G28.23, with col-
umn density-based AV contours overlaid. An AV of 10 mag corresponds to an H2
column density of 1.37×1022 cm−2. The dark extinction feature within the 50 mag
AV contour in Figure 4.3 corresponds to the densest region of the IRDC. The long
axis of the cloud, including both the densest regions of the cloud between longitudes
28.◦25 and 28.◦32 and the less dense filament at longitudes less than 28.◦25, extends
approximately 12 arcmin. Due to the proximity of G28.23 to the Galactic mid-plane,
it is located in a region of non-negligible, and variable, extinction. At latitudes below
that of the cloud, farther from the mid-plane, the extinction decreases, whereas at
latitudes closer to the midplane, the extinction increases.
3http://www.astro.princeton.edu/ draine/dust/dustmix.html.
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Fig. 4.3: GLIMPSE+MIPSGAL 3-color (blue: 3.6, green: 8, red: 24 µm) background
image of G28.23, with column density contours converted to AV (levels = [5, 10, 20,
30, 50] mag) overlaid in black and white (for clarity of presentation where the IRDC
is black in the image). The thick black contour of AV = 10 mag corresponds to NH2
= 1.37×1022 cm−2. The IRDC appears as the dark extinction feature in the center
of the contours.
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Accounting for Foreground Extinction and Polarization
Because the dust emission-based cloud extinction estimates accounted for fore-
ground and background extinction unrelated to the IRDC through removal of sur-
rounding diffuse emission, a similar type of correction needed to be done for the
stellar extinctions prior to the assignment of stellar locations. To estimate the fore-
ground stellar extinction, I examined the extinctions of the polarization catalog stars
that were spatially coincident with the regions of the cloud that exhibited column
densities larger than AV = 30 mag (NH2∼4.11×1022 cm−2). These stars were most
likely to be foreground stars because, even with deep exposures, it would be very
difficult to detect stars in the NIR through such large extinctions.
Figure 4.4 plots the distribution of stellar extinctions of stars in the Tables 4.1
and 4.2 polarimetry catalogs located within the region outlined by AV = 30 mag
in Figure 4.3. These stars show predominantly low extinctions, with a small tail in
the distribution to larger extinctions. The binned distribution of extinctions (bin=1
mag) was fit using a Gaussian plus a constant background. The peak of the fit
occurs at 2.06 mag, with a Gaussian width (σ) of 1.01 mag. Fits made to different
bin sizes resulted in similar peaks and widths. Based on the fit, the foreground
extinction was estimated to be strongly bounded to be no more than 4.5 mag (the
extinction of the peak plus ∼2.5σ). This value is a liberal estimate of the foreground
extinction, and represents a conservative approach to assigning background stars
with high confidence.
All stellar extinctions were estimated following the steps described in Section
4.3.2. Based on their relative extinctions compared to the cloud extinctions at
their locations, the stars were classified into three categories: ‘foreground,’ ‘back-
ground,’ and ‘unknown.’ Any star with extinction less than 4.5 mag was classified
as ‘foreground.’ The extinctions of the remaining stars were reduced by 4.5 mag and
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Fig. 4.4: Distribution of estimated visual extinctions of polarization catalog stars
projected within the region bounded by the AV = 30 mag contour of Figure 4.3. A
Gaussian plus a constant fit to the AV distribution, centered at about 2 mag with a
width of ∼1 mag, is overlaid in red.
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compared to the cloud extinction at the stellar coordinates. Stars with foreground-
modified extinctions larger than the cloud extinction plus cloud extinction uncer-
tainty (10%) were classified as ‘background.’ Stars with modified extinctions less
than the cloud extinction minus cloud extinction uncertainty were classified as ‘fore-
ground.’ Stars with extinctions that fell within the cloud extinction ± the cloud
extinction uncertainty received distance classifications of ‘unknown.’ These stars
were not included in further analysis because their relative locations with respect to
the cloud could not be well-determined.
This method of assigning relative locations to the polarization stars is affected
by averaging over the beam size of Herschel at 500 µm (37 arcsec), which is the
resolution of the cloud dust emission-based extinction map. While there is likely
substructure that is not detected due to the averaging effects of the beam, which
may sometimes lead to the extinctions of point-like stars differing from the beam-
diluted cloud extinction map, this effect will be small.
In some cases, the extinction estimated to a star is significantly larger (up to a
factor of five) than the cloud extinction along the line of sight. These tend to occur in
the diffuse regions (as estimated by dust emission) of the field of view where almost
all stars are categorized as background. In the region where the cloud extinction is
greater than AV = 10 mag, the stellar extinctions are mostly (∼85% of stars) within
a factor of two of the cloud extinctions. The other ∼15% is likely due to the beam
averaging effects of the cloud column density map, where substructures that account
for higher stellar extinctions are averaged over in the dust column density.
The estimated stellar extinction (not subtracted by 4.5 mag) of each star, along
with the extinction estimation method used, and its distance assignment are listed in
Table 4.4. The numbers of background, foreground, and unknown stars, with no po-
larization signal-to-noise cut were applied, were 10,597, 6,255, and 308, respectively.
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Because foreground material is present along the line-of-sight to G28.23, the
polarization measurements of the background stars needed to be corrected for any
foreground polarization signal. To remove this effect, I assumed the foreground
polarization was contained in a uniform layer. If more than one significant layer of
material was present along the line of sight, the extinction values of the foreground
stars would not be prominently peaked around one value. Because this was the case
toward the region of G28.23, it was safe to assume one uniform foreground layer.
I computed the variance-weighted average Stokes UE and QE parameters of
all the foreground stars. This foreground polarization percentage was ∼0.5 %. The
average foreground UE and QE values (UE = 0.40 %, QE = −0.28 %) were subtracted
from the UE and QE parameters of the individual background stars prior to their
use in subsequent analysis. The foreground, weighted U, Q uncertainties (of order
∼0.02 %) were propagated into the foreground-subtracted UE and QE uncertainties
of the background stars. The polarization properties of the stars listed in Tables 4.1
and 4.2 have not been foreground-modified, but can be corrected by following the
above procedure. The foreground-corrected polarization properties of the background
stars are used in the rest of the analysis.
Properties of the Background Stars
The number of background stars that had high SNR in K-pol was 318, of which
90 were also detected as high SNR H-pol stars. Within the entire 20×20 arcmin FOV,
574 background stars were detected as high SNRH-pol stars, including those 90 stars.
Four high SNR H-pol stars in the 10×10 arcmin FOV did not have corresponding
K-pol entries.
Figure 4.5 shows a GLIMPSE+MIPSGAL 3-color image of G28.23 overlaid with
the FIR/submm column density-derived AV contours and the high SNR H and K
stellar polarization vectors. The polarizations appear to probe to cloud AV values
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between 35 to 40 mag. While theK-band polarizations cannot probe into the densest,
innermost regions of the IRDC, where AV values reach ∼100 mag, they are able to
probe to the intermediate densities. Using a combination of H-pol and K-pol data,
the cloud plane-of-sky B-field orientation can be traced from the outer, diffuse regions
into the intermediate extinction regions of the cloud. The large-scale polarization
orientation across the FOV is preferentially parallel to the Galactic plane, although
some changes to this overall pattern are seen near the IRDC.
The following analysis and results use only the background sample of H-pol and
K-pol stars.
4.3.4 Polarization Efficiency
Because the mechanism of spinning up dust grains to be oriented perpendicular
to the intervening B-field relies on an anisotropic radiation field (Lazarian & Hoang
2007), one concern in using stellar polarimetry to probe B-fields in dense regions is
whether the grains remain aligned with the field deep within the cloud (Arce et al.
1998).
A relation between polarization percentage and extinction was found. Figure
4.6 plots the stellar optical extinction, AV , against the polarization percentage for
high SNR polarization stars.
The relation between AV and polarization was fit by a line, variance-weighted
by the polarization percentage uncertainties. The best-fitting line had a slope
0.059±0.002 %/mag. The individual polarization percentages versus stellar extinc-
tions show significant scatter. Therefore, the polarization percentages of the indi-
vidual stars were binned into extinction bins of 2 mag, and the variance-weighted
average of the stellar polarization percentages in each bin were computed. These
binned polarization percentages and the best-fitting line are overlaid in Figure 4.6 in
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Fig. 4.5: GLIMPSE+MIPSGAL 3-color background image, with column-density-
derived AV contours overlaid in black. The foreground-corrected polarizations of
individual high SNR background stars are overlaid in red (K-pol) and white (H-pol).
The lengths of the vectors indicate the polarization percentage, and the scale of the
vectors is shown in the bottom right. The H-band polarization measurements trace
the large-scale behavior of the plane-of-sky B-field, while the K-band polarizations
probe the B-field of the intermediate densities of the cloud. Ninety stars, which have
both H and K high SNR polarization detections, have both white and red vectors
shown.
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Fig. 4.6: Stellar K-band polarization percentage as a function of AV for the 318
high SNR background K-pol stars. The slope of the linear relation between polar-
ization percentage and AV is greater than zero, which indicates that the polarization
percentage increases as a function of increasing extinction. The individual stellar
extinctions were separated into 2 mag wide bins, and the weighted average polariza-
tion percentage was found in each bin. The binned averages and the best-fitting line
between the binned average extinction and polarization percentage are overlaid in
red. The slope of this line is equal to 0.06.
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red. The slope of the best-fitting line to the binned points is 0.060 ±0.002 %/mag,
which agrees with the slope of the relationship of the individual points.
Slopes larger than zero indicate that some polarization signal is being added
as higher extinctions are probed. The results obtained here, in answer to Question
1 posed in Section 4.1.2, implies that the grains remain aligned, at least to some
degree, to the highest extinctions probed by the NIR in G28.23.
4.3.5 UQ Averaging
Using only high SNR stars ignores the stars with lower signal-to-noise ratios.
While these stars are not significant individually, they can be averaged to boost
average polarization signal-to-noise (Clemens et al. 2012c). Therefore, I spatially
averaged the polarimetric information of all of the background stars, separately for
the K and H-pol measurements, to create smoothed H and K polarization maps of
the cloud. The map was gridded into pixels of 30×30 arcsec, and all stars classified as
background were used. The variance-weighted average UE and QE Stokes parameters
(separately for the H and K-pol measurements) of only the stars located within
each pixel were computed, from which debiased (Section 4.3.1) average polarization
percentages and Equatorial PAs were estimated. The polarizations computed for each
pixel were therefore independent. These Equatorial PAs were rotated into GPAs.
Figure 4.7 is similar to Figure 4.5, but with the spatially-averaged polarization
vectors plotted. Only the polarization values of pixels where the polarizations were
equal to or greater than 2.5 times their propagated uncertainties are shown. In
this average polarization map, random components of the polarizations are averaged
over, and the large-scale patterns of the polarizations become more evident than in
Figure 4.5. The polarization GPAs are seen to be preferentially perpendicular to the
main cloud major axis farther from the cloud and, especially at larger longitudes,
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the polarization orientations twist to become more parallel to the cloud major axis
as vectors that are closer to the cloud spine are considered.
4.3.6 Relative GPA Orientations
To explore the PA orientation patterns further, I separated the polarization
map into four cloud-centered quadrants and compared the GPA distributions of the
individual background stars located in each of these regions.
An F-test supported 7th order polynomial was fit to the column density map to
define a cloud ‘spine’ along its long axis (e.g., Marchwinski et al. 2012; Cashman &
Clemens 2014). The polynomial was fit to the pixel locations of the peak values of
the column density map along the declination axis, so the spine points were spaced
∼37 arcsec apart. Figure 4.8 shows the cloud column density-derived AV contours,
with this spine overlaid. The spine splits the cloud into ‘Northern’ and ‘Southern’
(Galactic) components. In addition, I also separated the cloud into ‘Eastern’ and
‘Western’ sections by using a line running parallel to the R.A. axis through the spine
midpoint. This line separates the northern, dense region of the cloud, which hosts
several massive starless cores (Sanhueza et al. 2013) from the less dense, southern
elongated extension of the cloud.
For each high SNR K-pol and H-pol star in the 10×10 arcmin FOV, the PA
difference was found relative to the orientation of the cloud spine at the closest point
to the star. The K and H-pol PAs were treated as one sample. For stars with both
K and H-pol measurements, their K-band PAs were used, and for stars with a high
SNR detection in just one band, the PA of the polarization measurement in that
band was used. The PA differences ranged from 0 to 180◦, where 90◦ signifies PAs
that are perpendicular to the cloud spine, and 0 or 180◦ signify PAs that are parallel
to the spine. While the difference between two angles with no preferential orientation
cannot exceed 90◦, a preferential orientation was assigned for the relative PAs between
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Fig. 4.7: Similar to Figure 4.5, but with the spatially averaged Stokes UE and
QE used to compute the high SNR polarization vectors shown. The UE and QE
parameters of the individual stars were averaged over 30×30 arcsec bins for each of
the two wavebands. This bin size is represented by the red box in the bottom right.
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Fig. 4.8: Column-density-derived AV contours of G28.23 are shown in black, with
the box representing the 10×10 arcmin K-pol FOV overlaid. The spine of the cloud,
overlaid as blue diamonds, separates the cloud into Northern and Southern compo-
nents. The cloud was further separated into East and West components by using the
blue line, of constant R.A., running through the spine midpoint.
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the cloud spine and polarization measurements. This assumption resulted in PA
differences between 0 and 180◦ instead of 0 and 90◦. This assumption was made
because angles measured between 0 and 180◦ could reveal differences in the relative
PA distributions among the four quadrants. Figure 4.9 shows the distributions of
relative PA orientations for stars in the four quadrants.
The four distributions show different relative PA patterns. Standard deviations
were calculated for the distributions, but because PAs wrap around 0 and 180◦ (a
PA of 180◦ is equivalent to 0◦ and 190◦ is equivalent to 10◦), the standard deviations
of the distributions shown would not necessarily represent the true deviations in the
data. The standard deviation of each distribution was found by shifting the whole
distribution by increments of 10◦ and wrapping PAs greater than 180◦ (where a PA
of 190◦ is equivalent to a PA of 10◦), finding the standard deviation of each shifted
distribution, and selecting the lowest deviation. The Northeast (larger l and b values)
distribution peaks around a relative orientation of 69◦ (i.e., more perpendicular)
with a standard deviation of 30◦. The Southwest distribution peaks around 26◦
(more parallel), with a standard deviation of 15◦. The Northwest and Southeast
distributions are not strongly skewed toward either parallel or perpendicular, though
the majority of stars in both distributions have relative PAs between 0 and 90◦.
The Southeast distribution is somewhat more perpendicular, though it has a larger
standard deviation of 36◦. Interestingly, there is a large difference in the preferred
relative orientations between the Northeast and Northwest quadrants, as well as
between the Southeast and Southwest quadrants. The median relative PA of each
pair (Northeast to Northwest and Southeast to Southwest) of quadrants differs by
nearly 30◦.
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Fig. 4.9: Distributions of polarization PAs of individual high SNR stars relative to the
orientation of the spine of G28.23. The four distributions correspond to the quadrants
labeled in Figure 4.8. The median and standard deviation of each distribution are
listed. The dashed line in each panel represents 90◦, the perpendicular to the cloud
orientation.
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4.3.7 PA Dispersion
As a partial proxy for the plane-of-sky B-field strength under the CF method,
I calculated the PA dispersion across the cloud. This dispersion calculation used
the 322 high SNR K and H polarizations in the 10×10 arcmin FOV. For stars with
both K and H-band polarizations, their K-pol PAs were used in the the dispersion
calculations, and for stars where polarization was detected only in one band (either
H or K), the polarization of that band was used.
A large-scale PA pattern was removed from the polarization PAs prior to cal-
culating the PA dispersions, as the estimated dispersion of the B-field should only
include the turbulent motions of the gas (e.g., Ostriker et al. 2001). To create the
large-scale pattern, the individual stellar PAs (K-pol for stars with both H and K-
pol, either K or H-pol for stars detected in the respective band) were smoothed
using variance weighting. Bin centers were separated by 45 arcsec. Smoothing with
a Gaussian kernel of σ equal to ∼38 arcsec was used to achieve Nyquist sampling.
A range of center separations and corresponding Gaussian kernel sizes were tested,
but the results did not vary significantly. The resulting smoothed PA map was then
interpolated to the size of the Mimir instrument platescale, 0.58 arcsec per pixel. The
smoothed and interpolated PA map values were then subtracted from the individual
stellar GPAs at the position closest to each star.
The PA dispersions of these large-scale corrected GPAs were calculated using
large, overlapping 120×120 arcsec bins, with center separations of 60 arcsec. Such
large bins were necessary to ensure that enough stars with high signal-to-noise were
used in the dispersion calculations. Dispersions (unweighted standard deviations of
the PA distributions) and propagated uncertainties were calculated only for bins with
at least seven high SNR stars. The PA distributions were shifted in increments of 10◦
and wrapped around 180◦, as described in Section 4.3.6, and the standard deviation
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was found for each iteration. The dispersion was set equal to the minimum standard
deviation of the 18 iterations. The uncertainty was the propagated uncertainty of
the standard deviation.
Following Hildebrand et al. (2009), the uncertainties of the PA dispersions were
subtracted in quadrature from the dispersions. This step was performed to correct
the dispersions for the bias added by observational uncertainties, for which the me-
dian uncertainty was ∼3◦. The median post-correction signal-to-noise of the PA
dispersions in the new bins was seven. The PA dispersions and their uncertainties
are listed in Table 4.5. The median PA dispersion was 20◦, with a standard deviation
of 7◦.
Following (Ostriker et al. 2001), plane-of-sky B-field strengths using the CF
method (described below) were calculated in the pixels where the PA dispersions,
or the PA dispersions minus their uncertainties, were below 25◦. The corrected PA
dispersion map is shown in Figure 4.10. The blue regions show where PA dispersions
were below 25◦. The light gray regions indicate bins where the PA dispersions them-
selves were above 25◦, but the PA dispersions minus their uncertainties were less
than or equal to 25◦. These blue and light gray regions are where B-field strengths
were calculated using the CF method. The dispersions could not be calculated in
the dense center regions of the cloud due to the lack of stars, which are shown in
white. Regions where the PA dispersions minus their uncertainties were above 25◦
are shown as dark gray pixels.
4.3.8 Cloud Volume Density
The spatial cloud volume density distribution is necessary to estimate the plane-
of-sky B-field strength using the CF method. The average volume density map of
the cloud was derived using the dust emission-based column density map.
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Fig. 4.10: PA dispersion map of G28.23, using only high SNR H and K-band stars.
For stars with both H and K-band high snr polarization detections, their K-band
GPAs were used in the dispersion calculations. The blue filled pixels indicate regions
where the dispersions are less than 25◦, with darker hued-colors corresponding to
lower dispersions. Regions of light gray correspond to dispersions that are larger
than 25◦, but the dispersion values minus their uncertainties are less than or equal
to 25◦. Dark gray regions indicate where the dispersions minus their uncertainties
are larger than 25◦, while white regions correspond to locations where the numbers
of stars were not sufficient to calculate a dispersion. Column-density derived AV
contours are overlaid in black, and the cloud spine and East-West dividing line are
shown in red.
153
Before calculating an average volume density map of G28.23, a 3-dimensional
(3D) volume density model of the cloud was first created. A normalized column
density profile (Σ(r)/Σ(0)), shown in Figure 4.11, was created using the cloud column
density values. The cloud spine was assumed to be located in the plane of the sky
(one fixed distance in the line of sight), and the density profile was assumed to be
cylindrically symmetric about the cloud spine. A Plummer-like model was fit to
the normalized column density profile, following Equation 1 of Arzoumanian et al.
(2011):
ρp(r, k) =
ρc
[1 + (r/Rflat)2]
p
2
, (4.3)
Σ(r) = C
ρckRflat
[1 + (r/Rflat)2]
p−1
2
, (4.4)
Cp =
∫ ∞
−∞
(1/Rflat)dr
[1 + (r/Rflat)2]
p
2
, (4.5)
where k is the distance along the cloud spine, r is the projected distance to the
closest location, k on the cloud spine, ρck is the central gas volume density of the
cloud, and p is the profile index. Rflat represents the radius of the central flat portion
of the column density profile. Σ(r) is the mass surface density, equal to µmHNH2.
The volume density, which depends on the distance from the cloud spine, is ρp(r, k).
The central density was allowed to vary with k, but was still constrained by the fit
to the column density profile. The best Rflat and p, fit using all of the pixels in
the column density map (within the central 10x10 arcmin box in Figure 4.3), were
found to be 0.8±0.3 pixels (∼30 arcsec) and 2.0+0.1−0.3, respectively. In comparison, the
profile index is equal to 4 for an isothermal cylinder in equilibrium (Ostriker 1964),
indicating that there may be some magnetic support for G28.23 (Fiege & Pudritz
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2000). The central densities along the cloud spine were found to range from 4.2×103
to 3.1×104 H2 cm−3, with uncertainties of about 200 H2 cm−3.
This method returned a 3D model volume density data cube, with voxel side
sizes equal to the column density pixel size (37 arcsec, ∼ 0.9 pc).
To calculate an average volume density map, a limiting cloud boundary was
needed, since the Plummer profile of the cloud extends to infinity. The cloud bound-
ary was assumed to be where the column density radial profile reached a plateau.
This plateau occurs at an estimated extinction level of AV∼2 mag, indicative of the
fact that G28.23 is not an isolated cloud, but is instead embedded in diffuse material.
The AV contour of 2 mag spatially corresponds to a median volume density value of
50 H2 cm
−3 in the plane of the cloud spine. Based on this correspondence, the cloud
boundary was assumed to be where the maximum volume density along the line of
sight just reached 50 H2 cm
−3.
This 50 H2 cm
−3 boundary is more liberal than ones used in previous studies,
which used the cloud FWHM to estimate the cloud depth along the line of sight (e.g.,
Crutcher et al. 2004). For G28.23, the FWHM was found by fitting Gaussian profiles
to column density slices across the cloud minor axis. The cloud column density
FWHM corresponds spatially to a median volume density in the plane of the cloud
spine of ∼550 H2 cm−3. Using the FWHM as the cloud boundary in calculating the
average volume density map might be overly restrictive in the case of G28.23. The
adopted boundary of 50 H2 cm
−3 corresponds to a cloud width of ∼4σ. The effects
of using different boundaries are explored further in Section 4.4.3.
The volume density along each line of sight was averaged for voxels that ex-
hibited density values greater than 50 H2 cm
−3. The map of average H2 volume
density for G28.23 is shown in Figure 4.12 as concentric filled blue contours. The
outermost density boundary shows where the average volume density just reaches
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Fig. 4.11: Normalized column density profile of G28.23. Each black diamond rep-
resents the median normalized value of the pixels falling into each distance bin in
the column density map, where the distance of each pixel is calculated to the closest
point on the cloud spine. The error bars enclose ±1 standard deviation in each dis-
tance bin. A Plummer-like profile was fit to the normalized column density points.
The Plummer fit is shown as the solid red line, and the Herschel 500 µm beam profile
is shown by the dashed blue line. The profile of the column density of the cloud is
wider than the Herschel 500 µm beam profile.
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Fig. 4.12: False color image representing the map of average volume density map for
G28.23. The filled blue contours represent the values of the average volume density,
with darker blue hues indicating lower volume density.
50 H2 cm
−3. The maximum average volume density is 1.9×103 H2 cm−3. If the
boundary of 550 H2 cm
−3 corresponding to the FWHM of the column density were
used instead, the maximum average volume density becomes 6.1×103 H2 cm−3. The
larger area boundary corresponding to the cutoff of 50 H2 cm
−3 allows the B-field
across a larger area (factor of ∼3) of the cloud to be computed.
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4.3.9 Plane-of-Sky B-field Strength
To estimate the plane-of-sky B-field strength (BPOS), I used the CF method,
which relates the B-field strength to the average gas mass density, the gas velocity
dispersion, and the dispersion in the B-field orientations. For an Alfven wave, the
B-field strength in the plane of sky is proportional to the square root of the mass
density, the velocity dispersion, and inversely proportional to the dispersion of the
B-field perpendicular to the plane of sky. The dispersion in the B-field is estimated
as the dispersion in the polarization orientations (Ostriker et al. 2001). Following the
modification recommended by Ostriker et al. (2001), the plane-of-sky B-field strength
is equal to:
BPOS = f
√
4piρ
σv
σφ
, (4.6)
where ρ is the mass density (in grams cm−3), σv is the one-dimensional non-thermal
gas velocity dispersion (in cm s−1), σφ is the polarization PA dispersion (in radians),
f is a correction factor, and BPOS is the plane-of-sky B-field strength in units of
Gauss. Following Ostriker et al. (2001), f is closest to 0.5, and the method is only
valid along directions where the PA dispersion is less than about 25◦ (0.44 radians).
The average volume density along the line of sight was used in calculating the
input mass density for the CF calculation (e.g., Marchwinski et al. 2012; Pillai et al.
2015). As it is unclear at this time whether the mean density is appropriate, this
convention was followed.
The gas velocity dispersions were estimated by evaluating the GRS 13CO spec-
tral line data cubes. These data have an angular resolution of 46 arcsec (with pixel
separations of 23 arcsec) and spectral resolution of 0.2 km s−1 (Jackson et al. 2006).
The vlsr of G28.23 peaks at about 81 km s
−1 (Sanhueza et al. 2013), and a secondary
smaller peak at 73-34 km s−1 can be detected in the 13CO spectra near the cloud,
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which peaks at l = 28.286◦ and b = -0.19◦. Both lines were fit, each with a Gaussian
component, for each GRS spatial pixel falling within the 10×10 arcmin FOV.
The fit information of the 81 km s−1 line was used in the CF method. The
median velocity dispersion of the GRS pixels was ∼3 km s−1, and the median SNR
of the velocity dispersion was 12. The Gaussian sigma fit was interpreted to represent
the velocity dispersion, since thermal contributions are negligible for these wide lines.
The critical density of 13CO is on the order of 103 cm−3, which is larger than
much of the average volume density map. Therefore, whether or not 13CO is an
appropriate tracer of the gas velocity becomes an issue. However, it is important
to note that the average volume density is exactly that - an average over regions of
varying densities, which will have regions of high densities that have been averaged
over. The 13CO that is detected across this field of view is likely to originate from
these higher density locations.
In regions with high enough densities, 13CO can become optically thick, in
which case the line would become saturated and the estimated line width would not
reflect the gas velocity dispersion. However, the B-field could only be calculated in
regions with enough background stellar polarization probes to calculate PA disper-
sions, which excluded the high density regions of G28.23. Examination of the 13CO
spectra in the regions for which PA dispersions were calculated indicated that the
lines were not saturated.
The angular resolutions of the 13CO velocity dispersion, average volume den-
sity, and PA dispersion maps were 46 arcsec, 37 arcsec, and 60 arcsec, respectively.
Because the PA dispersion angular resolution was the worst of the three inputs, the
other two maps needed to be changed to this resolution. The velocity dispersion and
volume density maps were regridded to the resolution of the PA dispersion map, with
bins of 60×60 arcsec, where the value of each output pixel was the average of the
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input bins that overlapped in the output pixel location weighted by the fraction of
the bin falling into the output pixel.
Equation 4.6 was used to calculate BPOS in each of these matched pixels and
combined into a map of G28.23. The matched maps consisted of 11×11 pixels.
Of these, BPOS was calculated in the 51 pixels where PA dispersions, minus their
uncertainties, were less than or equal to 25◦ and where the volume densities plus
their uncertainties were greater than or equal to 50 H2 cm
−3. Uncertainties in the
BPOS estimates were found by propagating the uncertainties from the PA dispersions,
velocity dispersions, and volume densities. The BPOS SNR values ranged from 1.4
to 6.7, with a median of 4.2.
The properties of each bin, including PA dispersion, volume density, 13CO gas
velocity dispersion, BPOS, and the normalized Mass-to-Flux ratio (discussed in the
following section), along with all uncertainties, are listed in Table 4.5. The last
column of Table 4.5 lists whether the PA dispersion, density, or both limited the
BPOS calculated for each pixel. If the PA dispersion of a pixel was above 25
◦, but
the dispersion minus its uncertainty was less than or equal to 25◦, then the resulting
B-field strength calculation yielded an upper limit. Similarly, if the volume density
of a pixel was below 50 H2 cm
−3, but the density plus its uncertainty was greater
than or equal to 50 H2 cm
−3, then the resulting B-field strength was also an upper
limit.
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Table 4.5: Properties of the Pixels in the B-field Map
l b PA Volume σv (
13CO) BPOS M‖/Φ⊥ Limitsa
(◦) (◦) Dispersion Density (km s−1) (µG) (Normalized) Used
(deg) (H2 cm
−3)
28.1315 -0.1638 · · · · · · 2.1 (0.5) · · · · · · · · ·
28.1463 -0.1562 · · · · · · 2.2 (0.3) · · · · · · · · ·
28.1612 -0.1486 25.9 (3.9) · · · 2.7 (0.2) · · · · · · · · ·
28.1760 -0.1410 19.7 (2.9) · · · 3.0 (0.2) · · · · · · · · ·
28.1908 -0.1334 11.8 (3.2) · · · 2.7 (0.5) · · · · · · · · ·
28.2056 -0.1258 26.1 (3.1) · · · 2.4 (0.2) · · · · · · · · ·
28.2204 -0.1181 26.1 (2.7) 20 (9) 2.9 (0.4) · · · · · · · · ·
28.2353 -0.1105 18.9 (3.0) 59 (25) 2.0 (1.8) 17.5 (4.9) 1.10 (0.33) · · ·
28.2501 -0.1029 13.6 (1.9) 57 (24) 2.4 (0.1) 29.6 (7.4) 0.78 (0.21) · · ·
28.2649 -0.0953 16.0 (2.3) 15 (8) 2.3 (0.1) · · · · · · · · ·
28.2797 -0.0877 24.8 (5.0) 55 (25) 2.4 (0.1) 15.6 (4.8) 2.88 (0.93) · · ·
28.1391 -0.1787 · · · 12 (5) 3.1 (0.2) · · · · · · · · ·
28.1539 -0.1711 · · · 27 (15) 2.5 (0.2) · · · · · · · · ·
28.1688 -0.1634 20.1 (2.9) 31 (17) 1.7 (0.2) · · · · · · · · ·
28.1836 -0.1558 14.1 (2.1) 40 (19) 1.4 (0.2) 13.5 (3.8) 1.51 (0.46) n
28.1984 -0.1482 9.8 (2.3) 41 (21) 3.8 (5.4) 54.8 (20.6) 0.49 (0.19) n
28.2132 -0.1406 25.8 (2.8) 8 (5) 8.4 (0.4) · · · · · · · · ·
28.2281 -0.1330 26.3 (2.6) 28 (10) 13.3 (1.3) · · · · · · · · ·
28.2429 -0.1254 16.5 (3.0) 92 (31) 1.9 (2.0) 24.9 (6.8) 0.62 (0.18) · · ·
28.2577 -0.1177 16.2 (2.3) 100 (33) 1.6 (0.1) 22.0 (4.8) 0.57 (0.14) · · ·
28.2725 -0.1101 14.6 (2.1) 90 (35) 2.7 (0.1) 39.5 (9.5) 0.78 (0.20) · · ·
28.2874 -0.1025 19.6 (3.4) 111 (37) 2.5 (0.1) 30.1 (7.2) 2.51 (0.65) · · ·
28.1467 -0.1935 · · · 117 (42) 3.6 (0.3) · · · · · · · · ·
28.1616 -0.1859 20.7 (3.3) 132 (44) 3.4 (0.2) 42.0 (9.7) 1.26 (0.32) · · ·
28.1764 -0.1783 18.9 (2.7) 122 (40) 3.3 (0.3) 42.6 (9.3) 1.36 (0.33) · · ·
28.1912 -0.1706 27.3 (2.9) 117 (39) 5.9 (0.5) 51.5 (10.3) 0.50 (0.11) PA
28.2060 -0.1630 26.5 (2.8) 100 (34) 5.3 (0.7) 43.7 (8.8) 0.28 (0.06) PA
28.2209 -0.1554 16.6 (2.3) 68 (28) 3.4 (0.5) 36.9 (9.1) 1.56 (0.41) · · ·
28.2357 -0.1478 30.6 (1.8) 39 (17) 2.9 (4.2) · · · · · · · · ·
28.2505 -0.1402 29.0 (2.1) 142 (43) 1.3 (0.1) · · · · · · · · ·
28.2653 -0.1326 20.0 (2.8) 190 (54) 2.2 (0.1) 33.7 (6.8) 1.25 (0.28) · · ·
28.2802 -0.1249 18.1 (2.2) 217 (63) 2.3 (0.1) 40.9 (7.8) 1.84 (0.39) · · ·
28.2950 -0.1173 18.3 (2.0) 249 (71) 2.1 (0.1) 39.4 (10.7) 3.69 (1.06) · · ·
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Table 4.5: (continued)
l b PA Volume σv (
13CO) BPOS M‖/Φ⊥ Limitsa
(◦) (◦) Dispersion Density (km s−1) (µG) (Normalized) Used
(deg) (H2 cm
−3)
28.1544 -0.2083 · · · 404 (87) 2.9 (0.6) · · · · · · · · ·
28.1692 -0.2007 14.7 (2.6) 461 (96) 3.2 (0.2) 102.1 (21.1) 1.18 (0.27) · · ·
28.1840 -0.1931 15.0 (2.0) 521 (108) 3.5 (0.3) 116.6 (20.0) 1.71 (0.34) · · ·
28.1988 -0.1855 29.0 (3.1) 469 (106) 6.4 (0.5) · · · · · · · · ·
28.2137 -0.1779 31.5 (3.6) 283 (82) 5.7 (0.6) · · · · · · · · ·
28.2285 -0.1702 17.7 (2.2) 147 (45) 4.5 (0.5) 68.1 (13.6) 1.76 (0.39) · · ·
28.2433 -0.1626 32.2 (1.9) 121 (38) 4.1 (0.5) · · · · · · · · ·
28.2581 -0.1550 37.2 (2.4) 261 (72) 1.9 (0.1) · · · · · · · · ·
28.2730 -0.1474 16.4 (4.1) 516 (134) 2.5 (0.1) 76.0 (15.6) 4.91 (1.12) · · ·
28.2878 -0.1398 8.6 (2.6) 888 (182) 2.1 (0.1) 163.1 (24.4) 3.17 (0.57) · · ·
28.3026 -0.1322 · · · 672 (135) 1.9 (0.1) · · · · · · · · ·
28.1620 -0.2231 · · · 191 (57) 2.3 (1.7) · · · · · · · · ·
28.1768 -0.2155 14.4 (3.0) 155 (50) 2.3 (0.2) 44.1 (11.8) 1.79 (0.51) · · ·
28.1916 -0.2079 15.8 (2.0) 287 (79) 3.3 (0.2) 77.7 (14.6) 1.63 (0.35) · · ·
28.2064 -0.2003 14.7 (2.7) 473 (108) 3.1 (0.2) 99.9 (21.5) 2.36 (0.56) · · ·
28.2213 -0.1927 · · · 610 (125) 2.4 (0.5) · · · · · · · · ·
28.2361 -0.1851 29.5 (3.0) 535 (110) 2.6 (0.8) · · · · · · · · ·
28.2509 -0.1774 24.9 (2.7) 508 (113) 3.5 (1.2) 68.8 (11.0) 2.97 (0.56) · · ·
28.2657 -0.1698 · · · 835 (174) 3.0 (0.0) · · · · · · · · ·
28.2806 -0.1622 · · · 1192 (238) 2.6 (0.1) · · · · · · · · ·
28.2954 -0.1546 12.2 (3.0) 649 (158) 2.7 (0.1) 123.8 (25.8) 3.54 (0.82) · · ·
28.3102 -0.1470 16.5 (2.9) 271 (78) 2.3 (0.1) 49.8 (11.4) 2.48 (0.62) · · ·
28.1696 -0.2380 · · · 43 (19) 2.0 (0.2) · · · · · · n
28.1844 -0.2304 21.2 (3.3) 46 (23) 4.2 (0.3) 29.6 (8.6) 0.90 (0.28) n
28.1992 -0.2227 19.0 (2.5) 96 (34) 3.2 (0.2) 36.0 (8.0) 1.35 (0.33) · · ·
28.2141 -0.2151 12.9 (1.7) 127 (40) 3.1 (0.2) 60.3 (12.4) 1.55 (0.35) · · ·
28.2289 -0.2075 27.1 (3.3) 161 (50) 1.6 (0.2) 16.6 (3.3) 6.40 (1.42) PA
28.2437 -0.1999 26.3 (3.3) 271 (75) 1.2 (1.9) 16.6 (4.0) 7.51 (1.97) PA
28.2585 -0.1923 11.8 (2.0) 485 (112) 2.9 (8.5) 120.2 (42.6) 1.39 (0.51) · · ·
28.2734 -0.1847 12.5 (2.8) 601 (141) 2.9 (0.1) 125.8 (31.9) 2.81 (0.77) · · ·
28.2882 -0.1770 26.3 (2.2) 399 (107) 3.0 (0.1) 49.8 (7.9) 6.32 (1.18) PA
28.3030 -0.1694 26.4 (2.3) 242 (67) 3.7 (0.1) 48.5 (7.9) 2.68 (0.51) PA
28.3178 -0.1618 15.4 (3.5) 113 (36) 3.0 (0.2) 45.0 (12.6) 0.95 (0.28) · · ·
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Table 4.5: (continued)
l b PA Volume σv (
13CO) BPOS M‖/Φ⊥ Limitsa
(◦) (◦) Dispersion Density (km s−1) (µG) (Normalized) Used
(deg) (H2 cm
−3)
28.1772 -0.2528 · · · · · · 3.0 (0.3) · · · · · · · · ·
28.1920 -0.2452 23.6 (3.4) 4 (2) 4.6 (0.5) · · · · · · · · ·
28.2069 -0.2376 19.8 (2.2) 36 (19) 4.5 (0.5) 30.2 (9.0) 0.09 (0.03) n
28.2217 -0.2299 12.3 (1.3) 52 (23) 5.7 (0.8) 73.3 (18.0) 0.45 (0.12) · · ·
28.2365 -0.2223 10.1 (1.5) 61 (27) 3.0 (0.3) 50.7 (13.7) 1.23 (0.36) · · ·
28.2513 -0.2147 12.5 (2.5) 90 (33) 2.2 (0.2) 36.3 (9.9) 2.17 (0.63) · · ·
28.2662 -0.2071 13.7 (2.2) 122 (41) 2.9 (1.0) 51.2 (12.0) 2.09 (0.53) · · ·
28.2810 -0.1995 23.4 (2.8) 171 (53) 3.5 (0.2) 43.5 (8.5) 2.73 (0.60) · · ·
28.2958 -0.1919 33.6 (9.5) 155 (46) 3.1 (0.1) 25.2 (8.0) 4.11 (1.37) PA
28.3106 -0.1842 28.1 (8.9) 135 (40) 3.5 (0.2) 32.1 (11.2) 3.06 (1.11) PA
28.3255 -0.1766 25.6 (3.2) 80 (30) 6.2 (0.5) 47.7 (10.8) 0.50 (0.12) PA
28.1848 -0.2676 · · · · · · 6.2 (0.7) · · · · · · · · ·
28.1996 -0.2600 16.7 (4.2) · · · 8.3 (0.8) · · · · · · · · ·
28.2145 -0.2524 17.5 (2.3) · · · 5.3 (0.5) · · · · · · · · ·
28.2293 -0.2448 13.5 (1.8) · · · 5.4 (0.5) · · · · · · · · ·
28.2441 -0.2372 10.6 (2.4) 1 (0) 4.2 (0.5) · · · · · · · · ·
28.2589 -0.2295 15.3 (2.7) 22 (11) 3.4 (0.6) · · · · · · · · ·
28.2738 -0.2219 18.2 (2.7) 54 (24) 3.0 (0.2) 26.6 (7.1) 1.45 (0.41) · · ·
28.2886 -0.2143 34.5 (4.4) 90 (31) 3.3 (0.1) · · · · · · · · ·
28.3034 -0.2067 34.9 (17.9) 87 (30) 2.7 (0.1) 15.6 (8.5) 1.19 (0.65) PA
28.3182 -0.1991 22.1 (15.5) 84 (29) 5.2 (0.3) 47.8 (34.5) 0.61 (0.45) · · ·
28.3331 -0.1915 24.4 (4.9) 67 (25) 11.7 (0.7) 86.8 (23.9) 0.31 (0.09) · · ·
28.1924 -0.2824 · · · · · · 9.0 (0.6) · · · · · · · · ·
28.2073 -0.2748 27.0 (3.8) · · · 11.2 (1.1) · · · · · · · · ·
28.2221 -0.2672 25.7 (2.6) · · · 6.6 (0.4) · · · · · · · · ·
28.2369 -0.2596 25.3 (2.6) · · · 6.1 (0.5) · · · · · · · · ·
28.2517 -0.2520 11.1 (2.6) · · · 3.2 (0.2) · · · · · · · · ·
28.2666 -0.2444 21.5 (2.6) · · · 2.8 (0.2) · · · · · · · · ·
28.2814 -0.2367 26.2 (3.0) 4 (2) 2.2 (0.1) · · · · · · · · ·
28.2962 -0.2291 · · · 49 (24) 2.2 (0.1) · · · · · · n
28.3110 -0.2215 · · · 55 (29) 1.8 (0.1) · · · · · · · · ·
28.3259 -0.2139 · · · 41 (20) 8.0 (1.5) · · · · · · n
28.3407 -0.2063 · · · 47 (23) 7.9 (12.4) · · · · · · n
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Table 4.5: (continued)
l b PA Volume σv (
13CO) BPOS M‖/Φ⊥ Limitsa
(◦) (◦) Dispersion Density (km s−1) (µG) (Normalized) Used
(deg) (H2 cm
−3)
28.2000 -0.2973 · · · · · · 3.9 (0.3) · · · · · · · · ·
28.2149 -0.2896 33.2 (3.2) · · · 5.3 (0.7) · · · · · · · · ·
28.2297 -0.2820 32.5 (2.7) · · · 4.9 (0.4) · · · · · · · · ·
28.2445 -0.2744 31.8 (4.2) · · · 10.4 (0.8) · · · · · · · · ·
28.2593 -0.2668 · · · · · · 6.8 (0.6) · · · · · · · · ·
28.2742 -0.2592 22.8 (3.8) · · · 2.3 (0.1) · · · · · · · · ·
28.2890 -0.2516 20.6 (3.6) · · · 2.0 (0.1) · · · · · · · · ·
28.3038 -0.2440 · · · · · · 1.6 (0.1) · · · · · · · · ·
28.3187 -0.2363 · · · · · · 1.7 (0.1) · · · · · · · · ·
28.3335 -0.2287 · · · · · · 7.9 (18.3) · · · · · · · · ·
28.3483 -0.2211 · · · · · · 6.5 (14.3) · · · · · · · · ·
28.2077 -0.3121 · · · · · · 8.7 (0.8) · · · · · · · · ·
28.2225 -0.3045 · · · · · · 5.3 (0.5) · · · · · · · · ·
28.2373 -0.2968 · · · · · · 6.9 (0.8) · · · · · · · · ·
28.2521 -0.2892 · · · · · · 14.9 (1.8) · · · · · · · · ·
28.2670 -0.2816 · · · · · · 11.4 (1.1) · · · · · · · · ·
28.2818 -0.2740 · · · · · · 4.3 (0.3) · · · · · · · · ·
28.2966 -0.2664 · · · · · · 2.6 (0.2) · · · · · · · · ·
28.3114 -0.2588 · · · · · · 2.4 (0.2) · · · · · · · · ·
28.3263 -0.2512 · · · · · · 2.9 (0.2) · · · · · · · · ·
28.3411 -0.2435 · · · · · · 4.2 (0.3) · · · · · · · · ·
28.3559 -0.2359 · · · · · · 1.8 (2.1) · · · · · · · · ·
aIndicates whether the PA dispersion (PA) or density (n) used to calculate BPOS limited the
BPOS calculation. “PA” indicates the PA dispersion was greater than 25
◦, but PA dispersion
minus its uncertainty was less than or equal to 25◦. “n” indicates that the volume density
was less than 50 H2 cm
−3, but the density plus its uncertainty was greater than or equal to
50 H2 cm
−3.
Figure 4.13 presents the B-field strengths in map form, where the derived field
strengths range from 10–165 µG, and probe extinctions up to AV∼30 mag. The
field strength estimates are predominantly lower in the lower density regions of the
upper left (NE) quadrant of Figure 4.13. The field strength could not be probed in
the densest regions of the cloud because of the lack of NIR background stars with
polarimetric detections.
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Fig. 4.13: Plane-of-sky B-field strength for G28.23, estimated using the CF Method.
Black solid lines show the column-density-derived AV contours. Filled pixels show
the BPOS values, as indicated by the color bar. Missing pixels failed to meet the PA
dispersion and/or volume density criteria.
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B-field Strength versus Density
One test of whether the B-field influenced the flow of material into a cloud is
embodied in the dependence of the field strength on cloud density. Crutcher et al.
(2010) found the relationship between the B-field strength along the line of sight
versus density for a sample of clouds using Zeeman measurements. As a comparison
to the results found by Crutcher et al. (2010), who probed the B-field strength in one
dimension, the BPOS strengths of G28.23 were scaled to represent the mean B-field
strength in only one dimension (Bx = BPOS/
√
2). The volume density (n) used
in this relation is the volume density of atomic hydrogen, found by doubling the
molecular hydrogen volume density.
The B-field strength versus average volume density is shown for G28.23 in Figure
4.14, which is based on, and uses data from, Figure 1 of Crutcher et al. (2010). The
Zeeman measurements and upper limits from Crutcher et al. (2010) are shown as
blue triangles. Also shown is a red, dashed line representing the equation of Bmax
from their Equation 21. Most of the Bx points for G28.23 exceeded the corresponding
Bmax values at the given densities. We note that the Bx points of G28.23 are for a
single cloud, while the BZ points of Crutcher et al. (2010) consist of one point per
cloud for various samples of clouds and Zeeman probes.
A single power law of the form B∼nα was fit to the G28.23 Bx versus n points.
This power law had a slope α=0.73 ± 0.06 (black solid line in Figure 4.14). The
implications of this result will be discussed in Section 4.4.2
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Fig. 4.14: The plane-of-sky B-field strengths of the 51 pixels across G28.23, scaled by
1/
√
2 to become Bx, plotted against atomic hydrogen volume density, as the black
diamonds. Bz estimates and upper limits from Crutcher et al. (2010) are shown
as the blue triangles with corresponding uncertainties. The Crutcher et al. (2010)
maximum B-field estimate, Bmax, is overlaid as the red, broken, dashed line. A single
power law fit to the Bx values of G28.23 is shown as the black solid line, which has
been extrapolated to densities outside those probed toward G28.23.
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4.3.10 Mass-to-Flux Ratio
The M/ΦB of a region determines whether gravitational or magnetic energy
dominates (Crutcher 2012). The normalized M/ΦB (M/ΦBN), is equal to (Crutcher
et al. 2004):
M/ΦBN = 7.6× 10−21NH2/B, (4.7)
where NH2 is in cm
−2 and B is in µG. A normalized M/ΦB equal to unity indicates
that gravitational energy is in equilibrium with the magnetic energy.
I calculated the normalized M/ΦB of the regions of G28.23 where BPOS val-
ues were calculated (filled pixels in Figure 4.13). The B-field strength used in the
M/ΦBN calculation is nominally BTOT , which is the amplitude of the 3-D vector
B-field strength (Crutcher et al. 2004). However, because I measure BPOS, the
M/ΦBN calculated here is actually M‖/Φ⊥ (Planck Collaboration et al. 2016b), with
the input B-field strength being BPOS. Based on the geometry of the cloud and
whether the B-field is perpendicular or parallel to the cloud major axis, the average
M/ΦBN over all possible inclination angles (with respect to the line of sight) will be
(Crutcher et al. 2004; Planck Collaboration et al. 2016b):
M/Φ =
∫ pi/2
0
M‖ cos θ
Φ⊥/ sin θ
sin θdθ = f(M‖/Φ⊥), (4.8)
where θ is the inclination of the cloud with respect to the line of sight. Limiting
geometries include: the B-field being perpendicular to the cloud major axis, and, the
B-field being parallel to the cloud major axis. The correction factor, f , applied to
M‖/Φ⊥ to yield the average M/ΦBN , will be bounded by 1/3 (perpendicular) and
3/4 (parallel) (Planck Collaboration et al. 2016b). Therefore, the M‖/Φ⊥ values
presented for G28.23 need correction, depending on geometry, to infer M/ΦBN . This
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correction does assume that all inclination angles are likely, which may not be the
case.
Figure 4.15 shows the M‖/Φ⊥ map derived for G28.23. The M‖/Φ⊥ ratios range
from ∼0.09–7.5, with a median of ∼1.55. The M‖/Φ⊥ values appear to increase with
increasing cloud density. This increase can be seen in the figure, where the lowest
M‖/Φ⊥ values are at the cloud edge, while the highest values are closer to the cloud
center.
Figure 4.16 plots the M‖/Φ⊥ values against atomic hydrogen volume density.
The horizontal dashed line represents unity for M‖/Φ⊥. A positive correlation is
seen between density and M‖/Φ⊥, where regions that are less dense tend to have
lower M‖/Φ⊥ values, and regions that are denser tend to have larger M‖/Φ⊥ values.
Applying the geometric correction factor lowers the M‖/Φ⊥ estimated M/ΦBN values
and changes the average volume density at which the cloud goes from subcritical (B-
field dominated) to supercritical (gravitationally dominated). Similar to the B-field
strength, a power law of the form M‖/Φ⊥ ∼ nα was fit to M‖/Φ⊥ versus n. The
best-fit power-law has an index of 1.02±0.08. The uncorrected volume density that
corresponds to criticality is 225 H cm−3, whereas the corrected critical volume density
ranges from ∼300 to 670 H cm−3, depending on the correction factor.
4.4 Discussion
To test the importance of the B-field in IRDC G28.23, I examined the relation-
ships between the B-field and other cloud properties. In this section, I discuss the
implications of the results.
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Fig. 4.15: Normalized Mass-to-Flux ratios observed toward G28.23, with values indi-
cated by colors corresponding to the color bar. Column-density-derived AV contours
are overlaid in black.
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Fig. 4.16: Normalized Mass-to-Flux ratio (M‖/Φ⊥) values plotted against atomic
hydrogen volume density, as black diamonds. Similar to Figure 4.14, a single power
law (blue) was fit to the data. The horizontal dashed red line represents unity in
uncorrected M‖/Φ⊥. The gray region represents unity in M/ΦBN when M‖/Φ⊥ is
scaled by 1/3 to 3/4, depending on the geometry of the system. The dashed vertical
blue lines indicate the corresponding critical densities.
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4.4.1 Plane-of-sky B-field Morphology: Relative PA Orientations
The first test of the importance of the B-field in the formation of G28.23, Ques-
tion 2, examines the relative orientation of the polarization PAs with respect to the
projected cloud orientation. For this IRDC, the relative PA orientations were neither
preferentially perpendicular nor parallel to the cloud major axis orientation. The rel-
ative PA orientations do, however, show a large-scale pattern, and appear to have
distinct distributions in the Northern and Southern regions of the cloud, as seen in
Figure 4.9, with a nearly 30◦ change in median relative PAs across the cloud spine
location. The PAs in the North are more likely to be perpendicular to the cloud
elongation, especially in the Northeast. In the South, PAs are more likely to be
parallel to cloud elongation.
Numerical simulations of filament formation in magnetized media (e.g., Van Loo
et al. 2014) find that in regions where the B-field is strong, the relative orientation
of the B-field is aligned with that of the cloud. Recent studies of a nearby IRDC,
G14.2 (Busquet et al. 2013; Santos et al. 2016) and the relative orientations between
Planck observations and nearby molecular clouds (Planck Collaboration et al. 2016a)
have found that the B-field is preferentially perpendicular to cloud filaments.
One specific cloud configuration in a strong B-field regime is the hub-filament
system, where the B-field helps funnel material to a central dense hub along one or
more filaments (Myers 2009; Chapman et al. 2011; Li et al. 2014; Pillai et al. 2015).
Such a configuration would have B-fields perpendicular to the dense hub and parallel
to the less dense connecting filaments. In simulations of turbulent molecular clouds,
Soler et al. (2013) also found that in cloud with high B-field strengths, the relative
field orientations changed from parallel to perpendicular as a function of density.
To test this scenario, the relative PA orientations shown in Figure 4.9 were sep-
arated into ‘close’ and ‘far’ categories by the mean distance between the polarization
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stars and the cloud spine. This figure, Figure 4.17, shows that the relative PAs that
are closer to the cloud spine, and thus probe the higher density cloud regions, are
more likely to be parallel to the cloud than the PAs that are farther, and probe the
less dense cloud regions. I also directly found the relations between the relative PAs
and the cloud column density. Figure 4.18 shows the relative PAs versus the cloud
dust emission cloud column density-derived AV along the line of sight to each star.
The PAs shown here are the same ones shown in Figures 4.9 and 4.17. The relations
were separated into the four cloud quadrants, and the PA variance-weighted best
fitting line was found for each one. Similar to the behavior seen in Figure 4.17, the
relative PAs tend to become more preferentially parallel to the cloud elongation as
a function of increasing column density. This result is in contrast to what would be
expected in a hub-filament system, where the nearer PAs would be perpendicular to
the cloud.
This relative PA configuration may potentially be a signature of a helical field
(Fiege & Pudritz 2000). In such a field, the B-field in the outer regions of the cloud
would be more toroidally dominated and the B-field in the denser regions of the cloud
would be poloidally dominated. However, it is not clear at what density or radius
from the cloud spine the transition in the relative orientation is expected.
Based on the relative PA orientations with respect to locations in the cloud, it
is unclear whether the B-field played a dominant role in the formation of G28.23.
The presence of a bright 8 µm feature in the Southeast region (l ∼28.◦3, b ∼
−0.◦2) of the cloud may have disrupted the B-field in that area. As seen in Figure
4.7, the polarization measurements appear to form a shell around this bright ring-
like structure. Fewer high SNR stars are present near the structure compared to the
rest of the region. This structure may correspond to a large bubble in the Catalog
of bubbles from the Milky Way Project, centered at l = 28.◦297 and b = −0.◦202
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(Simpson et al. 2012). The bubble may have disrupted either the B-field or the dust
grains in the region such that polarizations cannot easily be measured. Spectral
information targeting this structure was unavailable at the time of this study. While
GRS 13CO line emission can be detected at different velocities toward this region
(lines at 74 and 81 km s−1), this feature is not seen as a coherent structure at any
one 13CO velocity. Therefore, the distance to this bubble is not known. Hence, its
association with G28.23 remains circumstantial.
4.4.2 B-field, Cloud Density, and Mass-to-Flux
For the regions where BPOS strengths were able to be estimated for G28.23,
the relation between Bx and volume density was best fit with a single power law of
slope 0.73±0.06, which addresses Question 3. This slope is approximately equal to
the slope of 0.65 found by Crutcher et al. (2010) for B vs. n at densities larger than
300 H cm−3.
Our best-fit slope, which is slightly greater than 2/3, implies that the B-field
was not the dominant factor in the formation of G28.23. However, the slope of 2/3
corresponds to a temporal evolution of the B-field with density as material undergoes
collapse (Li et al. 2015a). The B vs. n relation of G28.23 characterizes instantaneous
structure: the present-day dependence of the B-field strength on density across the
cloud. If the temporal test of B-field importance can be applied to the structural
relation, then the B vs. n relation indicates that the B-field did not affect the
formation of G28.23 to a large degree. However, the influence of the B-field in the
future evolution of the cloud is not known.
Simulations run by Li et al. (2015b) of clump collapse using both initially strong
B-fields (Alfve´n Mach number Ma∼1) and weak B-fields (Ma∼10) found similar
dependences of the B-field strength on density to those found in this study. Their
strong-field simulations exhibited a power law index of 0.7, which was their time-
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averaged value of the index fit to the B vs. n relation of a 100-cloud sample at times
ranging from 0.4 to 0.64tff . This value is very similar to the index of 0.73 found
here. In contrast, their power law dependence in the weak-field simulation was 0.57.
The 2/3 dependence of Mestel (1966) applied to weak B-fields, which is not the case
for G28.23, but the similar dependence on density is still seen. The Li et al. (2015b)
results imply that the 2/3 dependence on density can still arise in molecular cloud
with initially strong B-fields.
The median uncorrected M‖/Φ⊥ of the cloud is ∼1.5, for which M/ΦBN will
range from 0.5 to 1.125 when corrected (Question 4). M‖/Φ⊥ was found to correlate
with density with a power law index of ∼1. This result indicates that there is a
critical density, ncrit, above which the cloud is supercritical and no longer B-field
supported. The gray region in Figure 4.16 indicates where M/ΦBN = 1 would be
if a geometric correction factor is applied. The best-fit line of M‖/Φ⊥ vs. density
intercepts this region for densities in the range ∼300-670 H cm−3. The lower limit
of this range is similar to the threshold density of 300 H cm−3 that Crutcher et al.
(2010) associated with a molecular cloud becoming self-gravitating.
The increase in M‖/Φ⊥as a function of cloud density is a prediction of am-
bipolar diffusion, which occurs in the strong B-field regime. This trend is seen for
G28.23, implying that the B-field played a dominant role in the cloud’s formation.
This conclusion contradicts the interpretation that the B-field did not play a domi-
nant role in G28.23’s formation based on the relative orientations of the polarization
measurements and the power law dependence of the B-field strength on density. The
implications of the M‖/Φ⊥and density relation will be discussed further in an up-
coming publication.
One important characteristic of the dependence of B-field strength on density
that should be noted is that since the density is an input variable in the CF B-
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field strength calculation, the uncertainties of B and density (which are taken into
account in the best-fit relation between the two) are not independent (as they have
been estimated here). The slope of 0.73 derived is dominated by the power law index
dependence of 0.5 on density in the CF method. Additionally, other uncertainties
will arise in the B-field strength that are based on how the gas density is calculated.
4.4.3 Systematic Uncertainties
Some systematic uncertainties exist that must be addressed to more accurately
compute B-field properties and compare them to other physical cloud properties.
First, the average volume density characterizing lines of sight through a cloud can be
calculated using different methods (e.g., Marchwinski et al. 2012). This will result
in different density estimates. In the present study, the choice of the cloud boundary
affects the average volume density estimates. Our chosen boundary of 50 H2 cm
−3
might be considered somewhat liberal, whereas selecting a boundary corresponding
to the FWHM of the cloud column density may be overly restrictive and would result
in ignoring a substantial amount of cloud material and associated B-field.
To determine the effects of the assumptions made in calculating the average
volume densities, I recomputed the BPOS strengths and M‖/Φ⊥ values using average
volume densities calculated for other boundary values. Volume density boundaries of
550, 200, and 100 H2 cm
−3 corresponded to the cloud column density widths equal to
the FWHM, ±2σ, and ±3σ, respectively, where σ was derived from fitting the cloud
column density along the cloud spine, as described in Section 4.3.8. The best-fitting
power law indices of Bx vs. n ranged from 1.24±0.24 to 0.82±0.08 for widths equal
to the FWHM and ±3σ. The best fits to the relations found by using the FWHM
boundary are more uncertain because the number of pixels meeting the criteria to
calculate B-field strengths decreased drastically (15 pixels) compared to the case of
the larger boundary out to 50 H2 cm
−3 (51 pixels).
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The use of different boundaries to calculate the average volume densities for
G28.23, while changing the indices of the best-fitting power laws to the B vs. n
relation, does not change the interpretation that the B-field was not likely to be the
dominant force in the formation of the cloud. The power law indices of the B vs.
n relations are still above the 2/3 threshold, which indicate that gravity was likely
the dominant force. This result is still subject to the assumption that the density
index for temporal evolution of the B-field matches the density index for present-day
structure.
Based on the dependence of the B-field strength on density, the B-field mor-
phology, and the M‖/Φ⊥ values of the cloud, it is unclear whether the B-field was
the dominant force in the formation of G28.23.
4.5 Summary
The importance of the B-field in IRDC formation is not yet understood. To de-
termine whether the B-field played a role in the formation of one IRDC, G28.23, I an-
alyzed archival and new NIR polarimetric observations along with ancillary archival
data. Four questions were posed to investigate the role of B-fields in the formation
of G28.23. One question addressed whether NIR polarizations could probe the B-
field in the intermediate layers of clouds as opaque as IRDCs, and three questions
addressed the importance of the B-field in cloud formation. I examined the behav-
ior of NIR polarization percentage with extinction, the relative cloud to B-field PA
orientations, the relationship of the B-field strength with density, and finally, the
Mass-to-Magnetic Flux ratio across the cloud.
Using a combination of shallow H-band and deep K-band polarimetric observa-
tions, along with dust continuum data from the Herschel Hi-GAL and ATLASGAL
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surveys, and spectral line data from GRS 13CO, I analyzed the properties of the
plane-of-sky component of the B-field of G28.23. I found:
1. The polarization percentages increase as a function of extinction, indicating
that the observations do probe the B-field of the outer and intermediate layers (AV
values of 30-40 mag) of G28.23.
2. The overall relative orientation of the plane-of-sky B-field was neither pref-
erentially perpendicular nor parallel to the projected cloud orientation. Therefore,
it is unclear from the B-field morphology alone whether the B-field affected the for-
mation of the cloud. The PAs do, however, show a large-scale pattern. The distinct
relative PA distributions found in different locations around the cloud indicate that
the B-field morphology in the region is affected by the presence of the cloud.
3. The dependence of the B-field strength on cloud density was fit with a power
law. The index of the best-fitting power law was 0.73±0.06, very similar to the slope
of 2/3 that would imply the B-field was not dynamically important in the formation
of the IRDC.
4. The relation between M‖/Φ⊥ and density, fit with a power law, indicates that
the cloud is magnetically dominated at lower densities and becomes gravitationally
dominated at higher densities. Applying a correction factor to M‖/Φ⊥ to account for
the unknown geometry of a uniform field shows that the M/ΦBN vs. density relation
crosses unity in the density range ∼300–700 H cm−3. The increase in M‖/Φ⊥as a
function of density implies that the B-field was dynamically important in the cloud’s
formation, in contrast to the results stated above.
Based on the B-field properties found by NIR polarimetry in this study, it is
unclear whether the B-field influenced the formation of IRDC G28.23. It is likely,
though, that the local B-field in the vicinity of G28.23 was influenced by the presence
and/or formation of the cloud.
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Chapter 5
The Role of B-fields Surrounding Infrared
Dark Clouds: Twenty Seven-Cloud
Sample
In this chapter, the plane-of-sky B-field properties of a sample of IRDCs are
found. These IRDCs are located in the region of sky covered by the H-band GPIPS
observations. The main goal of the study is to determine whether there is a preferen-
tial relative orientation between the IRDC major axes and the surrounding B-fields.
Such preferential directions would indicate whether the B-field influenced the forma-
tion of the IRDC.
5.1 Motivation
Similar to the goals of Chapter 4, the study described in this chapter also aims
to determine the role of B-fields in the formation of IRDCs. This study analyzes the
relationship between a sample of clouds and the surrounding B-fields, as revealed by
NIR polarimetry, instead of the B-field properties of an individual cloud. Specifically,
it addresses Question 4 from Chapter 1: Are the directions of magnetic fields prefer-
entially parallel, perpendicular, or random compared to the long axes of filamentary
IRDCs?
The B-field properties studied are the relative orientations of the GPAs with
respect to the orientations of the cloud major axes and the relationship between po-
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larization percentages and stellar extinction. As discussed in Chapter 4, the relative
PA orientations will help to determine whether the B-field played a dominant role in
cloud formation. If the relative orientations are either preferentially perpendicular or
parallel to the cloud orientations, then the B-field likely influenced cloud formation
(Li et al. 2014).
The polarization percentages of the deep observations of G28.23 increased as
a function of extinction, indicating that additional polarization was added even at
large extinctions. I will determine if this trend is also seen at the densities probed
by GPIPS around this sample of IRDCs, which will show whether the increase in
polarization percentage as a function of extinction is seen across different clouds.
5.1.1 IRDC Sample
The IRDCs were selected from the sources observed and analyzed in Rathborne
et al. (2006). The Rathborne sample consists of 38 of the darkest IRDCs from
the Simon et al. (2006) catalog of IRDC candidates identified from the MSX 8 µm
Galactic Plane Survey (Price et al. 2001). The IRDCs selected for the present study
are located within the region observed in GPIPS (Clemens et al. 2012a,b,c) and GRS
(Jackson et al. 2006), as well as the Herschel Hi-GAL Survey (Molinari et al. 2010).
The IRDCs and their coordinates are listed in Table 5.1. The coordinates listed are
the average coordinates of the clumps located in each IRDC from Sanhueza et al.
(2012), who studied the IRDC clumps using N2H
+. Some of the 38 IRDCs were not
located in the GPIPS region, while six were not fully covered by Herschel Hi-GAL
fields of observation. Because the Hi-GAL observations were used in estimating the
cloud column densities, Herschel coverage was necessary for analysis. Overall, 27
clouds with various sizes and morphologies were included in this sample of GPIPS
IRDCs.
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Table 5.1: IRDC Sample
IRDC Galactic Galactic Kinematic
Longitude (◦) Latitude (◦) Distance (kpc)
G019.27+00.07 19.300 0.075 2.4
G023.60+00.00 23.598 0.003 3.9
G024.08+00.04 24.162 0.104 3.7
G024.33+00.11 24.326 0.089 7.6
G024.60+00.08 24.632 0.158 3.8
G027.75+00.16 27.750 0.162 4.5
G027.94-00.47 27.968 -0.474 3.1
G027.97-00.42 27.988 -0.425 3.2
G028.04-00.46 28.046 -0.457 3.2
G028.08+00.07 28.088 0.070 5.2
G028.10-00.45 28.109 -0.449 3.2
G028.23-00.19 28.280 -0.157 5.1
G028.28-00.34 28.291 -0.363 3.4
G028.37+00.07 28.339 0.063 4.7
G028.53-00.25 28.556 -0.243 5.5
G028.67+00.13 28.643 0.157 5.2
G030.14-00.06 30.139 -0.071 5.5
G030.57-00.23 30.585 -0.231 6.0
G033.69-00.01 33.688 -0.020 7.1
G034.43+00.24 34.424 0.239 3.8
G034.77-00.55 34.753 -0.573 2.8
G035.39-00.33 35.473 -0.271 3.0
G035.59-00.24 35.604 -0.226 3.1
G036.67-00.11 36.654 -0.110 3.5
G038.95-00.47 38.953 -0.455 2.8
G048.65-00.29 48.662 -0.297 2.5
G053.11+00.05 53.131 0.068 1.8
For some IRDCs, Sanhueza et al. (2012) found clumps whose radial velocities
were different from each other. For this study, I assumed that the main velocity
component of each IRDC was the velocity of the majority of the clumps in the IRDC
found by Sanhueza et al. (2012). The distances listed in Table 5.1 for each IRDC
consist of the average kinematic distance to the clumps in the IRDC with the main
velocity component from Sanhueza et al. (2012). They range from 1.8 to 7.6 kpc,
with a median distance of 3.85 kpc.
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5.2 Data Sets
Archival H-band GPIPS data products in the region of each IRDC were used to
study the local polarization properties. Polarization catalogs of the GPIPS fields in
the region of each IRDC were extracted. The GPIPS observations and data products
are described in Section 4.2. All polarization percentages were Ricean corrected
(Wardle & Kronberg 1974).
The stars in the polarization catalogs in GPIPS are positionally-matched to
2MASS. Because the GPIPS observations are shallower than the deep K-band ob-
servations of G28.23, the polarization catalogs of the IRDC sample were not matched
to UKIDSS. Only polarization stars that were successfully matched to 2MASS were
considered in the following analysis.
In addition to the polarization observations, 13CO spectra from GRS (Jackson
et al. 2006), Herschel Hi-GAL, and ATLASGAL (Schuller et al. 2009) data were also
used for this study. Dust emission-based column density maps of the IRDCs in the
sample were created using Herschel and ATLASGAL data, following the procedure
described in Chapter 4.
5.3 Analysis and Results
While the analysis in this chapter is similar to parts from Chapter 4, the process
and vetting of the polarization information, such as estimating and accounting for
foreground extinction, are not as comprehensive as for G28.23. This is because the
cloud morphologies of the IRDC sample vary significantly. Some clouds are elongated
filaments, while others are more ellipsoidal. Still others cannot be well described by
either. Some clouds are embedded in extensive diffuse emission, while others are
not. Therefore, a simplified approach was taken to characterize the clouds and their
polarization properties.
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5.3.1 Defining a Cloud: Multiple Layers of Material along the Line of
Sight
Because the IRDCs are located several kpc away, there may be multiple layers
of material along those lines of sight, which can contribute to the estimated total
column densities of the clouds. GRS 13CO spectra at the IRDC coordinates were
used to determine whether there were multiple layers along a line of sight. Of the
27 IRDCs in the sample, 13 showed at least two velocity components in 13CO. For
these 13 IRDCs, the integrated intensities (II) of each of the multiple components
were calculated.
For some IRDCs, such as G028.37+00.07, the secondary components were only
strong in isolated locations away from the dense cloud center. Figure 5.1 plots the
ratio of the integrated intensity maps of the 13CO components for G028.37+00.07,
along with the dust-emission based column density map. The main component,
at velocity ∼80 km s−1, dominates the emission at regions of high column density,
whereas the second component, at velocity ∼100 km s−1, peaks toward the edges of
the cloud.
Each of the components indicated by the 13CO spectra contribute to the column
density estimates for the 13 IRDCs. Therefore, it was necessary to modify the column
density maps of these clouds to account for the secondary components. To do so,
integrated intensity ratio maps between the main and secondary components were
created for all 13 clouds. The column density maps were then reduced by the fraction
of the secondary component. Because of this choice, the angular resolution of the
column density map effectively changes to the angular resolution of the 13CO maps–
46 arcsec.
This process assumed that the ratio of the 13CO integrated intensities of the
main and secondary components accurately reflect the ratio of the column densities
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Fig. 5.1: Integrated intensity ratio contour map of two components of 13CO emission
along the line of sight toward G028.37+00.07. The cloud spans l ∼28.15◦ to l ∼28.45◦
and b ∼0◦ to b ∼0.15◦, with the cloud center at l ∼28.37◦ and b ∼0.07◦. The grey
filled contours of the ratio of the 1st (peak velocity = 80 km s−1) to the 2nd (velocity
= 100 km s−1) components are drawn at levels = [0, 1/3, 2/3, 1, 2, and 3]. Dust-
emission column density derived AV contours (AV (mag) = 1.37×1021 H2 cm−2),
not modified by the 13CO integrated intensity ratio are overlaid in black. The 1st
component dominates the dense regions of the cloud, but isolated regions can be
found where the 2nd component dominates.
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due to each layer of material associated with each velocity component. There are
several reasons why this assumption may not be correct. First, due to large densi-
ties, the 13CO lines may become saturated, and even self-absorbed at large enough
densities (e.g., Lada & Wilking 1980). Additionally, in the cold, dense regions of
a cloud, freeze out onto dust grains can lead to CO depletions (Bergin & Tafalla
2007). Nevertheless, this step helps to select the column density along the line of
sight associated with the main molecular component of the cloud.
5.3.2 Fitting Ellipses to Cloud Column Densities
To characterize the dominant orientation of each cloud, ellipses were fit to the
cloud column density map. The column density maps of the 13 clouds with multiple
velocity components were modified based on their 13CO II ratios prior to ellipse
fitting. Ellipses were fit to four column density derived AV contour boundaries for
each cloud– AV = 10, 20, 30, and 50 mag. For each contour, the x and y coordinates
of its perimeter were extracted. An ellipse was then fit to these x and y coordinates.
Due to the irregular shapes of some the contours for some clouds, not all four ellipses
could be fit for every cloud. Some clouds also not did not have large enough areas
with high column densities to fit the denser contours. Table 5.2 lists the IRDCs, the
contour ellipses that were fit for each IRDC, and the properties, with corresponding
uncertainties, of the best-fit ellipses. The properties include the semi-major and
semi-minor axes, the ellipse centers, and the orientations of the clouds measured
East of North, where 0 and 180◦ are perpendicular to the Galactic plane and 90◦ is
plane-parallel.
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Figure 5.2 shows the best-fitting ellipses to the 13CO modified column density
map of G028.37+00.07. The cloud column density-derived AV contour of 10 mag
extends to fill a significant portion of the field of view. For this IRDC, all four
ellipses were fit, and different contour levels resulted in different ellipse orientations.
The ellipse fit to the outermost contour, 10 mag, is at an orientation of 65◦, whereas
the 20 mag ellipse is at an angle of 15◦. The ellipse fit to the densest region of the
cloud, at 50 mag, is oriented more closely to the 10 mag ellipse. These differences
in orientations indicate that the morphologies of some clouds, as projected onto the
plane of the sky, change as a function of their densities. Changes in the 3-dimensional
shape or orientation of a cloud as a function of density can only be detected as they
are seen in projection, which can affect the cloud’s perceived orientation. Therefore,
depending on where the cloud boundary is drawn, the relative orientation between a
cloud and surrounding B-field can change.
To determine the polarimetric properties of the IRDC surroundings, only stars
within a certain area of each cloud were used in the analysis. The designated area for
each cloud was defined by an ellipse whose semi-major axis was 2.5 times that of the
ellipse fit to the 10 mag contour of the cloud. This size was chosen as a compromise
between including enough area around each cloud to contain polarization detections
and excluding regions that are too far from the cloud to be influenced by its presence.
In the case of G028.37+00.07, this designated ellipse has a semi-major axis of 19
arcmin. For clouds where the 10 mag ellipse could not be fit, the semi-major axis
of the designated ellipse was equal to 2.5×1.7 (= 4.25) times the semi-major axis
of the 20 mag ellipse. The factor of 1.7 was applied because it is the median ratio
between the 10 and 20 mag ellipse semi-major axes for the clouds where both were
fit. For the remainder of the analysis, this designated ellipse within which the B-field
properties are found is referred to as the ‘large ellipse.’
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Fig. 5.2: Column density-derived AV contours for IRDC G028.37+00.07. Best-fit
ellipses to contours 10, 20, 30, and 50 mag are overlaid in blue, green, orange, and red,
respectively. The orientations of the different ellipses, as well as their eccentricities,
vary.
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5.3.3 Selection of Background Polarization Stars
As discussed in Chapter 4, to probe the B-field associated with the clouds,
the stars used as polarization probes must be background to the clouds themselves.
Therefore, the GPIPS stars were separated into background and foreground cate-
gories and the background stars were used to compare the B-field to the clouds.
For a given cloud, polarization catalog stars were categorized based on their
stellar photometric extinctions relative to the submm/FIR dust emission-based cloud
extinctions at the stellar coordinates. As described in Chapter 4, the cloud extinc-
tions were derived from the cloud column density maps, and the stellar extinctions
were derived using the 2MASS photometry and employed the NICE method (Lada
et al. 1994). Stars with extinctions greater than the cloud extinctions along the
same lines of sight were designated as “background”. As discussed in Chapter 4,
these background/foreground designations suffer from the beam averaging effects of
the dust-emission derived column density maps. For the very smallest clouds, whose
large ellipses will contain few stars, substructure that is detected in stellar extinctions
but averaged over in the dust emission-based extinctions, may affect the stellar des-
ignations. However, the majority of clouds are large enough such that they contain
a large number of stars.
Figure 5.3 shows the 3-color GLIMPSE+MIPSGAL image of IRDC
G028.37+00.07, with all of the 999 high SNR (Pol/σPol ≥ 2.5, σPol < 5%) H-band
stars overlaid. Figure 5.4 shows the same IRDC but with only the 703 stars catego-
rized as background. The stars shown include stars within the 25×25 arcmin FOV
of the images, and are not necessarily the stars included in the large ellipse; those
quantities will be included subsequent analysis.
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Fig. 5.3: 3-Color GLIMPSE+MIPSGAL background image with all 999 H-band
high SNR polarization measurements overlaid in red. A reference vector is shown in
the bottom left. Column density contours converted to AV are overlaid in black at
levels [10, 20, and 50] mag and at level 30 mag in white. The dense IRDC can be
seen as the dark extinction feature inside the contours.
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Fig. 5.4: Same as Figure 5.3, but containing only the 703 high SNR polarization
measurements categorized as background.
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Effects of Foreground Extinction
In the pilot study of G28.23, an estimate of the foreground extinction present
along the line of sight to the cloud was subtracted from the stellar extinctions before
background/foreground assignment. To determine whether this step was feasible and
necessary for the full sample of IRDCs, a foreground extinction was estimated to each
cloud. It was assumed that one magnitude of visual extinction was accumulated per
kpc of distance (Lynga 1982). Therefore, G028.37+00.07, at a distance of ∼5 kpc
would have a foreground extinction estimate of AV = 5 mag.
The polarization stars were separated into background and foreground cate-
gories using both methods of extinction comparison: once with no foreground ex-
tinction subtracted from the stellar extinctions and once with extinction subtrac-
tion. Variance-weighted average Stokes U and Q parameters were calculated from
the background and foreground stars for both methods. Figure 5.5 shows the high
SNR Stokes Q and U parameters for the foreground (blue) and background (red)
stars for G028.37+00.07 located in the large ellipse. The foreground extinction un-
corrected stars are shown on the top and the extinction corrected stars on the bottom.
For most of the clouds in the sample, the average Q and U parameters found by the
two methods are similar. Some outliers are present. For example, the difference in
the weighted means of the background U parameters (Uuncorrected - Ucorrected) is 0.5%.
The variance-weighted average Stokes parameters were found for every cloud
using the stars located in the large ellipses. The differences between the foreground
extinction-corrected and uncorrected average U and Q parameters were found for
both background and foreground stars. Figure 5.6 shows the distributions of the
differences between the corrected and uncorrected parameters for background stars
(Top) and foreground stars (Bottom). For the foreground stars, the weighted means
of the differences in Q and U, with uncertainties fixed to be no less than 0.05%, were
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Foreground Corrected
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Fig. 5.5: Stokes U and Q parameters of the high SNR stars located within the
large ellipse containing G028.37+00.07. The foreground and background stars, for
foreground extinction uncorrected (Top) and corrected (Bottom), are indicated by
blue and red dots, respectively. Weighted means and unweighted standard deviations
of the subsamples are listed. Star count density contour levels are drawn at [1, 3,
and 5], with pixel sizes equal to 0.5×0.5 sq. %. While most of the background and
foreground quantities do not show a significant difference between the two methods
of background star selection, the difference in the background mean U parameters is
0.5%.
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0.023±0.016% and -0.007±0.016%, respectively. The mean difference in U is equal to
zero within its 1σ uncertainty, while the mean difference in Q is equal to zero within
2σ. Based on these results, no significant differences are seen on the sample level
between the two methods of assigning background and foreground star locations.
Therefore, for the remainder of the analysis, the background stars were found by
simply comparing the stellar extinctions to cloud extinctions, with no foreground
extinction subtraction.
5.3.4 Comparison between Background and Foreground Polarimetric
Properties
As described in Section 5.3.3, the polarimetric stars in the vicinity of each IRDC
were separated into background and foreground categories based on their extinctions
relative to the cloud column densities. Because the polarization signal measured is
accumulated along the line of sight, any foreground polarization signal not associ-
ated with the cloud could still influence the background stellar polarizations. The
variance-weighted average Stokes U and Q parameters of the background and fore-
ground stars were compared to determine whether the foreground stars contained
significant polarization signal. The average background and foreground polarimetric
properties of the cloud sample are listed in Table 5.3 and 5.4, respectively.
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Fig. 5.6: Distributions of the differences in the variance-weighted average Stokes
U and Q parameters of the stars separated into background (Top) and foreground
(Bottom) with and without foreground extinction correction. The ∆Q and ∆U
distributions (corrected - uncorrected) are shown in green and orange, respectively.
For both the background and foreground star categories, no significant differences
exist in the sample based on whether foreground extinction was accounted for.
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Figure 5.7 plots foreground versus background average Q and U parameters for
the sample, as well as the derived average Rician corrected polarization percentages
and GPAs. For most of the clouds, the average Q and U parameters are larger
for the background sample than the foreground sample, which is reflected in larger
background polarization percentages. The GPAs for background and foreground
samples, though, do not differ significantly.
Because some of the IRDCs in the sample did not span large projected regions
in the sky, they did not have many stars categorized as foreground. Indeed, over
half of the sample has fewer than 10 high SNR stars selected to be foreground.
Therefore, determining foreground polarization properties of each cloud based on
such small numbers of stars might not be accurate. To test whether the number of
foreground stars affected the determination of the foreground polarization properties,
the differences in average polarization percentage and GPA between background and
foreground star samples were found and plotted against the number of foreground
stars. Figure 5.8 plots the difference in the average polarization percentages and GPA
between the background and foreground samples against the number of foreground
stars for each cloud. The differences in polarization percentages and GPAs vary for
clouds where the number of foreground stars are low, but the differences become
lower for clouds where the number of foreground stars is larger. This likely indicates
that the foreground polarization properties are more certain for clouds with larger
foreground star populations.
Due to the smaller numbers of foreground stars found within the large ellipses
for many of the clouds, it was not possible to reliably estimate the foreground polar-
ization percentage, as had been done for the deep K-pol data of G28.23. Therefore,
no foreground polarization correction was applied to the polarimetric properties of
the background stars across the cloud sample.
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Fig. 5.7: Variance-weighted average Stokes U and Q parameters of the background
versus foreground stars for the cloud sample. The average polarization percentages
and GPAs derived from the U and Q parameters are also shown. Lines of unity are
drawn in all four plots. For most of the clouds, the polarization percentage is larger
for the background stars.
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Fig. 5.8: Differences between background and foreground average polarization per-
centages (Top) and GPAs (Bottom) versus the number of stars categorized as fore-
ground for the IRDC sample. The differences in polarization percentage and GPAs
are large for smaller numbers of foreground stars.
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5.3.5 Polarization Percentage as a function of Stellar Extinction
An analysis of the change in stellar polarization percentage as a function of
stellar extinction for G28.23 showed that the polarization percent increased with
increasing extinction. This result indicated that the polarization signal increased as
denser regions were being probed. This same analysis was performed for the sample
of 27 IRDCs. The best-fit lines were found for the relationship between polarization
percent and stellar AV for the background stars inside the large ellipse of each cloud.
Figure 5.9 plots the polarization percent against stellar extinction for the high SNR
background stars of the IRDC G028.37+00.07. The best-fitting line has a positive
slope, similar to G28.23.
Figure 5.10 plots the distribution of the slopes of the best-fitting lines of the
polarization vs. extinction relations for the cloud sample. Almost all the slopes are
positive, which indicates that, as was the case for G28.23, the polarization percentage
increases as a function of extinction.
5.3.6 GPA vs. Dust Emission-Based Cloud Column Density
According to the hub-spokes cloud-B-field models (Myers 2009), B-fields are
aligned parallel to less dense cloud “spokes” and perpendicular to the dense main
“hubs.” To test whether this pattern was seen in the IRDC sample, I determined
whether there were any changes in the GPAs as a function of cloud column density.
Lines were fit to the relation between the high SNR background stellar GPAs
and cloud column density-derived AV at the locations of the stars for each cloud. A
change in GPA as a function of cloud column density, which would be expected for
GPAs that are predicted to be parallel to the less dense regions and perpendicular to
the denser regions, would result in non-zero slopes. The relation between GPA and
cloud extinction is shown in Figure 5.11 for G028.37+00.07. The best-fitting slope
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Fig. 5.9: High SNR Background Stellar polarization percentages plotted against
stellar AV for G028.37+00.07. The slope of the best-fitting line is listed.
for this IRDC is ∼0.7◦/mag. The result indicates that there may be a correlation
between the column density and GPA for G028.37+00.07.
The slopes for the relation between column density and GPA for the cloud
sample are shown in Figure 5.12. The slopes are centered around zero, indicating
that there is no systematic evolution of the GPAs as a function of column density
across the cloud sample. There are some significant outliers from a slope of zero,
as seen in Figure 5.12. The four clouds whose absolute slopes are greater than 5
are G023.60+00.00, G028.10-00.45, G028.28-00.34, and G048.65-00.29, with slopes
equal to -8.9±1.1, 12.5±0.3, -5.6±0.4, and -10.3±2.9 ◦/mag, and numbers of high
SNR background stars of 5, 29, 32, and 9, respectively. The slopes of G023.60+00.00
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Fig. 5.10: Slopes of the best-fitting lines between the high SNR background stellar
polarization percentages versus the stellar AV for the cloud sample. Nearly all the
slopes are positive, indicating that the polarization percentages across the cloud
sample increase with extinction.
and G048.65-00.29 are not well constrained due to the low numbers of high SNR
stars. G028.10-00.45 and G028.28-00.34, while having significant slopes, still show
large scatter in the relation, and do not probe beyond a cloud column density-derived
AV of ∼10 mag. These results may indicate that to test whether the hub-filament B-
field configuration is seen in IRDCs, polarization data that probes to higher densities
are necessary.
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Fig. 5.11: GPA plotted against cloud column-density derived AV for high SNR
background stars of G028.37+00.07 located inside the large ellipse. The best-fitting
line to the relation is overlaid. The slope of the relation is listed. The positive slope
indicates that the GPAs may become more aligned with the cloud orientations at
higher cloud column densities.
5.3.7 Preferential GPA Orientations
The B-field is mostly plane-parallel in the Galactic disk (e.g., Heiles 2000).
Before finding relative PA orientations with respect to the cloud orientations, I de-
termined whether the GPAs themselves had any preferred orientation. Figure 5.13
shows the distribution of the median GPAs of the high SNR background stars of
the cloud sample. The median of this distribution is 93◦, with a standard devia-
tion of 27◦. Zero or 180◦ indicate plane-perpendicular PAs, whereas 90◦ indicates
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Fig. 5.12: Distribution of the slopes of the best-fitting lines between the stellar
GPAs and cloud column density-derived AV for the cloud sample. The slopes are
centered around zero, indicating that there is no significant correlation between the
two quantities.
plane-parallel PAs. This result shows that the plane-of-sky B-field is predominantly
plane-parallel, even in the immediate surroundings of IRDCs.
5.3.8 Relative PA Orientations with Respect to Cloud Orientation
To test the importance of the B-field in the formation of the IRDCs in the
sample, the angles of the polarization PAs were found with respect to the cloud ellipse
orientations (∆PA = Pol. GPA - Cloud PA). The relative orientation between the
plane-of-sky B-field and a cloud indicates whether the B-field played a role in the
formation of the cloud. If the relative orientations are either parallel or perpendicular,
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Fig. 5.13: Distribution of the median GPAs of the high SNR background stars of
the cloud sample. The median of the medians is indicated by the solid vertical line,
while 90◦ is shown by the dashed line. The median GPAs cluster around 90◦, and so
are preferentially plane-parallel.
then the B-field likely influenced cloud formation (Li et al. 2014). As described in
Section 5.3.2, the ellipses were fit to the cloud column density-derived AV contours
at levels 10, 20, 30, and 50 mag. The relative orientations were calculated separately
for every ellipse fit to a cloud. Because the polarization catalogs obtained for each
IRDC spanned a large field of view, only stars that were within the region defined by
the large ellipse were used. For smaller IRDCs, this ellipse will encompass a smaller
region of sky, and for larger clouds, it will encompass a larger region.
Figure 5.14 shows the ∆PA distribution of the high SNR background stars for
G028.37+00.07 relative to its 10 mag ellipse orientation. The median of the 10 mag
213
0 20 40 60 80
0
50
100
150
G028.37+00.07
Stellar PA - Cloud PA (deg)
Co
un
ts
Median 10 mag = 49.3 deg
Median 20 mag = 73.8 deg
Median 30 mag = 30.0 deg
Median 50 mag = 39.7 deg
St. Dev = 20.4 deg
Fig. 5.14: Distribution of the relative polarization PAs with respect to the cloud
ellipse orientations for the ellipse fit to the 10 mag column density-derived AV contour
of G028.37+00.07. Colored lines indicate the medians of each of the four distributions
of the relative PAs corresponding to the different cloud ellipse orientations. The
standard deviation of the blue distribution and medians of all four distributions are
listed.
∆PA distribution is indicated by the blue vertical line, and the medians of the other
three ellipse ∆PA distributions are shown by the other three lines. For the AV = 20
mag ellipse, the ∆PAs are more perpendicular. The unweighted standard deviation
of the 10 mag distribution is ∼24◦.
The ∆PAs were found for each IRDC. The numbers of high SNR stars used in
the PA comparison, the median of each ∆PA distribution, and the standard deviation
are listed in Table 5.5.
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Figure 5.15 plots the median ∆PAs of each cloud separated by the different
ellipses. The medians of each of these distributions are indicated in each panel. All
four median ∆PA distributions are relatively flat. There does not appear to be a
preferential relative angle between IRDC long axes and the surrounding plane-of-sky
B-field.
To simply identify whether the ∆PAs were more preferentially parallel or per-
pendicular, the number of clouds in each ellipse distribution whose ∆PAs were be-
tween 45 to 90◦ (more perpendicular) and between 0 to 45◦ (parallel) were deter-
mined. For all four ellipse distributions, neither parallel nor perpendicular orienta-
tions were preferred.
215
Table 5.5: IRDC Relative PA Orientations
IRDC Ellipse AV Number of Median Standard
Contour High SNR ∆PA Deviation of
(mag) Background Stars (◦) Distribution (◦)
G019.27+00.07 20 129 41.8 27.0
G019.27+00.07 30 129 50.6 20.8
G019.27+00.07 50 129 50.7 20.8
G023.60+00.00 10 5 28.1 33.9
G023.60+00.00 20 5 53.3 10.2
G024.08+00.04 20 12 10.2 24.3
G024.33+00.11 10 2710 76.4 18.3
G024.33+00.11 20 2710 25.1 20.1
G024.33+00.11 50 2710 32.7 20.2
G024.60+00.08 10 41 11.9 7.9
G024.60+00.08 20 41 26.3 11.8
G024.60+00.08 30 41 10.4 7.5
G027.75+00.16 10 14 15.4 23.3
G027.94-00.47 10 36 16.9 23.1
G027.97-00.42 10 30 58.0 10.6
G027.97-00.42 20 30 63.0 10.7
G027.97-00.42 30 30 67.4 11.1
G028.04-00.46 10 32 61.8 22.9
G028.04-00.46 20 32 42.9 22.5
G028.04-00.46 30 32 33.8 23.2
G028.08+00.07 10 21 25.9 25.3
G028.08+00.07 20 21 15.4 19.8
G028.10-00.45 10 29 42.5 25.1
G028.10-00.45 20 29 51.7 26.2
G028.10-00.45 30 29 43.3 25.3
G028.23-00.19 20 152 77.8 13.5
G028.23-00.19 30 152 80.0 13.1
G028.23-00.19 50 152 80.2 13.1
G028.28-00.34 10 32 67.4 24.9
G028.28-00.34 20 32 45.5 21.9
G028.28-00.34 30 32 38.8 22.4
G028.37+00.07 10 801 49.3 20.4
G028.37+00.07 20 801 73.8 15.6
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Table 5.5: (continued)
IRDC Ellipse AV Number of Median Standard
Contour High SNR ∆PA Deviation of
(mag) Background Stars (◦) Distribution (◦)
G028.37+00.07 30 801 30.0 19.2
G028.37+00.07 50 801 39.7 20.1
G028.53-00.25 10 233 59.7 27.5
G028.53-00.25 20 233 58.6 27.5
G028.53-00.25 30 233 57.6 23.1
G028.53-00.25 50 233 58.5 22.5
G028.67+00.13 10 23 79.5 12.0
G028.67+00.13 20 23 31.7 16.8
G028.67+00.13 30 23 26.9 15.9
G028.67+00.13 50 23 73.4 12.4
G030.14-00.06 10 16 14.6 15.2
G030.14-00.06 20 16 23.4 17.8
G030.57-00.23 10 32 52.9 8.7
G030.57-00.23 20 32 82.6 5.4
G030.57-00.23 30 32 42.0 8.7
G033.69-00.01 10 152 18.3 18.3
G033.69-00.01 20 152 17.8 18.2
G033.69-00.01 30 152 17.9 18.3
G033.69-00.01 50 152 73.9 18.1
G034.43+00.24 20 177 27.9 24.3
G034.43+00.24 30 177 28.6 24.4
G034.43+00.24 50 177 28.4 22.9
G034.77-00.55 20 132 65.9 14.1
G034.77-00.55 30 132 51.0 16.1
G035.39-00.33 10 277 55.6 19.1
G035.59-00.24 10 106 46.4 20.1
G035.59-00.24 20 106 62.2 15.5
G035.59-00.24 30 106 63.4 15.2
G036.67-00.11 20 13 31.3 15.5
G038.95-00.47 10 73 43.5 28.2
G038.95-00.47 20 73 40.2 24.8
G038.95-00.47 30 73 51.3 26.0
G038.95-00.47 50 73 46.5 28.2
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Table 5.5: (continued)
IRDC Ellipse AV Number of Median Standard
Contour High SNR ∆PA Deviation of
(mag) Background Stars (◦) Distribution (◦)
G048.65-00.29 10 9 66.9 11.4
G048.65-00.29 20 9 76.0 17.2
G053.11+00.05 10 26 9.3 9.3
G053.11+00.05 20 26 8.5 9.0
G053.11+00.05 30 26 14.0 11.6
G053.11+00.05 50 26 31.5 14.6
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I also checked whether the median ∆PAs had any correlation with other cloud
properties, such as distance, ellipse eccentricity, and average cloud polarization per-
centage. Figures 5.16, 5.17, and 5.18 plot the median ∆PAs of each ellipse orientation
against distance, ellipse eccentricity, and average cloud polarization percentage, re-
spectively. No patterns are seen between ∆PA and the eccentricity and polarization
percentage.
While there appears to be little correlation between the ∆PAs and distance
over the whole distance range, the ∆PA values appear to be somewhat bi-modal for
distances larger than four kpc. Figure 5.19 again plots the distributions of the ∆PAs
for the four ellipses, but only for clouds more distant than four kpc. An apparent
bi-modal distribution can be seen for the 20 mag ellipse distribution and perhaps for
the 10 mag ellipse distribution as well. While small numbers prevent a statistically
significant result, the pattern suggests two preferential relative orientations between
the plane-of-sky B-field and IRDCs. This pattern may also be a result of changes
in foreground polarization as a function of distance, as these IRDCs are the farthest
ones in the sample, and ones most likely to be affected by foreground material.
5.4 Discussion
Recent observations of the Gould Belt have found bi-modal distributions be-
tween plane-of-sky B-field orientations and cloud orientations (Li et al. 2013). These
results, found using optical polarimetric observations, traced the plane-of-sky B-field
on the scales of a few pc. Zhang et al. (2014) found similar results using SMA
dust-emission based polarizations in comparison to dense IRDC clump orientations.
While there is a hint of a bi-modal distribution in the relative PA orientations in the
present study, it is unclear why a distance of four kpc might be the break at which
bi-modality occurs.
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Fig. 5.15: Median ∆PAs of the sample for the different ellipses fit to each cloud.
Because fitting ellipses at certain contours to some clouds failed, not all clouds have
median ∆PAs for each ellipse. No preferred ∆PA is seen for any of the four ellipses.
A black dashed vertical line is drawn at 45◦, separating the relative parallel and
perpendicular orientations. The median ∆PA of each distribution is indicated by the
colored dashed vertical line.
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Fig. 5.16: Cloud distances plotted against median ∆PAs for the four ellipses. The
uncertainties plotted on the median values are the standard deviations of the distri-
butions.
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Fig. 5.17: Similar to Figure 5.16, but for cloud ellipse eccentricities.
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Fig. 5.18: Similar to Figure 5.16 but for average cloud polarization percentages.
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Fig. 5.19: Similar to Figure 5.15 but only for clouds with distances larger than four
kpc.
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What is significant is that the median GPAs are very likely to be parallel to
the Galactic disk, as has been observed by optical polarizations (Mathewson & Ford
1970). If the PAs are mostly plane parallel, then differences in the relative PA
orientations between the polarization measurements and the cloud orientations are
due in large part to how the clouds themselves are oriented relative to the Galactic
disk. This result may indicate that other forces, such as turbulence, may dictate the
directions of forming clouds.
However, this is not to say that the clouds did not affect the local B-fields.
For G28.23, there is clear evidence that the B-field morphology was modified by the
presence of the cloud. Deeper polarization data may reveal that the B-fields near
these clouds may also change as a function of cloud density.
The difference in the lack of a preferred orientation between the B-field and
IRDCs in the present study, compared to the results of the Gould Belt study, may
be due to the characteristics of the cloud samples themselves. IRDCs in the sample
are located in the inner Galaxy in the Galactic plane. They are dense, and can be
embedded in giant molecular clouds (Simon et al. 2006). The Gould Belt clouds,
on the other hand, are nearby and off the plane (Li et al. 2013), with much less
diffuse surrounding material. In general, their densities (e.g., Arzoumanian et al.
2011; Sadavoy et al. 2012) are less than those of IRDCs. It is possible that B-fields
dominate the formation of these less dense filaments, but have less influence over the
formation of massive, dense IRDCs.
Alternatively, the shape of the B-field may not simply be uniform and oriented
in one preferred direction. Other possible geometries, such as helical or even tangled
fields, could produce the relative orientations observed in this sample. Gas motions
in IRDCs can potentially cause a uniform to become twisted.
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The result may also be due to the nature of the observations. The NIR po-
larimetric observations being used as B-field probes may not successfully probe the
B-field around and/or in the sample of IRDCs. The IRDCs are located at distances
between 3-8 kpc, and at such distances, the measured stellar polarization signals may
become confused along the line of sight. As stated above, these clouds are embedded
in diffuse emission (sometimes on the order of a couple magnitudes of visual extinc-
tion). Therefore, probing only the B-field associated with an isolated IRDC is not
possible for this sample.
5.4.1 Limitations of the Study
Some limitations should be noted when interpreting the observations presented
in this study. First, background starlight polarimetry traces the direction of the
B-field as projected on to the plane of the sky. The clouds are also assumed to be
aligned such that their long axes are in the plane of the sky. Line-of-sight informa-
tion is not available, and therefore, the third-dimensional ambiguity remains in any
interpretation.
Additionally, ellipses do not fully capture the complex nature of some of the
IRDCs, which may have spokes and curvature. Fitting one or more spines to the
cloud filament(s), might better capture the orientations of the clouds.
5.5 Summary
Using archival H-band polarimetric data from the Galactic Plane Infrared Po-
larization Survey, I studied the relative B-field morphology in the surroundings of a
sample of 27 IRDCs. The purpose of the study was to determine if the B-field played
a role in the formation of these clouds. The relative orientations of the polarizations
with respect to the cloud orientations were found. Predominantly parallel or perpen-
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dicular B-fields with respect to the cloud orientations would indicate that the B-field
played a role in the cloud formations. The major findings are:
1. The distribution of relative orientations of the polarizations compared to the
cloud orientations is predominantly flat. There is little correlation between the cloud
and plane-of-sky B-field orientations.
2. The median Galactic position angle of the background stars measured for
polarization of each cloud is largely parallel to the Galactic plane, indicating that the
B-field is likely plane-parallel, which agrees with previous studies of the large-scale
Galactic B-field.
3. For the majority of the clouds, little change in the GPAs is seen as a function
of cloud column density, as would be expected in the hub-filament model.
4. The lack of correlation between the cloud orientations and the plane-of-sky
B-field orientations (as traced by NIR polarimetry) is in contrast to the study of the
relative PAs of the Gould Belt Clouds. This difference may be due to the differences
in the physical properties of the cloud samples - IRDCs are relatively denser and
often embedded in diffuse emission. The lack of correlation may also indicate that
deeper polarimetric data are necessary to probe the B-fields of these high density
clouds.
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Chapter 6
Summary
6.1 Summary of Goals
This dissertation focused on investigating the Galactic B-field in two settings:
the large-scale field in the outer Galaxy and the cloud-scale field in the inner Galaxy.
I addressed two overarching questions, which were first posed in Chapter 1: 1) What
is the large-scale orientation of the B-field in the outer Galaxy as traced by NIR
polarimetry of star clusters, and 2) How does the B-field influence the formation and
evolution of IRDCs in the inner Galaxy?
NIR background starlight polarimetry was used to probe the plane-of-sky B-field
morphology. The polarization measurements revealed the orientation of the plane-of-
sky B-field. Using the information from these observations, the two questions above
were addressed.
6.2 Findings of Each Study
6.2.1 Outer Galaxy B-field as Revealed by Star Clusters
In this study, polarimetric observations of 31 outer Galaxy open star clusters
were obtained using the Mimir instrument (Clemens et al. 2007) to probe the B-field.
A sample of clusters not only provides probes at different locations but also provides
distance estimates along the line of sight. Distances to these clusters can be used
as upper limits to the distances to the B-field being probed. By using this distance
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information, it was possible to determine how properties of the B-field changed as a
function of distance from the Sun.
In Chapter 2, I found the distances to the clusters by fitting theoretical
isochrones to the cluster color-magnitude diagrams. The PARSEC isochrones (Bres-
san et al. 2012) were fit to 2MASS photometry of the clusters using a χ2 minimization
approach, where Monte Carlo realizations of both the isochrones and background-
corrected cluster CMDs were generated. Distances, ages, and cluster reddenings were
successfully found for 24 of the clusters. For 6 of the remaining clusters, the age was
fixed to the latest literature value and the distance and reddening were found via
isochrone fitting. The remaining cluster, Berkeley 70, could not be fit, and the latest
literature value of its distance was used.
The distances were found to within 8–20% uncertainties. Synthetic clusters at
varying ages were also created to test the fitting technique. The input parameters
were recovered to with 1σ for almost all the synthetic clusters.
In Chapter 3, I used H-band polarimetric observations of the 31 clusters to
address two questions: 1) whether the B-field in the outer Galaxy was parallel to
the Galactic Plane and 2) whether the presence of the Perseus Spiral arm influenced
any B-field properties. Probabilities of membership were assigned to stars in the
field of view of each cluster to select ones that were likely to be cluster members.
Polarization observations of member stars of a cluster would probe the B-field along
one line of sight out to one distance, whereas field stars would probe the B-field at
various distances along the line of sight. Probabilities were assigned based on the
distance of the individual star from the cluster center coordinates and its distance
from the stellar loci in CMD space. The polarimetric properties of stars selected as
cluster members were used in the analysis.
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The average polarization percentage, average Galactic PA, and PA dispersion
were found for the stars in each cluster. Comparisons were made between the average
polarization properties of isolated (clusters whose sight lines did not pass through
the Perseus arm) and arm clusters (those whose sight lines passed through the arm).
The cluster GPAs are nearly plane-parallel, but the mean GPA of the arm clusters
is more predominantly plane-parallel (mean GPA = 89◦) than the mean GPA of
the isolated clusters (mean GPA = 98◦). This result indicates that the plane-of-sky
B-field orientation is different between Perseus arm and interarm regions.
The polarization percentages were larger on average for the arm clusters than
the isolated clusters, whereas the PA dispersions were lower. The lines of sight to
the arm clusters pass through more material on average than the isolated clusters,
as reflected in their larger extinctions. These larger extinctions likely led to larger
polarization percentages for the arm clusters. The larger polarization percentages
may also indicate that the B-field inside the arm is more ordered and/or stronger
than outside the arm.
I also compared the cluster polarimetric properties to the optical polarization
measurements of the Heiles (2000) compilation, the GPIPS NIR polarimetry in the
inner Galaxy, and the Planck submm polarimetry. The average cluster polarization
GPAs differ from the GPIPS GPAs by ∼10◦. They agree overall with the optical
polarizations, and show very good agreement with the Planck polarizations.
6.2.2 The Role of B-fields in the Formation of IRDCs
Archival H-band observations were obtained from GPIPS to determine whether
the B-field in the inner Galaxy influenced the formation of IRDCs. Twenty-seven
IRDCs, which fell into the GPIPS sky coverage, and thus had plane-of-sky polari-
metric information, were selected from the Rathborne et al. (2006) catalog of IRDCs.
Of these 27 clouds, one IRDC, G028.23-00.19 (G28.23), was selected as the topic of a
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pilot study. Using the Mimir instrument, deep K-band observations were obtained,
centered on G28.23, in addition to the H-band GPIPS observations.
Several tests were conducted to determine whether the B-field in the vicinity
of G28.23 played a dominant role in its formation. These tests consisted of find-
ing the preferential relative orientations between the NIR PAs and the cloud major
axis, the power-law dependence of the B-field strength on cloud density, and the
mass-to-magnetic flux ratio across the cloud. Preferentially parallel or perpendicular
polarization PAs with respect to the cloud major axis, a power-law dependence of
the B-field strength on density with an index of less than 2/3, and a normalized
mass-to-flux ratio less than unity would all be indicative of a dominant B-field.
Using a combination of H and K-band polarimetric observations, the relative
PA orientations, plane-of-sky B-field strength, and mass-to-flux ratio were all found
for G28.23. The relative PA orientations were found to be neither preferentially
parallel or perpendicular to the cloud. The relative PAs, did however, become more
preferentially parallel to the cloud elongation as a function of increasing cloud density.
The power-law index of the dependence of the B-field strength on density was 0.73,
very similar to 2/3. The mass-to-flux ratio, found in the low-to-moderate density
regions of the cloud, indicated that the cloud was B-field dominated at lower densities
but became gravitationally dominated at higher densities.
Based on these three tests, it is unclear whether the B-field was dynamically
important in the formation of G28.23, as the three tests present different conclusions.
The PA orientations appeared to be affected by the presence of the cloud. Therefore,
it is likely that the B-field morphology in the vicinity of G28.23 was changed due to
the presence of the cloud.
The relative orientations of the polarization measurements were also found for
the sample of 27 clouds using H-band data. No preferential orientation was found
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between the polarization PAs and the cloud long axes, which implies that B-fields
were not the dominant force in the formation of this sample of IRDCs in the inner
Galaxy. The results may also be due to the observations themselves. Shallow NIR
background polarimetric measurements may not successfully probe the B-fields of
these dense clouds. Especially at the distances to these IRDCs (3-7 kpc), confusion
along the line of sight can contribute to insufficient accuracy in interpreting B-field
properties from the observations.
6.3 Overarching Findings
The findings of these studies address the two overarching questions regarding
the Galactic B-field. The large-scale B-field in the outer Galaxy is predominantly
plane-parallel. There appears to be little difference in the orientation of the B-field in
and outside the Perseus arm. The polarization percentages were found to be higher
for star clusters inside and behind the arm compared to those in front of the arm.
This increase in polarization percentage may be due to the larger material along the
line of sight to these clusters. It may also be due to the B-field being stronger and/or
more ordered in the arm.
In contrast to the findings of the preferential orientations of the plane-of-sky B-
field relative to the Gould Belt clouds (Li et al. 2013), the plane-of-sky B-fields have
no preferential orientation with respect to the IRDCs in this sample. This lack of
correlation implies that the B-field was not dynamically important in the formation
of the IRDCs. The result may also be due to the observations employed to probe
the B-field.
For IRDC G28.23, though, for which deeper observations were taken that probed
into the intermediate cloud column densities, the results indicate that the plane-of-
sky B-field becomes more parallel to the cloud elongation with increasing density.
232
This is contrary to the predictions of a hub-filament system, but may be indicative
of a helical B-field threading the cloud.
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posals submitted by Boston University members for use of telescopes at Lowell Ob-
servatory, such as the Discovery Channel and Perkins Telescopes.
Research Experience for Undergraduates (REU) Student Mentor, Summer 2015
Graduate student mentor to REU student Madison Hill.
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BU Research Internship in Science & Engineering (RISE) Student Mentor, Summer
2013
Research mentor for High School Summer student Adam Rubinstein, who studied
the NIR polarimetry of a sample of star clusters in the outer Galaxy.
Graduate Admissions Student Representative, Spring 2013
Helped the faculty to organize prospective graduate student visits to the Astronomy
Department. Responsibilities included being the point of contact for visiting students
and helping organize personalized visiting schedules and activities.
Telescope Time Awarded
SOFIA, HAWC+ Instrument, 2016, P.I. Hoq
Title: “Magnetic Fields in Infrared Dark Clouds
Perkins Telescope, Lowell Observatory, 2010-2014
Observed 30 nights as PI or CoI to study Galactic magnetic field using polarimetry
Australia Telescope Compact Array, ATNF, 2013, P.I. Jackson
Title: “Chemical Oddballs in the Late Stages of Star Formation
Mopra Radio Telescope, ATNF, 2012, P.I.: Jackson
Title: “Millimetre Astronomy Legacy Team 90 GHz Survey (MALT90)
Australia Telescope Compact Array, ATNF, 2012, P.I. Hoq
Title: “Chemical Oddballs in the Late Stages of Star Formation
Meeting/Seminar Talks
1. Harvard-Smithsonian Center for Astrophysics Large-Scale Seminar Series (Invited)
“The Magnetic Fields of Infrared Dark Clouds, September 2015
2. Midwest Magnetic Fields Conference, Madison, WI
“The Magnetic Field of an Infrared Dark Cloud, May 2015
3. Star Formation Meeting, UMASS Amherst, MA
“The Role of Magnetic Fields in IRDCs, January 2015
Skills/Programming Experience: IDL, SAO DS9, Python
First Author Refereed Publications
1. Hoq, S., & Clemens, D. P., Open Clusters as Probes of the Galactic Magnetic
Field I. Cluster Properties, 2015, AJ, 150, 135
2. Hoq, S., Jackson, J. M., Foster, J., et al., Chemical Evolution in High-Mass
Star-Forming Regions: Results from the MALT90 Survey, 2013, ApJ, 777, 157
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Co-Author Refereed Publications
1. Guzma´n, A. E., Sanhueza, P., Contreras, Y., et al. “Far-Infrared Dust Temper-
atures and Column Densities of the MALT90 Molecular Clump Sample, 2015, ApJ,
815, 130
2. Stephens, I. W., Jackson, J. M., Sanhueza, P., et al. “Interferometric Observations
of High-Mass Star-Forming Clumps with Unusual N2H+/HCO+ Line Ratios, 2015,
ApJ, 802, 6
3. Janes, K. Barnes, S. A., Meibom, S., Hoq, S., “Open Clusters in the Kepler Field.
II. NGC 6866, 2014, AJ, 147, 139
4. Jackson J., Rathborne, J., Foster, J., et al., “MALT90: The Millimetre Astronomy
Legacy Team 90 GHz Survey, 2013, PASA, 30, 57
5. Foster, J., Rathborne, J., Sanhueza, P., et al., “Characterisation of the MALT90
Survey and the Mopra Telescope at 90 GHz, 2013, PASA, 30, 38
6. Janes, K., Barnes, S., Meibom, S., Hoq, S., “NGC 6811: An Intermediate-age
Cluster in the Kepler Field, 2013, AJ, 145, 7
7. Janes, K., Hoq, S., “A Quantitative Analysis of Distant Open Clusters, 2011, AJ,
141, 92
Posters & Conference Proceedings
1. Hoq, S., Clemens, D. P., Guzman, A., Stephens, I., “The Role of Magnetic Fields
in Infrared Dark Clouds, 2015, Magnetic Fields in the Universe V, Corsica, France
2. Hoq, S., Clemens, D. P., Guzman, A., “The Role of Magnetic Fields in IRDCs,
2014, NRAO Filaments Meeting, VA
3. Hoq, S., Clemens, D. P., “High-Mass Star Formation in IRDCs: The Role of
Magnetic Fields,2014, AAS, 22422008
4. Clemens, D. P., Cashman, L., Hoq, S., Montgomery, J., Pavel, M.D., “The Galac-
tic Plane Infrared Polarization Survey (GPIPS): Final Calibration and Full Data
Release, 2014, AAS, 22422006
5. Foster, J., Rathborne, J., Jackson, J., Longmore, S., Whitaker, S., Hoq, S., “The
Millimeter Astronomy Legacy Team 90 GHz Survey (MALT90) and ALMA, 2013,
ASPC, 476, 127
6. Clemens, D. P., Cashman, L. R., Hoq, S., Montgomery, J., Pavel, M. D., “The
Galactic Plane Infrared Polarization Survey (GPIPS): The Full Poster, 2013, AAS,
22135215
7. Hoq, S., Cashman, L. R., Clemens, D. P., “Using Open Star Clusters to Probe the
Small-Scale Characteristics of the Galactic Magnetic Field, 2013, AAS, 22125030
8. Janes, K., Meibom, S., Barnes, S., Hoq, S., “Baysesian Analysis of Star Cluster
Color-Magnitude Diagrams, 2013, AAS, 22125015
9. Janes, K., Barnes, S., Meibom, S., Hoq, S., “NGC 6811: An Intermediate-age
Cluster In The Kepler Field, 2011, AAS, 21822706
