Abstract. Given a standard set δ of a finite size r, we show that the functor associating to a k-algebra B the set of all reduced Gröbner bases with standard set δ is representable. We show that the representing scheme Hilb 
Introduction
Let k be a ring, x = (x 1 , . . . , x n ) an n-tuple of variables and k[x] the polynomial ring over k. There are various notions of Gröbner bases, and of reduced Gröbner bases, of an ideal I ⊂ k[x] (see [Pau07] for an overview). We use that notion of a reduced Gröbner basis which is entirely analogous to definition in the case where k is a field. The definition will be given in Section 2. The same notion of a reduced Gröbner is used in [Wib07] , a paper which was a significant source of inspiration for the work presented here. However, not every ideal I has a reduced Gröbner basis in this sense; a reduced Gröbner basis exists if, and only if, I is a monic ideal. Attached to a monic ideal is its standard set, which is the set of those elements of N n which do not occur as the multidegree of an element of I.
If B is a k-algebra and δ is a finite standard set, we attach to B the set of all monic ideals I ⊂ B[x] with standard set δ. As the reduced Gröbner basis of a monic ideal is unique, we may equivalently attach to B the set of all reduced Gröbner bases in B[x] with standard set δ. It turns out that this map is functorial in B. We denote the functor by Hilb functor Hilb r k[x]/k . The punctual Hilbert functor has been widely studied (see [Iar77] , [GLS07] , citebertin and references therein). In particular, it is wellknown that this functor is represented by a scheme Hilb r k[x]/k . The notions of Hilbert functor and Hilbert scheme were introduced by Grothendieck in [Gro95] ; see also [FGI + 05] for an accessible account of the subject.
In Section 3, we define the Hilbert functor Hilb 
Notation
In this section we collect the relevant definitions and facts concerning elements of k [x] and ideals in k [x] . Throughout, a monomial order on k[x] will be fixed. This is actually a total order on the set of monomials x α = x α 1 1 . . . x αn n , where α = (α 1 , . . . , α n ) ∈ N n . Let f ∈ k[x], then the monomial order gives the well-known definitions of
• coefficient coef(f, x α ) of f at x α ;
• support supp(f ), which is the set of all x α such that coef(f, x α ) = 0;
• leading monomial LM(f );
• leading coefficient LC(f );
• leading term LT(f ), which equals LC(f )LM(f ); • leading exponent (or multidegree) LE(f ), for which LM(f ) = x LE(f ) ; • the nonleading exponents, which are those α such that x α lies in supp(f ) but does not equal LM(f ).
is an ideal, we let LM(I) be the set of all LM(f ), where f runs through I. This set is closed with respect to multiplication by arbitrary monomials. Analogously, we let LT(I) be the set of all LT(f ), where f runs through I. This set is also closed with respect to multiplication by arbitrary monomials. However, if k is not a domain, it may not be closed with respect to multiplication by arbitrary terms. Clearly LT(I) in general carries more information than LM(I).
If I is an ideal in k[x] and x α is a monomial, the set LC(I, x α ) = {LC(f ); f ∈ I, f = 0, LM(f ) = x α } ∪ {0}
is an ideal in k. An ideal I is called monic (see [Pau92] or [Wib07] ) if for all monomials x α , the ideal LC(I, x α ) is either the zero ideal or the unit ideal. Equivalently, each element of LM(I) arises as the leading monomial of a monic f ∈ I, or in other words, the sets LM(I) and LT(I) carry the same information.
We will mostly be working with leading exponents, more precisely, with the set LE(I), which is the set of all LE(f ), where f runs through I. Clearly LE(I) carries the same information as LM(I). Therefore it carries the same information as LT(I) if, and only if, I is monic. In fact, we will not be working with LE(I) itself but rather with its complement in N n : Definition 1. A standard set (or Gröbner escalier) in N n is a subset δ ⊂ N n such that its complement in N n is closed with respect to addition with elements of N n .
Standard sets are precisely the complements of the sets LE(I), where I runs through the ideals in k [x] . If for a given I we have LE(I) = N n − δ, we say that δ is the standard set attached to I.
A Gröbner basis of an ideal I is a finite subset G of I such that the ideals in k[x] generated by LT(I) and LG(g), for g ∈ G, agree. Note that not every ideal I necessarily admits a Gröbner basis, since k was not assumed to be noetherian. A Gröbner basis G is called reduced if each g ∈ G is monic and all nonleading exponents of g lie in the standard set attached to I. An ideal I admits a reduced Gröbner basis if, and only if, I is monic.
(See [Pau92] , [Asc05] , [Wib07] .)
For dealing with standard sets δ, we need two more definitions. The set C (δ) of outer corners of δ is the set of all α ∈ N n − δ such that for all i, α − e i / ∈ N n − δ, where e i is the i-standard basis vector. Note that if I is monic, the elements of C (δ) are precisely those elements of N n which arise as the leading exponents of the elements of the reduced Gröbner basis of I. Moreover, the boundary of δ is the set
Clearly C (δ) ⊂ B(δ). An example is depicted in Figure 1 . 
The punctual Hilbert functor and its standard subfunctors
Fix a positive integer r. We consider the punctual Hilbert functor
which associates to a k-algebra B the set of all equivalence classes of surjective B-algebra homomorphisms φ : B[x] → Q, where Q is a B-algebra and locally free as a B-module. We say that φ : B[x] → Q and φ ′ : B[x] → Q ′ are equivalent if there exists a B-algebra isomorphism ψ : Q → Q ′ such that the following diagram commutes:
Hence φ and φ ′ are equivalent if, and only if, their kernels agree. In this sense, the functor Hilb
At this point a remark on local freeness is in order. In the literature, one can find at least two definitions of when a B-module is locally free (see [Eis95] , p.137). The first is to demand that for each prime ideal p ⊂ B, the localised module M p is free over the localised ring B p . (Equivalently, one can also demand that for each maximal ideal m ⊂ B, M m is free over B m .) The second is to demand that there exist f 1 , . . . , f t ∈ B generating the unit ideal such that each localisation M [f
The second definition (which is used e.g. in [HS04] ) is stronger. However, if the module M is locally free of a finite rank r, both definitions agree.
Our first goal is to cover the functor Hilb r k[x]/k by a finite collection of open subfunctors, indexed by all standard sets of size r. In this section, we shall define these subfunctors. Given a standard set δ, we use the shorthand notation kx δ = ⊕ α∈δ kx α and consider the canonical k-module homomorphism
Definition 2. Let δ be a standard set of size r. We define Hilb 
is surjective, and therefore an isomorphism.
In particular, all Q appearing in Hilb
are free B-modules of rank r. Evidently there are the following alternative descriptions of the subfunctor,
and also Hilb
Since Q is free of rank r, it isomorphic to the module Bx δ . Upon fixing an isomorphism Q = Bx δ and requiring that φ • (id ⊗ δ) = id, we can rephrase the functor Hilb
(The multiplicative structure on Bx δ , making this module a B-algebra, is induced by that on B[x] by the Homomorphism Theorem.) In what follows, we will shift freely between the descriptions (2), (3) and (4).
Of course we can replace the homomorphism δ by an arbitrary k-module homomorphism β : k r → k[x] and define a functor Hilb β k[x]/k analogous to the above. Such functors have been used in [GLS07] . The authors of that paper also state without proof that Hilb Given a k-scheme X, we denote by h X the Hom functor which sends a k-scheme Y to the set Mor k (Y, X). We want to show that the canonical inclusion i : Hilb . . , f s ∈ B generating the unit ideal, we may assume that Q is a free B-module of rank r. Further, let ρ : k → B be the structure morphism of the k-algebra B. The functor G in the cartesian diagram (5) associates to each k-algebra A the set of all pairs (g, h) in h Spec B (Spec A) × Hilb
However, g is nothing but a k-algebra homomorphism γ : B → A, and h is nothing but (the equivalence class of) a k-algebra homomorphism η : A[x] → Q ′ . Therefore, the condition ψ(g) = i(h) translates as follows: The morphisms
are in the same equivalence class. After localising also at A, we may assume that Q ′ is free of rank r. We now fix isomorphisms Q ⊗ B A = Ax δ and Q ′ = Ax δ and accordingly demand that φ ⊗ γ = η. Then the condition making the diagram cartesian is that η lies in Hilb
. In other words, we have reformulated the functor G as follows: G (A) is the set of all γ : B → A such that φ ⊗ γ : A[x] → Ax δ is an A-algebra homomorphism and
is an isomorphism. Consider the special case B = B, γ = id : B → B, and attached to it, the composition
Let M be the matrix of this B-module homomorphism, and I ⊂ B be the ideal generated by det(M ). Then clearly, for any γ : B → A, the composition (6) is an isomorphism if, and only if, A = Aγ(I). By exercise VI-6 of [EH00], we are done.
The standard covering
In Section 5.2 of [GLS07] , the authors show with a very quick argument that the functors Hilb 
By assumption, Q is locally free of rank r, i.e., there exist an
Taking residue classes, we get Q κ = ⊕ r j=1 κǫ j . Local freeness of Q and surjectivity of φ imply that both maps in (7) are surjective. Since κ is a field, the ideal ker φ κ has a Gröbner basis, with a standard set δ attached to it. As Q κ has dimension r, the standard set has size r. The family x γ + ker φ κ , where γ runs through δ, is a κ-basis of κ[x]/ker φ κ . Hence the family φ κ (x γ ), where γ runs through δ, is a κ-basis of Q κ . From the commutative diagram
where the vertical arrows are the canonical map, we see that φ m (x γ ) is a lift of φ κ (x γ ) w.r.t. the canonical map. Nakayama's Lemma implies that the family φ m (x γ ), where γ runs through δ, generates the B m -module Q m . Since the rank of Q m is r = #δ, this family is even a B m -basis.
Hence the composition
is an isomorphism. Going from left to right, we write the image of the basis element x γ under the composition as
Going from right to left, we write the image of the basis element ǫ i as
Here all g γ,i and all h i,γ lie in B − m. We set
and g = f h. (Recall that f is the element of B − m with respect to which we localised earlier.
The formulas (8) and (9) define homomorphisms
respectively, which are obviously inverses of each other.
We have shown that for all B ∈ (k−Alg), for all maximal ideals m ⊂ B and for all φ ∈ Hilb
there exist a g ∈ B − m and a standard set δ of size r such that the localisation
is an isomorphism. Hence the various Hilb
Gröbner bases in the standard subfunctors
Let us further investigate the functor Hilb
. In the course of the proof of Proposition 1, we made use of polynomials lying in the ideal ker φ κ . Since δ is the standard set attached to the ideal ker φ κ , each element of the reduced Gröbner basis of ker φ κ can be expressed as follows,
The latter condition guarantees that LE(f α ) = α. A priori a polynomial as in (10) exists only for all α ∈ C (δ). Uniqueness of the reduced Gröbner basis guarantees uniqueness of the polynomials as in (10). The following Lemma (applied to R = κ, I = ker φ κ ) implies that a unique polynomial as in (10) exists for all α ∈ N n − δ.
Lemma 1. Let R be a ring and δ a standard set. Assume that for all
. Then the following statements hold.
(i) For all α ∈ N n −δ, there exists a unique f α ∈ I such that LE(f α ) = α and all nonleading exponents of f α lie in δ.
Moreover, the family (f α ) α∈N n −δ is an R-basis of the module I.
This Lemma is apparently well-known, at least in the case where R is field. However, as was mentioned in [Led09] , it is hard to find reference for it in the literature. The sketch of proof given in the cited works also for an arbitrary ring R. Also the proof of Proposition 4 below is in a similar spirit.
We have seen that by Nakayama's Lemma the family of all x γ , where γ runs through δ, is a B m -basis of B m [x]/ker φ m . Therefore each polynomial f α ∈ ker φ κ as in (10), for α ∈ N − δ, has a unique lift to an element
of ker φ m . However, though c α,γ = 0 for α < γ, the coefficients c α,γ need not be zero for α < γ.
Proposition 2. The ideal ker φ m is monic with Gröbner basis f α , for α ∈ C (δ), if, and only if, c α,γ = 0 for all α ∈ C (δ) and for all γ ∈ δ such that α < γ.
Proof. This is a consequence of Lemma 1.
The Gröbner subfunctors
In [GLS07] , the authors show that the functor Hilb
/k is representable by an affine scheme. We make use of this fact in this Section. We denote by Hilb 
where α runs through C (δ).
As mentioned in Section 2, an ideal admits a reduced Gröbner basis if, and only if, it is monic. This gives us the following alternative characterisations of Hilb
• It is the set of equivalence classes of surjective φ : B[x] → Q such that ker φ is a monic ideal whose standard set equals δ.
• It is the the set of equivalence classes of surjective φ : B[x] → Q such that ker φ is a monic ideal and the family x γ + ker φ, where γ runs through δ, is a B-basis of B[x]/ker φ.
As the equivalence class of a surjective B-algebra homomorphism φ : B[x] → Q is determined by its kernel, we also have this characterisation:
• Hilb
is the set of all reduced Gröbner bases of ideals in B[x] with standard set δ.
. The division algorithm (see [CLO97] , Section 2, §3) shows that the family (x γ + ker φ), where γ runs through δ, is a B-basis of B[x]/ker φ. By the Homomorphism Theorem, the family φ(x γ ), where γ runs through δ, is a B-basis of Q.
. In particular, we may assume that Q = Bx δ .
We show that Hilb
and ψ : B → A be a k-algebra homomorphism. Tensoring is right exact, hence a surjective homomorphism
We have to show that ker(φ ⊗ id) is monic with standard set δ. For this, we write the elements of the reduced Gröbner basis of ker φ as in formula (11).
We define
for all α ∈ C (δ). Then clearly all g α lie in ker(φ ⊗ id). By Lemma 1 (i), we get a polynomial of the form
e α,γ x γ even for all α ∈ N n − δ, and in particular, all these g α lie in ker(φ ⊗ id). Now let g be an arbitrary element of ker(φ ⊗ id). Denote the leading term of g by cx µ . We have to show that µ lies in N n − δ, as in this case, Lemma 1 (iii) guarantees that ker(φ ⊗ id) is monic with standard set δ. Consider the polynomial
Then
• g ′ lies in ker(φ ⊗ id);
• its support is contained in δ ∪ {µ};
• and its leading term is cx µ .
However, since φ ⊗ id lies in Hilb
, we know that the family x γ + ker(φ ⊗ id), where γ runs through δ, is a basis of A[x]/ker(φ ⊗ id). This shows that if µ ∈ δ, the three bullets above imply that c = 0, a contradiction.
agree, i.e., define the same map
We write the elements of the reduced Gröbner basis of ker φ i and ker φ j , respectively, as
respectively, where α runs through C (δ). By Lemma 2 we know that ker φ ij = ker φ i ⊗ id = ker φ j ⊗ id has a reduced Gröbner basis with standard set δ. The images of f
have the following properties:
• They lie in ker φ ij .
• Their leading exponent is α.
• Their nonleading exponents lie in δ.
Hence
Proof. We prove this by applying Proposition 2.9 of [HS04] . For this we adopt two items of the terminology of the cited paper.
• Let B be an object of (k−Alg), and let a condition on morphisms ψ : B → A in (k−Alg) be given. We say that the condition is Let F be a functor (k−Alg) → (Sets) and G be a subfunctor. In Chapter VI.1.1 of [EH00], the definitions are given when G is an open or closed subfunctor of F . In analogy to that, we say that G is a locally closed subfunctor of F if for each morphism of functors ψ : h Spec R → F , the upper arrow in the cartesian diagram
is represented by a locally closed subscheme Y → Spec R. Consider the special case where F = h X is representable by a k-scheme X. Then the following facts are easy to see.
• A subfunctor G of h X is locally closed if, and only if, G = h Y , where Y is a locally closed subscheme of X.
• A subfunctor G of h X is locally closed if, and only if, X has an open covering (U i ) i∈I such that the upper arrow in the cartesian diagram The interesting thing about the Gröbner strata is the following Theorem. 
Theorem 2. As a topological space, the scheme Hilb

Representing the Gröbner subfunctors
The Hilbert scheme Hilb i.e. the matrix over B such that φ(x α ) = γ∈δ ν αγ x γ for all α ∈ N n . The condition φ • (δ ⊗ id) = id translates as follows, ν αγ = δ αγ for all α ∈ N n and for all γ ∈ δ .
The second condition we have to impose on the matrix (ν αγ ) is that the kernel of φ is an ideal in B[x], since this condition plus the Homomorphism Theorem gives Bx δ a unique B-algebra structure. It is easy to check that the family 
Upon expressing φ by its matrix (ν αγ ) and using the fact that δ is just the inclusion of Bx δ in B[x], this condition reads as follows,
Since Bx δ is free with basis (x β ) β∈δ , this means that ν λ+α,β − γ∈δ ν α,γ ν λ+γ,β = 0 for all λ, α ∈ N n and for all β ∈ δ .
Clearly it suffices to let x λ run only through x 1 , . . . , x n . Therefore, the functor Hilb
/k is represented by the following affine scheme: Hilb
where I is the ideal
In this Section we settle the following two tasks. First we cut down the collection of variables T α,γ to be finite in number. Then we present the scheme representing the subfunctor Hilb We will shift between working with the coefficients d α,γ on the one hand and the matrix (ν αγ ) of φ on the other hand. This is managed by the identity
for all γ ∈ δ. In particular, the polynomial f α carries the same information as the line indexed by α in the matrix (ν αγ ). 
Proof. We recursively define B (d) (δ), for d ≥ 1, as follows: B (1) (δ) = B(δ), and
It is clear that
We show the following assertion by induction over d: All coefficients of f β are Z-polynomial expressions in the coefficients of the polynomials f α , where α runs through B(δ).
If d = 1, the assertion is empty. For the induction step from d to d + 1, we write β as β = α + µ, where α ∈ B (d) (δ) and µ = i∈I e i , for some I ⊂ {1, . . . , n}. We write f α as in (12); then as φ(x µ f α ) = 0, we have
Let Γ be the set of all γ ∈ δ such that γ + µ / ∈ δ. Hence in particular, for all γ ∈ Γ we have γ + µ ∈ B(δ). The polynomial
lies in ker φ, has the leading exponent β and all nonleading exponents in δ.
Hence it equals f β . Moreover, equation (14) shows that all coefficients of f β are polynomial expressions over Z in
• the coefficients d α,γ of f α , for which the assertion is true by the induction hypothesis, and • the coefficients of f γ+µ , for which the assertion is true by the induction basis.
Therefore, the assertion is true for β.
In the discussion preceding the present Proposition, we have shown that the polynomial f α carries the same information as the α-th line of the matrix (ν αγ ). Therefore, the assertion we have just proven shows that the values of T α,γ , for α ∈ N , uniquely determine all other values of T α,γ -as long as we guarantee that the T α,γ define a point on the Hilbert scheme. This is guaranteed by the conditions in the second line of the definition of the ideal I. However, for these conditions to make sense, we have to augment N to N .
Note that the proposition shows in particular that Hilb
/k is of finite type over k. Now it is easy to write down the equations for Hilb 
where I ′ is the ideal
Proof. The conditions in the third line of the definition of the ideal I ′ just express the constraints on the subfunctor Hilb In other words, the scheme Hilb 
Proof. (i) is clear. As for (ii), the only thing we have to prove is that for generating the ideal
it suffices take all α ∈ C (δ). However, in R ′ we have T α,γ = 0 whenever α < γ. Hence the assertion follows from Lemma 1 (i).
Note that the Theorem gives us
as a closed subscheme, and analogously for U ′ δ .
There is an alternative way of arriving at the affine scheme Hilb
/k , plus the universal object, than the way we followed on the track leading down to Theorem 3. To wit, we first write down the polynomials
for all α ∈ C (δ). We define J to be the ideal in R = k[x, T α,γ ; α ∈ C (δ), γ ∈ δ] defined by all f α . Then we use Lemma 1 for determining f α ∈ J of the form (15) for all α ∈ N n −δ. Then we write down the S-pairs S(f α , f β ) for all pairs α, β in C (δ), and reduce these modulo the collection {f α ; α ∈ C (δ)}. We denote the reduction by S ′ (f α , f β ); it is sum of the form
where Γ is a finite subset of N n − δ and a γ are elements of R. We write the reduced pairs as polynomials in x,
where the coefficients c ξ lie in the ring
. We consider the ideal I ⊂ R ′ spanned by all c ξ , for all S-pairs as above. Then Buchberger's S-pair criterion (see [CLO97] , Section 2, §6) tells us that
and that the universal object of the functor Hilb This approach is certainly faster that the one we chose in the previous Sections. However, the advantage of the lengthier approach is that it naturally leads to the embedding of Hilb 
Geometrically this means that we consider the cartesian diagram
We have seen that the equations which the coefficients d α,γ satisfy are just the equations expressing that the reduction of the S-pairs of the various f α are zero. The f α are a reduced Gröbner basis indeed.
Changing the charts
In Chapter 8 we presented the equations for the affine scheme Hilb 
For all α ∈ ǫ − δ, consider the elements f α ∈ ker φ of equation (12). From the commutative diagram above it follows that
Indeed, the first line is immediate; as for the second line, if α ∈ ǫ − δ, then
For giving a formula for inverse of Ψ, we consider the following collection of elements of ker φ ′ , in analogy to (12),
Then we have 
Accordingly, we decompose the two matrices of indeterminates into blocks
The lines in the uppermost blocks (i.e., T 11 and T 12 of T , and U 11 and U 12 of U , respectively) are indexed by δ ∩ ǫ; the lines in the second submatrices by δ − ǫ; the next lines by ǫ − δ; the last lines by ρ. The columns in the left blocks of T and U are indexed by δ ∩ ǫ; those in the right blocks of T by δ − ǫ; those in the right blocks of U by ǫ − δ. The conditions in the first line of the definition of the ideal I (see Proposition 4) show that in fact T and U take the following shape,
where E is the identity matrix. 
Proof. This is proved by the same token as equation (16).
Note that therefrom follows that the matrices E 0 T 31 T 32 and E 0 U 21 U 22 are inverse to each other on the intersection Hilb 
/k is the image of the affine scheme
under the projection π, where I is the ideal
(ii) The locally closed subscheme Hilb
under the projection π, where I ′ is the ideal
Proof. (i) Consider also the projection complementary to π, i.e.,
By Proposition 4, the first and second line of the definition of I guarantee that the image of X under π ′ lies in Hilb Note that we can replace the last line in the definition of I by the conditions
The two conditions equivalently describe the transition morphisms between the coordinate charts, which are given by
, respectively
Proposition 8 enables us to describe the intersection Hilb 
(which is given as in Proposition 4). We index the rows and columns of the matrix
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Finally we describe the intersection Hilb
