The Lovász Local Lemma discovered by Erdős and Lovász in 1975 is a powerful tool to non-constructively prove the existence of combinatorial objects meeting a prescribed collection of criteria. In 1991, József Beck was the first to demonstrate that a constructive variant can be given under certain more restrictive conditions, starting a whole line of research aimed at improving his algorithm's performance and relaxing its restrictions. In the present article, we improve upon recent findings so as to provide a method for making almost all known applications of the general Local Lemma algorithmic.
Introduction
Let A be a finite collection of mutually independent events in a probability space. The probability that none of these events happen is exactly A∈A (1 − Pr[A]). In particular, this probability is positive whenever no event in A has probability 1. László Lovász's famous Local Lemma [Erdős and Lovász 1975] allows for limited dependence among the events, but still concludes that with positive probability none of the events happen if the individual events have bounded probability. Here is the lemma in a very general form. THEOREM 1.1. (ERDŐS AND LOVÁSZ [1975] ). Let A be a finite set of events in a probability space. For A ∈ A let (A) be a subset of A satisfying that A is independent from the collection of events A \ ({A} ∪ (A)). If there exists an assignment of reals x : A → (0, 1) such that x(B) ), then the probability of avoiding all events in A is at least A∈A (1 − x(A)), in particular it is positive.
The original proof of this statement is non-constructive and does not yield an efficient procedure for searching the probability space for a point with the desired property. The purpose of this article is to give an alternative, algorithmic proof that provides such a procedure. This is not the first attempt to do so. Beck [1991] achieved a significant breakthrough, demonstrating that algorithmic versions of the Local Lemma exist. He formulated his strategy in terms of hypergraph 2-coloring as a specific application of the lemma and proved that if in a hypergraph, every edge contains at least k vertices and shares common vertices with no more than roughly 2 k/48 other edges, then a polynomial time algorithm can 2-color the vertices without producing a monochromatic edge. The existential version of the Local Lemma on the other hand allows for every edge to share vertices with roughly 2 k /e other edges and guarantees the existence of such a coloring. Subsequently, several authors have attempted to improve upon the gap between the existential version and its constructive counterparts. Alon [1991] improved the threshold to essentially 2 k/8 using a simpler and randomized variant of Beck's algorithm. Molloy and Reed [1998] provided a general framework capturing the requirements a particular application has to meet so as to become tractable by the tools of Beck and Alon. A small error in this result was recently fixed by Pach and Tardos [2010] . Czumaj and Scheideler [2000] extended known algorithmic versions to somewhat more general cases where the edges of the hypergraph in question need not be of uniform size. Srinivasan [2008] provided another improvement that reduced the gap to a threshold of essentially 2 k/4 along with a series of other advantages over the previous approaches. In Moser [2008] , yet another variant was presented that achieves a polynomial running time for instances up to a neighborhood size of roughly 2 k/2 and finally in Moser [2009] , the threshold was lowered to roughly 2 k /32. In the present paper, we reformulate and improve upon the last cited result both so as to get rid of the now unnecessary constant in the hypothesis and so as to directly apply to almost all applications of the Local Lemma known so far. The only restriction we have to impose upon the general setting in the non-constructive version as formulated above will be that we consider events determined by different subsets of underlying mutually independent random variables and (A) consists of all events that depend on some of the same variables as A. See the exact formulation below. While this appears to be necessary in order to get any algorithmic access to the problem, it seems as well to be the case in almost all known applications.
Let P be a finite collection of mutually independent random variables in a fixed probability space . We will consider events A that are determined by the values of some subset S ⊆ P of these variables. In such a case, we say that an evaluation of the variables in S violates A if it makes A happen. This choice of term is to emphasize that we model a typical application by a collection of 'bad' events that represent the violation of constraints we would like to impose upon a desired solution or object. Clearly, if A is determined by P, then there is a unique minimal subset S ⊆ P that determines A. We denote this set of variables by vbl(A) and assume throughout the paper that this set is given to all algorithms dealing with the event A.
Let A be a finite family of events in determined by P. We define the dependency graph G = G A for A to be the graph on vertex set A with an edge between events
Note that (A) satisfies the requirement in Theorem 1.1 as A is determined by the variables in vbl(A) and the events in A \ ({A} ∪ (A)) are determined by the rest of the variables in P.
Given the family A of events as above our goal is not only to show that there exists an evaluation that does not violate any event in the family but to efficiently find such an evaluation. The algorithm we suggest (Algorithm 1.1) is as simple and natural as it can get: We start with a random point in and maintain an evaluation v P of each variable P ∈ P. We check whether some event in A is violated. If so, we arbitrarily pick a violated event A ∈ A and sample another random assignment of values for the variables in vbl(A) on which A depends, each one independently and according to its distribution while not changing the values of the variables in P \ vbl(A). We call this a resampling of the event A. We continue resampling violated events until no such event exists anymore. We will prove that this simple algorithm quickly terminates, that is, it quickly reaches an evaluation of the variables not violating any of the events in A if the conditions of the Local Lemma are satisfied. Algorithm 1.1 The Sequential Solver function sequential lll(P, A) for all P ∈ P do v P ← a random evaluation of P;
The efficiency of the method clearly depends upon whether random values for each variable can be efficiently sampled and whether they can be efficiently checked against the given events. This is the case for almost all known applications of the lemma and it is less restrictive than previously known methods which required conditional probabilities or expectations to be computed. We will analyze the efficiency of the algorithm in terms of the expected number of times an event A ∈ A is resampled. THEOREM 1.2. Let P be a finite set of mutually independent random variables in a probability space. Let A be a finite set of events determined by these variables. If there exists an assignment of reals x : A → (0, 1) such that
then there exists an assignment of values to the variables P not violating any of the events in A. Moreover the randomized algorithm described above resamples an event A ∈ A at most an expected x(A)/(1 − x(A)) times before it finds such an evaluation. Thus, the expected total number of resampling steps is at most
Our algorithm lends itself for parallelization. In the parallel version of the algorithm (Algorithm 1.2), we start again with the evaluation of the variables at a random point in the probability space, then in every step, we select a maximal independent set S in the subgraph of the dependency graph G spanned by the violated events and resample all the variables these events depend on in parallel. That is, we take independent new samples of the variables in ∪ A∈S vbl(A) and keep the values assigned to the rest of the variables. We continue until we find an evaluation not violating any of the events. This algorithm can be considered a special case of the sequential algorithm, so the statement of Theorem 1.2 applies to the parallel version too. In order to give a logarithmic bound for the expected number of steps, we assume slightly stronger bounds on the probabilities of the events. for all P ∈ P do in parallel v P ← a random evaluation of P; while ∃A ∈ A : A is violated when (P = v P : ∀P ∈ P) do S ← a maximal independent set in the subgraph of G A induced by all events which are violated when (P = v P : ∀P ∈ P), constructed in parallel; for all P ∈ A∈S vbl(A) do in parallel; v P ← a new random evaluation of P return (v P ) P∈P ; THEOREM 1.3. Let P be a finite set of mutually independent random variables in a probability space. Let A be a finite set of events determined by these variables. If ε > 0 and there exists an assignment of reals x : A → (0, 1) such that
then the parallel version of our algorithm takes an expected O( 1 ε log A∈A
x(A)
1−x(A) ) steps before it finds an evaluation violating no event in A.
There is not much about our algorithm that is inherently randomized. We can demonstrate that under additional conditions, most notably a constant bound on the maximum degree of the dependency graph, the same task can be performed by a deterministic procedure. Subsequent to our work, Chandrasekaran et al. [2010] has removed this assumption on constant maximum degree and developed a deterministic variant of the algorithm that runs in polynomial time under only slightly more restrictive bounds on the probabilities of of the "bad" events. THEOREM 1.4. Let P = {P 1 , P 2 , . . . , P n } be a finite set of mutually independent random variables in a probability space, each P i taking values from a finite domain D i . Let A be a set of m events determined by these variables. Consider the problem size to be s := m + n + n i=1 |D i |. Suppose there exists an algorithm that can compute, for each A ∈ A and each partial evaluation
then a deterministic algorithm can find an evaluation of the variables such that no event occurs in time polynomial in s.
In Sections 2 and 3, we provide an analysis of the algorithm, proving Theorem 1.2, In Section 4, we analyze the parallel version and prove Theorem 1.3. In Section 5, we prove the correctness of the derandomized algorithm as claimed in Theorem 1.4. Section 6 contains a lopsided version of Theorem 1.2, and Section 7 has concluding remarks.
Execution Logs and Witness Trees
Note that the decision which violated event A ∈ A to correct in each step can be taken completely arbitrarily. Let us fix any (deterministic or randomized) procedure for this selection, this makes the algorithm and the expected values we consider well defined. The selection method the algorithm uses does not matter for our analysis.
We need to record an accurate journal of what the algorithm does. Let C : N → A list the events as they have been selected for resampling in each step. If the algorithm terminates, C is partial and defined only up to the given total number of steps carried out. We call C the log of the execution. With a fixed selection discipline as described above, C is now a random variable determined by the random choices the algorithm makes.
Recall that dependency graph G is a graph on vertex set A where two distinct events A, A ∈ A are connected if vbl(A) ∩ vbl(A ) = ∅ and that (A) denotes the neighborhood of the vertex A in G. We also use here the inclusive neighborhood
A witness tree τ = (T, σ T ) is a finite rooted tree T together with a labelling σ T : V (T ) → A of its vertices with events such that the children of a vertex u ∈ V (T ) receive labels from + (σ T (u)). If distinct children of the same vertex always receive distinct labels we call the witness tree proper. To shorten notation, we will write V (τ ) := V (T ) and for any v ∈ V (τ ), we write [v] := σ T (v). Given the log C, we will now associate with each resampling step t carried out a witness tree τ C (t) that can serve as a 'justification' for the necessity of that correction step. Let us define τ (t) C (t) to be an isolated root vertex labelled C(t). Then, going backwards through the log, for each
, then we choose among all such vertices the one having the maximum distance from the root and attach a new child vertex u to v that we label C(i), thereby obtaining the tree τ (i) C (t). In the selection of the maximum distance vertex, we break ties arbitrarily. If there is no vertex
. See an example in Figure 1 . We say that the witness tree τ occurs in the log C if there exists t ∈ N such that τ C (t) = τ .
LEMMA 2.1. Let τ be a fixed witness tree and C the (random) log produced by the algorithm.
PROOF. Assume τ occurs in the log C, so we have τ C (t) = τ for some t ∈ N. For a vertex v ∈ V (τ ) let d(v) denote the depth of vertex v, that is its distance from the root and let q(v) stand for the step of the algorithm constructing τ
we attach it to v or to another vertex of equal or greater depth. As a consequence observe that for any two vertices u, v ∈ V (τ ) at the same depth d(v) = d(u), [u] and [v] do not depend on any common variables, that is the labels in every level of τ form an independent set in G. In particular τ must be proper, establishing claim (i).
Consider the following procedure that we call τ -check: In an order of decreasing depth (e.g., reversed breadth first search order) visit the vertices of τ and for a vertex v take a random evaluation of the variables in vbl ([v] ) (according to their distribution, independent of possible earlier evaluations) and check if the resulting evaluation violates [v] . We say that the τ -check passes if all events were violated when checked.
Trivially, the τ -check passes with probability exactly v∈V (τ ) Pr [[v] ]. The lemma follows from the observation that whenever τ occurs in the log and we run the τcheck on the same random source it passes. For this coupling argument, we have to specify explicitly how the algorithms use the random source. We assume that for each variable P ∈ P the random source produces an infinite list of independent random samples P (0) , P (1) , . . . , and whenever either algorithm calls for a new random sample of P we pick the next unused value from this sequence.
Having assumed that τ = τ C (t), we need to prove that the τ -check passes, that is, when it considers a vertex v ∈ V (τ ) and takes random samples of the variables in vbl ([v] ), the resulting evaluation violates [v] . Let us fix the vertex v and for
). When the τ -check considers the vertex v and samples P the random source gives P (|S(P)|) . This is because the τ -check visits the vertices in order of decreasing depth and among the vertices with depth equal to d(v) only the label of v depends on P, so before the τ -check considers v it had sampled P exactly when it was considering the vertices in S(P).
In step q(v), our algorithm chooses the event [v] for resampling, so [v] must be violated before this resampling. We claim that for P ∈ vbl([v]) the current value of the variable P is P (|S(P)|) at this time. Indeed, P was sampled at the beginning of the algorithm and then at the steps q(w) < q(v) for w ∈ S(P). As the τ -check has these exact same values for the variables in vbl ([v] ) when considering v it also must find that [v] is violated, proving (ii).
Let C be the log of the execution of our algorithm. For any event A ∈ A, let us denote by N A the random variable that counts how many times the event A is resampled during the execution of our algorithm, that is the number of time steps t with C(t) = A. Let t i denote the i-th such time step. Let T A denote the set of all proper witness trees having the root labelled A. As we have previously demonstrated, τ C (t i ) ∈ T A , for all i. Moreover, again for each i, the tree τ C (t i ) contains exactly i vertices labelled A and thus τ C (t i ) = τ C (t j ) unless i = j. From this we conclude that N A not only counts the number of occurrences of A in the log, but also coincides with the number of distinct proper witness trees occurring in C that have their root labeled A, that is,
Therefore, one can bound the expectation of N A simply by summing the bounds in Lemma 2.1 on the probabilities of the occurrences of the different proper witness trees. In the next section, we do just that by relating these probabilities to a random process.
Random Generation of Witness Trees
Let us fix an event A ∈ A and consider the following multitype Galton-Watson branching process for generating a proper witness tree having its root labelled A. In the first round, we produce a singleton vertex labelled A. Then, in each subsequent round, we consider each vertex v produced in the previous round independently and, again independently, for each event B ∈ + ([v]) identical or adjacent to [v] in the dependency graph, we add to v a child node carrying the label B with probability x(B) or skip that label with probability 1− x(B). All these choices are independent. The process continues until it dies out naturally because no new vertices are born in some round (depending on the probabilities used, there is, of course, the possibility that this never happens). (1 − x(C) ). For the probability that the described Galton-Watson process yields a prescribed proper witness tree we obtain the following.
LEMMA 3.1. Let τ a fixed proper witness tree with its root vertex labeled A. The probability p τ that the Galton-Watson process described above yields exactly the tree τ is
) the set of inclusive neighbors of [v] that do not occur as a label of some child node of v. Then clearly, the probability that the Galton-Watson process produces exactly τ is given by
where the leading factor accounts for the fact the the root is always born. In order to get rid of the W v , we can rewrite this expression in an obvious way to obtain
where again we have to account for the root separately. Replacing inclusive by exclusive neighborhoods, this simplifies to
and concludes the argument.
Recall that T A denotes the set of all proper witness trees having the root labelled A. We have
where the first inequality follows from Lemma 2.1, while the second follows from the assumption in Theorem 1.2. We further have
where the equality comes from Lemma 3.1, while the last inequality follows from the fact that the Galton-Watson process produces exactly one tree at a time (not necessarily one from T A since it might also grow infinite). This concludes the proof of Theorem 1.2.
Analyzing the Parallel Algorithm
Let us consider an arbitrary execution of the parallel version of the algorithm. We choose an arbitrary ordering of the violated events selected for resampling at each step and consider that these resamplings are done in that order sequentially. This way we obtain an execution of the sequential algorithm. Let S j be the segment of the log C of this execution that corresponds to resamplings done in step j of the parallel algorithm. We call the maximal depth of a vertex in a witness tree the depth of the tree.
LEMMA 4.1. If t ∈ S j , then the depth of τ C (t) is j − 1.
PROOF. Let t k be the first number in the segment S k and let τ k = τ (t k ) C (t) for k ≤ j. As the events resampled in the jth parallel step are independent, the root is the only vertex of τ j . For k < j we obtain τ k from τ k+1 by attaching some vertices corresponding to the kth parallel step of the algorithm. As these vertices have independent labels they can only add one to the depth. To see that they do add one to the depth consider a vertex v of τ k+1 of maximal depth. This vertex corresponds to a resampling of the event [v] some time after step k of the parallel algorithm. If τ k has no vertex with higher depth than v, then from the parallel step k to the resampling corresponding to v no event from + ([v]) was resampled. But this implies that [v] was already violated at parallel step k and we did not select a maximal independent set of violated events there for resampling. The contradiction shows that the depth of τ k is indeed one more than that of τ k+1 . To finish the proof, notice that τ C (t) = τ 1 .
Let Q(k) denote the probability, that the parallel algorithm makes at least k steps. By Lemma 4.1, some witness tree of depth k − 1 must occur in the log in this case. Notice that a depth k − 1 witness tree has at least k vertices. Let T A (k) be the set of witness trees in T A having at least k vertices. We have
Pr[τ appears in the log C]
where the last inequality follows from the assumption in Theorem 1.3. Then, as before, we have
This bound easily implies Theorem 1.3.
A Deterministic Variant
It is possible to derandomize our algorithm under the additional assumptions listed in Theorem 1.4. The idea is to create a list of all large potential witness trees that, if done with care, remains polynomial in length, and then to search for a table of evaluations of all random variables which, substituted for the random source in the original randomized variant, guarantees that the running time will be low. We mention here that the recent work of Chandrasekaran et al. [2010] has further developed the idea above to get rid of the constant degree assumption in Theorem 1.4 for the very small price of a slightly more stringent bound on the probabilities of the "bad" events.
To begin with, let us note that we can assume the weights x(A) for A ∈ A to be bounded away from 1. If they are not, we can simply replace x(A) by, say,x(A) := (1 − /2)x(A) for all A and by /2. It is easily checked that all requirements are still satisfied and now the weightsx(A) are upper bounded by (1 − /2).
, j∈N be sequences of values for the variables. Suppose we replace the random source by these sequences in such a way that we take v (m(1 − ε) k ). There exists therefore a constant c such that the expected number of witness trees of size at least c log m that are consistent with the sequences is at most 1/2. With probability at least 1/2, no consistent witness tree of size at least c log m exists at all. Since no variable can then be reassigned more than c log m times, we can restrict ourselves to finding values (v ( j) i ∈ D i ) 1≤i≤n,0≤ j≤c log m such that no large tree becomes consistent. Such values can be found sequentially using the method of conditional expectations. First of all, we have to make sure that the number of witness trees we have to consider is not too large, which is demonstrated by the following lemma.
LEMMA 5.1. Suppose the maximum degree of the dependency graph is bounded by k as required in the theorem. Let u ∈ N. If there exists a witness tree of size at least u that is consistent with given evaluation sequences (v ( j) i ) 1≤i≤n, j∈N , then there also exists a witness tree of some size in the range [u, (k + 1)u] that is also consistent with the sequences. PROOF. To arrive at a contradiction, assume that the claim is wrong for some value u. Then, let τ be a smallest counterexample, that is a consistent witness tree of size larger than (k + 1)u such that there exists no consistent witness tree of a size in the range [u, (k + 1)u]. Due to the bounded maximum degrees of the dependency graph, each node in τ has at most k +1 children. Let w 1 , w 2 , . . . , w j with j ≤ k +1 be the immediate children of the root. Now we can build j distinct witness trees that are all consistent with the sequences as follows: traverse τ in the usual level-bylevel fashion bottom-up, starting at the lowest level and ending at the root. Consider this sequence of corrections to be a log C of length |τ | and now construct for the j penultimate correction steps in C (which obviously correspond to w 1 through w j ) the corresponding witness trees τ i := τ C (|τ | − i) for i = 1, 2, . . . , j. For obvious reasons, each τ i is consistent with the sequences. Moreover, since τ i must contain at least as many vertices as the subtree of τ rooted at w i , there must be at least one i such that τ i has at least (|τ | − 1)/(k + 1) vertices. Since τ has at least (k + 1)u + 1 vertices, τ i has at least u of them, implying that τ i either contradicts the assumption or constitutes a smaller counterexample. A deterministic algorithm can now proceed as follows: Enumerate all witness trees that have a size in the range [c log m, (k + 1)c log m] in a list L. There is clearly a polynomial number of those given that the dependency graph has bounded degrees. Now, in any ordering, go through all index pairs (i, j) with 1 ≤ i ≤ n, 0 ≤ j ≤ c log m, computing suitable values for v ( j) i incrementally. For each of them, consider each possible value of D i that we could assign to v ( j) i and then compute the expected number of trees in L that become consistent with the sequences of values given that all values chosen so far and v ( j) i are fixed and the yet uncomputed values are considered to be random. In the beginning when no value is fixed so far, that expected value is at most 1/2. Clearly, in each step we can preserve that it remains at most 1/2 by selecting a value for v ( j) i that minimizes that expectation. Once all values are fixed, the expectation has to coincide with the actual number of consistent witness trees in L and therefore that number has to be zero.
Computing the probability of each tree τ ∈ L given that some evaluations are random and others are fixed can be done easily by traversing τ in the usual bottomup level-by-level fashion (note that each time we encounter a variable during this traversal we increment a counter pointing to the sample that has to be used as the current value for this variable), for each vertex computing the conditional probability that the corresponding event is violated given the values for the samples fixed so far (using the algorithm we assume to exist in the hypothesis) and multiplying those probabilities.
After this polynomial preprocessing step, we run the usual algorithm substituting our tailored values for the random source having guaranteed that it will terminate after a polynomial number of steps.
The Lopsided Local Lemma
In this section, we study a lopsided version of the Local Lemma that is slightly outside the framework of Theorem 1.1. Using lopsided dependence, which is an adaptation of the notion in Erdős and Spencer [1991] to our setting, we formulate our main result in a slightly more general form. We started with the original formulation of Theorem 1.2 because we find it more intuitive and it is general enough for most applications of the Local Lemma. This lopsided generalization can also be applied to the derandomized variant of Theorem 1.4. On the other hand, we could not find an effective parallelization.
We are still in the setting of Theorem 1.2: P is a finite set of mutually independent random variables in a probability space and A is a finite set of events determined by these variables. We say that two events A, B ∈ A are lopsidependent if there exist two evaluations f and g of the variables in P that differ only on variables in vbl(A) ∩ vbl(B) such that f violates A and g violates B but either f does not violate B or g does not violate A. The lopsidependency graph is the graph on the vertex set A, where lopsidependent events are connected by an edge. We write (A) = A (A) for the neighborhood of an event A in this graph.
Clearly, if vbl(A) is disjoint from vbl(B), then A and B cannot be lopsidependent, so we have (A) ⊆ (A). Substituting (A) for (A) in the statement of Theorem 1.2 makes the assumption weaker and therefore the theorem itself stronger.
We call an event A ∈ A elementary, if there is a single evaluation of the variables in vbl(A) violating A. Lopsidependence between elementary events is more intuitive: the elementary events A and B are lopsidependent if they are disjoint (mutually exclusive). Elementary events form a very special case of events considered in the Local Lemma, but in case the variables in vbl(A) have finite domain, any event A is the union of finitely many elementary events determined by the same set of variables. Avoiding A is equivalent to avoiding all of these elementary events and such a "breaking up" of event A is not too costly in the following sense. If the assignment x : A → (0, 1) satisfies the (slightly stronger than usual) condition x(B) ), then we can break up all the events A ∈ A into elementary events and find a corresponding assignment to the elementary events satisfying the same condition. Even in cases where a suitable assignment is not possible for the set A, breaking up the events may cause many of the dependencies among the elementary events to disappear when considering lopsidependence, and Theorem 6.1 may become applicable.
An important application where using lopsidependence has proven to be effective is the satisfiability problem. In a CNF formula, two clauses A and B are said to have a conflict if one contains a literal l and the other one its complementl. When conducting the random experiment of sampling a truth assignment to each variable independently, the (elementary) events that A is violated or that B is violated, respectively, are lopsidependent on one another. If, on the other hand, A and B merely overlap in some literal, then correcting either of them in the case of being violated will not harm the other one. Hence, being in conflict is the more relevant notion to analyze dependencies in a SAT problem. The lopsided Local Lemma has been effectively used, for example, by Berman et al. [2003] , to prove better bounds on the number of occurrences per variable that can be allowed while guaranteeing a satisfying assignment. Proofs of this type can be made constructive using the method we present here. THEOREM 6.1. Let P be a finite set of mutually independent random variables in a probability space. Let A be a finite set of events determined by these variables. If there exists an assignment of reals x : A → (0, 1) such that x(B) ), then there exists an assignment of values to the variables P not violating any of the events in A. Moreover, our randomized algorithm resamples an event A ∈ A at most an expected x(A)/(1 − x(A)) times before it finds such an evaluation. Thus, the expected total number of resampling steps is at most A∈A
As the proof of this theorem is almost identical to that of Theorem 1.2 we concentrate on the few differences. We define + (A) = + A (A) = A (A)∪{A} for A ∈ A. Given a log C of an execution of Algorithm 1.1 and a time index t, we define the lopsided witness tree C (t) similarly to the usual witness tree τ C (t), but now the children of a vertex labeled A will be labeled from + (A). Formally, we start with the root labeled C(t) and going through the time steps i = t − 1, t − 2, . . . , 1 of the log we add a new vertex labeled C(i) every time C(i) ∈ + (A) for a label A of a vertex of the tree constructed so far. If such a vertex exists, we choose one as far from the root as possible and attach the new vertex of label C(i) to this existing vertex.
We denote the label of a vertex v by [v] and call a witness tree a proper lopsided witness tree if the children of any vertex v receive distinct labels from + ([v]). Clearly, C (t) is a proper lopsided witness tree, but the equivalent of part (ii) of Lemma 2.1 is less trivial. We state and prove it below. One also has to modify the Galton-Watson branching process considered to produce a proper lopsided witness tree. With these modifications the original proof of Theorem 1.2 carries over to the lopsided version. LEMMA 6.2. Let τ be a fixed proper lopsided witness tree and C the (random) log produced by the algorithm. The probability that τ = C (t) holds for some t is at most v∈V (τ ) Pr [[v] ].
PROOF. We prove this statement with the same coupling argument we used in Lemma 2.1: if τ = C (t), then the τ -check (as defined in the proof of Lemma 2.1) passes if both the algorithm and the τ -check use the same list of independent random samples P (0) , P (1) , . . . for the variables P ∈ P. Recall that the τ -check considers the vertices of τ in some fixed order v 1 , . . . , v s of non-increasing distance from the root and, when considering v i draws new samples for the variables in vbl([v i ]) and checks if they violate [v i ]. Clearly, the probability that the τ -check passes (meaning that each event is violated when checked) is exactly v∈V (τ ) Pr [[v] ].
Let us fix the sequences P (0) , P (1) , . . . of random samples of the variables P ∈ P. The log of our algorithm is still not determined because of the arbitrary choices we make in selecting the violated event to resample. If a possible log C satisfies C (t) = τ for some t we denote by q C (v) the time step the vertex v was added during the construction of C (t). In particular we have q C (r ) = t for the root r of τ and we have C(q C (v)) = [v]. If there are several possible logs C with τ = C (t) for some t, then we choose the one that minimizes w(C) := s i=1 (s + 1 − i)q C (v i ). We claim that with this choice we have q C (v i ) = i for i = 1, . . . , s. Assuming the claim it is clear that the τ -check passes since when it considers v i it will draw the same random values for the variables in vbl([v i ]) that makes the selection of C(i) = [v i ] a valid choice for resampling in the ith step of our algorithm.
To prove the claim above, notice first that the definition of lopsidependence ensures that if C is a possible log of our algorithm and for some j the events C( j) and C( j + 1) are not lopsidependent, then the log C obtained from C by reversing the order of these two resamplings is still possible. Furthermore, if τ can be obtained as C (t) for some t, then τ can also be obtained as C (t) for some t. Now assume that the claim does not hold. In this case, there must exist indices i and j with q C (v i ) = j + 1 and q C (v i ) = j for any i < i. But this means that during the construction of τ = C (t) when considering time step j we did not attach a new vertex labeled C( j), or if we did, it went on the level of v i or even higher. In either case C( j) must not be lopsidependent from C( j + 1) = [v i ], neither can C( j) and C( j + 1) coincide. Thus, the log C obtained from C by switching C( j) and C( j + 1) is also a possible log producing τ as a lopsided witness tree, and we also have w(C ) < w(C), a contradiction.
Conclusion
The bound x(A)/ (1 − x(A) ) in Theorem 1.2 is tight, but it is only achieved in the rather uninteresting case when A is an isolated vertex of the dependency graph and we set x(A) = Pr[A] . Consequently, the bound on the total number of resampling steps is achieved only if all the events in A are independent. To see that the expected number of resamplings of an event, A ∈ A cannot achieve the bound x(A)/(1 − x(A)) unless A is isolated in the dependency graph notice that for equality any proper witness tree with the root labelled A must be present in the log with positive probability, but only those can be present where the labels on each level form an independent set in the dependency graph.
To implement the sequential version of our algorithm we need only to assume that we have an algorithm sampling the variables in P and another that finds the set of violated events for a given evaluation of the variables. For the parallel version, we also need to be able to find a maximal independent set of violated vertices of the dependence graph. Luby's randomized algorithm finds a maximal independent set in any graph in logarithmic expected time using a processor associated with each vertex of the graph. As we have to find an expected logarithmic number of maximal independent sets, one after the other, the total running time of this part of the algorithm is O(log 2 m), where m = |V (G)| = |A|. Sampling and finding the violated indices is typically faster, so this might be the bottleneck of our algorithm. One can reduce the time required to find an independent set to a constant by implementing only a single step of Luby's algorithm. The result will not be a maximal independent set, nevertheless we can use it to perform the corresponding resamplings in parallel, but the expected number of steps this version of the algorithm takes is yet to be analyzed.
Finally, we mention that one can give an alternative explanation why our algorithms work based on the incompressibility method (or Kolmogorov complexity method). Along these lines prior to our work Schweitzer [2009] has given an alternative proof of some hypergraph coloring consequences of the Lovász Local Lemma. He did not formulate his results as an algorithmic approach but used some very similar arguments to the proofs presented here and in Moser [2009] . Gasarch [2009] has recently given a common generalization of the work by Schweitzer [2009] and the present work.
