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Abstract
The calculation of the point vortex velocity probability distribution func-
tion (vvpdf) is extended to a larger class of systems beyond the noncon-
served TDGL model treated earlier. The range is extended to include certain
anisotropic models and the conserved order parameter case. The vvpdf still
satisfies scaling with large velocity tails as for the nonconserved isotropic case.
It is shown that the average vortex speed can be self-consistently expressed
in terms of correlation functions associated with a Gaussian auxiliary field.
In the conserved order parameter case the average vortex speed decays as t−1
compared to the t−1/2 decay for the nonconserved case.
Typeset using REVTEX
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I. INTRODUCTION
In recent work [1] it was shown that the theoretically predicted [2] velocity probability
distribution for point vortices in the case of a phase ordering system agrees very well with
direct numerical simulations. In particular the predicted high velocity algebraic tail is found
to be robust and the predicted exponent confirmed. In the original paper [2] describing the
theory there were assumptions concerning the Gaussian nature of an underlying auxiliary
field. Here we clarify this result by showing that the assumption of an underlying Gaussian
field is consistent and does not imply that the underlying order parameter field is Gaussian.
We only require that the order parameter field and the auxiliary field share the same zeros
and symmetry. The theory is also extended here to conserved and anisotropic systems of
coarsening point defects.
In ref. [2] it was shown for a nonconserved time-dependent Ginzburg-Landau (TDGL)
model that for annihilating point defects n = d, where n is the number of components of
the order parameter and d the spatial dimensionality of the system, that the vortex velocity
probability distribution function (vvpdf), the probability that a given vortex has the velocity
V at time t after a quench, is given by
P (V, t) =
Γ(n
2
+ 1)
(πv¯2(t))n/2
1(
1 +V2/v¯2(t)
)(n+2)/2 (1)
where the parameter v¯(t) is clearly related to the average vortex speed and varies as t−1/2
for long times for the nonconserved TDGL model. Both the form of P (V, t) and the time
dependence of v¯(t) have been confirmed in ref. [1] for the case n = d = 2. It is worth pointing
out that the order parameter growth law, L(t), for the system studied in Ref. [1] has a log
correction [3,4], L2 ≈ t/ln t. This log correction for L(t) is seen in the simulations Ref. [1].
There are no log corrections found for v¯(t). Thus nonlinearities which influence L are not
seen in v¯(t). We discuss in more detail here the derivation of the result given by Eq.(1) and
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it’s extension to systems with a conserved order parameter and simple spatial anisotropy.
In the end we find that the vvpdf still satisfies a form similar to Eq.(1) with the same large
velocity tail, but the average vortex speed falls off as t−1 in the conserved case compared to
the t−1/2 behavior found for the nonconserved case.
The set of problems of interest here are driven by Langevin equations of the form
∂ψα
∂t
= Kα(ψ) (2)
where, we assume,
lim
ψ→0
Kα(ψ) = −Oˆψα , (3)
and the right-hand side is linear in ψ. The key idea is that we are interested in that part of the
equation of motion which corresponds to the motion of vortex cores which are characterized
by zeros of the order parameter. An important example is the TDGL model which is of the
form
∂ψα
∂t
= −Γˆ
[
V ′α(ψ)− c∇2ψα
]
(4)
where c > 0, Γˆ is a constant for a nonconserved order parameter (NCOP) and Γˆ = −D∇2
for a conserved order parameter (COP). Comparing Eq.(4) and Eq.(3) we have
OˆNCOP (1) = −Γc∇21 (5)
and
OˆCOP (1) = D∇21[−r + c∇21] (6)
for the COP case. Here r = V ′′(ψ)|ψ=0 and r < 0 if the system is unstable. Through a
proper choice of length and time scales we can choose
OˆNCOP (1) = −∇21 (7)
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OˆCOP (1) = ∇21[1 +∇21] . (8)
An anisotropic model can be assumed to be of the form
OˆANI = −
∑
µ1
cµ1∇2µ1 +
∑
µ1,µ2
bµ1,µ2∇2µ1∇2µ2 (9)
where cµ1 and bµ1,µ2 are constants. This reduces to the COP case if cµ1 = −1 and bµ1,µ2 = 1.
There is the underlying assumption that the nonlinear potential contribution in the
equation of motion must be such that system orders via annihilating point defects.
II. DEFECT DENSITIES AND CONTINUITY EQUATION
We assume that the instantaneous positions of these defects are determined by the zeros
of the order parameter field. Furthermore, it was pointed out in ref. [2], that the vortex
charge density for this system can be written as ρ = δ(~ψ)D where D is the Jacobian (deter-
minant) for the change of variables from the set of vortex positions ri(t) (where ~ψ vanishes)
to the field ~ψ:
D = 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1ψν1∇µ2ψν2 ....∇µnψνn (10)
where ǫµ1,µ2,...,µn is the n-dimensional fully anti-symmetric tensor and summation over re-
peated indices here and below is implied. Furthermore, since topological charge is conserved,
it was shown in ref. [2] that ρ satisfies a continuity equation:
∂ρ
∂t
= −~∇ · (ρv) (11)
where the vortex velocity is given by
Dvβ = − 1
(n− 1)!ǫβ,µ2,...,µnǫν1,ν2,...,νn(Oˆψν1)∇µ2ψν2....∇µnψνn . (12)
It is assumed that the velocity field is used inside expressions multiplied by the vortex
locating δ-function so we can use Eq.(3) in Eq.(12). These results are rather general.
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Notice that ρ and v have certain important invariance properties. If we can write
ψν(1) =
(
α + βm2(1) + . . .
)
mν(1) (13)
for small mν and where α and β are constants, it is easy to see that ρ(~ψ) = ρ(~m). If we
further assume, as ~m and ~ψ go to zero,
Oˆψν(1) = αOˆmν(1) , (14)
then
vµ(~ψ) = vµ(~m) . (15)
If Oˆ corresponds to an operator with two gradients, as in the NCOP TDGL model, then, as-
suming Eq.(13) to be valid, Eq.(14) follows. In the case where Oˆ has higher-order derivatives
and we assume Eq.(14) holds, then Eq.(13) must be modified.
Thus the correlation function we compute in the next section, G(12), is for that set of
fields m, related to to ψ by Eq.(13), for small values of mν and ψν , which is described by
a Gaussian distribution. Thus we assume there is a field mν which is Gaussian while the
statistics of ψν are largely undetermined.
III. CORRELATIONS FOR THE DEFECT SECTOR
We show in Sect. IV that in determining the average vortex speed we need certain
correlation functions for the auxiliary field, m, introduced in the last section. We show here
that we can use the defect continuity equation, Eq.(11), to show that there is a self-consistent
solution for anm field that is Gaussian. Furthermore we determine the correlation functions
needed to evaluate the average vortex speed explicitly. The method we develop here is a
generalization of the approach due to Mazenko and Wickham [5].
The idea is to look at the equation generated by multiplying the continuity equation by
a source function and then averaging over m. We have
5
〈
[
∂ρ(1)∂t1 + ~∇(1) · (ρ(1)v(1))
]
S(H)〉 = 0 (16)
where S(H) = exp[
∫
d1¯H(1¯) ·m(1¯)]. The question is whether this equation can be satisfied
for an underlying Gaussian probability distribution for arbitrary external field H(1)?
To answer this question we evaluate first the quantity
〈ρ(1)S(H)〉 = 〈S(H)δ(1)D(1)〉 (17)
where we introduce the simplifying notation δ(1) = δ(m(1)) and now D is a function of
the field m. When we talk about correlation in the defect sector we mean averages like in
Eq.(17) where there is a vortex locating δ-function inside the average.
By taking functional derivatives we are able to generate the correlations between fields
m at arbitrary space-time points with the field at the space-time point 1. If we define
ZH(1) = 〈S(H)δ(1)〉 (18)
then
〈δ(1)mν2(2)mν3(3) . . .〉 = Z−1H (1)
δ
δHν2(2)
δ
δHν3(3)
. . . ZH(1) . (19)
In our development a key property of the underlying Gaussian distribution function is
〈mν1(1)A〉 =
∑
ν1′
∫
d1¯Gν1ν1′ (11¯)〈
δ
δmν1′ (1¯)
A〉
for arbitrary A. For A = mν2(2) we obtain
〈mν1(1)mν2(2)〉 = Gν1ν2(12) . (20)
If we assume that the system is isotropic in the vector space, then Gν1ν2(12) = δν1ν2G(12)
and
〈mν1(1)A〉 =
∫
d1¯G(11¯)〈 δ
δmν1(1¯)
A〉 . (21)
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We then need to work out
〈S(H)ρ(1)〉 = 〈S(H)δ(1) 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1mν1∇µ2mν2 ....∇µnmνn〉 . (22)
Using Eq.(21) we have
〈S(H)ρ(1)〉 = 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1G(11¯)〈
δ
δmν1(1¯)
(S(H)δ(1)∇µ2mν2 ....∇µnmνn)〉 . (23)
The derivative of S(H) leads to the introduction of the quantity
Aν1(1) =
∫
d1¯G(11¯)Hν1(1¯) . (24)
We assume, and check self-consistently, that (∇µ1G(11¯)) |1=1¯ = 0. The derivatives of the
product ∇µ2mν2 ....∇µnmνn with respect to mν1(1¯) lead to contributions which all vanish
because it picks out terms δν1νj which multiplies ǫν1,ν2,.,νj,.,νn and ǫν1,ν2,.,ν1,.,νn = 0. We have
then
〈S(H)ρ(1)〉 = 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1Aν1(1)〈S(H)δ(1)∇µ2mν2....∇µnmνn〉 . (25)
Clearly we can go through this process n−1 more times to obtain 〈S(H)ρ(1)〉 = DA(1)ZH(1)
where
DA(1) = 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1Aν1(1)∇µ2Aν2(1)....∇µnAνn(1) . (26)
Next we look at the current contributions to Eq.(16) in the form
〈S(H)~∇ · (ρ(1)v(1))〉 = −∇(1)µ1
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn〈S(H)δ(1)m˙ν1∇µ2mν2 ....∇µnmνn〉 . (27)
We assume that
δ(1)m˙ν1(1) = −δ(1)Oˆ(1)mν1(1) (28)
where Oˆ(1) is a derivative operator defined by Eq.(3). In ref. [2] one has the choice Oˆ(1) =
−∇21. After inserting Eq.(28) back into Eq.(27) and using Eq.(21) we obtain
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〈S(H)~∇ · (ρ(1)v(1))〉 = −∇(1)µ1
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn
×
[ (
−Oˆ(1)Aν1(1)
)
∇µ2Aν2(1)....∇µnAνn(1)ZH(1)
+
(
−Oˆ(1)G(11¯)
)
1=1¯
〈S(H)δν1(1)∇µ2mν2....∇µnmνn〉
]
(29)
where δν1(1) =
∂
∂mν1 (1)
δ(m(1)) and the derivatives of the product of m’s vanish as in the pre-
vious case. Clearly the reduction of the term containing δν1(1) follows just as for 〈S(H)ρ(1)〉
with the result:
〈S(H)~∇ · (ρ(1)v(1))〉 = ∇(1)µ1
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn
×
[ (
Oˆ(1)Aν1(1)
)
∇µ2Aν2(1)....∇µnAνn(1)ZH(1)
+
(
Oˆ(1)G(11¯)
)
1=1¯
∇µ2Aν2(1)....∇µnAνn(1)〈S(H)δν1(1)〉
]
. (30)
We must next evaluate ZH(1) and the related quantity 〈S(H)δν1(1)〉. Determination of
ZH(1) involves evaluation of the Gaussian average
ZH(1) = 〈δ(m(1))S(H)〉 =
∫ ddk
(2π)d
〈eik·m(1)eH(1¯)·m(1¯)〉 , (31)
with the result
ZH(1) =
e
−
1
2
A2(1)
S0(1)
(2πS0(1))
n/2
exp
[
1
2
Hν1(1¯)Hν1(2¯)G(1¯2¯)
]
. (32)
where S0(1) = G(11). Next we need
〈S(H)δν1(1)〉 =
∫
ddk
(2π)d
ikν1〈eik·m(1)eH(1¯)·m(1¯)〉
=
∫
ddk
(2π)d
ikν1exp
[
−1
2
k2G(11) + ik ·A(1) + 1
2
Hν2(1¯)Hν2(2¯)G(1¯2¯)
]
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= exp
[
1
2
Hν1(1¯)Hν1(2¯)G(1¯2¯)
]
∂
∂Aν1(1)
exp
[
−1
2
Hν1(1¯)Hν1(2¯)G(1¯2¯)
]
ZH(1)
= −Aν1(1)
S0(1)
ZH(1) . (33)
Putting Eqs.(32) and (33) back into Eq.(30), and allowing the gradient ∇(1)µ1 to act gives
〈S(H)~∇ · (ρ(1)v(1))〉 = −DB(1)ZH(1)−DBµ1(1)∇(1)µ1 ZH(1) (34)
where
DB(1) = 1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1Bν1(1)∇µ2Aν2(1)....∇µnAνn(1) (35)
and
DBµ1(1) =
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νnBν1(1)∇µ2Aν2(1)....∇µnAνn(1) . (36)
Bν1(1) =
(
−Oˆ(1) + Ω(1)
)
Aν1(1) (37)
and
Ω(1) =
1
S0(1)
(
Oˆ(1)G(12)
)
1=2
. (38)
Putting the results together in Eq.(16) we obtain
∂
∂t1
(DA(1)ZH(1)) = DB(1)ZH(1) +DBµ1(1)∇(1)µ1 ZH(1) . (39)
We can write this in the form:
∂DA(1)
∂t1
+DA(1) ∂
∂t1
ln ZH(1) = DB(1) +DBµ1(1)∇µ1ln ZH(1) . (40)
After taking the derivatives ZH(1), we can then write Eq.(40) in the form
W2(1) = W4(1) (41)
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where
W2(1) =
∂DA(1)
∂t1
−DA(1)n
2
S˙0(1)
S0(1)
−DB(1) (42)
and
W4(1) = DA(1)
(
A(1)
S0(1)
· A˙(1)− 1
2
A2(1)
S˙0(1)
S20(1)
)
−DBµ1(1)
A(1)
S0(1)
· ∇µ1A(1) . (43)
Look first at W2(1) which can be written in the form:
W2(1) =
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn
×∇µ1
(
A˙ν1(1)−
1
2
S˙0(1)
S0(1)
Aν1(1)−Bν1(1)
)
∇µ2Aν2(1)....∇µnAνn(1)
=
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νn∇µ1gν1(1)∇µ2Aν2(1)....∇µnAνn(1) (44)
where
gν1(1) = A˙ν1(1)−
1
2
S˙0(1)
S0(1)
Aν1(1)− Bν1(1) . (45)
In looking at W4 we need to focus on the quantity
DBµ1(1)Aν(1)∇µ1Aν(1)
=
1
(n− 1)!ǫµ1,µ2,...,µnǫν1,ν2,...,νnBν1(1)∇µ2Aν2(1)....∇µnAνn(1)Aν(1)∇µ1Aν(1) . (46)
Note that
ǫµ1,µ2,...,µn∇µ1Aν(1)∇µ2Aν2(1)....∇µnAνn(1) = ǫν,ν2,...,νnDA(1) . (47)
Putting this back into Eq.(46), we find
DBµ1(1)Aν(1)∇µ1Aν(1) =
1
(n− 1)!ǫν1,ν2,...,νnǫν,ν2,...,νnBν1(1)Aν(1)DA(1)
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= Bν1(1)Aν1(1)DA(1) (48)
and
W4(1) = DA(1)Aν(1)
S0(1)
(
A˙ν1(1)−
1
2
S˙0(1)
S0(1)
Aν1(1)−Bν1(1)
)
= DA(1)Aν(1)
S0(1)
gν(1) . (49)
Using Eqs.(44) and (49) in Eq.(41) we find a solution for general H if
gν(1) = A˙ν(1)− 1
2
S˙0(1)
S0(1)
Aν(1)− Bν(1) = 0 . (50)
This will hold for all source fields H if
∂
∂t1
G(12)− 1
2
S˙0(1)
S0(1)
G(12) =
(
−Oˆ(1) + Ω(1)
)
G(12) . (51)
Thus the average of the continuity equation, Eq.(16), is satisfied by a Gaussian probability
distribution if the associated variance, G(12), satisfies Eq.(51).
IV. SOLUTION FOR G(12)
We can solve Eq.(51) for G(12) in some generality. The first step is to write
G(12) =
√
S0(1)S0(2)f(12) (52)
where S0(1) = G(11). Inserting this form into Eq.(51) gives
∂
∂t1
f(12) =
(
−Oˆ(1) + Ω(1)
)
f(12) . (53)
We assume that the system is translationally invariant and on Fourier transformation the
operator Oˆ(1) is diagonalized and time independent. We have then
∂
∂t1
f(q, t1, t2) = (−O(q) + Ω(1)) f(q, t1, t2) . (54)
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We see that Ω(1), defined by Eq.(38), is determined by the constraint
Ω(1) =
∫
ddq
(2π)d
O(q)f(q, t1, t1) . (55)
We also have the equation
∂
∂t2
f(q, t1, t2) = (−O(q) + Ω(2)) f(q, t1, t2) . (56)
Adding Eqs.(54) and (56) and setting t1 = t2 = t we obtain for the equal-time correlation
function f(q, t) ≡ f(q, t, t):
∂
∂t
f(q, t) = 2 (−O(q) + Ω(2)) f(q, t) . (57)
For equal times we have from Eq.(52) that f(11) = 1 or
1 =
∫
ddq
(2π)d
f(q, t) . (58)
The partial solution for Eq.(57) is given by
f(q, t) = exp
(
2
∫ t
t0
dτ (Ω(τ)− O(q))
)
f(q, t0)
= R2(t, t0)e
−2O(q)(t−t0)f(q, t0) (59)
where
R(t1, t2) = exp
(∫ t1
t2
dτ Ω(τ)
)
. (60)
We then need to solve for Ω(t). Inserting Eq.(59) into Eq.(58) gives
1 = R2(t, t0)I(t, t0) (61)
where
I(t, t0) =
∫
ddq
(2π)d
e−2O(q)(t−t0)f(q, t0) . (62)
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We then have from Eq.(61)
R2(t, t0) = I
−1(t, t0) . (63)
The constraint condition, Eq.(55), is given by
Ω(t) = R2(t, t0)
∫
ddq
(2π)d
O(q)e−2O(q)(t−t0)f(q, t0)
= −1
2
I˙(t, t0)
I(t, t0)
. (64)
Thus the determination of Ω(1) is reduced to evaluation of the integral I(t, t0). The equal
time correlation function is given then by
f(q, t) = I−1(t, t0)e
−2O(q)(t−t0)f(q, t0) . (65)
Going back to the unequal time correlation function we can integrate Eq.(54).
f(q, t1, t2) = exp
(∫ t1
t2
dτ (Ω(τ)−O(q))
)
f(q, t2)
= R(t1, t2)e
−O(q)(t1−t2)f(q, t2)
= R(t1, t0)R(t2, t0)e
−O(q)(t1+t2−2t0)f(q, t0) (66)
where we have used R(t1, t2) = R(t1, t0)/R(t2, t0). We obtain a complete solution once one
does the integral for I(t, t0). Notice that these results are independent of the specific form
for S0(t).
V. EVALUATION OF VORTEX VELOCITY PROBABILITY DISTRIBUTION
The vortex velocity probability distribution function defined by
n0P (V, t) ≡ 〈n(1)δ(V − v(1))〉 (67)
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where v as a function of the order parameter is given by Eq.(12) with ~ψ replaced by ~m,
n(1) = δ(m(1))|D(m(1))| is the unsigned defect density, and n0(1) = 〈n(1)〉. We notice
in evaluating P (V, t) that it is of the defect sector form, thus there is a defect locating
δ-function in the average via the factor of n(1). Our results from section 2 suggest that in
this sector we can treat the field m as Gaussian with variance given by G(12) calculated in
section 3.
In carrying out the average we need the auxiliary quantity
W (ξ,b) = 〈δ(m)∏
µ,ν
δ(ξνµ −∇µmν)δ(b−K〉 (68)
where K(1) = Oˆ(1)m(1). Then
n0P (V, t) =
∫
dnb
∏
µ,ν
dξνµ|D(ξ)|δ(V− v(b, ξ))W (ξ,b) (69)
where v(b, ξ)) = J(b, ξ)/D(ξ) with
D(ξ) = 1
n!
ǫµ1,µ2,...,µnǫν1,ν2,...,νnξ
ν1
µ1ξ
ν2
µ2 ....ξ
νn
µn (70)
and
Jα(b, ξ) =
1
(n− 1)!ǫα,µ2,...,µnǫν1,ν2,...,νnbν1ξ
ν2
µ2
....ξνnµn . (71)
Let us turn to the Gaussian average determining W (ξ,b). Following the analysis used
to evaluate ZH in section 2 we introduce the integral representation for the δ-function to
obtain:
W (ξ,b) =
∫
dnk
(2π)n
dnq
(2π)n
(∏
µ,ν
∫ dsνµ
2π
)
e−ib·qe−iξ
ν
µs
ν
µΓ(k,q, s) (72)
where
Γ(k,q, s) = 〈eik·m(1)eiq·K(1)eisνµ∇µmν(1)〉 . (73)
If we introduce
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Hα(1¯) = i
[
kα + qαOˆ(1) + s
α
µ∇(1)µ
]
δ(1¯1) (74)
then we can write
Γ(k,q, s) = 〈eHα(1¯)mα(1¯)〉 = exp
[
1
2
Hα(1¯)Hα(2¯)G(1¯2¯)
]
(75)
where G(12) was determined in section 3. We assume that the cross terms involving an odd
number of gradients vanishes in the argument of the exponential. We have then
Γ(k,q, s) = exp
[
−1
2
(
k2S0(1) + 2k · qSc(1) + q2SO2(1) + sαµsαµS(2)µ (1)
)]
(76)
where
Sc(1)
S0(1)
=
∫
dnq
(2π)n
O(q)f(q, t) = Ω(1) = −1
2
I˙(1)
I(1)
, (77)
where we have used Eq.(54),
SO2(1)
S0(1)
=
∫
dnq
(2π)n
O2(q)f(q, t) =
1
4
I¨(1)
I(1)
(78)
having used Eq.(65), and
S
(2)
µµ′(1)
S0(1)
=
∫
dnq
(2π)n
qµqµ′f(q, t1) = δµµ′
S(2)µ (1)
S0(1)
. (79)
The next step in extracting W is to integrate over k:
Γ(q, s) =
∫ dnk
(2π)n
Γ(k,q, s) =
1
(2πS0)n/2
e−
1
2
q2S¯e−
1
2
sαµs
α
µS
(2)
µ (80)
where
S¯ = SO2 − S
2
c
S0
. (81)
Using Eq.(80) back in Eq.(72) we obtain
W (ξ,b) =
∫ dnq
(2π)n
(∏
µ,ν
∫ dsνµ
2π
)
e−ib·qe−iξ
ν
µs
ν
µΓ(q, s)
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=
∫
dnq
(2π)n
(∏
µ,ν
∫ dsνµ
2π
)
e−ib·qe−iξ
ν
µs
ν
µ
1
(2πS0)n/2
e−
1
2
q2S¯e−
1
2
sαµs
α
µS
(2)
µ . (82)
This factorizes into a product of three natural parts
W (ξ,b) =
1
(2πS0)n/2
W (ξ)W (b) (83)
where
W (ξ) =
(∏
µ,ν
∫ dsνµ
2π
)
e−iξ
ν
µs
ν
µe−
1
2
sαµs
α
µS
(2)
µ (84)
and
W (b) =
∫ dnq
(2π)n
e−ib·qe−
1
2
q2S¯ . (85)
Using the basic integral
∫
dx
2π
e−iyxe−
a
2
x2 =
1√
2πa
e−
y2
2a (86)
we can evaluate both factors:
W (ξ) =
(∏
µ
1
2πS
(2)
µ
)n/2
e
−
(ξν
µ′
)2
2S
(2)
µ′ , (87)
W (b) =
1
(2πS¯)n/2
e−
b2
2S¯ . (88)
Turning to n0P (V, t) given by Eq.(69), we see that we have the integral over b of the
form
Jb =
∫
dnb δ(V − v(b, ξ))W (b)
=
∫
dnb
∫ dnz
(2π)n
e−iV·zeiv(b,ξ)·zW (b) . (89)
We can then write z · v(b, ξ) = a · b where
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aν1 =
1
D(n− 1)!zαǫα,µ2,...,µnǫν1,ν2,...,νnξ
ν2
µ2 ....ξ
νn
µn (90)
then
Jb =
∫
dnb
∫
dnz
(2π)n
e−iV·zeia·b
1
(2πS¯)n/2
e−
b2
2S¯
=
∫ dnz
(2π)n
e−iV·ze−
S¯
2
a2 (91)
where a2 = zαMαβzβ and the matrix M is given by
Mα,β =
1
D2[(n− 1)!]2 ǫα,µ2,...,µnǫν,ν2,...,νnξ
ν2
µ2
....ξνnµnǫβ,µ′2,...,µ′nǫν,ν′2,...,ν′nξ
ν′2
µ′2
....ξ
ν′n
µ′n
. . (92)
Doing the remaining Gaussian z integration in Eq.(91) we obtain
Jb =
1
(2πS¯)n/2
1√
detM
exp
[
− 1
2S¯
∑
µ,ν
V µ[M−1]µ,νV
ν
]
(93)
and
n0P (V, t) =
∫ ∏
µ,ν
dξνµ|D(ξ)|W (ξ)
1
(4π2S0S¯)n/2
1√
detM
exp
[
− 1
2S¯
∑
µ,ν
V µ[M−1]µ,νV
ν
]
(94)
We must look at the matrix M and its inverse. First multiply Mαβ by ξ
ν
α to obtain
ξναMαβ = ξ
ν
α
1
D2[(n− 1)!]2 ǫα,µ2,...,µnǫν1,ν2,...,νnξ
ν2
µ2 ....ξ
νn
µnǫβ,µ′2,...,µ′nǫν1,ν′2,...,ν′nξ
ν′2
µ′2
....ξ
ν′n
µ′n
. . (95)
However
ξνµ1ǫµ1,µ2,...,µnξ
ν2
µ2
....ξνnµn = D(ξ)ǫν,ν2,...,νn (96)
then
ξναMαβ =
1
D2[(n− 1)!]2D(ξ)ǫν,ν2,...,νnǫν1,ν2,...,νnǫβ,µ′2,...,µ′nǫν1,ν′2,...,ν′nξ
ν′2
µ′2
....ξ
ν′n
µ′n
. (97)
=
1
D(n− 1)!ǫβ,µ′2,...,µ′nǫν,ν′2,...,ν′nξ
ν′2
µ′2
....ξ
ν′n
µ′n
(98)
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where we have used
ǫν,ν2,...,νnǫν1,ν2,...,νn = δν,ν1(n− 1)! . (99)
Multiply Eq.(98) by ξνγ to obtain
ξνγξ
ν
αMαβ =
1
D(n− 1)!ξ
ν
γǫβ,µ′2,...,µ′nǫν,ν′2,...,ν′nξ
ν′2
µ′2
....ξ
ν′n
µ′n
=
1
D(n− 1)!ǫβ,µ′2,...,µ′nD(ξ)ǫγ,µ′2,...,µ′n = δγβ . (100)
Thus we have the beautiful result:
(
M−1
)
αβ
=
∑
ν
ξναξ
ν
β . (101)
We need det M = 1/det M−1. We have
detM−1 =
1
n!
ǫα1,α2,...,αnǫβ1,β2,...,βnξ
ν1
α1ξ
ν1
β1
ξν2α2ξ
ν2
β2
· · · ξνnαnξνnβn
=
1
n!
ǫν1,ν2,...,νnD(ξ)ǫν1,ν2,...,νnD(ξ)
=
1
n!
D(ξ)2n! = D(ξ)2 . (102)
Using the clean result det(M) = 1/(D)2, and Eq.(101), we have
n0P (V, t) =
∫ ∏
µ,ν
dξνµ√
(2πS
(2)
µ )

 D2(ξ)
(4π2S0S¯)n/2
e−
1
2
A(ξ) (103)
where
A(ξ) =
∑
µ,ν
1
S
(2)
µ
(ξνµ)
2 +
1
S¯
∑
α,β,ν
V αξναξ
ν
βV
β . (104)
Next make the change of variables ξνµ =
√
S
(2)
µ ξ˜νµ to obtain, D(ξ) =
(∏
µ
√
S
(2)
µ
)
D(ξ˜),
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n0P (V, t) =
∏
µ

 S(2)µ
2π
√
S0S¯

∫

∏
µ,ν
dξ˜νµ√
(2π)

D2(ξ˜)e− 12A(ξ˜) (105)
where
A(ξ˜) =
∑
µ,ν
(ξ˜νµ)
2 +
∑
α,β,ν
V˜ αξ˜ναξ˜
ν
βV˜
β (106)
and
V˜ α =
√√√√S(2)α
S¯
V α . (107)
Next we make the transformation from ξ˜να to χ
ν
α via
ξ˜να = Nα,βχ
ν
β (108)
such that
A(ξ˜) =
∑
α,ν
(χνα)
2 =
∑
µ,ν
Nµ,µ¯1Nµ,µ¯2χ
ν
µ¯1χ
ν
µ¯2 +
∑
α,β,ν
V˜ αNα,µ¯1χ
ν
µ¯1Nβ,µ¯2χ
ν
µ¯2 V˜
β . (109)
This requires that N satisfy
Nµ,µ1Nµ,µ2 + V˜
αNα,µ1 V˜
βNβ,µ2 = δµ1,µ2 . (110)
This has a solution given by
Nαβ = δαβ + [
1√
1 + V˜ 2
− 1]Vˆ αVˆ β . (111)
We then need the Jacobian of the transformation dξνµ → dχνµ and D(ξ˜) evaluated in
terms of χ. Look first at D(ξ˜).
D(ξ˜) = 1
n!
ǫα1α2...αnǫν1ν2...νn
×
[
χν1α1 +N1V˜
α1χν1µ¯1 V˜
µ¯1
] [
χν2α2 +N1V˜
α2χν2µ¯2 V˜
µ¯2
]
. . .
[
χνnαn +N1V˜
αnχνnµ¯n V˜
µ¯n
]
. (112)
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If we multiply this out in powers of V˜ we see that if we have more than one factor of V˜ αi
then the contribution vanishes due to antisymmetry, therefore
D(ξ˜) = D(χ) + 1
n!
nǫα1α2...αnǫν1ν2...νnN1V˜
α1χν1µ¯1 V˜
µ¯1χν2α2 . . . χ
νn
αn (113)
which can be put in the form:
D(ξ˜) = D(χ)√
1 + V˜ 2
. (114)
Next we need the Jacobian
J =
∏
ν
det

 ∂ξ˜νµ
∂χνµ′

 (115)
=
[
det
(
δµ,µ′ +N1V˜
µV˜ µ
′
)]n
= (J0)
n (116)
where
J0 = det
(
δµ,µ′ +N1V˜
µV˜ µ
′
)
(117)
=
1
n!
ǫα1α2...αnǫβ1β2...βn
[
δα1,β1 +N1V˜
α1 V˜ β1
] [
δα2,β2 +N1V˜
α2 V˜ β2
]
. . .
[
δα3,β3 +N1V˜
α3 V˜ β3
]
. (118)
Again, expanding this out in powers of V˜ , only the first two terms contribute due to sym-
metry and we have
J0 =
1
n!
ǫ2α1α2...αn + nN1ǫα1α2...αnǫβ1α2...αn V˜
α1 V˜ β1
= 1 +N1V˜
2 =
1√
1 + V˜ 2
. (119)
Going back to Eq.(105) we have
n0P [V, t] =
∏
µ

 S(2)µ
2π
√
S0S¯

 1
(1 + V˜ 2)(n+2)/2
JF (120)
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where we have the final integral
JF =
∫ ∏
µ,ν
dχνµ√
2π
D2(χ)e− 12A(χ) . (121)
We can evaluate JF directly. The first step is to write:
JF =
∫ ∏
µ,ν
dχνµ√
2π
ǫµ1µ2...µnǫµ′1µ′2...µ′nχ
(1)
µ1
χ(2)µ2 . . . χ
(n)
µn χ
(1)
µ′1
χ
(2)
µ′2
. . . χ
(n)
µ′n
e
−
1
2
∑
µν
(χνµ)
2
. (122)
This factorizes into a product of integrals for fixed ν
JF = ǫµ1µ2...µnǫµ′1µ′2...µ′n
∫ ∏
µ
dχ(1)µ√
2π
χ(1)µ1 χ
(1)
µ′1
e−
1
2
∑
µ
(χ
(1)
µ )
2
∫ ∏
µ
dχ(2)µ√
2π
χ(2)µ1 χ
(2)
µ′1
e−
1
2
∑
µ
(χ
(2)
µ )
2
. . .
×
∫ ∏
µ
dχ(n)µ√
2π
χ(n)µ1 χ
(n)
µ′1
e
−
1
2
∑
µ
(χ
(n)
µ )
2
.
Each integral in the product is equal to 1 except for those giving a δ-function with unit
coefficient:
JF = ǫµ1µ2...µnǫµ′1µ′2...µ′nδµ1,µ′1δµ2,µ′2 . . . δµn,µ′n
= ǫ2µ1µ2...µn = n! . (123)
We have then
n0P [V, t] = n!
∏
µ

 S(2)µ
2π
√
S0S¯

 1
(1 + V˜ 2)(n+2)/2
. (124)
Since P (V, t) is normalized to one, we find on integration over V, the result
n0 =
n!
2n/2Γ(n
2
+ 1)
∏
µ
√√√√ S(2)µ
2πS0
(125)
which agrees with previous results in the isotropic limit. Eliminating n0 in Eq.(124) we
obtain the final result for the vvpdf:
P [V, t] =
Γ(n
2
+ 1)
πn/2
(∏
µ
1
v¯µ
)
1
(1 + V˜ 2)(n+2)/2
(126)
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where V˜α = Vα/v¯α,
v¯µ =
√√√√ S¯
S
(2)
µ
, (127)
using Eqs.(77), (78) and (81) we have
S¯ = S0
1
4

 I¨
I
−
(
I˙
I
)2 , (128)
while Eq.(79) gives
S(2)µ = S0
1
I
∫
ddq
(2π)d
q2µe
−2O(q)(t−t0)f(q, t0) (129)
with I defined by Eq.(51):
I =
∫
ddq
(2π)d
e−2O(q)(t−t0)f(q, t0) . (130)
The needed input to determine the average vortex speed, v¯µ, is the function O(q), the
Fourier transform of the operator defined by Eq.(3), and the initial condition f(q, t0). This
result for P [V, t] is the anisotropic generalization of Eq.(1). For the set of models included
here the velocity tail exponent is (n + 2) independent of direction.
VI. ANISOTROPIC CASE
As a particularly simple example, suppose that we have the choice in the governing
Langevin equation
Oˆ(1)ψν(1) = −
∑
α
cα∇2αψν(1) , (131)
or, in terms of Fourier transforms,
O(q) =
∑
α
cαq
2
α . (132)
The associated vortex-velocity probability distribution is given by Eq.(126) and we need to
work out the average vortex speed given by Eq.(127). Assuming the initial condition
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f(q, 0) =
(∏
α
(2πhα)
1/2
)
e−
1
2
hµq2µ , (133)
we have from Eq.(130)
I(t) =
∫
dnq
(2π)n
(∏
α
(2πhα)
1/2
)
e−
1
2
hµ(t)q2µ =
∏
α
(
hα
hα(t)
)1/2
(134)
where
hα(t) = hα + 4cα(t− t0) , (135)
from Eq.(128)
S¯
S0
= 2
∑
µ
(
cµ
hµ(t)
)2
, (136)
and from Eq.(129)
S(2)µ (1)
S0(1)
=
∫
dnq
(2π)n
q2µf(q, t1) =
1
hµ(t)
. (137)
Putting these results back into Eq.(127) we find the scaling velocity for a simple anisotropic
system is given by
v¯2µ = 2hµ(t)
∑
α
(
cα
hα(t)
)2
(138)
= 2(hµ + 4cµ(t− t0))
∑
α
(
cα
hα + 4cα(t− t0)
)2
. (139)
In the large time limit we have
v¯2µ =
d
2
cµ
t
(140)
and the final form is a simple generalization of the isotropic result.
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VII. CONSERVED ORDER PARAMETER CASE
Let us look at the COP case where O(q) = −q2+q4. We choose the rather general initial
condition
f(q, 0) =
(
h
2π
)d/2
e−
h
2
q2 , (141)
which satisfies the normalization condition given by Eq.(58). We then need to evaluate the
integral I and the numerator in Eq.(129):
J =
∫
ddq
(2π)d
q2
d
e2t(q
2−q4)
(
h
2π
)d/2
e−
h
2
q2
= −2
d
hd/2
∂
∂h
(h−d/2I) . (142)
We see that all of the ingredients contributing to v¯2 can be expressed in terms of I and it’s
derivatives. We see that I can be written in the form:
I = I˜0h
d/2
∫
∞
0
dqqd−1e2(q
2−q4)t−h
2
q2 (143)
where I˜0 is a constant which depends on d and cancels when we take ratios. Changing
integration variables to x = q2 we find
I = I˜ ′0h
d/2
∫
∞
0
dxxd/2−1e2(x−x
2)t−h
2
x (144)
where I˜ ′0 = I˜0/2. The leading large time dependence can be extracted from the integral
by completing the square in the argument of the exponential or using the stationary phase
method. We find, to leading order in large t:
I = I˜0
(
b
2
)d/2−1√
π
2t
eφ
2
(145)
where b = 1− h
4t
, φ2 = t
2
b2. From this result for I we see that I˙ = ωI where
ω = (
d
2
− 1) b˙
b
+ 2φφ˙− 1
2t
=
1
2
− 1
2t
+O(t−2) . (146)
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Going further we have I¨ = ω2I + ω˙I which leads easily to the useful result:
I¨
I
−
(
I˙
I
)2
= ω˙ . (147)
Turning to the evaluation of J given by Eq.(142), using Eq.(145), we find
J =
1
2dt
[
(d/2− 1)
b
+ 2φ
∂φ
∂b
]
I . (148)
Working to leading order in time we find J = I
2d
. Putting all of this together in Eq.(127)
v¯2 =
ω˙
J/I
=
d
t2
(149)
since, from Eq.(146), ω˙ = 1
2t2
+O(t−3). The final result for v¯2 is independent of the initial
conditions. We see that the COP average vortex speed is qualitatively slower than the
NCOP case:
v¯2COP
v¯2NCOP
≈ 1
t
. (150)
The computation of v¯µ using Eq.(127) has been checked numerically in the simplest n =
d = 2 case where I can be evaluated explicitly in terms of an erfc function.
VIII. CONCLUSIONS
We have presented here the detailed calculation of the vvpdf including the time de-
pendent vortex scaling velocity v¯µ for a class of models beyond the original nonconserved
TDGL models. The class of models studied includes the conserved TDGL model and certain
anisotropic models. In the conserved case it is found that the average vortex speed falls off
as t−1 compared to the NCOP case where v¯ ≈ t−1/2. It is our intension to numerically test
the predictions for the COP case.
We see that there is self-consistent confirmation that in dealing with vortex velocities
one can organize things in terms of averages over an auxiliary Gaussian field. We require
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self- consistently that this field and the order parameter field share the same zeros. A similar
development can be worked out for string defects [5,6].
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