Let χ be a finite Borel measure on [0, 1] d . Consider the L q -spectrum of χ: τχ(q) = lim infn→∞ −n
Introduction and statements of results
In a companion paper [5] , we introduced new information parameters associated with any positive Borel measure χ on [0, 1] d . Let us recall their definitions. Let b ≥ 2 be an integer and let G n be the partition of [0, 1] d into b-adic boxes
The L q -spectrum of χ is the mapping defined for any q ∈ R by τ χ (q) = lim inf n→∞ It is easy to see that the restriction to R + of τ χ does not depend on b. Two parameters are naturally associated with the measure χ: q τ (χ) = inf{q ∈ R : τ χ (q) = 0} and H τ (χ) = τ χ (q τ (χ) − ).
The motivation of the introduction of these parameters was the following: For purely discontinuous measures, the classical measure dimensions vanish [25, 11, 16, 18, 7] . Nevertheless, these measures may have very interesting multifractal spectra [15, 1, 9, 14, 6, 24, 2, 4] , and there is a need for other relevant parameters. The study of the pair (q τ (χ), H τ (χ)) and their relationships with the so-called large deviations spectrum are achieved in [5] and recalled below in Section 2. As we wished, these parameters are very pertinent for purely discontinuous measures χ, i.e. measures constituted only by positive Dirac masses of the form
with m = (m k ) k≥1 ∈ (R + )
that the x k 's are pairwise distinct. This paper aims at showing that for certain classes of purely discontinuous measures denoted ν in the following, these parameters not only store information about the large deviations spectrum of ν, but also they store essential information about the multifractal Hausdorff spectrum of ν. To achieve this, we apply a threshold procedure to such measures ν by keeping only the Dirac masses naturally associated with the information parameters introduced in [5] . We prove that the obtained measure, denoted ν e ε , has the same multifractal behavior as ν itself. Since the threshold procedure puts to zero the largest part of the Dirac masses of ν, it is thus very interesting to understand why the multifractal properties of ν are essentially the same as those of ν e ε .
From now on we shall work in the one-dimensional context. Extensions to higher dimensions are immediate, though more technical. Let us recall the definition of the Hausdorff spectrum of any measure χ. First, for x ∈ Supp(χ) (the support of χ), the pointwise Hölder exponent of χ at x is defined by
Then, for every h ≥ 0 one defines the level sets of the pointwise Hölder exponent of χ and the multifractal Hausdorff spectrum of χ as
where dim stands for the Hausdorff dimension. This spectrum is used to describe the geometric properties of measures at small scales. Recall that if g is a function from R to R ∪ {−∞}, its Legendre transform is the mapping g * : h → inf q∈R (hq − g(q)) ∈ R ∪ {−∞}. For every h ≥ 0, one always has [8] , and the multifractal formalism holds at h if d χ (h) = τ * χ (h). The measures ν we consider are introduced in [2] . Their construction's scheme is as follows: Let µ be a Borel probability measure on [0, 1] and let
The jump points are located at the b-adic points, and an heterogeneity in the Dirac masses distribution is created by the measure µ. It turns out that this class of measures has a fruitful structure [4, 2] . Theorem 1.1 Let µ be a Gibbs measure as defined in Section 3.2. The measure ν (6) obeys the multifractal formalism at every h > 0 such that τ * ν (h) > 0, as well as at 0. More precisely, one has H τ (ν) = H τ (µ) and
Let us explicit the thresholding procedure applied on ν. Let ε = (ε j ) j≥0 be a non-increasing positive sequence converging to 0. Consider ν (6) and let
with
Heuristically, the measure ν e ε contains only the Dirac masses ν j,k δ kb −j such that ν j,k ∼ b −jHτ (ν) . A more complete explanation of such a formula comes from the companion paper [5] , and is detailed in Section 2.
We obtain the following remarkable result which illustrates the amount of information potentially stored in the pair (q τ (ν), H τ (ν)). Theorem 1.2 Let µ be a Gibbs measure as in Section 3.2. Consider ν e ε (7). There exists a non-increasing positive sequence ε converging to 0 such that
Moreover ν e ε obeys the multifractal formalism at every h > 0 such that τ * ν (h) > 0, and at 0, and the L q -spectra of ν and ν e ε coincide (τ ν = τ ν e ε ).
Actually, a slightly more general result will be proved (Theorem 2.2). Theorem 1.2 shows the role played by the information parameters q τ (ν) and H τ (ν) for discontinuous measures having a nice structure close to statistical self-similarity. There is no doubt on the fact that Theorem 1.2 can be extended to other nice families of measures, such as the inverse of Gibbs measures on cookie-cutters [21] and the self-similar sums of Dirac masses introduced in [24] . These measures will be studied in a forthcoming paper. However it seems difficult to get similar results for measures without any structure.
It will be justified in next section that at each scale j, approximately b jHτ (ν) Dirac masses among b j are kept after threshold. Since one generally has H τ (ν) < 1 if µ is non trivial, the threshold we realize is very severe. The situation H τ (ν) = 1 corresponds for instance to the choice µ = (the Lebesgue measure). It is the typical example of an homogeneous sum of Dirac masses ν , for which there exists a positive sequence ε going to 0 at ∞ such that ν e ε = ν .
2 Detailed exposition of the result
More on the information parameters
The connection between (q τ (χ), H τ (χ)) and the more usual Hausdorff, packing or entropy dimensions of χ is the following: When q τ (χ) = 1 and H τ (χ) = τ χ (1) exists, H τ (χ) defines without ambiguity the dimension of the measure χ [25, 16, 18, 11, 7] . The pair (q τ (χ), H τ (χ)) is also connected to the large deviations spectrum f χ of χ. This spectrum describes the statistical distribution of χ at small scales in the following sense. This spectrum f χ of χ is defined as
where for ε > 0, h ≥ 0 and n ∈ N,
Very classical considerations [12, 8, 22, 17, 5] show that ∀ h ≥ 0, one always has
Hence when the multifractal formalism holds at h, one also has d χ (h) = f χ (h).
As a consequence of the fact that f χ (α) = τ * χ (α) for all α of the form τ (q − ) (see [23] ), one always has
, the relationships between the large deviations spectrum f χ restricted to [0, H τ (χ)] and the pair (q τ (χ), H τ (χ)) were investigated in [5] . Under a weak assumption on the distribution of the masses, it is shown that there exists a real number
We do not go into much details on H g (χ) (this was the purpose of [5] ). This linear increasing part in the large deviations spectrum is conform to the observations made on special classes of homogeneous and heterogeneous sums of Dirac masses studied in the last fifteen years [1, 15, 9, 23, 2, 4] . Moreover, the elements of these classes of measures, to which belong the measures (6) and (11) , verify that H g (χ) = H τ (χ) even when q τ (χ) = 1. This is always assumed hereafter.
The starting point of the threshold operation performed in this article is provided by two important remarks made in [5] (Proposition 3.3, [5] ):
• For every n ≥ 1, most of the cubes in
). Hence, the χ-mass of these cubes is approximately due to the presence of a single Dirac mass.
• The b-adic cubes which contain such a point x k are responsible for the
Consequently, a certain amount of information is contained in the set of pairs (x k , m k ) defined for any ε > 0 by
.
A natural way to study this set of pairs (x k , m k ) is to consider the measure
This measure shall be viewed as a thresholded version of the initial measure χ (3). It can be deduced from [5] that the measure has the same large deviations spectrum as χ over [0, H τ (χ)]. This raises the following question: Do the measures χ ε still contain enough Dirac masses to have the same Hausdorff spectrum as χ? This is the question investigated hereafter.
The measures
The condition k ≡ 0 mod b in the definition of ν γ,σ (6) is not required in [2] . This is unessential, since the two measures (with or without the condition) are equivalent, and thus have the same multifractal nature.
Theorem 2.1 [2] Let µ be a Gibbs measure as in Section 3.2, γ ≥ 0 and σ ≥ 1. The measure ν γ,σ given by formula (11) obeys the multifractal formalism at every h > 0 such that τ * νγ,σ (h) > 0, as well as at 0. Moreover, one has
These measures ν γ,σ are generalized versions of the measures ν considered by Theorem 1.2 (indeed, ν 0,1 is the measure ν of the introduction). Main Theorem 2.2 deals with ν γ,σ , and is thus more general and implies Theorem 1.2.
. We apply the threshold procedure (7) (8) to the class of measures ν γ,σ defined by (11) . This procedure is finer than (10) . Recall that, if ε = (ε j ) j≥0 be a positive sequence converging to 0, then we set
with t j,k = 1 [Hτ (νγ,σ)−εj ,Hτ (νγ,σ)+εj ] log ν j,k log b −j defined as in (8) (ν γ,σ is used instead of simply ν). Theorem 2.2 Let µ be a Gibbs measure as in Section 3.2, γ ≥ 0 and σ ≥ 1. Consider ν e ε γ,σ defined by (12) . There exists a non-increasing positive sequence ε converging to 0 such that When q τ (ν) < 1, the Hausdorff spectrum of ν e ε γ,σ may differ from d νγ,σ on (H τ (ν γ,σ ), ∞). To see this heuristically, notice that the total mass conserved at each scale in ν e ε γ,σ is negligible with respect to the total mass of ν γ,σ , since approximatively there are at most 2 jqτ Hτ (ν) terms weighted by 2 −jHτ (ν) . Hence the amount of lost "information" is large. Nevertheless, it is remarkable that the Dirac masses we keep are enough to recover the spectrum on [0, H τ (ν γ,σ )].
For every
Sections 3 gives some background necessary to establish Theorem 2.2, while Sections 4 is devoted to the proof of Theorem 2.2.
Scaling properties of Gibbs measures
If x ∈ (0, 1), I j (x) is the unique b-adic interval of scale j ≥ 1, semi-open to the right, containing x, and for every ∈ {−1, 0, 1}, I ( )
In the following, |B| always denotes the diameter of the set B. Eventually, for the rest of the paper, the convention log(0) = −∞ is adopted. 
Some dimension and large deviations bounds
For anyξ, It is obvious that E µ α, e ξ ⊂ E µ α . The level sets E µ α, e ξ contain points around which the local µ-behavior can be very precisely controlled.
As a simple consequence of [8, 17] , one gets 
2. If µ obeys the multifractal formalism at every α ∈ (h min , τ µ (0
If µ obeys the multifractal formalism at every
A last quantity will be needed. 
Heuristically, N J,K (λ, j, η, α) is the number of intervals I j,k ⊂ I J,K such that, when forgetting what happens before j, the rescaled µ-measure of I j,k ,
Gibbs measures and their multifractal properties
Here are defined the Gibbs measures used in Theorems 2.1 and 2.2. We summarize some of their scaling and multifractal properties. We consider deterministic Gibbs measures, the same properties hold for random Gibbs measures.
Definition
Let c an integer ≥ 2 and let stand for the Lebesgue measure on [0, 1]. Let φ be a 1-periodic Hölder continuous function on R and ω = (ω n ) n≥0 be a sequence of independent random phases uniformly distributed in [0, 1].
Let T be the shift transformation on [0, 1): T (t) = ct mod 1. For n ≥ 1 and t ∈ [0, 1) let us consider the Birkhoff sums
Let also
It follows from the thermodynamic formalism [19, 13] that µ n = Q n (·) · (resp. µ ω n = Q n (·, ω) · ) converges (resp. almost surely), as n → ∞, to a deterministic Gibbs (resp. random Gibbs) measure denoted µ (resp. µ ω ). The multifractal analysis of µ and µ ω is performed for instance in [8, 20, 10, 13] . With φ and ω are associated the analytic functions
exp(qS n (φ(t)) du and P : q → log(c) + lim
exp(qS n (φ(t, ω)) du, which respectively are the topological pressures of φ relative to T and T : (t, ω) → T (t), θ(ω), where θ(ω) = (ω n+1 ) n≥0 . One has τ µ (q) = qP (1)−P (q) log(c)
, and a.s. τ µ ω (q) = q e P (1)− e P (q) log(c)
. Gibbs measures considered here obey the multifractal formalism. In particular, for every h ≥ 0, d µ (h) = τ * µ (h) as soon as τ * µ (h) > 0. Actually, Theorems 1.1, 1.2, 2.1 and 2.2 hold for the elements of a larger class of measures described in [3] , which also contains the multinomial measures their random counterpart.
Properties of Gibbs measures
In this section, we fix a Gibbs measure µ as defined above. In the random case, µ is a realization of µ ω , that is to say the following results hold almost surely. We fix another integer b ≥ 2 in order to consider the b-adic grid defined in Section 1.
Fine properties on the measure µ are required to prove Theorem 2.2. Let (h min , h max ) as in Proposition 3.2.
• Property P1 (lower and upper bound for the scaling properties): One has h min > 0 and h max < +∞. The measure µ obeys the multifractal formalism at any h ∈ (h min , h max ). For j large enough, for every 0
• Property P2 (Gibbs states as analyzing measures): Let L be a compact subset of (h min , h max ). There is a sequence ξ = (ξ j ) j such that for every α ∈ L, one can find a Borel measure m α on [0, 1] such that m α ( E µ α, e ξ ) > 0 and m α (E) = 0 for every Borel set E ⊂ [0, 1] such that dim E < τ * µ (α) (this yields dim E α, e ξ = dim E µ α = τ * µ (α)). Let q α be the unique q ∈ R such that α = τ µ (q). A possible choice for m α is the Gibbs measure µ qα constructed as µ with the potential q α φ. One has τ * µ (α) = τ µq α (1).
• Property P3 (Heterogeneous ubiquity): It follows from [2] . For ρ ≥ 1, α > 0 and for a positive sequence ξ = ( ξ j ) j≥1 define the limsup set
Let L be a compact subset of (h min , h max ). There exists a positive sequence ξ converging to 0 such that for every ρ ≥ 1 and α ∈ L one can find a positive Borel measure m α,ρ such that: -m α,ρ (E) = 0 for every Borel set E such that dim E < τ *
• Property P4 (Uniform renewal speed of large deviations spectrum): This property is proved in [3] .
Let L be a compact subinterval of (h min , h max ). Let η > 0, and let us consider the sequence γ j := log(j) 1+η j 1/4 , for j ≥ 1. There exists a constant M > 0 and a scale J 0 ≥ 1 such that for every J ≥ J 0 and K ∈ {0, ..., b J − 1}, for every j ≥ J + exp( (1 + η) log(J)) and α ∈ L
Remark 3.4 Properties P1 and P2 are well known for Gibbs measures associated with a smooth enough potential [8, 10, 20] . Properties P3 and P4 rely on finer properties without the restriction k ≡ 0 mod b, but simple verifications show that the results also hold with this restriction. It is important for the sequel to precise that in Property P2 and P3, one can take ξ equal to the sequence (γ j ) j≥1 of P4.
Proof of Theorem 2.2

Proof of Theorem 2.2(3)
We begin by the last assertion. In this section, γ = 0 and σ = 1, thus ν 0,1 is simply denoed ν. A b-adic number kb −j is said to be irreducible if the fraction k/b j is irreducible. Let γ = (γ j ) j≥1 be the sequence defined in Section 3.4. For j ≥ 1 define
Due to the last remark of Section 3.4, Property P2 and P3 hold with ξ := ε/2. For simplicity of notations, we consider the measure ν t := ν e ε = ν e ε 0,1 (7) associated with this sequence ε = (ε j ) j . We also denote t j,k ν j,k by ν t j,k . By Theorem 2.1, one has H τ := H τ (ν) = τ µ (1) and thus by construction τ * µ (H τ ) = H τ . We are going to show that
Since τ ν ≤ τ ν t , this yields τ * ν = τ * ν t on R + and thus τ ν = τ ν t (remember that τ ν and τ ν t are non-decreasing).
First results on the local regularity of ν t
It is easy to verify that for every x ∈ [0, 1],
Let I j,k be any of the intervals such that I j,k ⊂ I J,K , k ≡ 0 mod b, and Choosing θ ∈ (0, 1/7), there is a scale J 5 (independent of β) such that for every J ≥ J 5 , one has (j 0 − J)(M + 1)γ j0−J ≤ εJ. It is also obvious that 
