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Re´sume´
Pour e´viter les artefacts de codage et les erreurs d’in-
terpre´tation, l’imagerie me´dicale ne´cessite une compres-
sion sans perte. Le suivi des examens et des images,
ainsi que l’ajout d’informations utiles, a conduit au
de´veloppement de me´thodes d’insertion de metadonne´es.
Les me´thodes usuelles, celles du standard de fichiers DI-
COM1 par exemple, reposent sur des enteˆtes pour y par-
venir. Cet article pre´sente l’utilisation d’une me´thode
re´versible d’insertion de donne´es rapide et efficace
inte´gre´e dans un sche´ma de compression multire´solution
sans perte d’images fixes. Des re´sultats expe´rimentaux
confirment la pertinence d’une telle ade´quation en termes
de qualite´ visuelle et de capacite´ d’insertion de donne´es.
En outre, cette insertion ne se fait pas au de´triment
des performances de compression qui restent des plus
inte´ressantes.
Mots clefs
insertion re´versible de donne´es, codage multire´solution
sans perte
1 Introduction
Les sche´mas de compression d’images me´dicales doivent
remplir plusieurs missions : ge´rer une e´norme quantite´
de donne´es, fournir de bonnes performances en compres-
sion sans perte et inte´grer de nouveaux services. Ces ser-
vices incluent la protection du contenu, une transmis-
sion se´curise´e [1] et l’insertion de metadonne´es. Dans
la plupart des applications, les services sont obtenus
inde´pendamment de la me´thode de compression, pour un
surcouˆt important.
L’insertion de donne´es vise a` cacher des informations, ap-
pele´e charge utile, dans une image nume´rique. Cela doit se
faire de la manie`re la plus transparente possible. Ainsi, la
qualite´ visuelle de l’image doit-elle rester tre`s bonne apre`s
l’insertion des donne´es. Les performances des algorithmes
1http ://dicom.nema.org
d’insertion de donne´es sont mesure´es par trois principaux
crite`res [2] :
1. la capacite´ d’insertion de donne´es, c’est-a`-dire
la quantite´ maximale d’information pouvant eˆtre
inse´re´e ;
2. la qualite´ visuelle, de´pendant des artefacts et de la dis-
torsion introduits par l’algorithme ;
3. la complexite´, repre´sentant le couˆt calculatoire de la
me´thode d’insertion utilise´e.
Ainsi, les me´thodes spatiales reposent sur la modification
des pixels suivant un sche´ma spe´cifique. Des exemples
concernent l’alte´ration des bits de poids faibles [3], des
me´thodes statistiques comme le patchwork [3] et l’usage
de fractales [4].
Les me´thodes spectrales utilisent l’invariance du
spectre par rapport a` des classes de transformations
ge´ome´triques [5]. L’e´talement de spectre est souvent usite´
pour diffe´rentes transformations, tels la transforme´e de
Fourier-Mellin [5] [6], la transforme´e de Laguerre [7], et
celles de Fresnel [8] et Haar [9].
Les me´thodes jointes de compression et insertion de
donne´es sont classiquement des me´thodes spectrales uti-
lisant la transformation calcule´e par le codeur d’images
fixes. Des me´thodes reposant sur la transforme´e en co-
sinus discre`te (TCD) sont ainsi inte´gre´es dans le codeur
JPEG, utilisant par exemple l’inversion des coefficients de
la TCD [10], l’addition [11] et l’e´talement de spectre [12].
De la meˆme fac¸on, les coefficients d’ondelette de JPEG-
2000 peuvent eˆtre marque´s [13].
Cet article pre´sente l’utilisation conjointe d’un sche´ma de
compression, le codeur LAR et d’une me´thode d’insertion
de donne´es, l’expansion de la diffe´rence (ED). La section 2
introduit le codeur LAR et la section 3 l’expansion de la
diffe´rence. La section 4 de´crit ensuite un sche´ma d’inser-
tion de donne´es dans le flux binaire LAR dont certains
re´sultats expe´rimentaux sont pre´sente´s dans la section 5
avec quelques e´le´ments de discussion. La section 6 conclut
notre propos.
2 LAR Interleaved S+P
En 1999, Said[14] re´sume les proprie´te´s souhaitables pour
un codeur : scalabilite´, adaptabilite´, ajustement automa-
tique du de´bit binaire, unicite´ de l’algorithme pour du co-
dage avec et sans perte, de´codage des zones d’inte´reˆt, faible
complexite´, fort taux de comression, bonne robustesse aux
erreurs et bonne qualite´ visuelle.
Les principales normes de compression se concentrent
seulement sur une ou deux des proprie´te´s e´nonce´es. Le
sche´ma de compression LAR suit une de´marche diffe´rente
en cherchant a` les obtenir toutes [15]. Ainsi, le LAR tend a`
eˆtre une solution de codage comple`te, le « couteau suisse »
de la compression des images fixes. Le codeur LAR fournit
une scalabilite´ tant en re´solution qu’en qualite´, des flux bi-
naires emboıˆte´s, du codage avec pertes vers du codage sans
perte, de faible complexite´, pour des images en niveaux de
gris et en couleurs, le tout avec des performances au-dela`
de l’e´tat de l’art en termes de courbes de´bit-distorsion.
La famille des codeurs LAR repose sur l’ide´e que la
re´solution doit eˆtre adapte´e a` l’activite´ locale pre´sente dans
l’image. Une re´solution basse correspond donc aux zones
uniformes tandis qu’une re´solution e´leve´e est adopte´e pour
les zones texture´es (contours). L’image est ainsi constitue´e
de la superposition d’une image basse re´solution, basse
qualite´, bas de´bit, et d’une image de texture.
Pour se´parer les diffe´rentes zones, une partition est cre´e´e
a` partir d’un de´coupage quadtree par blocs (de taille 2x2
jusqu’a` 16x16 pixels) et d’un crite`re de gradient morpho-
logique. L’image basse qualite´ est obtenue en remplissant
chaque bloc par sa valeur moyenne.
Le LAR Interleaved S+P (LAR-iSP) [16] utilise une
de´composition hie´rarchique de l’image, comme pre´sente´e
sur la figure 1. Cette de´composition autorise a` la fois une
scalabilite´ en re´solution (de´placement vertical dans la pyra-
mide) et une scalabilite´ en qualite´ (de´placement horizontal)
pour un codage allant jusqu’au sans perte.
Le codeur LAR-iSP repose sur la construction ascendante
d’une pyramide utilisant la transforme´e en S 1-D des pixels
adjacents diagonalement. Le codage est re´alise´ en deux
descentes de la pyramide, avec une pre´diction a` contexte
enrichi (360 degre´s) selon le concept introduit par Wu[17]
et un codage de l’erreur de pre´diction. La premie`re des-
cente fournit l’image basse re´solution tandis que la seconde
ame`ne la texture. L’efficacite´ provient d’une pre´diction a` la
fois inter- et intra-niveaux. Le contexte implicite issu de la
connaissance de la partition quadtree permet de re´duire le
couˆt entropique. Ainsi, le codeur LAR-iSP est-il meilleur
que l’e´tat de l’art de la compression sans perte, en particu-
lier pour les images me´dicales[18].
3 Expansion de la diffe´rence
Cette section pre´sente l’expansion de la diffe´rence (ED),
une me´thode introduite par Tian [2] qui inse`re un bit par
paire de pixels S-transforme´s.
Les pixels sont d’abord apparie´s suivant un sche´ma
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respectivement la moyenne et le gradient de la i ediagonale.
chaque paire obtenue. Un bit b de donne´e est inse´re´ dans
le gradient h tel que h′ = 2 × h + b. Le gradient mo-
difie´ h′ est ensuite utilise´ (a` la place de h) dans la trans-
forme´e en S inverse produisant les deux pixels marque´s.
Cette ope´ration est appele´e ED. Pour e´viter les proble`mes
de de´passement de capacite´ dans la transformation inverse,
et pour augmenter la capacite´ d’insertion, les gradients sont
re´partis en trois ensembles :
1. les gradients expansibles peuvent eˆtre marque´s par
l’ED ;
2. les gradients modifiables qui ne peuvent eˆtre modifie´s
par l’ED mais peuvent incorporer un bit en sauvegar-








3. les gradients non modifiables qui ne sont pas utili-
sables du tout.
De plus, afin d’avoir un syste`me amenant un minimum
de distorsions, certains gradients expansibles, qui sont
de facto changeables sont change´s plutoˆt qu’expanse´s.
Pour obtenir la charge utile de´sire´e, un algorithme ite´ratif
de´termine les paires de pixels qui seront expanse´es ou
change´es. Cet algorithme utilise une carte binaire, la carte
des positions, cre´e´e pour connaıˆtre les positions des gra-
dients expansibles, modifiables ou non modifiables.
Cette technique fournit parmi les meilleures perfor-
mances en terme de capacite´-distorsion pre´sentes dans la
litte´rature, avec le be´ne´fice d’eˆtre comple`tement re´versible.
De fait, l’image originale est re´cupe´re´e sans distorsion
graˆce a` la carte de positions incluse dans les donne´es
inse´re´es. L’ED permet d’inse´rer au plus 0.5 bpp (1 bit
par paire de pixels) et pour augmenter cette valeur, une
extension de la me´thode concerne l’ED hie´rarchique, qui
proce`de par insertion successive avec l’ED ordinaire.
4 Insertion de donne´es dans le LAR-
iSP
Le LAR-iSP et l’ED utilisent tous deux la transforme´e en
S. L’ide´e majeure est de re´aliser l’insertion de donne´es
sans de´grader les performances de compression. L’ajuste-
ment de l’ED au LAR-iSP se traduit par l’introduction de
quelques modifications mineures de la me´thode ED origi-
nale pre´sente´e a` la section 3.
D’abord la transforme´e en S est applique´e sur la premie`re
et la seconde diagonale des blocs 2x2 partitionnant
l’image, comme pre´sente´ sur la figure 2 ; l’ED est effectue´e
sur les valeurs zi
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re´sultantes. Les coefficients sont choi-
sis pour leur appartenance a` des blocs de taille donne´e,
conforme´ment a` la partition quadtree et de´pendent donc
du contenu de l’image meˆme. La premie`re diagonale est
d’abord marque´e, puis la seconde, si la charge ne´cessite
une capacite´ accrue.
En outre, dans l’ED originale, la se´paration des coefficients
expansibles se fait de manie`re ite´rative. Pour acce´le´rer cette
e´tape, tous les gradients expansibles sont expanse´s, et, par
l’usage de marqueurs terminaux inse´re´s dans le flux bi-
naire, le de´codeur de´termine la position des gradients ex-
panse´s.
5 Re´sultats expe´rimentaux
Toutes les expe´riences mene´es consistent en l’insertion soit
d’une charge utile de 1024 bits, soit d’une charge utile
aussi grande que possible. La charge est une se´quence bi-
naire pseudo-ale´atoire ge´ne´re´e par la fonction C rand()
pour diffe´rentes graines. La section 5.1 se concentre sur
l’influence de la taille des blocs marque´s dans l’image
usuelle lena 8 bpp, 512x512. L’e´valuation des perfor-
mances en terme de capacite´-distorsion est e´galement faite.
La section 5.2 e´value les performances en terme de qua-
lite´ visuelle tandis que la section 5.3 s’inte´resse au couˆt
supple´mentaire de codage induit par l’insertion de donne´es.
5.1 Performances de capacite´-distorsion
Le tableau 5.1 pre´sente les capacite´s disponibles pour
diffe´rentes tailles de blocs marque´s. Il faut noter que la
charge utile maximale, en utilisant les pixels des blocs 2x2,
est plus petite que celle obtenue pour les autres tailles de
blocs, alors que la capacite´ est plus grande. Ce paradoxe
apparent s’explique par les diffe´rences de taille des cartes
de positions compresse´es. La mesure de cette diffe´rence
constitue le surcouˆt lie´ a` l’ED.
taille bloc 2 4 8 16 4–16
capacite´ max (bits) 34816 30848 32640 32768 96256
surcouˆt ED (bits) 7676 994 1042 1170 3042
surcouˆt ED (bpp) 0.03 0.004 0.004 0.004 0.01
Charge utile max (bits) 27142 29854 31598 31710 93214
Charge utile max (bpp) 0.10 0.11 0.12 0.12 0.36
PSNR (dB) 32.93 43.41 46.58 48.60 40.91
Tableau 1: Charge utile inse´re´e, capacite´ et PSNR en fonction de la taille
des blocs marque´s pour lena.
La figure 3 pre´sente les courbes capacite´-distorsion pour
le LAR+ED, l’ED originale (e´quivalente au LAR+ED ef-
fectue´ pour tous les blocs), l’ED hie´rarchique et la me´thode
G-LSB [19]. LAR+ED est conside´re´ pour plusieurs tailles
de blocs. On peut remarquer qu’il y a davantage de dis-
torsions lorsque seuls les blocs 2x2 sont marque´s. Ceci
est confirme´ par des expe´rimentations sur d’autres images.
Pour les autres tailles de blocs, LAR+ED est meilleur
que G-LSB et parfois meilleur que l’ED hie´rarchique
(ite´rative), principalement pour les petites charges utiles.
Dans cette configuration, l’ED originale ne fournit pas de
bons re´sultats.
Figure 3: Distorsion en fonction de la capacite´ pour lena.
5.2 Qualite´ visuelle
La figure 4 montre les image obtenues apre`s insertion de
la charge utile maximale, en utilisant des paires de pixels
diagonaux dans les blocs de diffe´rentes tailles. La qualite´
visuelle est bonne dans l’ensemble. Cependant, un examen
minutieux des images indique que les artefacts sont davan-
tage visibles lorsque l’insertion se fait sur les blocs 2x2,
comme le montre la figure 5b. Voici quelques e´le´ments
d’explication.
(a) Image originale (b) charge utile 27142 bits dans les
blocs 2x2
(c) charge utile 29854 bits dans les
blocs 4x4
(d) charge utile 31598 bits dans les
blocs 8x8
(e) charge utile 31710 bits dans les
blocs 16x16
(f) charge utile de 93214 bits dans
les blocs 4x4, 8x8 and 16x16
Figure 4: E´valuation de la qualite´ visuelle apre`s insertion
re´versible de la charge utile maximale dans l’image leba
pour diffe´rentes tailles de blocs
Le syste`me visuel humain est moins sensible aux basses
et hautes fre´quences spatiales. La modification des compo-
santes hautes fre´quences peut donc se faire dans de bonnes
conditions d’invisibilite´. Cependant, des hautes fre´quences
impliquent des contours, dont les pixels sont tre`s pertinents
dans la de´finition du contenu se´mantique de l’image. Ceci
explique la pre´sence de davantage d’artefacts dans les blocs
2x2 que dans les autres : l’ED modifie les contours de
manie`re inapproprie´e, comme le montre la figure 5d. Cet
artefact introduit une incohe´rence inter-blocs. Son effet est
d’inverser localement l’orientation du gradient, et d’intro-
duire ainsi de nouveaux contours visibles. Ne´anmoins, les
blocs 2x2 peuvent continuer a` eˆtre marque´s, pour atteindre
de bonnes performances de capacite´-distorsion, a` condition
de se´lectionner les blocs a` marquer en fonction de leur voi-
sinage.
(a) lena originale (b) 2x2 blocks LAR+ED
(c) contour original (d) apre`s LAR+ED
Figure 5: Artefact d’incohe´rence inter-blocs
5.3 Couˆt de codage
L’e´valuation de l’impact de l’insertion de donne´es sur les
performances de compression passe par le calcul de la
taille du flux binaire ne´cessaire a` coder sans perte les
diffe´rentes images. Le tableau 2 re´sume les re´sultats ob-
tenus. La charge utile e´tant issue d’une se´quence binaire
pseudo-ale´atoire, son couˆt de codage minimal correspond a`
sa longueur. De meˆme, il faut e´galement prendre en compte
le surcouˆt de l’ED lie´ a` la carte des positions.
La caracte´ristique majeure du tableau 2 concerne les
surcouˆts lie´s au codage, c’est-a`-dire le couˆt engendre´ par
l’insertion de donne´es. Ajoute´ au surcouˆt lie´ a` l’ED, il
donne le surcouˆt total du LAR+ED. Le surcouˆt de l’ED
ayant e´te´ vu a` la section 5.1, seul le surcouˆt lie´ au codage
est ici discute´.
Le surcouˆt de codage refle`te principalement l’adapation
(ou non) du pre´dicteur aux nouvelles valeurs des gradients
modifie´s par l’insertion de donne´es ED. Le tableau 2
montre que le surcouˆt de codage est directement lie´ a` la
taille charge surcouˆt couˆt surcouˆt surcouˆt
bloc utile ED codage codage codage
[bpp] [bpp] [bpp] [bpp] [%]
2 0.10 0.03 4.50 0.06 60
4 0.11 0.004 4.51 0.08 73
8 0.12 0.004 4.51 0.08 67
16 0.12 0.004 4.49 0.07 58
4–16 0.36 0.01 4.73 0.05 14
Tableau 2: Couˆt de codage pour le LAR+ED. L’entropie brute de
l’image originale compresse´e par le LAR-iSP s’e´le`ve a` 4.31 bpp.
charge utile. Plus nombreux sont les pixels marque´s, ou,
de manie`re e´quivalente, plus nombreux sont les gradients
modifie´s, meilleur sera le pre´dicteur. De fait, la distribu-
tion des gradients s’uniformise et permet au pre´dicteur
de mieux fonctionner. Ainsi, l’insertion de 0.36 bpp de
donne´es n’induit-elle un surcouˆt de codage de 0.05 bpp,
soit seulement 14 % de la charge utile.
6 CONCLUSION
Cet article a pre´sente´ l’adaptation d’une me´thode re´versible
d’insertion de donne´es rapide et efficace (l’ED) dans
le sche´ma de compression scalable LAR+iSP. Les deux
me´thodes exploitent la redondance pre´sente dans les
images nume´riques pour obtenir de meilleurs re´sultats que
l’e´tat de l’art tant en compression sans perte qu’en inser-
tion de donne´es. Les re´sultats obtenus en termes de capa-
cite´-distorsion pour l’insertion de donne´es sont parmi les
meilleurs pre´sente´s dans la litte´rature concernant l’inser-
tion sans perte, tandis que paralle`lement, le surcouˆt de co-
dage de cette insertion se maintient dans des limites tre`s
raisonnables.
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