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Abstract 
This paper is an application of the Logic Scoring of Preference (LSP) methodology, a second-order decision model, to asset 
management of a public agency vehicle fleet. Current vehicle allocation management (VAM) modeling can readily identify the 
best and worst vehicles of the fleet, but does not adequately address the remaining vehicles in the fleet.  Five weighted 
preferences are applied to assessment of mission role, age, fuel type, miles per gallon and cumulative mileage. These weighted 
preferences are then further optimized, providing a measure of how well the model is close to an ideal solution (benefits). A life-
cycle cost is then generated for each vehicle. These two inputs create a benefit-cost ratio for each vehicle which will allow for a 
unique side-by-side comparison of all vehicles in the fleet, a much needed improvement over current VAM modeling. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of Elhadi M. Shakshuki. 
Keywords: Logic Scoring of Preference (LSP); net-zero energy, Metropolitan Planning Organization; multiple criteria analysis (MCA); 
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1. Introduction 
This paper presents a complete and clear example of application of a Logic Scoring of Preference (LSP) 
approach to a vehicle asset management portfolio optimization problem. Through the example application the 
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optimization model can be understood for application to various asset management and investment portfolio needs 
in the transportation arena.  The authors have identified an asset management study that provides a unique and 
complete example of the LSP approach.  The application is an improvement to current Vehicle Allocation 
Methodology (VAM) models.  A thorough review of this study, a public vehicle “motor pool” asset management 
program, places the LSP approach in an understandable context.  The line from this example to the many 
optimization problems that may need to occur in state, municipal, and Metropolitan Planning Organization settings, 
is clear.  Given careful development and application, the LSP tool can be fitted to and made to serve a wide variety 
of everyday decision processes.  In many ways, it is best to view the concepts first in a purely mathematical and 
business framework. 
The central technique used as the framework for the second order model is the Logic Scoring of Preference (LSP) 
method for decision processes. The LSP method described in the seminal work of J. J. Dujmovic5 was originally 
developed for evaluation and selection of complex networks in which a true Global Criterion (GC) can justify the 
optimal decision. In this sense, the core of the decision problem that involves how to quantitatively and objectively 
choose weights is resolved in a structured manner.  
Starting with equation (1) from a simple Weighted Sum Model (WSM) formulation in which the ith project/asset 
total score would be: 
where: Jmax = the total number of scores and associated weights for the ith project/asset (words interchangeable). 
The LSP ith project/asset total score is generalized as:  
                                       
      (1)     
In this formulation, Sij is still a performance criterion score, but the weights are generated by a mapping function 
G(Sij) between each performance criterion of the ith project/asset, generating first an elementary preference, EPj
which is represented by the preference aggregation structures shown in Figure 1. 
Figure 1.  First Order Preference Aggregation Structure 
This elementary preference is subject to further optimization. For the ith project/asset, the aggregate preference Ei,
can be written by equation (2), the Master Decision Equation (MDE).5
             (2) 
For the zero-order model (Weighted Sum model) with constant weights, G(Sij) = Wj, where  r  = 1, and the 
elementary preference normalized such that 0 < EPi < 1 (or 0-100%) the preference aggregate for the ith
project/asset is: 
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     (3)     
Equation (3) is identical to equation (1) for Vi, provided that Sij is now a normalized score EPj for the ith project.
However, there is a fundamental conceptual adjustment from Sij to EPj. Firstly, EPj is a preliminary score, not yet 
subjected to a logical function. Also, the power index r will be described as a function of the logical function 
bandwidth, d.  This is the core of the LSP methodology: the logical function bandwidth in LSP varies from 0 to 1, 
whilst the formal logic has only two values (0, 1). Thus, in a sense the bandwidth of formal logic is zero and of LSP 
infinite. 
Figure 2 shows how the formal logic function (FLF) of the first order OPT model is expanded in the bandwidth 
such that the aggregation preference for the ith project/asset varies between “very good” or d = 1, and “very bad” or 
d = 0. The value of r depends on d such that a value of r can be chosen from objectively calculated results where the 
formal logic values of “yes/no” or “0/1” are expanded to degrees of preference. It is clear that d is the indicator of 
the average position between Emax and Emin.                               
Figure 2. Expanded Second Order Preference Aggregation Structure 
In the second order LSP decision model, various values of r are used to create degrees of logic such as “quasi-
AND” and “quasi-OR.”  In the decision literature, AND is a “conjunction,” meaning that E1 and E2 and…Ek are all 
necessary and need to be “added” to the aggregate preference.  These are “must-have” performance criteria. It is 
here that one can see that the expansion of the logic bandwidth spread the values of the preferences, allowing a 
better decision space. The formal logic function of the first order model does not allow for the value of Ej to be a 
number between 0 and 1. Thus, the OPT model is very restrictive and may filter out projects too early by having 
only Xj = (0, 1). The range of degrees of logic function created by the values of r includes: AND (r = -f),
HARMONIC MEAN (r = -1), ARITHMETIC MEAN (r = 1), MEAN SQUARE SUM (r = 2), and OR (r = +f). 
How the value of “r” leads to the tabulated quasi logic functions is well explained by Dujmovic5,6. Here we will 
use these tabulated functions to create “structured decision circuits” which are set as the standards for the decision 
processes. In this manner the a priori transparency of the circuits will make the results for every project readily 
comparable.  For simplicity we will use only simple examples of the five types of circuits as described by 
Dujmovic5, and refer the reader to circuits tabulated therein to find the values for these. The five circuits are 
described as: 
x CPA (Conjunction with partial absorption) 
x Quasi-AND (Quasi-conjunction) (in reference [1] notation “C  +” means Quasi-AND) 
x Neutrality (A or arithmetic mean) 
x Quasi-OR (Quasi disjunction) 
x DPA (Disjunction with partial absorption).  
For the asset management study application4 the circuit chosen to represent the problem was Quasi-AND, with 
five performance criteria scores applied (in lieu of the three performance scores shown in Figure 3). For each 
project/asset, for simplicity, the “i” is dropped in Sij. Thus, equation (4), the MDE for the elementary preference (E0)
in a quasi-conjunction (where simultaneity is required for performance criteria) becomes:  
Emax = max ( E1, E2, … Ek ) = “Positive Ideal Solution (PIS)” 
Emin = min ( E1, E2, … Ek ) = “Negative Ideal Solution (NIS)” 
e0 = neutral “preference” 
d = 1 
d = .5 
d = 0 
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   (4) 
Figure 3. Quasi-AND Preference Aggregation Structure 
The combined or aggregate preference for this example (S1=.7, S2=.8 and S3=.8) is E0=73% or 0.7, closer to d=1, 
or the conjunction of the ith project/asset is a strong preference, close to 100% or d=1. Where as in the first order 
model this would be Xn or Xm equals to 1. Here we can see the value of this method immediately. Since E0 is 73% 
and not 100%, the bandwidth leaves 27% for other projects/assets to move ahead of this one. An example for Quasi-
OR is shown by Casper1.  It is this sliding scale that already yields an advantage over the first order model where all 
exponents would be just “1”. 
The Quasi-logic circuits (QLC) are the basic units for optimization as shown in Figure 4 below. A QLC first 
applies an “A” model; then it adds the large bandwidth logic to automatically drive the preference. This example 
shows a typical conjunction with absorption for two inputs, r = -0.72 for a Quasi-AND of medium strength (CA by 
Dujmovic5. Again E0 is calculated with a much larger degree of freedom, where S1 = mandatory and S2 = optional. 
Figure 4. Quasi-logic Circuit 
As applied by Casper1 and for the asset management study application4, the simplest rule for “Cost/Benefit” is 
given by the linear model:  
Q = E / C (for the ith project/asset) 
where: E is the preference score for the ith project/asset, C is its associated cost, and Q-1 = “cost/benefit” ratio 
Thus, the function Q means that the score of the jth criterion, resulting from a combination of these quasi-logic 
functions, versus its cost, is the preference score-to-cost ratio, or inverse cost/benefit ratio. We will use the 
formulation Q = cost/benefit)-1 to maintain consistency with the quantitative methods to follow. Figure 5 shows a 
project (i =1), with five performance criteria (Ej = 1,2,3,4,5) and their associated costs (Cj, j=1,2,3,4,5).  
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Figure 5. Preference Score to Cost Relationship 
2 Study Problem Statement
The federal agency transportation fleet had, over the past 12 years, grown from 130 vehicles to 223 vehicles, with 
a corresponding increase in equipment (forklifts, scoters, miscellaneous pieces, etc.), predominantly in response to 
the supply operations supporting forces in Iraq and Afghanistan. Knowing that with fiscal cuts looming, it was 
imperative to have a plan in place to have the right vehicles and equipment doing the right mission, having a “right-
sized” fleet of vehicles and equipment, having a listing of prioritized vehicles and equipment to be turned in, and 
replace all remaining light duty trucks with alternatively-fueled vehicles (AFVs). Access to the General Services 
Administration data base allowed for detailed information as to vehicle identification, performance parameters and 
costs associated with each vehicle and piece of equipment. (NOTE: For the purposes of the paper, discussion will be 
limited to the fleet portion, though the same technique was applied to equipment but focusing on hours). 
3 Proposed (LSP-VAM) Model 
The vehicle allocation methodology (VAM) directive from GSA required the public agency to conduct the 
following data collection, on-going processes and periodic activities:  
x Establish a baseline fleet inventory profile that tracks vehicles individually.  
x Develop vehicle utilization criteria to justify mission essential vehicles. 
x Conduct a utilization survey. 
x Determine optimal fleet inventory. 
x Review and update annually or sooner as dictated by mission needs changes. 
The federal agency initially complied with the directive, hiring an outside consultant, who used their company’s 
proprietary VAM. This standard VAM is currently widely used, and uses a survey and utilization as the primary 
factors in determining those vehicles that should be kept and those vehicles that should be removed from the fleet. 
Unfortunately, the model does not clearly access all vehicles, leaving the remaining vehicles to be subjectively 
judged for its worthiness.  
Concurrently, the federal agency had hired HDR to conduct a Net-Zero Energy Study. As the results of the on-
going VAM were not made available to HDR and fleet management is a part of a net-zero energy study, HDR 
created another vehicle allocation methodology using LSP. The newer algorithm needed to improve on the 
deficiencies demonstrated from the current standard VAM model. Improvements in the algorithm had to address:  
x Accommodate a technique to address those vehicles not clearly in the keeper/loser categories 
x Reduce the commitment to an annual “top-down” driven survey 
x Improve data to reduce “garbage in; garbage out” 
x Be a “bottom-up” driven process 
slope = 'E =|Q|= 1/(cost/benefit ratio)  
            'C
C1 C3 C4 C5 Ci ($ cost per project/asset) 
E4
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E1
E2
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x Be able to compare all vehicles on the same plane 
These guidelines were to be met by means of incorporating LSP decision making model as the Vehicle 
Allocation Methodology (VAM) (NOTE: for the purpose of this paper will be referred to as LSP-VAM) model with 
the federal agency determining the optimal fleet inventory using the LSP-VAM, and recommending the acquisition 
plan for AFVs. The LSP-VAM model was also required to have functionality to assist agencies in selecting vehicle 
options based on life-cycle cost analysis. 
The proposed LSP-VAM model algorithm improved on standard VAM methodology by providing:  
x A firm mathematical basis (combinatorial optimization/fuzzy logic) that addresses all vehicles in five 
categories (mission, age, fuel type, miles per gallon (or kilometers per liter), and cumulative mileage). (NOTE: for 
this paper only one preferences is discussed (MPG)).  
x Dependence on a Table of Distribution and Allowances (TDA)/Modified Table of Organizational 
Equipment to establish criticality that is updated regularly based on the assessment of the unit. (NOTE: For the 
purposes of the study, a “straw man” TDA was used.) 
x A bottom-up approach that improves the accuracy of the information generated /used and decisions made 
x Uses one “normalized” number that represents each vehicle and allows direct comparison 
x Life-cycle costing 
The selected LSP-VAM algorithm could be adjusted to utilize an alternate agency fleet management process by 
incorporating survey information into mission preference. The LSP-VAM attributes (shown in Table 1) were set by 
fleet management personnel in this case, but a more general consensus can also be arrived during a planning / 
visioning charrette.  The weights are the sole “subjective” input to the model.  It is the unique integration of the 
weights into the optimization process and the flexibility of changing the number of variables and weights that are the 
strengths of the LSP-VAM approach. 
3.1 Establish Baseline Fleet Inventory 
The first step in the LSP-VAM directive was to establish a baseline.  This step began with an inventory of 
existing and programmed additions to the fleet. The total vehicles were summarized by: 
x Mission importance 
x Vehicle / fuel type 
x Age, with minimum and maximum ages by class also calculated 
x Average utilization 
x Miles per gallon consumption 
x Cumulative Mileage on each vehicle 
x Lifecycle costs for each vehicle.  
Life cycle costs of the vehicle were computed as the cost of the lease/bill of sale, the maintenance cost, and 
energy costs. Replacement cost was treated as a new vehicle and salvage value was set to zero for vehicles that were 
leased. Replacement costs and salvage values were represented for vehicles owned by the federal agency using 
normal rules. Weighting preferences were established in the second step in the process to identify what attributes 
and corresponding weightings of each of the attributes were essential to vehicle decision making. These results are 
summarized in Table 1. 
Fleet Attribute Weight 
Mission 0.40 
Age 0.30 
Fuel Type 0.15 
Mile per Gallon (Km per Liter) 0.10 
Cumulative Mileage 0.05 
Table 1. Propose LSP-VAM Fleet Attribute Weighting
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The selected algorithm is a logical scoring of preference LSP-VAM, where the bandwidth of logic functions are 
expanded (the “yes/no” measure becomes percentages of preferences 0 – 100%) and these preferences are directly 
linked to a quantitative measure of “cost/benefit” ratio in accordance with Dujmovic5,6.
Having these two steps completed, the information is put into the proposed LSP-VAM model as follows:  
1. An elementary preference EPj is generated using a performance criterion score based on weights generated 
by a mapping function G(Sij ) between each performance criterion of the ith vehicle, generating an elementary 
preference EPj .
2. This elementary preference was then subject to further optimization by normalizing the elementary 
preference and applying a power index r, where r is a function of the logical bandwidth, d, and d has infinite 
possibilities and is an indicator of how close it is to either the positive ideal solution (d=1) or to the negative ideal 
solution (d=0)). 
3.2 Develop Vehicle Utilization Criteria to Justify Mission Essential Vehicles 
Mission essential vehicles are first identified through the application of a TDA. This ensures that the right vehicle 
is assigned the right task. For purposes of the study, a “TDA” was developed using a “straw man”. Then, for each 
vehicle on the TDA, vehicle utilization criteria (typically a utilization (80%) or annual target mileage (1,000 miles)) 
are developed. 
3.3 Conduct Utilization Survey  
Most vehicle usage data bases will have the utilization target and cumulative utilization. There will be mission 
critical vehicles with low utilization (i.e., ambulances, snow plows, etc.). The security vehicles will predominantly 
have very high utilization rates 
3.4 Determine Optimal Fleet Inventory 
The next step involved determining the optimal size of the fleet.  Eventual recommendations from the results of 
the study highlighted  that the total fleet size should be reduced from 223 to 130 total vehicles as part of the fleet 
reduction initiative, based on growth of the fleet since 2001. The study went further in defining the exact 
characteristics and make-up of the fleet.  
The agency “mission” and the vehicle/mission relationship had been tabulated by the fleet managers.  Several 
changes were required by executive order: The vehicle fleet was to be cut as noted above. The strategy also was to 
cut all SUVs and replace the executive fleet with smaller sedans. A small set of vehicles such as emergency, special 
equipment and other, were exempted.  
Up to this point the fleet was whittled down to 130 vehicles that were the “right types” and had an inventory of 
223 vehicles to choose from. The optimal selection was to run the algorithm, minimizing the impact of mission (give 
same mission value to all vehicles). Should there be no acceptable replacement (i.e., one with a higher cost/benefit 
score), the vehicle would not be replaced. 
Throughout the iterative process, it was necessary to keep in mind, the various trends that were on-going at the 
location of the federal agency. For example, the vehicle fuel types were tracked to note the evolution in the fleet.  
Figure 6 shows the growth in the fleet from FY08 to FY12 by fuel type.  Note the growth of the E85 (a high level 
gasoline-ethanol blend) and the stable use of CNG (compressed natural gas) in the last five years. 
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Figure 6. Historical Fleet Growth by Fuel Type 
Once the exact type of 130 vehicles were set, the cost/benefit ratio became a valuable tool to assist how and what 
decisions are made as the fleet was paired down. The resulting three iterations provided a fairly good target to right-
size the fleet after the correct type of vehicle had been identified. One iteration consisted of “zeroing-out” the 
mission score to show those really good/bad performers that may have been “hiding” under the mission criteria 
umbrella. In some instances, there were recommendations made that, though the vehicle selected may not be the 
exact vehicle required (i.e., ¾-ton vehicle in lieu of a 1-ton vehicle), a risk assessment by the fleet vehicle manager 
could be made, that may offset the better performance indicators. The majority of vehicles were correctly identified 
after the “zeroing-out” iteration (i.e. good mission vehicles tended and still had a good cost/benefit ratio). The 
iterative process ensured that the best vehicles were identified, exchanged where they could be, and waivers pushed 
to have existing on-hand vehicles substituted  where possible (i.e., ½ ton pick-up substituted for required ¾ ton pick-
up). 
The five key steps in the process were: 
1. Identify vehicles that fall below the minimum utilization criteria by VIN. Dispose or re-assign identified 
vehicles. 
2. Create a list of vehicle types approved for each organization and mission requirement. Vehicles selected 
should be the most efficient possible. This step is handled by the TDA process and would be modified when the 
mission changes.  The “work-around” exercise would review the task annually with the VAM that changes the 
vehicle and not necessarily the requirement). 
3. Compare the existing fleet composition to mission task needs. 
4. Identify mission essential vehicles regardless of utilization. Ensure that the most efficient vehicle type is 
assigned to the mission. If the most efficient vehicle is not presently allocated to the mission, the fleet management 
plan must include a changeover program for shifting to the most effective alternative.  
5. Evaluate transportation alternatives such as public transportation, contract shuttle services, car rental. These 
elements need to be incorporated early in the process; they could be part of the cost analysis.  
3.5 LSP-VAM Results 
Based on the LSP-VAM’s five preferences, the assigned weights to each of the preferences, the LSP-VAM 
algorithm, and the notional TDA, the following results are a comparison of the existing fleet and the targeted 130 
vehicle fleet. Figures 7 and 8 show the results of the LSPVAM process across two key categories: MPG and costs.  
The comparisons were made at each of the five levels of weighted criteria as well as cross-classes.  
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Figure 7. Comparisons of Existing and Optimized Fleets, Vehicles by MPG 
Figure 8. Life-Cycle Cost Comparison: Existing v. Optimized Fleet (units: $000) 
In each figure, the total vehicles are reduced from 223 to 130.  The blue bars show the existing number of 
vehicles and the red bars the optimized “target” values.  To move toward an optimized fleet, the reduction would 
take place in the vehicle classes that are over-represented, i.e. shown as non-optimal.  The conclusions from the 
downsizing and right-sizing of the fleet show that: 
x Vehicle fleet has the “right vehicles” doing the right mission. 
x Vehicle fleet has been “right sized”. 
x All vehicles in the fleet have a standard quantitative measure that takes the cost-benefit ratio into 
consideration.
x 40,000 gallons of fuel saved from “right-sizing” over the next ten years (assume turn-in =10 vehicles/year). 
$1,083
$1,409
$446 $398 $332 $405 $373 $258
$467 $482 $578
$1,301
$5,434
$3,399
$859
$423$487
$752
$0
$373
$0
$408
$432
$0
$430 $458 $493
$1,301
$370
$1,364
$377 $395
$0
$1,000
$2,000
$3,000
$4,000
$5,000
$6,000
Existing
Optimized
15
141
44
1 7 6 911
82
19
1 6 5 6
0
20
40
60
80
100
120
140
160
<10 <20 <30 <40 <50 <60 <70
N
o.
 o
f V
eh
ic
le
s
Existing
Optimized
690   Damian Kelly et al. /  Procedia Computer Science  32 ( 2014 )  681 – 690 
3.6 Fleet Management Plan 
The application of the LSP-VAM model provides an optimal inventory that can then be used a fleet management 
plan “blueprint”.  To summarize the flow of actions, the initial baseline fleet (223) was inventoried.  The target 
optimal fleet was identified at (130) consisting of the right vehicle doing the right mission.  A “Turn-in Plan” (how 
fleet goes from 223 to 130) was developed. The following recommendations can also be made: 
x Augment fleet management council with an executive or executive representative to make decisions, in 
addition to handling local implementation of policies and procedures. 
x Consider adapting LSP-VAM process shown here at the installation /larger scale. This implies doing a 
TDA for vehicles and equipment that adds teeth to supporting mission requirements and tracking scores for the five 
preferences. This also implies tracking an obtaining the necessary data required for each of the weighted preferences 
for each piece of equipment. 
4 Conclusions 
This first cut application of the LSP-VAM approach provides a clear example of the LSP process of optimization.  
In the example, a motor fleet of 223 vehicles was reduced to 130 using five “importance” weights:  mission, age, 
fuel type, miles per gallon (kilometres per liter), and cumulative mileage.  The output of the LSP-VAM model run is 
a clear blueprint of the optimal fleet composition by five stratifications.   
Applications of the LSP in the transportation arena are many and diverse.  The authors first became aware of the 
LSP approach when conducting research for an innovative MPO project selection tool.  What is missing from the 
transportation project LSP model is the “business” knowledge of universal cause and effect in the project selection.  
In the VAM application described above, for example, there is a bounded understanding of the “mission” of the fleet 
and each vehicle in it.  That information is vastly more complex to develop in the transportation area.  It is the intent 
of the authors to build from the mathematical work set forth in the 2013 effort, through the bounded but successful 
vehicle fleet (LSP-VAM) model description to a fully probabilistic test of transportation project selection in the 
coming years. 
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