In real-life networks, incomers may only connect to a few others in a local area for their limited information, and individuals in a local area are likely to have close relations. Accordingly, we propose a local preferential attachment model. Here, a local-area-network stands for a node and all its neighbors, and the new nodes perform nonlinear preferential
Introduction
In the past few years, arrays of discoveries have been added to our understanding of complex networks. With the improvement of computing power, it is possible to study the statistical properties of huge size networks. Some interesting results are found such as large clustering coefficients and power-law degree distributions. Fitting to the small-world phenomena in real world, Watts-Strogatz model [1] with large clustering coefficient and short average distance was presented. To capture the 'rich gets richer' phenomenon, Barabási and Albert proposed a scale-free model (BA model) [2] , which generates a network with a power-law degree distribution. It is found that growth and preferential attachment are essential to the emergence of a scale-free structure [3] . Though the BA model captures those fundamental mechanisms, it only predicts a fixed exponent, while real networks display various exponents. Therefore, many scientists [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] have proposed some extensions to make the models more realistic.
For some large-scale complex systems, a new individual entering the system will consume a great deal of searching costs when doing the global preferential attachments. It has been observed that the preferential attachment within local economy regions exists in the World Trade Web [14] . A similar phenomenon is in the Internet on the router level where a host, mostly, only has information of other hosts in a local domain [15, 16] . Based on above considerations, Li and Chen [17] presented a Local World model, in which M randomly selected nodes constitutes a local-world wherein a new node does local preferential attachments. To modify the small clustering property in the Local World model [17] , Zhang et al. [18] introduced an evolving scale-free network model with a continuously adjustable clustering coefficient. Chen et al. [19] proposed a multi-local-world model to mimic the Internet. Wu and Liu [20] proposed a community network model with a high clustering coefficient. In previous studies, the local world is composed of randomly selected nodes, thus a node in a local world may not have denser connections compared with its connections to the nodes outside this local world. However, in real-life networks, individuals in a local area are likely to have closer relations. For example, the routers have, generally, much denser connections within a local domain than those between different domains. The observed community structure [21] has just embodied this concept as well. Accordingly, we present a local preferential attachment model where a local area consists of a node and all its neighbors. To be distinguishable, we call a node and all its neighbors a local-area-network (LAN) instead of local world. The newly added nodes perform nonlinear preferential attachments, as π (
LANs, where k i is the degree of the ith node and α is a free parameter (Note that, this nonlinear preferential function is wellknown as a global attachment mechanism [22] [23] [24] [25] ). The hierarchical organization, independent of α, is the most significant character of this model.
The rest of this paper is organized as follows: Section 2 introduces the model, followed by simulation results and analytical calculations for degree distribution in Section 3 and clustering-degree correlation in Section 4. Finally, we summarize our work in Section 5. The simplest case where each new node only attahches one edge in the LAN, is discussed in the Appendix A.
Local preferential attachments model
A new node entering the network is denoted by an event I. Based on the spirit of the customer input process in a random service system [26] , it is supposed that the coming processing of nodes can be well described by a Poisson process with parameter λ which denotes the mean number of the occurrences of I in a unit time. That is to say, when λ = 1, there is on average one new node entering into the network in a unit time. The model is as follows:
(1) Random growth: network starts with m 0 fully connected nodes. At each time step, a new node with m (≤ m 0 ) edges, is added to the network. Here, the nodes come obeying a Poisson process with parameter λ = 1, and an LAN is defined as a randomly selected node and all its neighbors. For a given LAN, we call the central node the root node.
(2) Local preferential attachments: the newly added node is connecting to a node i in an LAN with probability
where L denotes the set of all nodes in this LAN, and the sum goes over all the nodes belonging to L. Note that, for each newly added node, the m times of selections of different root nodes (thus different LANs) are completely independent.
After t time steps, this procedure results in a network with N = m 0 +t nodes and E = mt +E 0 edges, where
is the number of edges in the initial network. The mean node degree is
(2)
Degree distribution
As shown in Fig. 1 , by adjusting the parameter α, the model can generate different kinds of degree distribution, from exponential to power-law.
An existing node i, before the (t + 1)th event occurs, can be in one of three situations: (i) being selected as the root node with probability . Therefore, we get the changing rate of i's degree, as:
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where t i denotes the time that the ith node enters the network, k i (t) denotes the degree of node i at time t, L i denotes the set of nodes in the LAN with root node i and L s represents an LAN containing i where the root s is a neighbor of i. In Eq. (3), the first term accounts for the situation (i), while the second term accounts for the situation (ii). The formulae reported here are very similar to those in Refs. [12, 24] .
The case α = 0
From Eq. (3), neglecting the effect of degree-degree correlation, a zero-order approximation can be obtained as:
where L denotes the set of nodes in the LAN excluding the root. Note that, this approximation works well only if the assortativity is close to zero (see below the definition and simulation on assortativity), thus for large positive α, the approximation is rough. Substituting Eq. (4) into Eq. (3), we can get
Next, we provide the analytical solution for two special cases: α = 0 (analysis of the simplest case with α = 0 and m = 1 is presented in the Appendix A) and α = −1.
When α = 0, one gets
Solving this differential equation, one obtains
therefore, one has
where
Since the nodes come in a Poisson process with parameter λ = 1, the entering time t i obeys an Γ -distribution [26] .
Therefore, Eq. (8) can be rewritten as
and
Thus the stable degree distribution reads
It is a power-law distribution for large k, which means a scale-free network can be obtained via random attachments in LANs, with power-law exponent γ = 3 + http://doc.rero.ch 
The case α = −1
When α = −1, we can obtain
Solving this differential equation, one gets
Using a similar method to that as used above, one can get
where D is the normalization constant and A = 1 m . Clearly, it is an exponential distribution for large k. Fig. 2 reports the simulation results on degree distributions of the two specific cases: α = 0 and α = −1. The former obeys a power-law form and the latter follows an exponential form, which is qualitatively in accordance with our analytical results. Furthermore, in Fig. 3 , we compared the quantitative predictions of exponents in Eq. (12) and Eq. (15) with the simulation results. We have not obtained the analytical expression for arbitrary α. The only clear point is that the degree distribution will become broader, namely the network will become more heterogeneous, with increasing α.
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Clustering-degree correlations
High clustering is a typical property of social acquaintance networks, where two individuals with a common friend are likely to know each other. Given an arbitrary node i, the most immediate measure of clustering is the clustering coefficient C i , which is the ratio between the number of acutal existing edges e i and the number of all possible edges k i (k i − 1)/2 among node i's neighbors, and the clustering coefficient C of the whole network is C = 1 N i C i . As shown in Fig. 4(a) , C increases with increasing α.
The clustering-degree correlation C (k) denotes the average clustering coefficient of nodes with degree k. In many real networks, the clustering scales as C (k) ∝ k −1 , which represents the hierarchical organization of structure [27] . To calculate the clustering-degree correlations in each time step, we need to consider the changing rate of e i for an arbitrary node i. Denoting L as the set of nodes in the LAN, there are two cases where e i will increase: (a) Node i is the root node of an LAN and connected to the new node, whose probability is Fig. 5(a) ).
(b) One neighbor of node i is the root of an LAN, that is to say i ∈ L as well. Supposing the number of node i's neighbors in this LAN is n (n ≥ 1), and node i itself as well as h(1 ≤ h ≤ l)i's neighbors are connected to the new node. The probability of this situation is 
, where e i increases by 1 (See Fig. 5(b) ).
Based on the above analysis, we can obtain the changing rate of e i :
The solution of Eq. (17) leads to:
Ignoring the first term in Eq. (18), the clustering scales, independent of parameter α,
This nontrivial correlation between clustering coefficient and degree, as the characteristic of hierarchical structure, is observed in many real-life and artificial networks [27] [28] [29] [30] . Fig. 6 shows the numerical simulations, which agree well with the analytical results.
Conclusion
Considering an individual's limited ability and the interrelationship in a local area, in this paper, we proposed a local preferential attachment model. Based on a theory of the Poisson process, the stable degree distributions of the network and clustering-degree correlations are analytically obtained. By adjusting the parameter α, the model can generate different kinds of degree distribution, from exponential to power-law. And with α's increasing from −1 to 1, the clustering coefficient increases while the assortative coefficient decreases from positive to negative (see Fig. 4(b) ). The hierarchical organization, independent of parameter α, is the most significant property of this model. where q is denotes the probability that node s is a neighbor of node i, and q ∈ (0, 1) denotes the mean probability that any two nodes connect in the network. For a fixed α and m, q is a constant parameter. Then the differential equation changes
For a large t, neglecting the first term on the right side in the above equation, then solving Eq. (21), one obtains
Therefore, one gets P {k i (t) < k} = P t i > tk −3q = 1 − P t i ≤ tk −3q = e 
Then the stable degree distribution, when m = 1, α = 0, reads
It is a power-law distribution with exponent 3q + 1 (∈ (1, 4) ), which means it is a scale-free tree graph when a new node, linked with only one edge, is randomly attached in the LAN. Here, the power-law exponent is relevant to parameter q, the value of which we give as follows. The mean value of degree k can be got fromk = k max k min kp (k) dk, where k min and k max are the minimum and maximum node degree in the network respectively. Therefore, when the network scale is sufficiently large, namely t → ∞ (m = 1, α = 0), one gets approximately
Substituting p(k) = 3qk −(3q+1) into Eq. (26), q = 2 3 is obtained. Thus the theoretical value of the power-law exponent is γ = 3. The Fig. 7 reports the simulation results on degree distributions.
