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Abstract: Searching information on web pages is a tedious task for users as web servers provide complete web pages
and do not tailor their content to the user’s current information need. This leaves an enormous amount of
workload for the user and influences his emotional attitude towards the whole task even if a search engine has
filtered pages that are relevant to a user query. In this paper, we propose an approach to adapt the response to
queries to user preferences for his reading experience in order to leverage the problem of information overload.
With these preferences, it is possible to select the most preferred content from a web page. In our view, the
preferences are a quantitative way to express conversational maxims. We present our experimental approach
to learn these preferences from annotated browsing sessions and introduce a decision strategy for the selection
of content on the basis of the learned preferences.
1 Introduction
Imagine you are thinking about what you want to
cook tonight, but you don’t have any good ideas. On
top of this, you are run out of supplies and short on
time, as well. All you need is a good tip how to cook
a quick dinner with the few ingredients left at home.
For such a tip, you consult your favorite cooking por-
tal in the Internet. What do you get there? A long list
of recipes, pictures, videos, and health care advices
which is overwhelming you as you are just looking
for a few simple cooking instructions to get rid of your
hunger. Obviously, you are unsatisfied with the given
information and its presentation and most probably
you will end up at McDonalds.
However, after too much fast food you start to feel
bad and plan to pay more attention to your nutrition.
Therefore, you spend more time on choosing healthy
dishes and want to learn more about nutrition. In this
situation, you consult your cooking portal again. This
time, you are disappointed as the recipes do not pro-
vide more information you are interested in. On the
other hand, maybe the information is there, but it is
just too difficult to find it quickly.
1.1 Context- and Task-Awareness
As it becomes obvious from this example, informa-
tion seeking processes are always influenced by many
situational context factors. It is also obvious that the
problem for you is not related to the content available,
but to the way in which the portal presents it to you. It
does not pay any respect to your precise information
need in situations that vary to a large extent. Actually,
it cannot pay this respect as all pages are static and
cannot be adapted to your information need. This is
valid for sections of text as well as for multi media
elements on the page.
Therefore, it is our hypothesis that information
seeking can be supported substantially by informa-
tion systems that generate the responses to a concrete
information need at run time and take important con-
text factors into account. However, generating content
from a larger pool of information elements implies a
selection process to take place. Which and how many
parts of the text, which and how many images, which
and how many multi media data should be selected to
be presented to the user?
In order to address this problem, in our research,
we are targeting towards the development of an algo-
rithm that, instead of selecting complete pages, can –
at least approximately – recombine elements of con-
tent by taking quantitative versions of the GRICEan
maxims of conversation (Grice, 1975) into account.
In order to do that, the algorithm has to be capable of
making selections similar to those of a human reader.
Therefore, we are interested in developing a quantita-
tive model of the maxims of conversation that can be
applied by a decision making algorithm for inclusion
or exclusion of content elements. While the princi-
ple of quality can be formalized by applying infor-
mation retrieval techniques, the principles of quan-
tity, relation, and manner depend on the context of
the user and the current situation in which the infor-
mation need has arised.
For an information system to be capable of select-
ing content elements (such as text, images, or videos),
the original static documents have to be split up into
sets of these elements (see Fig. 1). Their (discourse)
logical coherence can be reconstructed by annotating
coherence relations as introduced by prominent lin-
guistic research such as the work on attentional and
intentional state by (Grosz and Sidner, 1986). We ap-
ply the two coherence relations introduced by (Grosz
and Sidner, 1986) for our purposes:
• satisfaction precedence (x SP y): content ele-
ment x satisfaction preceedes content element y if
x should be presented earlier than y as x provides
explanations for y.
• dominance (x DOM y): x dominates y if y pro-
vides content that supports x as it is complemen-
tary or in some other way helpful for the user to
understand the content of x.
In essence, this approach results in a graph-like model
for each (original) document (see Fig. 2). Given an in-
formation need, the relevance of each element can be
computed by calculating relevance scores for it (e.g.
TF-IDF similarity scores) from the textual content of
the element or from lingustic tags assigned to it – de-
pending on the type of the element.
With the elements of the original document ranked
in the way described above, and assuming the other
maxims formalized quantitatively as well (details will
follow below), an information interface can simulate
human reading behaviour in a continuous loop until
the information need is sufficiently satisfied. In each
iteration, among the elements ranked best, the inter-
face selects those optimizing the valuation of the other
maxims (see below) and presents them to the user.
Our hypothesis is that the selection of appropriate
elements should be guided by the readers’s (or user’s)
preferences for elements of content as well in quan-
tity (how many text blocks, images, or graphics are
sufficient?) as in manner (which type of information
is preferred: text, lists, tables, or graphics?).
1.2 A Probabilistic Model for the
Maxims of Conversation
The idea presented above relates any quantification of
the maxims of conversation to user preferences for the
way to consume a document and for its content. Con-
sequently, we model the process of deciding on how
many and which elements of content to include in an
answer to a user’s information need as a sequence of
context-aware recommendations (see (Jannach et al.,
2011), chap. 12.2 for an introduction).
An example of such a process is the following
trace of a user consuming the document in Fig. 1:
Read introduction – scan the headlines – read text
for section 2 – look at the image mentioned in this
section
This trace can be understood as a sequence of deci-
sions made by the user that lead to a comfortable read-
ing experience. By taking these decisions the user se-
lects content elements optimizing quantity, relation,
and manner of the selected elements.
Mathematically, such an optimal selection can be
modelled as a stochastic process
α1,α2, . . . ,αt−1,αt
where the αi are actions such as those in the example
above (more details will follow later). This process is
conditioned by context factors Ci (e.g. the type of the
search task, the current user satisfaction, the degree to
which the the information need is satisfied, time con-
straints for the search, to mention some examples).
From this viewpoint, an optimal selection maxi-
mizes the a posteriori probability
P(α1,α2, . . . ,αt−1,αt |C0,C1, . . . ,Ct−2,Ct−1)
The iterative process of stepwise presentation of the
relevant information elements makes the assumption
plausible that αi is dependent only on αi−1 (the pre-
ceeding user activity) and on Ci−1 (the set of context
factors before αi takes place). Therefore, the above
probability can be approximated by
η · ∏
1≤i≤t
P(αi|αi−1,Ci−1)
with η−1 = P(C0,C1, . . . ,Ct−2,Ct−1) (the a priori
probability of the sequence of contexts that develops
during the search process).
When presenting the information elements itera-
tively, the information interface can find the optimal
next step by choosing the action αi that maximizes
P(αi|αi−1,Ci−1)
with αi−1 known from the previous step and Ci−1. As
we will discuss in more detail later, the different αi−1
encode different degrees of quantity and manner of
the information presented and therefore are a basic
building block of our quantative model of the maxims
of conversation.
Figure 1: Splitting up a document into a set of content elements
Figure 2: Discourse relations between content elements
In remainder of this paper, we explain our docu-
ment model and our quantitative model of conversa-
tional maxims in more detail, define the parameters
that have to be estimated from training data, describe
our experiments how to collect the necessary data and
their evaluation. From these results we derive a deci-
sion procedure that is capable to select relevant con-
tent elements taking the information need and conver-
sational maxims into account. Finally, we discuss the
conclusions we reached and outline future work.
1.3 A Graph Model for Multimodal
Documents
As outlined in Sect. 1.1, our approach relies on the
idea to split documents into a set of multimodal con-
tent elements (see Fig. 1). In order to preserve the
structure of the document’s content, the coherence re-
lations between the single content elements have to
be reconstructed and stated explicitly as a graph (see
Fig. 2). Given an information need, all elements can
be ranked by some information retrieval approach that
we apply as a “black box” (i.e. we rely on the com-
puted ranking without analyzing it further). Con-
structing an excerpt of the original document that
satisfies the information need can therefore be inter-
preted as a search problem in the graph. A path has
to be found that contains enough relevant informa-
tion and, in parallel, is optimal with respect to the ap-
plied conversational maxims and therefore constitutes
an optimally user-, task-, and context-aware response
to the information need. The content elements on the
path constitute the excerpt from the complete docu-
ment. We will discuss this planning problem later in
Sect. 5. Before that, in the next sections we will dis-
cuss the data required to formalize the idea of an op-
timal fulfillment of conversational maxims.
1.4 A Data Model for Task- and
Context-Awareness
In the formal model introduced in Sect. 1.1, context
factors play a prominent role as they may influence
the user’s preferences for the activities and content
elements and therefore modify his behaviour. Con-
sequently, quality, quantity, relevance, and manner of
information have to be interpreted differently if the
context factors change. We conclude from this obser-
vation that conversational maxims are not fixed and
static rules, but – put formally – functions of the con-
text factors. Some of these factors may change during
the search process, e.g. the current user satisfaction,
the degree to which the information need is satisfied,
the fact how many times a content element has been
presented already, time constraints for the search, the
current type of search, or the user’s emotional state.
Other factors may be static during the search process,
e.g. the information need, the domain of the informa-
tion need, or personal aspects of the user (age, gender,
interests, preferences, reading behaviour).
Another crucial property of a search task is the
concrete information need. In our experiments, users
state it by typed queries (specified information need)
to Wikipedia or by using the available navigation
links (non specified information need).
We formalize all considered properties of a search
task in a user model for the context dependent user
preferences for his activities during search and for the
possible types of content elements. As these prefer-
ences are nondeterministic in nature, the user model
by the probability distribution
P(αi|αi−1,Ci−1)
for a particular user. In our study, we considered the
type of the search task as the only context factor C
which is constant during the search process. This sim-
plifies the user model to
P(αi|αi−1,C)
Our hypothesis is that these user preferences actually
exist and differ given a set of context factors. Further-
more, in order to assess the user activities αi at run
time, they have to be observable from sensory input.
In the current literature, many results can be found
that reading behaviour during browser sessions is ac-
tually observable from his browser interactions and
gaze pattern analyses. For our work presented here,
we rely on these results. In order to discuss them in
detail and to identify open issues we revise the state of
the art in the next section and then draw conclusions
for our work.
1.5 State of the Art
A main prerequisite for our approach to be imple-
mentable effectively is the observability of the current
user activity. As the example in Sect. 1.2 suggests, it
is crucial for an adaptive information system to have
a reliable guess about the user activity at any point
of time. As activities such as reading cannot be ob-
served automatically by a desktop computer, tablet,
or smartphone, the only tractable solution is indirect
observation from the interactions occurring between
user and web browser during the search process.
Therefore, in this section we revise current re-
search results on user behaviour and observability in
information seeking applications that the prediction
of cognitive user actitivies from his interaction be-
haviour is indeed tractable.
(Rodden et al., 2008; Guo and Agichtein, 2010b)
describe general patterns between the users’ eye
movement and mouse movement. They identified
three patterns of mouse-eye coordination: incidental
mouse usage, bookmarking and follow. The book-
marking and follow patterns are potentially useful to
provide implicit feedback on search results. In case of
bookmarking the mouse position can indicate a point
of interest. In the bookmarking pattern, it is even pos-
sible to predict preferred elements of content directly
from mouse events.
(J. Huang, 2012) found out that it is possible to
distinguish between different cursor behaviour pat-
terns reading, scrolling, hesitating and click to get
an even better idea of how gaze position and mouse
movement are aligned. They show that the user him-
self, the time and the search task (to a lesser ex-
tent) also contribute to the cursor-gaze alignment.
This research provides valuable insight that and how
eyetracking can be substituted by tracking the user’s
mouse interactions. (Guo and Agichtein, 2010a) take
a similar direction. They analyzed the eye-mouse co-
ordination which they found to be highly correlated.
We conclude from these results that it is tractable
to predict gaze from mouse events in the browser.
(Hauger et al., 2011) report on their experiments
that from user interactions with a web browser they
can predict the sections of a web page the user looked
at and even the paragraphs of hypertext the user had
read on the web page. This study indicates that it is
tractable to automatically observe which content ele-
ments have been consumed by the user at any time.
Predicting the task type from user interaction has
been investigated by (Kellar and Watters, 2006). The
authors provide significant statistical results that the
current task type during a search process can be pre-
dicted from web browser interactions.
There is also some work on user preferences for
elements of content. (Cutrell and Guan, 2007) show
that indeed there is a preference in text snippet length
in response to users’s search task. Users with precise
information needs prefer shorter snippets as well as
users running out of time for the task. When brows-
ing users spend more time on reading longer textual
parts. However, (Cutrell and Guan, 2007) analyze
search engine result pages and again do not address
the user preferences for elements to be included in re-
sponse to an information need. (Buscher et al., 2012)
present results that the relevance of text passages may
be predicted from eye movements.
(Agichtein et al., 2006) distinguish different types
of user behaviour: Query-text, Browsing and Click-
through. For each type they predict user preferences
for the the presentation and ranking of search engine
result pages. These results provide another hint for
the influence of the task type on user preferences, but
again do not address preferences for content elements.
1.6 Advancing the State of the Art
In summary, while according to the results of the
reviewed literature, it turns out feasible to predict
user behaviour from web browser interactions, a pre-
cise analysis of the reading activities in a search pro-
cess and the preferences for content elements is still
an open issue. Furthermore, this lack of knowl-
edge blocks the development of adaptive user inter-
faces for information systems that can predict the user
behaviour at any time and provide just the content
needed for the expected next activity.
Such an interface would be helpful for many pur-
poses. Most prominent among them is the need to ad-
dress the problem of information overload. Another
motivation comes from the growing number of smart
phones and mobile applications. With the limited dis-
play size, it becomes necessary to split content into
several pages in an intelligent way. Our work pro-
vides a contribution to these issues by understanding
the presentation of content as a variant of the prob-
lem of text generation. We apply principles from dis-
course analysis in order to find an intelligent way to
split content.
In the work presented in this paper, we focus on a
key issue in this context. We are looking for a quan-
titative model of the qualitative principles from dis-
course analysis, which is obligatory to implement a
decision procedure that can split and select content
“intelligently”. For the development of this quanti-
tative model, our paper contributes two aspects to the
research field of human-computer interaction and the-
ory of (natural language) discourse. The first contri-
bution is the description of a data collection of several
hours of information seeking processes in the Ger-
man edition of Wikipedia. Analyzing this data we can
show that there are correlations between browser us-
age and eye movement. Furthermore, even user pref-
erences correlate with eye movement.
As a second contribution we present how those re-
sults can be considered in a decision procedure that
can select relevant information elements and generate
web pages from these elements tailored to the user,
the context, and the task type of his search.
2 Data Collection
In order to collect data to learn the preferred read-
ing activities and content elements from, as the first
action label description
Read RE User is reading text
Scan SC User scans content e.g. headlines,
lists or whole page
Look at EX User gazes something (e.g. a
picture or other graphical element)
Navigate NV User performs navigational tasks
element label
Headline HD
passage within an article TX
List LI
Introduction IN
Picture PI
Info Box IB
Charts, tables etc. IG
Navigation within Wikipedia WI
Other navigation ON
Figure 3: Annotation labels for the user activities and for
the gazed elements
issue we had to fix the possible set of events that could
be assigned to the random variables αi (see Sect. 1.2)
and the possible types of search tasks.
To understand the importance of this issue, one
has to consider the influence of the information need
on the task type as studied by (Lindley et al., 2012).
They show that since the Web is waved into every-
day life there is indeed a variety of motivations for
web use, especially in casual leisure scenarios. From
these observations they conclude that a wide range of
different tasks with different intents is performed in
the web potentially influencing the user’s preferences
we are interested in.
As will be described in the Sect. 2.2, for our ex-
periments we took these results into account by con-
structing tasks of three different types for the study
participants. Another important variable to be con-
trolled is the application domain. In our experiments,
we restrict the search tasks to a small set of top-
ics (see Fig. 4) and limit navigation to the pages of
the German Wikipedia. With this restriction, we can
reach similar levels of quality and similar structure
among all pages visited by the test persons during
each search process. In particular, the restriction im-
plies that the set of user activities can be fixed as as the
types of content elements is limited to those defined
for Wikipedia (see the overview in Fig. 3).
2.1 The Probabilistic Model Revisited
For the reading activities, we constructed a typology
(see the upper table in Fig. 3) and another typology for
content elements on Wikipedia pages (see the lower
table in Fig. 3). Reading activities and content ele-
ments occur always in pairs as the example in Sect.
1.2 illustrates. With the new names, the trace reads
as:
RE-IN−SC-HD−RE-TX−EX-IM
The set of all pairs that can be combined from activi-
ties and content elements constitutes the set of events
which can be assigned to the random variables αi (in
Sect. 2.3, we illustrate that we use this set as a set of
labels in order to annotate video data and generate a
training sample). For the example in the trace above
we have α0 = RE-IN.
2.2 Study Design
Eye tracking is widely used to investigate users con-
sumption of content presented in the web. In our ex-
periments, we record gaze patterns in order to analyze
which of the displayed items are of relevance for the
user. As eye trackers can only be used in a lab situa-
tion, for our intention to predict the user preferences
during every day usage of web browsers, we have to
predict gaze patterns from data obtainable from the
browser. Therefore, in accordance with the literature
discussed above, in parallel to gaze patterns we track
mouse and keyboard events in the web browser.
Participants had to complete six tasks each. The
the tasks were pre-defined search tasks of different
types (learn, lookup, browse). To avoid learning ef-
fects, the tasks were randomized. There was a lim-
ited time to complete the tasks. The participants were
seated in a separate room on their own. The tasks
are presented on the screen after they had filled the
questionnaire. With such a setup, they were not in-
terrupted during the whole experiment and therefore
not biased by the examiner. The tasks present a short
epsiode around the actual search problem to create a
kind of context. Each task takes about 3.5 minutes on
average. We have recorded data from 25 participants
(all of them students or researchers in our department)
– each of them conducting six tasks.
Up to now we have analyzed around 30 minutes
of data whose evaluation will be presented in Sect. 3.
2.3 Data
During the experiments, we collected the following
kind of data:
• Eyetracking Videos:
All sessions with test persons are recorded au-
tomatícally by the eyetracking software. The tool
records the screen content, stores it in a video
file, and adds an additional layer indicating the
Lookup: You are watching a report about the sinking of the Titanic. During a commercial break you left the room and when
you came back you had missed the information about how many passengers were on board of the Titanic that night the
catastrophe happened. So you decide to search in Wikipedia for that information.
Learn: You are from Berlin but one week ago you started to study in Regensburg. Next weekend your parents are visiting.
You are planing to show them the city and for that reason you want to know more about Regensburg’s history and check
Wikipedia to find out.
Browse: You have some minutes left till your class starts but you are already sitting in the lecture hall. So you have the
chance to browse in Wikipedia for about ten minutes and look at whatever you like.
Figure 4: Examples of the tasks assigned to study participants.
Mean length of saccades scroll frequency
long short
TX 25 79 14 90
PI 35 5 25 15
IN 6 0 0 6
IB 3 0 1 2
IG 10 0 4 6
WI 2 8 0 10
LI 16 7 9 14
HD 20 18 10 28
χ2 = 76.7655 χ2 = 43.8878
df = 7 df = 7
p: = 6.3 ·10−14 p: = 2.247 ·10−7
Figure 5: Influence of saccade distance and scroll frequency
on the preferred elements.
user’s eye focus at any point of time during the se-
quence. We annotate these videos manually with
two kinds of labels: First one concerning the user
action, second one the focussed element of con-
tent. So every frame gets two labels, e.g. for read-
ing a passage of text (LE:AA) and for gazing a
picture (BE:BI). The full set of labels for actions
and the elements of content is presented in Fig. 3.
• Browser Logs:
mousemove, click, scroll, keydown events
were recorded to track the user’s interaction be-
haviour.
• Eyetracking Logs:
The eyetracking software provides data about the
frequency and duration of saccades (i.e. the user
is moveing his eyes) and fixations (i.e. the user is
focussing something with his eyes).
For all kinds of data, each item is assigned a time
stamp that we use to align data from different sensors
chronologically.
3 Evaluation of the Data
Logged items occur at varying frequency for the
different sensors used. Therefore, it is impossible to
align individual items chronologically. Instead, we
divide the time span for each experiment in constant
frames of 500 milliseconds. To each of the frames the
set of items is assigned whose timestamp falls into the
frame. The items in the set mostly are of different type
and occur in varying frequency per frame. Therefore,
in order to characterize each frame for each sensor,
we construct a probability distribution for each frame
and each sensor.
3.1 Predicting Focussed Elements
With this data available, we can now formulate our
hypothesis formally. We expect that some of the
browser events and eyetracking events are good pre-
dictors for the user action taking place in the same
frame and for the focussed element of content (as-
sessed by the labelled eyetracking videos).
In the current state of our work, we processed the
data for 28 min 46 sec of browsing tasks for which
we have already annotated the screen recordings pro-
duced by the eyetracking software. From the logged
mouse and keyboard events, we dropped those occur-
ring on average more rarely than 10% of the frame
length. For all others, we built dichotomous random
variables. The relative frequencies were split into a
group below and another group above average. The
eyetracking logs were preprocessed in the same way.
In order to evaluate the predictive power of the
new random variables for the preferred user action
and the preferred content element respectively, we
constructed contingency tables and performed χ2-
tests. Due to space constraints, in the figures below,
we only list the variables leading to significant results
of the χ2-tests. The numbers in Fig. 5 indicate that
there is a strong influence of the average distance be-
tween two fixated points on the screen and the ele-
ment of content focussed at that time. Short distances
indicate that the user is very probably reading text,
while longer distance give evidence for the user to just
scan roughly and quickly over the content presented.
The data shows that in these cases users very often
look at headlines or images of the individual sections
of a web page. They rarely look at the info boxes (a
Contingency table of the variables user action and
mean length of saccades
length of saccades scroll frequency
long short high low
EX 45 5 27 23
NV 2 8 0 10
RE 31 79 14 96
SC 39 25 22 42
χ2 = 59.608 χ2 = 35.3898
df = 3 df = 3
p: = 7.1 ·10−13 p: = 1.0 ·10−7
Figure 6: Influence of saccade distance and scroll frequency
on the preferred user activity.
kind of table of contents) or the navigation bars.
The relative scroll frequency in a frame seems to
be another good indicator for the user to be reading
text (see the numbers in Fig. 5). Similarly to the sac-
cade distance, in cases with high scroll frequency the
user looks briefly at headlines or images.
3.2 Predicting the Current User Activity
In Fig. 6, we give an overview of the most significant
factors that modify the user preferences for activities
within a frame. The data indicates a strong correlation
between the element type discussed up to now and
the actions performed during the information seeking
process. Headlines and images correlate with the scan
and look at actions. For scanning the average saccade
length is high while it is short for read.
For the scroll frequency, there is a similar correla-
tion to be observed between read, text, and low scroll
frequency as for the mean saccade distance. On the
contrary the scroll frequency tends to be high when
users just look at pictures and images.
The evaluation results in Fig. 5 and Fig. 6 are
in line with other results presented in the literature
and provide further evidence that cognitive activities
of users while they are consuming documents can be
predicted from web browser interactions.
3.3 Predicting Transitions between User
Activities
While the analysis presented so far in the preceeding
sections confirms previous results about the observ-
ability of user activities during web browsing, a step
towards the dynamic composition of content may be
achieved by analyzing the transitions between user ac-
tivities recorded in our experiments.
In Sect. 2.1, we have introduced for this purpose
a set of labels with which we annotate the recorded
search processes chronologically (see Sect. 2.3). The
result of the annotation is a sequence of labels for user
activities spanning the whole recorded search process
(an exemplary excerpt of such a sequence can be seen
in Sect. 2.1). From these sequences, the probabili-
ties P(αi|αi−1,C) introduced in Sect. 1.4 and 2.1 can
be estimated by the relative frequencies of the condi-
tional events
(αi = x|αi−1 = y)
from the labelled sequences where x and y are events
as defined in Sect. 2.1. In total, with four cognitive ac-
tivities taking one out of nine element types as argu-
ment, theoretically there are 36 possible events (e.g.
RE-TX – read text). Some of them can never occur
(such as RE-PI – read a picture).
We performed these calculations for the three pos-
sible values of the context factor C, i.e. for the three
task types browse, learn, and lookup. The resulting
conditional probability distributions are sketched as
transition graphs in Fig. 7, 8, and 9. In order to keep
the graphs readable, edges are omitted if the transition
probability P(αi|αi−1) is smaller or equal to 0.03.
The benefit of these distributions is the following:
if C and αi−1 can be observed from the user behaviour
as described in the preceeding sections, an hypothesis
for αi (i.e. the next user activity) can be calculated by:
max
x
P(αi = x|αi−1 = αˆ,C)
(αˆ is the observed last user activity).
We argue in this paper, that with x assigned one
of the 36 events and the a posteriori probability of x
calculated as above, we are able to quantify conver-
sational maxims based on observing the user’s pre-
ferred reading experience. The combinations of user
activities and content elements encode different selec-
tions for quantity and manner. read and examine re-
quire more detail, while scan requires much less. De-
pending on the type of perferred content elements, the
spread in quantity and manner becomes even greater.
Scanning headlines stands for extremely few quantity
while reading text is on the opposite side of the scale.
The manner of presentation can be varied by changing
the type of content elements appropriately. Scanning
text is a different manner to consume information than
scanning info graphics that contain the same informa-
tion as text, but present it visually.
This said, in our view selecting the optimal com-
bination of cognitive activity and related content ele-
ment, provides means to decide about the best way to
satisfy conversational maxims at any time of a search
process. The decision is based on the user’s preferred
reading experience as learned from the training mate-
rial. Learning these preferences was the main purpose
of our experiments. As the preferences are estimated
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Figure 7: Most probable transitions between user activities in the task type browse
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Figure 8: Most probable transitions between user activities in the task type learn
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Figure 9: Most probable transitions between user activities in the task type lookup
in terms of probabilities from relative frequencies, it
is even possible to constantly adapt them to the user’s
behaviour as observed while he is using the informa-
tion system.
4 Predicting Activities in Complex
Contexts
The decision procedure as presented up to now un-
derlies two limitations:
• The context is limited to one time-invariant factor.
• The procedure computes just one user activity in
advance.
In a very simplistic interface, the second limitation
can be overcome by presenting a set of content ele-
ments matching the most probable next user activity
(e.g. a set of headlines for SC-HD) and then asking the
user if he needs more information. In this case, plan-
ning a sequence of events is substituted by a reactive
approach as introduced in Sect. 1.1. More sophisti-
cated solutions would try to predict even a series of
user activities, an approach that implies planning ca-
pabilities to be available. We will discuss planning of
sequences in Sect. 5.
Here, we focus on the first limitation. In Sect.
1.4, we introduced a set of context factors that are po-
tentially relevant for user preferences. Other factors
come from the current state of the search process and
the coherence structure of the (original document):
• The number of times a content element has al-
ready been presented in the current search pro-
cess. The higher this number, the lower the user’s
preference for looking at it again.
• The fact whether a content element is satisfaction
preceeded in the sense of (Grice, 1975) by another
element that has not been presented so far. Skip-
ping elements that are necessary for understand-
ing the document is dispreferred as it is opposed
to the maxims of quality and relevance.
The current values for these context factors can be
computed effectively during the search process as the
values for the other context factors in Sect. 1.4 can.
However, while for the simple context consisting just
of the task type of the search process computing the
a posteriori probability for αi conditioned on the task
type can be achieved by maintaining one probability
distribution for each type (as have we done in Fig.
7, 8, and 9), for sets of context factors this approach
becomes intractable as the number of distributions
grows exponentially with the number of values for the
context factors. Therefore, we need a more sophisti-
cated way to compute P(αi|αi−1,Ci−1) if we assume
Ci−1 to be a set of context factors whose values may
even change at any step of the search process. For that
purpose, we apply techniques from probability theory
– in particular from BAYESIAN filtering (see (Thrun
et al., 2005), chap. 2.4 for an introduction). First, we
rewrite
P(αi|αi−1,Ci−1) = P(αi,αi−1,Ci−1)P(αi−1,Ci−1)
Define: η−1 := P(αi−1,Ci−1)
= η ·P(Ci−1|αi,αi−1)
·P(αi|αi−1) ·P(αi−1)
Next, αi cannot influence the context that results
from the preceeding activity αi−1. So, we do not have
to condition Ci−1 on αi.
= η ·P(Ci−1|αi−1)
·P(αi|αi−1) ·P(αi−1)
Finally, for the sake of tractability, we assume
– approximatively – the factors in Ci−1 to be inde-
pendent from each other. Let Ci−1 consist of the
1≤ k ≤ K factors Cki−1:
= η ·
K
∏
k=1
P(Cki−1|αi−1)
·P(αi|αi−1) ·P(αi−1)
As we see, the initial a posteriori probability has been
decomposed into a number of factors:
• The probability P(Cki−1|αi−1) for a certain value
for each of the K context factors as an effect of
the observed last user activity,
• the probability P(αi|αi−1) of a certain activity in
step i to follow the activity observed in the last
step, and
• the probability P(αi−1) of a certain activity to
have occurred as the last user activity.
All these probabilities can be estimated from training
data.
Computing the most probable activity in step i of
the search process is the most general way to predict
what the user prefers to do next. In this way, even for
complex contexts conversational maxims can be ap-
plied effectively for the automatic stepwise composi-
tion of pages to present from an arbitrarily structured
and complex original document.
5 Planning Sequences of User
Activities
In Sect. 1.2, we introduced the idea to evaluate
sequences of user activities and content elements by
calculating their a posteriori probabilities. As known
from the theory of MARKOV chains (see e.g. (Man-
ning and Schütze, 1999), chap. 9), this idea may be
applied to find an optimal sequence by computing
max
α1,...,αt
∏
1≤i≤t
P(αi|αi−1,Ci−1).
This algorithm is computationally intractable as it has
to compare all sequences of length t which grow
exponentially in number with t. However, there is
an efficient approximative solution to this problem:
the VITERBI algorithm (see (Manning and Schütze,
1999), chap. 9.3.2). It allows to compute the desired
probabilities iteratively using a greedy technique:
δα(1) = P(α|C1)
δα(t +1) = max
β
δβ(t) ·P(α|β,Ct)
where α and β range over all defined combinations of
user activities and content elements. To give a simple
example, for Ci = lookup (i≥ 0) we have
δSC-IN(1) = 0.25
δSC-IN(2) = maxβ
δβ(1) ·P(SC-IN|β,C1)
According to the probabilities given in Fig. 9, we
have to compute δSC-IN(2) for β ∈ {SC-IN} as there
is no other edge ending in SC-IN. This leads to
= max
β∈{SC-IN}
δβ(1) ·P(SC-IN|β,C1)
= δSC-IN(1) ·P(SC-IN|SC-IN,C1)
= 0.25 ·0.92.
While for details of the algorithm the reader is re-
ferred to (Manning and Schütze, 1999), we want to
observe that the probability distribution P(α|β,Ct) is
the key in VITERBI’s algorithm. It is just the distribu-
tion that we estimated in Sect. 3.3. We conclude that
our data evalution provides the main ingredient for the
problem stated in the introduction of this paper. With
the additional help of VITERBI’s algorithm it is now
possible to recombine selections of content elements
from an arbitrarily long document into a user-, task-,
and context-adpative excerpt of the initial document.
6 Conclusions
In this paper, starting from the more practical
problem of information overload when users navi-
gate web pages, we made the claim that this overload
could be reduced if web pages were tailored to the
current information need and situational context fac-
tors of the current navigation process. We postulated
that this tailoring has to be performed by taking con-
versational maxims (such as those specified by (Grice,
1975)) into account.
6.1 Quantified Conversational Maxims
Such a postulate requires firstly to segment docu-
ments into reasonable content elements while pre-
serving their coherence relations and secondly to un-
derstand how the conversational maxims can be used
as rules for selecting and eliminating content elements
from the original document. To the best of our knowl-
edge, such a formal model of conversational maxims
has not been presented in the literature so far.
The approach taken in this paper to find a quantita-
tive reformulation of the conversational maxims is to
learn preferences of a user’s reading behaviour in ex-
periments where test persons have to carry out search
tasks in a controlled environment. These preferences
can then be interpreted as a user-adpative model of
conversational maxims as they provide evidence what
kind of and how much information the user prefers to
consume in which modalities.
As user preferences are non-deterministic in na-
ture, we choose a probabilistic model to formalize
them. In order to assess the necessary probabilities
we labelled screen recordings collected in the exper-
iments with user activities and the content elements
focussed by the test persons. In parallel to these la-
bels, we logged interaction and eye tracking data. The
complete data set allows us to firstly reconstruct the
reading experience of the test persons in terms of label
sequences documenting the search process. Secondly,
we can understand how to predict the reading experi-
ence from the test person’s web browser interactions.
A statistical analysis of our data indicates with high
significance that these predictions are highly reliable
– these findings are backed up by other researchers.
6.2 Preference-based Presentation
From the label sequences, we derive a probabilistic
model of the user’s cognitive activities. Our claim is
that by selecting content elements from a document
in a way that fits the learned probabilistic model op-
timally we can implement the conversational maxims
in a task-, context- and user-adaptive way. Currently,
we are building a prototype system in the aforemen-
tioned eHealth domain that applies the data we got
from the experiments. The system is intended as an
evaluation platform in the next series of experiments
that we have scheduled.
Finally, in this paper we presented a decision pro-
cedure that can perform the necessary computations
effectively and efficiently. With this algorithm avail-
able, we can provide evidence that – as claimed ini-
tially – it is possible to automatically tailor multi-
modal documents to the current information need and
context factors and thereby address the problem of in-
formation overload.
On the basis of this decision procedure, we pre-
sented a second algorithm that is capable of planning
optimal sequences of cognitive activities. With this
algorithm, it is practicable to generate multi-modal
documents of arbitrary length from a set of content
elements with known coherence relations between
them. We note that our approach does not apply any
domain knowledge as e.g. that by (Zukerman et al.,
2008). We see approach as a shallow method in which
the domain knowledge is encoded implicitly in the
graph of coherence relations. This graph has to be de-
fined by a domain expert. In our view, our approach is
best suited for document collections of a well-defined
domain of restricted size. Examples could be mobile
city guides on smart phones or the eHealth application
mentioned at the beginning of this paper.
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