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Abstract
We consider problems of fault diagnosis in multiprocessor systems. Preparata, Metze and Chien [F.P. Preparata, G. Metze,
R.T. Chien, On the connection assignment problem of diagnosable systems, IEEE Trans. Comput. EC 16 (12) (1967) 848–854]
introduced a graph theoretical model for system-level diagnosis, in which processors perform tests on one another via links in the
system. Fault-free processors correctly identify the status of tested processors, while the faulty processors can give arbitrary test
results. The goal is to identify faulty processors based on the test results. A system is said to be t-diagnosable if faulty units can be
identified, provided the number of faulty units present does not exceed t . We explore here diagnosis problems for n-cube systems
and give bounds for diagnosability of the n-cube. We also describe a simple diagnosis algorithm A which is linear in time and which
can be used for sequential diagnosis as well as for incomplete diagnosis in one step. In particular, the algorithm applied to arbitrary
topology based interconnection systems G with N processors improves previously known ones. It has sequential diagnosability
tA(G) ≥ d2N
1
2 e − 3, which is optimal in the worst case.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
The concept of system-level diagnosis was introduced by Preparata, Metze and Chien [12] to perform automatic
fault diagnosis in multiprocessor systems. In their graph theoretical model, called PMC model, a system S is composed
of independent units u1, . . . , un connected by communication links. The system is represented as an undirected graph
G = (V, E), where the vertices represent units and edges represent interconnection links. In the PMC model diagnosis
is based on a suitable set of tests between units. A unit ui can test u j iff the vertices corresponding to ui and u j in the
graph G = (V, E) of the system S are adjacent. The outcome of a test in which ui tests u j is denoted by ai j , where
ai j = 1 if ui finds u j to be faulty and ai j = 0 if ui finds u j to be fault-free.
The basic conditions of the PMC model are the following:
• The fault-free units give correct test outcomes.
• The answers of faulty units are unreliable.
• The number of faulty units t is bounded and all faults are permanent.
∗ Corresponding author. Tel.: +49 521 106 4789; fax: +49 521 106 6481.
E-mail address: ahlswede@Mathematik.Uni-Bielefeld.DE (R. Ahlswede).
0166-218X/$ - see front matter c© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2008.02.001
R. Ahlswede, H. Aydinian / Discrete Applied Mathematics 156 (2008) 3464–3474 3465
The set of tests for the purpose of diagnosis is represented by a set of directed edges where the presence of oriented
edge (ui , u j ) means that ui tests u j . Given a faulty set of units F ⊂ V the set of all test outcomes {ai j } is called
syndrome. The task is to identify the faulty units based on a syndrome produced by the system. In [12] two different
kinds of strategies were introduced for implementing the diagnosis approach.
One-step diagnosis (or diagnosis without repair): a system is called t-fault diagnosable (or shortly t-diagnosable)
in one step, if all faulty units can be uniquely identified from any syndrome, provided the number of faulty units does
not exceed t .
Sequential diagnosis (or diagnosis with repair): a system is called sequentially t-diagnosable if it can identify at
least one faulty unit from any syndrome, provided the number of faulty units does not exceed t . Under a sequential
diagnosis strategy a system can locate a faulty unit, repair it and then repeat the process until all faulty units are
repaired.
The degree of diagnosability, or simply diagnosability, of a system graph G is defined (for both kinds of strategies)
as the maximum t such that the system is t-diagnosable.
The PMC model has been widely studied (see [4] for a good survey). It is known [12] that the maximum degree of
diagnosability of a one-step diagnosis algorithm for any system is bounded from above by the minimum vertex degree
of the interconnection graph. However, the real commercial multiprocessor systems are based on topologies of graphs
with small average vertex degree (like grids, hypercubes, cube-connected cycles, trees etc.).
Sequential diagnosis is a much more powerful strategy than one-step t-fault diagnosis. On the other hand the
sequential diagnosis has the disadvantage of repeated execution of diagnosis and repair phases and may be time
consuming for large systems.
That was the motivation for developing diagnosis algorithms (see [5]) which are able to diagnose in one step the
status of a large fraction of the system units (i.e. if a “large” subset F ′ of the actual fault set F can be identified from
any syndrome, provided |F | ≤ t). This approach is referred to as incomplete diagnosis in one step.
Clearly, incomplete diagnosis in one-step amounts to one-step diagnosis if F ′ = F , while sequential diagnosis is
a strategy using multiple steps of incomplete diagnosis to identify and replace all faulty units. A common and usually
implicit assumption is that no additional faults are introduced while the process of sequential diagnosis is going on.
Since the degree of diagnosability is different for different kinds of diagnosis strategies the notation t0(G) for
one-step diagnosis and t (G) for incomplete diagnosis in one step is appropriate. Actually the paper is concerned with
t (G) only except for Corollary 3, which provides an upper bound to the number of iterations in sequential diagnosis.
Moreover, Section 4.3 deals with the diagnosability of a general graph G under algorithm A and here we use the
notation tA(G).
The diagnostic graph DG of a system graph G = (V, E), corresponding to a given syndrome, consists of
bidirectional arcs, between every two neighbors of the original graph G, labelled by 0 or 1. Let {u, v} ∈ E(G),
then the presence of oriented edges (u, v) and (v, u) with auv = 1 and avu = 0 implies that v is faulty. In the
following we assume that a diagnostic graph does not contain such “trivial” configurations. Thus the outcomes of any
two neighbors coincide. Therefore we can represent a diagnostic graph as an undirected graph where each edge is
labelled by a 0 or a 1.
Given a syndrome, a subset F of the vertex set V is called a consistent fault set if the assumption that the vertices
in F are faulty and those in V \ F are fault-free is consistent with the syndrome. The following simple facts are useful
for obtaining upper and lower bounds for the diagnosability of a system graph.
Fact 1. Given a syndrome, let F1, . . . , Fk be a collection of consistent fault sets with |Fi | ≤ t; i = 1, . . . , k. Then G
is not sequentially t-diagnosable if
⋂k
i=1 Fi = ∅ and
⋃k
i=1 Fi = V .
Given a diagnostic graph DG, define the subgraph G0 consisting of edges labelled only by 0 (0-edges). The
connected components of the graph G0 will be called 0-components of DG.
Fact 2. All vertices of a 0-component have the same status: “faulty” or “fault-free”.
This fact was used for lower estimates of diagnosabilities under sequential diagnosis (of certain regular graphs) and
for the incomplete diagnosis approach in [9,5]. For a given system, let the number of faults be bounded by t . Suppose
then that given a syndrome the diagnostic graph contains a 0-component K of size |K | > t . Then clearly all vertices
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of K are fault-free. Thus, if the size of the largest 0-component is lower bounded by t + 1 (for all syndromes), then
the degree of sequential diagnosability of the system t (G) ≥ t .
Motivated by a certain model of parallel computing in unreliable networks Ahlswede and Koschnick [2] considered
the following extremal problems for graphs.
Problem 1. Given a connected graph G = (V, E), let λ(G, c) denote the maximal number such that removal of any
λ(G, c) or less vertices results in a graph with a connected component of size at least c. Determine or estimate λ(G, c).
Problem 2. Removing edges instead of vertices, define analogously the function µ(G, c) and determine or estimate
µ(G, c).
Sometimes it is more convenient to deal with the function λ∗(G, c) (resp. µ∗(G, c)) = minimal number with the
property that there exist λ∗(G, c) vertices (resp. µ∗(G, c) edges) whose removal results in a graph with a maximal
connected component of size ≤ c. Observe that λ∗(G, c) = λ(G, c + 1) + 1 and µ∗(G, c) = µ(G, c + 1) + 1. We
note that both functions λ(G, c) and µ(G, c) are useful for diagnosis problems in multiprocessor systems. In fact the
following derived quantity is essential. For a graph G define m(G) = max{x : λ(G, x + 1) ≥ x}.
Fact 3. If the number of faults t ≤ m(G), then for every syndrome at least m(G) + 1 units can be identified as
fault-free. Thus the sequential diagnosability of a graph t (G) ≥ m(G).
Note, however, that in general m(G) can be much smaller than the degree of sequential diagnosability. Consider
for example a star graph G on N = 2k + 1 vertices. It is not hard to observe that the sequential diagnosability of this
graph t (G) = k while m(G) = 0.
A result in [14] implies that d2N 12 e − 3 ≤ t (G) ≤ b(N − 1)/2c holds for a connected graph G on N vertices.
However, this result does not tell us how to identify a fault set present in a system for a given syndrome. Note also
that the problem of determining the sequential diagnosability of a system is shown to be co-NP complete [13].
For short, let us use the notation t (n), λ(n, c) and m(n) for n-cubes. Khanna and Fuchs [9] studied the function
m(G) in order to get estimates for diagnosability of the n-cube and other structures. It was shown (see also Caruso
et al. [5]) that the degree of sequential diagnosability of the n-cube t (n) = Ω
(
2n log n
n
)
. They also described a
simple algorithm for sequential diagnosis (referred to as PARTITION) which actually reduces to finding a “largest”
0-component and declaring it to be fault-free. The algorithm gives good performance for graphs with large m(G), as
e.g. for n-cubes. The augmented version of the algorithm applied to arbitrary interconnection graphs on N vertices
has diagnosability Ω(N
1
3 ).
Recently Yamada et al. [16] improved the lower bound into t (n)=Ω
(
2n/
√
n
)
, applying the result of Kleitman [10],
which states that λ(n, 2n−1 + 1) ≥
(
n
n/2
)
− 1 and hence m(n) = Ω (2n/√n). They also obtained the upper bound
t (n) = O
(
2n log n√
n
)
which greatly improves previously known ones. A sequential diagnosis algorithm (referred
to as HYBRID) for arbitrary interconnection graphs G on N vertices was proposed in [16] with diagnosability
tHYBRID(G) ≥ d
√
N − 1 e − 1.
In this paper we present new bounds for the function λ(n, c) which imply bounds for incomplete diagnosis in one
step. We present a short proof for the upper bound in [16] mentioned above. We also describe a simple diagnosis
algorithm A which is linear in time and which can be used for sequential diagnosis as well as for incomplete diagnosis
in one step. The algorithm applied to arbitrary topology based interconnection systems improves the tHYBRID(G) [16]
to tA(G) ≥ d2N 12 e − 3, which is optimal in the worst case.
2. Bounds for λ(n, c)
Let Hn = {0, 1}n denote the binary Hamming space and let d(x, y) denote the Hamming distance between any
two vectors x, y ∈ Hn , defined as the number of coordinates in which they differ. We associateHn with the Hamming
graph G(Hn) where two vertices x, y ∈ Hn are adjacent iff d(x, y) = 1. For x ∈ Hn let Br (x) denote the Hamming
ball of radius r centered at x , that is, Br (x) = {u ∈ Hn : d(u, x) ≤ r}. Define also a quasi-ball B ′δr (x) consisting
of the union of Br (x) and δ elements of Hn whose distance from x is r + 1. Thus M = |B ′δr (x)| = br + δ, where
br :=∑ri=0 ( ni ) and 0 ≤ δ < ( nr+1).
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For A ⊂ Hn the neighborhood of A is defined by σ(A) = {x : x ∈ Hn, d(x, y) ≤ 1 for some y ∈ A}. The
boundary of A is defined by Γ A = σ(A)r A. For n,M ∈ N, 1 ≤ M < 2n , there is a unique representation (see [8])
M =
(n
n
)
+ · · · +
(
n
k + 1
)
+
(ak
k
)
+ · · · +
(as
s
)
(2.1)
for some k, s ≤ k ≤ n and n > ak > ak−1 > · · · > as ≥ s ≥ 1.
We denote by Bδn−k((1, 1, . . . , 1)) the quasi-ball of size M consisting of all elements x ∈ Hn with Hamming
weight wtH (x), the number of nonzero coordinates, greater than k and δ =
( ak
k
) + · · · + ( ass ) elements of weight k
taken in colexicographic order. Thus Bδn−k((1, 1, . . . , 1)) is a quasi-ball centered at (1, 1, . . . , 1). The following result
is known as Harper’s Vertex Isoperimetric Theorem.
Theorem H ([7]). For every A ⊂ Hn with |A| = M we have
|Γ A| ≥ |Γ Bδn−k((1, 1, . . . , 1))|. (2.2)
Equivalently with the parameters of (2.1)
|σ(A)| ≥
(n
n
)
+ · · · +
(n
k
)
+
(
ak
k − 1
)
+
(
ak−1
k − 2
)
+ · · · +
(
as
s − 1
)
. (2.3)
A weaker version of the theorem is as follows. Let |A| = M = ( nn ) + · · · + ( nk+1) + ( xk ), where x is a real number
and
( x
k
) = x(x − 1) · · · (x − k + 1)/k!. Then
|σ(A)| ≥
(n
n
)
+ · · · +
(n
k
)
+
(
x
k − 1
)
. (2.4)
Remark 1. For the explicit version (2.3) of the theorem and the weaker version (2.4) we refer to [8,6] respectively. A
dual form of Theorem H is given in [1]. Note also that the result holds for any translate of Bδn−k((1, 1, . . . , 1)) in Hn .
The next result gives a characterization of an optimal set A ⊂ Hn for which equality in (2.2) holds.
Theorem A ([3]). Every optimal set A ⊂ Hn with |A| = br + δ contains a ball of radius r .
As shown in [2], Theorem H can be used to estimate the quantity λ(n, c) (and hence m(Hn)). It was shown that
for Nn,k+1 > 2/3 · 2n , where Nn,k+1 :=
( n
n
)+ · · · + ( nk+1), one has λ∗(n, Nn,k+1) = ( nk ). It is also known [10] that
λ(n, 2n−1 + 1) ≥
(
n
n/2
)
− 1 (the result mentioned in the Introduction). Here we extend these results to the following
Theorem 1. (i) For n ≥ 2k we have
λ∗(n, Nn,k+1) =
(n
k
)
(ii)
λ(n, Nn,k+1) =

(n
k
)
, if n > 2k(n
k
)
+ 1, if n = 2k, k ≥ 3.
Proof. (i) We need the following simple observation.
Proposition 1. Let A ⊂ Hn and Nn,i+1 < |A| < Nn,i . Then
|Γ A| >

(
n
i − 1
)
, if n ≥ 2i(n
i
)
, if n < 2i.
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Proof. We have |A| = Nn,i+1 + α for some integer 1 ≤ α <
( n
i
)
. Thus α = ( xi ) for some real x < n and in view of
Theorem H
|Γ A| ≥
(
x
i − 1
)
+
(n
i
)
−
( x
i
)
.
For n ≥ 2i we have
(
n
i−1
)
( n−i+1i − 1) >
(
x
i−1
)
( x−i+1i − 1) and thus
(
x
i−1
)
+ ( ni )− ( xi ) > ( ni−1) . Also if n < 2i ,
then
(
x
i−1
)
>
( x
i
)
thus |Γ A| > ( ni ). 
We note first that
λ∗(n, Nn,k+1) ≤
(n
k
)
.
This is clear because the graph obtained by removing all vertices of weight k consists of two connected components
of size Nn,k+1 and Nn,n−k+1. Thus it remains to show that
λ∗(n, Nn,k+1) ≥
(n
k
)
. (2.5)
We proceed by induction on n. For n = 1, 2 the statement is trivial.
Induction step: n − 1→ n.
Let H0 ⊂ Hn be the vectors with 0 in the last coordinate, and let H1 = Hn \ H0.
Suppose, for a contradiction, the opposite relation holds in (2.5). That is, there exists an S ⊂ Hn with |S| <
( n
k
)
such that the largest connected component A ⊂ Hn \ S has size |A| ≤ Nn,k+1.
Define also S0 = S ∩ H0, S1 = S ∩ H1 and A0 = A ∩ H0, A1 = A ∩ H1. W.l.o.g. suppose now that |S0| ≤ 12 |S|.
Then |S0| < 12
( n
k
)
<
(
n−1
k
)
, if n ≥ 2k + 1 and |S0| <
(
n−1
k−1
)
, if n = 2k.
In the case n ≥ 2k + 1 by the induction hypothesis we have for n − 1 ≥ 2k λ∗(n − 1, Nn−1,k+1) =
(
n−1
k
)
and
since |S0| <
(
n−1
k
)
we infer that |A0| > Nn−1,k+1.
In the case n = 2k by the induction hypothesis we have for n − 1 ≥ 2(k − 1) λ∗(n − 1, Nn−1,k) =
(
n−1
k−1
)
and
since |S0| <
(
n−1
k−1
)
we infer that |A0| > Nn−1,k .
We improve now the inequality |A| ≤ Nn,k+1 to the inequality
|A| < Nn,n−k+1. (2.6)
Observe first that for the case n = 2k, Nn,n−k+1 = Nn,k+1 and so the bounds are equal. The identities |A| =
Nn,n−k+1− j with 0 ≤ j ≤ n − 2k are excluded, because |S| > |Γ A|, |Γ A| ≥
(
n
n−k− j
)
by Theorem H, and(
n
n−k− j
)
≥ ( nk ) for n ≥ 2k imply |S| > ( nk ), a contradiction. Suppose now n ≥ 2k + 1 and let Nn,i+1 < |A| < Nn,i ,
where k + 1 < i < n − k. Then (by Proposition 1) for n ≥ 2i we have |S| > |Γ A| >
(
n
i−1
)
>
( n
k
)
, a contradiction.
Similarly, for n < 2i we have |Γ A| > ( ni ) > ( nn−k ) = ( nk ), again a contradiction. Therefore |A| does not fall into
the interval [Nn,n−k+1, Nn,k+1] and since |A| ≤ Nn,k+1 (2.6) follows (actually done with strict inequality).
Let us now bound |S| from below. Denote by A˜0 ⊂ Hn−1 the set of vectors obtained from |A0| by deletion of the
last coordinate. Clearly | A˜0| = |A0|. Observe then that
|Γ A0| = |A0| + |Γ A˜0|. (2.7)
It is also clear that
|Γ A| ≥ |A0| − |A1| + |Γ A˜0|. (2.8)
By the observation above we have
|A| = |A0| + |A1| ≤ Nn,n−k+2 + α, (2.9)
where α <
(
n
n−k+1
)
.
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By the induction hypothesis we also have |A0| > Nn−1,k+1. This together with (2.8) and (2.9) implies
|S| ≥ |Γ A| ≥ 2|A0| − |A| + |Γ A˜0| > 2Nn−1,k+1 + |Γ A˜0| − Nn,n−k+2 −
(
n
n − k + 1
)
= Nn,k+2 +
(
n − 1
k + 1
)
+ |Γ A˜0| − Nn,n−k+1. (2.10)
If now k + 2 < n − k + 1, that is, n ≥ 2k + 2 then (2.10) implies
|S| >
(
n
k + 2
)
+
(
n − 1
k + 1
)
>
(n
k
)
,
a contradiction. Thus, it remains to consider two cases. It is worth noticing that their treatment also can be used to
cover the cases n ≥ 2k + 2 which are done differently here.
Case n = 2k + 1: We have now |A0| > N2k,k+1. Suppose first |A0| ≥ N2k,k . Then (2.10) implies
|Γ A| > 2N2k,k − N2k+1,k+3 −
(
2k + 1
k + 2
)
=
(
2k + 1
k + 1
)
+
(
2k
k + 1
)
>
(
2k + 1
k
)
,
a contradiction. Let now |A0| = N2k,k+1 + β, where 1 ≤ β <
(
2k
k
)
. Then (2.10) gives
|Γ A| > 2N2k,k+1 + 2β + |Γ A˜0| − N2k+1,k+2 = N2k+1,k+2 +
(
2k
k + 1
)
+ 2β + |Γ A˜0| − N2k+1,k+2
=
(
2k
k + 1
)
+ 2β + |Γ A˜0|. (2.11)
Let us bound now 2β + |Γ A˜0|. By Theorem H we can write β =
( x
k
)
, where k ≤ x < 2k, and bound
|Γ A˜0| ≥
(
x
k−1
)
+
(
2k
k
)
− ( xk ). Hence 2β + |Γ A˜0| ≥ 2 ( xk )+ ( xk−1)+ ( 2kk )− ( xk ) ≥ β + ( 2kk ) . This together with
(2.11) implies |Γ A| >
(
2k
k+1
)
+ β +
(
2k
k
)
≥
(
2k+1
k
)
+ 2, a contradiction.
Case n = 2k: We have |A| ≤ N2k,k+2 + α, where α <
(
2k
k+1
)
, and by the induction hypothesis |A0| > N2k−1,k .
Now (2.10) implies |Γ A| ≥ 2|A0| + |Γ A˜0| − N2k,k+2 − α. If |A0| ≥ N2k−1,k−1, then |Γ A| > N2k,k +
(
2k−1
k−1
)
−
N2k,k+1 =
(
2k
k
)
+
(
2k−1
k−1
)
, a contradiction. Let now |A0| = N2k−1,k + β with 1 ≤ β <
(
2k−1
k−1
)
. Then
|Γ A| > 2N2k−1,k + 2β + |Γ A˜0| − N2k,k+1 =
(
2k−1
k
)
+ 2β + |Γ A˜0|.
Letting β =
(
x
k−1
)
, where 1 ≤ x < 2k − 1, we get
|Γ A| >
(
2k − 1
k
)
+ 2
(
x
k − 1
)
+
(
x
k − 2
)
+
(
2k − 1
k − 1
)
−
(
x
k − 1
)
≥
(
2k − 1
k
)
+ β +
(
2k − 1
k − 1
)
= β +
(
2k
k
)
,
again a contradiction. This completes the proof of part (i). 
Proof. (ii) Consider first the case n ≥ 2k + 1. As above, clearly we have λ(n, Nn,k+1) ≤
( n
k
)
. The proof now goes
along the same lines as for part (i). The only difference is that instead of the induction hypothesis we now use directly
the result in (i).
The case n = 2k requires an additional argument. Note first that λ(2k, N2k,k+1) ≤
(
2k
k
)
+ 1. This can be seen
by removing the vertices of weight k and any vertex from each of the two connected components. Suppose now the
largest connected component A, after removal of
(
2k
k
)
+ 1 vertices, has size |A| < N2k,k+1. Define also A0 and A1 as
above. Let us show then that |A| ≤ N2k,k+2 +
(
2k−1
k+1
)
. Assuming the opposite and using (2.3) observe that for k ≥ 3
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and for some k ≤ x < 2k − 1 we have
|Γ A| ≥
(
2k − 1
k
)
+
(
x
k − 1
)
+
(
2k
k + 1
)
−
(
2k − 1
k + 1
)
−
( x
k
)
>
(
2k
k
)
+ 1,
a contradiction.
Case 1: |A| = N2k,k+2 +
(
2k−1
k+1
)
.
Denote F = Hn \ (A ∪ S) and observe that |F | = N2k,k+1 +
(
2k−1
k
)
− 1. Then by Theorem H
|Γ F | ≥
(
2k
k
)
+ 1 = |S|.
This means that F is optimal and by Theorem A it contains a ball of size N2k,k+1. The latter clearly implies that the
largest connected component has size at least N2k,k+1, a contradiction.
Case 2:
|A| = N2k,k+2 +
(
2k − 1
k + 1
)
− 1. (2.12)
Then it is easy to see that |Γ A| ≥
(
2k
k
)
+ 1 = |S|. Hence A is an optimal set and it contains a ball of size N2k,k+2
(w.l.o.g. we may assume that A contains the ball centered at (1, . . . , 1)). This together with (2.12) implies that
|A0| < N2k−1,k+2 +
(
2k − 1
k + 1
)
< N2k−1,k+1, |A1| < N2k−1,k+1 +
(
2k − 1
k + 1
)
< N2k−1,k .
Suppose now that |S0| ≤
(
2k−1
k−1
)
(resp. |S1| ≤
(
2k−1
k−1
)
). This (by our previous observation) implies |A0| ≥ N2k−1,k
(resp. |A1| ≥ N2k−1,k), a contradiction.
Case 3: |A| = |A0| + |A1| ≤ N2k,k+2 +
(
2k−1
k+1
)
− 2.
Assuming (w.l.o.g.) that |S0| ≤
(
2k−1
k−1
)
and hence |A0| ≥ N2k−1,k we get
|S| ≥ |Γ A| ≥ |A0| − |A1| ≥ 2N2k−1,k − N2k,k+2 −
(
2k − 1
k + 1
)
+ 2 ≥
(
2k
k
)
+ 2,
a contradiction which completes the proof of part (ii). 
Next we give upper bounds for the function λ(n, c).
We describe a regular separation of the vertices of the Hamming graph G(Hn). For convenience of the description,
we identify Hn with the set of vectors H∗n := {−1, 1}n ⊂ Rn using 1→ −1 and 0→ 1. This is an exchange of the
coordinates in elements of Hn . Thus we can speak about an identical graph G(H∗n). Note that the Hamming distance
between any x, y ∈ H∗n can be evaluated by their inner product 〈x, y〉, that is, d(x, y) = 12 (n − 〈x, y〉).
The idea is to separate the elements of H∗n into equal sized parts by mutually orthogonal hyperplanes of Rn . It is
known that for any n = 2k there exist Hadamard matrices of order n. Recall that a (+1,−1)–matrix H of size n × n
is called a Hadamard matrix of order n, if H H T = nIn . Hadamard matrices Hn of order n = 2k can be constructed as
kth Kronecker power of matrix H2 =
[
1 1
1 −1
]
. Note that the corresponding (0,1)-matrix without all-zero column can
be viewed as the simplex code of length 2k − 1 (well known in Coding Theory [11]) with a generator matrix of size
k × 2k − 1 consisting of all-nonzero column vectors.
Given set of n vectors v1, . . . , vn ∈ H∗n , let 〈v1〉, . . . , 〈vn〉 be the hyperplanes defined by 〈vi 〉 = {x ∈ Rn : 〈vi , x〉 =
0}, i = 1, . . . , n. Given an integer 1 ≤ r ≤ n let us define the set of sign sequences Σ := {+,−}r . Let x ∈ H∗n and let
(σ1, . . . , σr ) ∈ Σ . We say that Sign(x) = (σ1, . . . , σr ) if Sign〈x, vi 〉 = σi , i = 1, . . . , r , (where for a real number a,
like 〈x, vi 〉, Sign a is defined in the natural way). Let Σ1, . . . ,Σ2r be the elements of Σ in some fixed order. Define
the sets Bi = {x ∈ H∗n : Sign(x) = Σi }; i = 1, . . . , 2r . Clearly these sets are disjoint. Denote the set of remaining
elements of H∗n by Sr , that is, Sr = {x ∈ 〈vi 〉 ∩H∗n : 1 ≤ i ≤ r}. The hyperplanes 〈v1〉, . . . , 〈vr 〉 separate the points
of Rn into classes which have different signs. Therefore we have the following.
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Lemma 1. Sr is a vertex separating set for B1, . . . , B2r , that is, any path between the vertices of two distinct classes
Bi and B j contains a vertex of Sr .
Theorem 2. Given integers n = 2k and 1 ≤ r ≤ k, we have
λ(n, 2n−r − |Sr |/2r ) ≤ |Sr |. (2.13)
Proof. Let v1, . . . , vk be the row vectors of a submatrix G of Hn such that all columns of G are distinct.
Lemma 2. For every Bi and B j (1 ≤ i, j ≤ 2r ) there exists a permutation pi of the coordinates such that pi(Bi ) = B j .
Proof. Let us write the vectors of H∗n as concatenation (x |y) of vectors x, y ∈ H∗n/2. We use the following property
of G.
Claim. For any given vt (1 ≤ t ≤ k) there exists a permutation pi of coordinates (columns) such that for the resulting
vectors pi(v1), . . . , pi(vk) we have pi(vt ) = (1n/2| − 1n/2) and all other vectors pi(vi ) (i 6= t; 1 ≤ i ≤ k) are of the
form (ui |ui ) (where 1n/2 and −1n/2 are all-one and all-minus one vector).
This fact is obvious. Imagine replacing vt to the last position and then put the column vectors in colexicographic order.
Suppose now Σi and Σ j are two sign sequences which differ only in the t th coordinate. In view of the claim, we
may assume that vt = (1n/2| − 1n/2) and all other vectors vl (1 ≤ l ≤ k) are of the form (ui |ui ). It is easy to see that,
if (x |y) ∈ Bi , then (y|x) ∈ B j . The latter (with the claim above) implies that there exists a permutation pi such that
pi(Bi ) = B j . This argument can be successively applied for all sets Bi . 
Lemma 2 implies that |Bi | = |B j | for 1 ≤ i, j ≤ 2r and hence |Bi | = (2n − |Sr |)/2r . This clearly completes the
proof of Theorem 2. 
Corollary 1. For n = 2k and 1 ≤ r ≤ k
λ(n, 2n−r ) < r
(
n
n/2
)
= Θ(r2n/√n). (2.14)
Proof. By definition, Sr consists of those vectors of H∗n which are orthogonal to one of v1, . . . , vr . Since there are
exactly
(
n
n/2
)
vectors orthogonal to any vector v ∈ H∗n , we conclude that |Sr | < r
(
n
n/2
)
. 
Remark 2. Corollary 1 can be extended to arbitrary n. Partition the coordinate set [n] into two parts of size
n1 = 2blog nc and n2 = n − n1. Observe now that defining all sets (in separation of Hn1 ) as above for part [n1]
and taking all their 2n2 extensions in part [n2] we get that λ(n, 2n−r ) = O(r2n/√n), where 1 ≤ r ≤ blog nc.
Conjecture. For n = 2k and 1 ≤ r ≤ k
λ(n, 2n−r − |Sr |/2r ) = |Sr |. (2.15)
Note that (in view of Theorem 1) the conjecture holds for r = 1.
3. Diagnosability of the n-cube
Theorem 1 implies: if the number of faulty vertices
(
n
k−1
)
< t ≤ ( nk ), (k ≤ n/2), then there exists a set of vertices
A ⊂ Hn with |A| ≥ Nn,k+1 that can be identified as “fault-free” and the vertices Γ A can be identified as “faulty”.
Thus the status of at least |σ(A)| = |A ∪ Γ A| elements can be identified in one step. This, together with Theorem H,
implies
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Corollary 2. (i) Let t be the number of faulty vertices and let
(
n
k−1
)
< t ≤ ( nk ), k ≤ n/2. Then the status of at least
Nn,k vertices can be identified in one step. In particular, for k = n/2, the status of at least Nn,n/2 = 2n−1 +
(
n−1
n
2−1
)
vertices can be identified.
(ii) (Yamada et al. [16]) Given integer n ≥ 3 we have m(Hn) ≥
(
n
b n2 c
)
and hence the degree of sequential
diagnosability of the n-cube t (Hn) >
(
n
b n2 c
)
.
An important parameter in sequential diagnosis is the number of tests and repair iterations needed to locate all
the faulty units within the system (see [5,15]). Thus, reducing the number of iterations is an important task in
implementation of a diagnosis scheme. It was shown in [15] that this number for n-cubes is upper bounded by Θ(n).
As a direct consequence of Theorem 1 we get
Corollary 3. Let
(
n
k−1
)
< t ≤ ( nk ) , k ≤ n/2, then the number of iterations needed for sequential diagnosis is at
most k.
The next upper bound for the sequential diagnosability of the n-cube is obtained by Yamada et al. [16]. Let us give
a short proof for this result using Theorem 2.
Theorem 3 ([16]). t (Hn) = O(2n log n/√n).
Proof. As noticed in [16], it is sufficient to prove the theorem for the case when n is a power of 2. Let n = 2k and
let B1, . . . , B2r and Sr be the sets described in Theorem 2. Define the sets S∗r = Sr ∪ Γ Sr and B∗i = Bi \ Γ Sr
(i = 1, . . . , r ). Thus B∗i is the set of inner points of Bi (that is B∗i ∪ Γ B∗i = Bi ). Note that Lemma 2 immediately
implies that |B∗i | = |B∗j | for all 1 ≤ i, j ≤ 2r and hence |B∗i | = 2n−r − |S∗r |/2r .
For v ∈ H∗n let S(v) denote the set of vertices (ofH∗n) orthogonal to v (equivalently at Hamming distance n/2 from
v). We know that |S(v)| =
(
n
n/2
)
and the size of the set of the boundary vertices Γ S(v) does not depend on the choice
of v (the vertices of any S(u) can be obtained from S(v) by a translate in the Hamming space). Thus, taking say v = 1n ,
we get |Γ S(v)| = #{boundary of the vertices of weight n/2} = 2
(
n
n
2−1
)
. Hence |S∗r | = |Sr | + |Γ S(v)| < 3r
(
n
n/2
)
.
Define now the following syndrome: all inner edges of B∗1 , . . . , B∗2r (i.e. the edges of the corresponding induced
subgraph) are labelled by 0’s, all remaining edges are labelled by 1’s. For each x ∈ Hn we define two fault sets F(x)
and F(x¯) so that x ∈ F(x) and x 6∈ F(x¯).
If x ∈ Sr , then F(x) := S∗r and F(x¯) := S∗r \ {x}. The vertices of Sr have no neighbors from B∗i , therefore F(x)
and F(x¯) are consistent fault sets.
If x ∈ (Γ Sr ∩ Bi ), then F(x) := S∗r and F(x¯) := (S∗r \ {x}) ∪ B∗i , i = 1, . . . , 2r . By definition of S∗r , no vertex of
S∗r has neighbors from two distinct classes B∗i and B∗j . Therefore F(x) and F(x¯) are consistent fault sets.
Finally, if x ∈ B∗i , then F(x) := S∗r ∪ B∗i , F(x¯) := S∗r and obviously F(x) and F(x¯) are consistent fault sets.
Observe now that each fault set has size not greater than t := |S∗r | + |B∗i | < 3r
(
n
n
2
)
+ |B∗i |. This together
with Fact 1 implies that Hn is not sequentially t-diagnosable. If now r = k, then |B∗i | = (2n − |S∗r |)/n and hence
t < 3 log n
(
n
n
2
)
+ 2n/n = O( 2n log n√
n
). 
4. Diagnosis algorithm
Given a connected graph G = (V, E) and a syndrome, that is, a diagnostic graph DG = (V, E ′), where each edge
of E is labelled by a 0 or 1.
Step 1. Partition the vertices of DG into 0-components K1, . . . , K`. Denote K = {K1, . . . , K`}.
Step 2. Construct the contracted graph Gc = (Vc, Ec) as follows.
Each component Ki contracts to vertex ai ∈ Vc and {ai , a j } ∈ Ec if and only if there is an edge {u, v} (labelled
with 1) in E with u ∈ Ki and v ∈ K j . To each vertex ai of Vc assign the weight wt (ai ) = |Ki |. Thus Gc is an
undirected graph with weights on vertices. Clearly
∑
a∈Vc wt (a) = |V |. The weight of a subgraph G ′ ⊂ Gc is defined
by wt (G ′) =∑b∈V ′ wt (b), where V ′ is the vertex set of G ′.
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Step 3. Find a spanning tree T Gc of Gc.
Step 4. Partition the vertex set of T Gc into subsets T1, . . . , Tp, each containing at least two vertices, such that the
induced subgraph of each subset forms a star. Let zi denote the center of the star Si , i = 1, . . . , p. Define also
wi = min{wt (zi ), wt (Si r {zi })}, αi = max{wt (zi ), wt (Si r {zi })},
w¯ = w1 + · · · + wp, α¯ = α1 + · · · + αp.
Step 5. Determine ∆ = max1≤i≤p{αi + w¯ − wi }. Suppose ∆ = αr + w¯ − wr . Suppose also the number of actual
faults t ≤ ∆− 1.
Step 6. If wt (zr ) = wr , then the vertex zr is labelled as “faulty”. The component Kir ∈ K corresponding to zr is
diagnosed as faulty set.
If wt (zr ) = αr , then zr is labelled as “non-faulty” and the remaining vertices of Sr are labelled as “faulty”. The
components corresponding to the vertices S r {zi } are diagnosed as faulty sets.
4.1. The algorithm works
Only the Step 6 requires to argue about. Observe that the faulty vertices (vertices of the original graph)
corresponding to each star Si have size at least wi . Therefore zr is faulty, if wt (zr ) = wr , otherwise the remaining
vertices of Sr are faulty and hence the total number of faults, corresponding to the given syndrome, is at least
w¯ − wr + αr = ∆ > t (# actual faults), a contradiction. Similarly zr is non-faulty, if wt (zr ) = αr , and consequently
all other vertices of Sr are faulty. Thus the algorithm allows to identify the status of at least one vertex. The status of
the remaining vertices can be identified iteratively applying the “diagnosis and repair” procedure [14]. Furthermore
this can be done applying at most d(G) (=diameter of G) iterations.
4.2. Complexity
Let a connected graph G = (V, E) and a diagnostic graph DG be given. By using depth first search or breadth first
search one can verify that the complexity of each of the following problems is O(|E |): Location of 0-components,
Construction of the contracted graph Gc, Finding a spanning tree of a connected graph Gc, Partition of a tree into
stars. Thus the overall complexity of the algorithm is O(|E |).
4.3. Diagnosability of the algorithm
We have seen before that the algorithm works if the actual number of faults t < ∆. Let us denote ∆∗(t,G) =
min∆(t,G), where the minimum is taken over all syndromes produced by all faulty sets F with |F | ≤ t . Define also
δ(G) = max{t : ∆∗(t,G) > t}. Then, clearly, the degree of diagnosability t (G) ≥ δ(G) − 1. Thus the degree of
diagnosability of our algorithm tA(G) can be estimated by giving lower bounds for δ(G). Note that δ(G) > m(G).
This follows directly from the definition of∆. Let us bound now∆ = max1≤i≤p{αi + w¯−wi } from below. It is easy
to see that the following is true.
Claim. The quantity ∆ attains the minimum if wt (zi ) = 1, for all i = 1, . . . , p, that is, when the centers of all stars
have weight one.
Let now wt (zi ) = 1, i = 1, . . . , p and let β = max{αi }. Then we have ∆ ≥ β + p − 1 ≥ β + N/(β + 1) − 1.
Hence
δ(G) ≥ min
1≤β≤N
(
β + N
β + 1 − 1
)
= 2(√N − 1). (4.1)
Thus we get δ(G) ≥ max{m(G) + 1, 2√N − 2}. Therefore given a lower bound m∗ for m(G), the diagnosability of
the algorithm
tA(G) ≥ max{m∗, 2
√
N − 3}. (4.2)
In particular this implies the following
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Corollary 4. For an arbitrary interconnection graph on N vertices the diagnosability of our algorithm tA(G) ≥
d2N 12 e − 3.
In fact, the algorithm is optimal for “bad graphs”: there exist connected graphs on N vertices with sequential
diagnosability d2N 12 e − 3.
Example. Let k = N 12 be an integer and let DG be a diagnostic graph on N vertices shown in Fig. 1.
Fig. 1.
DG: each set of vertices Ci with |Ci | = k − 1, (i = 1, . . . , k) represents a union of some 0-components (denoted
by circles), where the edges incident with vertices u1, . . . , uk are labelled by 1’s. Let us denote U = {u1, . . . , uk}.
Define then the faulty sets F1, . . . , Fk as Fi = (U \{ui })∪Ci , i = 1, . . . , k. Note that |Fi | = 2k−2. All these sets are
consistent fault sets (their intersection is empty and the union is the vertex set of G). Therefore, G is not sequentially
(2N
1
2 −2)-diagnosable. More generally, one can show that for any integer N there are connected graphs on N vertices
and maximal degree k ≤ N 12 with sequential diagnosability d2N 12 e − 3. In particular there are such k-trees.
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