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Abstract—Low decoding latency and complexity are two
important requirements of channel codes used in many
applications, like machine-to-machine communications. In
this paper, we show how these requirements can be fulfilled
by using some special quasi-cyclic low-density parity-check
block codes and spatially coupled low-density parity-check
convolutional codes that we denote as compact. They are
defined by parity-check matrices designed according to a
recent approach based on sequentially multiplied columns.
This method allows obtaining codes with girth up to 12.
Many numerical examples of practical codes are provided.
I. INTRODUCTION
Fast and reliable transmissions of short packets are a
prerequisite for many modern applications, like machine-
to-machine (M2M) communications [1]. Channel coding
is commonly used for transmission reliability; however,
constrained resources enforce the use of codes that can
be encoded and decoded with low complexity [2]. At the
same time, achieving low latency is crucial in this kind
of applications, due to their real-time requirements.
Quasi-cyclic low-density parity-check (QC-LDPC)
block codes fit well this scenario, as they can be
encoded and decoded with low-complexity, hardware-
oriented techniques [3], [4]. Iterative algorithms used for
their decoding are adversely affected by the presence of
short cycles in their associated Tanner graphs. There-
fore, the minimum cycle length, also known as girth
(and denoted by g afterwards), should be kept as large
as possible. QC-LDPC block codes are also the basis
for the design of spatially coupled low-density parity-
check convolutional codes (SC-LDPC-CCs). Due to their
infinite length, SC-LDPC-CCs may seem unsuitable for
resource-constrained contexts. However, sliding window
(SW) decoding [5], [6] of SC-LDPC-CCs with short
constraint length can be performed over short windows,
thus resulting in very good performance, often better
than that of their block code counterparts.
Motivated by these arguments, in this paper we pro-
vide design examples and assess the performance of
either QC-LDPC block codes with smaller blocklength
or SC-LDPC-CCs with smaller constraint length than
those with comparable girth available in the literature.
These codes are designed according to the approach
we have recently introduced in [7], and are denoted as
compact codes to encompass block and convolutional
LDPC codes with these features in one word.
The method in [7] is based on sequentially multiplied
columns (SMCs) and, to the best of our knowledge,
produces the most compact QC-LDPC block codes and
SC-LDPC-CCs with g = 10, 12 currently available in
the literature. However, in [7] a single design example
is proposed. Here we design several codes with different
rates and girth, and generalize the approach to the
cases of g = 6, 8. Moreover, we relate the blocklength
(for QC-LDPC block codes) and the constraint length
(for SC-LDPC-CCs) of these codes to the latency and
complexity of the decoding algorithms. Many theoretical
lower bounds on the blocklength (constraint length)
of QC-LDPC block codes (SC-LDPC-CCs) for several
values of the girth have been proposed (see, for example,
[8]–[11] for QC-LDPC block codes and [12] for SC-
LDPC-CCs). Compared with numerical results, these
bounds are tight when g = 6, 8, but provide a loose
indication when g = 10, 12. For this reason, we focus on
the latter cases, quantifying the improvement achieved
by the newly designed codes over previous solutions.
The remainder of the paper is organized as follows. In
Section II we briefly remind the basic notions concerning
QC-LDPC block codes and SC-LDPC-CCs. In Section
III we recall the SMC assumption. In Section IV we
discuss the latency and complexity of the considered de-
coding algorithms. Section V provides numerical results.
Finally, Section VI concludes the paper.
II. NOTATION
A. CPM-based QC-LDPC block codes
We consider a special class of QC-LDPC block codes
defined through a parity-check matrix formed by m×n
circulant permutation matrices (CPMs) with size N×N ,
where N is known as the lifting degree of the code. Each
CPM is denoted as I(pij), 0 ≤ i ≤ m−1, 0 ≤ j ≤ n−1,
and is obtained by cyclically shifting all the rows of the
identity matrix by pij positions, with 0 ≤ pij ≤ N − 1.
The code length is L = nN . QC-LDPC block codes
can be equivalently represented through their exponent
matrix P, whose entries are the integer values pij .
It is shown in [13] that a necessary and sufficient
condition for the existence of a cycle with length 2k
in the Tanner graph of a QC-LDPC block code is
k−1∑
i=0
(
pmini − pmini+1
)
= 0 mod N, (1)
where nk = n0, mi 6= mi+1, ni 6= ni+1.
Based on (1), let us introduce avoidable and strictly
avoidable cycles for CPM-based QC-LDPC block codes.
The former occur when
∑k−1
i=0
(
pmini − pmini+1
)
=
βN , β > 0. For the latter instead we have∑k−1
i=0
(
pmini − pmini+1
)
= 0.
B. SC-LDPC-CCs
Besides QC-LDPC block codes, we consider time-
invariant SC-LDPC-CCs, which are defined through a
semi-infinite parity-check matrix in the form
H =


H0 0 0
. . .
H1 H0 0
. . .
... H1 H0
. . .
Hmh
... H1
. . .
0 Hmh
...
. . .
0 0 Hmh
. . .
...
...
...
. . .


, (2)
where each block Hi, i = 0, 1, 2, . . . ,mh, is a binary
matrix with size c × a. The syndrome former matrix
is Hs =
[
H
T
0 |H
T
1 |H
T
2 | . . . |H
T
mh
]
, where T denotes
transposition; its size is a×(mh+1)c. According to (2),
the code has asymptotic rate R = a−c
a
. The height of the
non-zero diagonal band in (2) instead gives the syndrome
former memory ordermh, and the code syndrome former
constraint length is defined as vs = (mh + 1)a.
C. Link between QC-LDPC block codes and SC-LDPC-
CCs
A common representation of the syndrome former
matrix Hs of an SC-LDPC-CC has polynomials in F2[x]
as its entries, where F2[x] is the ring of polynomials with
coefficients in the Galois field F2. In this case, the code
is described by a c× a symbolic matrix
H(x) =


h0,0(x) . . . h0,a−1(x)
...
. . .
...
hc−1,0(x) . . . hc−1,a−1(x)

 , (3)
where each hi,j(x), i = 0, 1, 2, . . . , c − 1, j =
0, 1, 2, . . . , a − 1, is a polynomial in F2[x]. The code
representation based on Hs can be converted into that
based on H(x) by using the following expression
hi,j(x) =
mh∑
m=0
h(i,j)m x
m, (4)
where h
(i,j)
m is the (i, j)-th entry of the matrix Hm, the
latter being the transpose of the m-th block of Hs.
We focus on codes described by a symbolic parity-
check matrix containing only polynomials with unitary
weight, also known as monomial codes. In this case,
H(x) can be described through an exponent matrix in
the form
P =


p0,0 p0,1 . . . p0,a−1
p1,0 p1,1 . . . p1,a−1
...
...
. . .
...
pc−1,0 pc−1,1 . . . pc−1,a−1

 , (5)
where pi,j is the exponent of the (only) non-null term in
hi,j(x). The syndrome former memory order mh is the
largest difference, in absolute value, between any two
elements of P.
III. CODE DESIGN VIA SCM
In this section we recall the basic assumptions of the
design method proposed in [7]. The design of the parity-
check matrix of a QC-LDPC block code with lifting
degree N starts from an exponent matrix having the
following form (SMC assumption)
P
SMC
m×n =
[
~0 ~P1 γ2 ⊗ ~P1 . . . γn−1 ⊗ ~P1
]
,
(6)
with m,n,N ∈ N, m < n ≤ N , and ~0 and ~P1 being
column vectors with m entries in {0, . . . , N − 1}. The
vector ~0 is filled with all zero entries, while the entries of
the vector ~P1 are chosen as follows: the first entry is zero,
the second entry is one and the other entries are chosen in
{2, . . . , N−1} in increasing order. Then, the subsequent
vectors have the form γj ⊗ ~P1 (j = 2, . . . , n− 1), where
⊗ denotes multiplication modN , and are computed from
~P1 through sequential multiplications by the coefficients
γj ∈ {2, . . . , N−1} such that γj < γj+1. The following
proposition holds, which generalizes [7, Proposition 1].
Proposition 1. Let PSMCm×n be the exponent matrix of
a QC-LDPC block code C as defined in (6). Suppose
that the Tanner graph associated to the submatrix
[
~0 ~P1
]
contains no strictly avoidable cycles of length up to λ,
λ ∈ {4, . . . , 10}. Then, the Tanner graph of C has no
strictly avoidable cycle of length up to λ for sufficiently
large N and a proper choice of γj’s.
Proof: Similar to the proof of [7, Proposition 1] and
omitted here for saving space.
The pseudocode for the algorithm that finds the small-
est possible γj , j = 2, . . . , n− 1, leading to the desired
girth can be found in [7, Algorithm 1].
IV. DECODING LATENCY AND COMPLEXITY
In this section we discuss the latency and complexity
of the considered decoding algorithms.
A. QC-LDPC block codes
QC-LDPC block codes can be efficiently decoded
by means of belief propagation (BP) algorithms. These
algorithms must be executed over the whole length of the
codeword, that is, L. So, the decoding latency, expressed
as the number of bits that must be awaited before the
decoding process starts, is
ΛBP = L = nN. (7)
The per-output-bit decoding complexity can be mea-
sured as the number of binary operations required per
decoding instance per output bit. We refer to the imple-
mentation of the BP decoder proposed in [14] and define
the average per-output-bit decoding complexity as
ΓBP =
LIavgf(m,R)
L
= Iavgf(m,R), (8)
where Iavg is the average number of decoding iterations
and f(x,R) = [8(8x + 12R − 11) + x]. Notice that
ΛBP benefits from a reduction in the code blocklength,
whereas the per-output-bit complexity does not depend
on L.
B. SC-LDPC convolutional codes
SW iterative algorithms perform BP over a window
including W blocks of a bits each, and then let this
window slide forward by a bits before starting over
again. For each decoding window position, the SW
decoder gives the first a decoded bits as output, before
letting the window shift forward by a bits. To ensure
that the performance loss due to the non-infinite size of
the sliding window is negligible, the number of blocks
has to be W = α(mh + 1), with α ≥ 5. By using this
value of W , we can express the decoding latency (ΛSW)
and average per-output-bit complexity (ΓSW) of a SW
decoder as

ΛSW =Wa = α(mh + 1)a,
ΓSW =
WaIavgf(c, R)
a
=
= α(mh + 1)Iavgf(c, R).
(9)
Note that SC-LDPC-CCs characterized by small val-
ues of mh can be decoded with small window sizes.
TABLE I
EXPONENT MATRICES OF THE SHORTEST QC-LDPC BLOCK
CODES WITH GIRTH 10, CONSTRUCTED FROM A 3× n
FULLY-CONNECTED BASE GRAPH
n R N Exponent Matrix
4 0.263 37(37 [16], [9])
1, 3, 24
27, 7, 19
5 0.406 61(61 [16], [9])
1, 3, 21, 55
5, 15, 44, 31
6 0.503 91(91 [9])
1, 3, 7, 25, 38
17, 51, 28, 61, 9
7 0.573 139(145 [11])
1, 3, 8, 25, 34, 95
97, 13, 81, 62, 101, 41
8 0.626 181(211 [11])
1, 3, 69, 120, 129, 141, 156
133, 37, 127, 32, 143, 110, 114
9 0.667
241
(319 [16])
1, 3, 13, 88, 114, 182, 217, 223
16, 48, 208, 203, 137, 20, 98, 194
100.700
313
(430 [16])
1, 3, 7, 15, 49, 66, 189, 220, 292
215, 19, 253, 95, 206, 105, 258, 37, 180
110.727
397
(560 [16])
1, 3, 7, 15, 62, 127, 146, 183, 209, 301
35, 105, 245, 128, 185, 78, 346, 53, 169, 213
120.750 523(737 [16])
1, 3, 7, 12, 25, 58, 288, 320, 392, 429, 437
463, 343, 103, 326, 69, 181, 502, 151, 15, ...
410, 453
TABLE II
EXPONENT MATRICES OF THE SHORTEST QC-LDPC BLOCK
CODES WITH GIRTH 10, CONSTRUCTED FROM A 4× n
FULLY-CONNECTED BASE GRAPH
n R N Exponent Matrix
5 0.204 139(223 [15])
1, 3, 30, 105
43, 129, 39, 67
61, 44, 23, 11
6 0.335
241
(383 [15])
1, 3, 7, 80, 147
16, 48, 112, 75, 183
86, 17, 120, 132, 110
7 0.429
307
(601 [15])
1, 3, 12, 124, 130, 235
18, 54, 216, 83, 191, 239
211, 19, 76, 69, 107, 158
8 0.500 409(827 [15])
1, 3, 14, 59, 144, 180, 184
54, 162, 347, 323, 5, 313, 120
291, 55, 393, 400, 186, 28, 374
9 0.556
577
(1223 [15])
1, 3, 7, 61, 85, 168, 235, 550
214, 65, 344, 360, 303, 178, 91, 569
264, 215, 117, 525, 514, 500, 301, 373
100.600
787
(1667 [15])
1, 3, 7, 20, 104, 215, 245, 702, 751
380, 353, 299, 517, 170, 639, 234, 754, 486
127, 381, 102, 179, 616, 547, 422, 223, 150
110.636
1039
(2207 [15])
1, 3, 7, 12, 115, 170, 318, 388, 510, 1003
141, 423, 987, 653, 630, 73, 161, 680, 219, 119
740, 142, 1024, 568, 941, 81, 506, 356, 243, 374
120.666
1381
(2903 [15])
1, 3, 7, 12, 20, 111, 716, 862, 919, 963, 1211
355, 1065, 1104, 117, 195, 737, 76, 809, 329, ...
758, 414
579, 356, 1291, 43, 532, 743, 264, 557, 416, ...
1034, 1002
According to (9), this results in a reduction of both the
decoding latency and per-output-bit complexity.
V. NUMERICAL RESULTS
By applying the method proposed in [7], we have
designed several codes with girth g = 10, 12. The values
of N and mh obtained for these codes are often signif-
icantly smaller than those of other codes with the same
rate and girth reported in the literature. In particular, we
have considered m = 3, 4 and n = 4, . . . , 12 for the
QC-LDPC block codes, and c = 3, 4 and a = 4, . . . , 12
for the SC-LDPC-CCs. This choice derives from the fact
that codes with m = 1, 2 (c = 1, 2) entail undesirable
properties which yield a very poor performance, whereas
codes with m > 4 (c > 4) usually exhibit degraded wa-
terfall performance and yield large decoding complexity.
We have compared the obtained values of N and mh
with those available in the literature. To the best of our
knowledge, the design approaches that have produced till
now the codes with minimum values of N and mh are
those reported in [9], [11], [12], [15], [16].
The exponent matrices of the newly designed codes
are reported in Tables I to VIII. The lifting degree
(syndrome former memory order) of the most compact
existing codes is given between square brackets. The first
TABLE III
EXPONENT MATRICES OF THE SHORTEST QC-LDPC BLOCK
CODES WITH GIRTH 12, CONSTRUCTED FROM A 3× n
FULLY-CONNECTED BASE GRAPH
n R N Exponent Matrix
4 0.256 73(73 [16], [9])
1, 3, 13
9, 27, 44
5 0.402 151(156 [9])
1, 3, 108, 139
119, 55, 17, 82
6 0.501 271(306 [16])
1, 3, 7, 67, 144
29, 87, 203, 46, 111
7 0.572 457(566 [16])
1, 3, 10, 53, 311, 362
134, 402, 426, 247, 87, 66
8 0.625 691(848 [16])
1, 3, 9, 76, 236, 310, 539
254, 71, 213, 647, 518, 657, 88
9 0.666
991
(1376 [16])
1, 3, 7, 134, 420, 557, 660, 672
114, 342, 798, 411, 312, 74, 915, 301
100.700
1447
(2103 [16])
1, 3, 7, 22, 48, 226, 256, 489, 1190
705, 668, 594, 1040, 559, 160, 1052, 359, ...
1137
110.727 2161(3137 [16])
1, 3, 7, 12, 20, 313, 609, 700, 1487, 1853
594, 1782, 1997, 645, 1075, 76, 859, 888, ...
1590, 733
TABLE IV
EXPONENT MATRICES OF THE SHORTEST QC-LDPC BLOCK
CODES WITH GIRTH 12, CONSTRUCTED FROM A 4× n
FULLY-CONNECTED BASE GRAPH
n R N Exponent Matrix
50.200
607
(1093 [15])
1, 4, 225, 536
211, 237, 129, 194
273, 485, 118, 41
60.333 1201(2251 [15])
1, 4, 468, 470, 784
571, 1083, 606, 547, 892
591, 1163, 358, 339, 959
70.428
2371
(4019 [15])
1, 4, 9, 655, 872, 2233
465, 1860, 1814, 1087, 39, 2218
1736, 2202, 1398, 1371, 1094, 2274
TABLE V
LOWEST EXPONENT MATRICES OF CODES WITH g = 10 AND c = 3
a mh Exponent Matrix
4
11
(10 [12])
6, 11, 0, 9
11, 2, 0, 11
4, 1, 11, 0
5
19
(19 [12])
19, 19, 0, 17, 0
0, 9, 17, 6, 11
0, 5, 1, 16, 18
6
31
(31 [12])
31, 31, 0, 0, 0, 30
0, 20, 29, 18, 14, 31
24, 0, 12, 7, 30, 21
7 44(53 [12])
0, 25, 44, 44, 25, 0, 12
44, 44, 13, 27, 0, 28, 44
40, 3, 37, 5, 44, 17, 0
8
66
(76 [12])
0, 9, 12, 66, 65, 16, 66, 61
66, 0, 34, 25, 0, 0, 55, 11
48, 37, 0, 1, 66, 18, 9, 66
9
88
(127 [12])
0, 0, 88, 0, 88, 76, 78, 0, 88
29, 88, 53, 73, 7, 83, 0, 59, 19
35, 15, 63, 16, 50, 0, 88, 33, 1
10 124(222 [12])
0, 0, 87, 62, 100, 100, 78, 53, 74, 67
46, 120, 42, 0, 4, 16, 0, 0, 124, 124
72, 19, 0, 76, 3, 79, 95, 124, 67, 0
11
177
(307 [12])
0, 41, 0, 100, 37, 38, 100, 0, 75, 22, 39
87, 158, 177, 0, 177, 0, 27, 100, 94, 27, 25
100, 0, 74, 7, 7, 130, 158, 158, 177, 31, 177
12
277
(388 [12])
0, 0, 0, 61, 0, 100, 30, 0, 0, 32, 83, 0
0, 66, 198, 0, 269, 181, 197, 180, 200, 277, 155, 77
53, 277, 202, 113, 126, 0, 0, 236, 82, 29, 0, 140
row and column of any QC-LDPC block code exponent
matrix are filled with all-zero entries and omitted.
A. Latency and complexity performance
We denote the smallest lifting degree and syndrome
former memory order found through the considered
approach as N˜ and m˜h, respectively. The corresponding
minimum values obtained through previous approaches
are instead denoted as N∗ andm∗h, respectively. Accord-
ing to (7), we can compute the ratio of the decoding
latency of the newly designed QC-LDPC block codes
over that of previous QC-LDPC block codes as
ΘN =
N˜
N∗
. (10)
Similarly, starting from (9), we can compute the ratio
of the decoding latency and per-output-bit complexity
TABLE VI
LOWEST EXPONENT MATRICES OF CODES WITH g = 10 AND c = 4
a mh Exponent Matrix
5 50(223 [15])
50, 11, 0, 22, 50
25, 48, 22, 50, 2
23, 9, 48, 50, 7
13, 3, 50, 21, 0
6
90
(383 [15])
0, 9, 0, 31, 90, 18
0, 39, 90, 0, 80, 90
73, 80, 67, 90, 3, 38
62, 0, 90, 78, 15, 6
7 142(601 [15])
0, 35, 13, 100, 75, 93, 100
96, 142, 142, 21, 0, 84, 18
75, 1, 68, 95, 142, 120, 41
100, 0, 15, 115, 13, 142, 96
8
192
(827 [15])
74, 149, 70, 39, 192, 23, 191, 0
0, 0, 180, 142, 192, 192, 114, 32
76, 191, 192, 192, 100, 59, 31, 0
95, 22, 56, 33, 70, 0, 157, 192
9 319(1223 [15])
143, 38, 100, 291, 291, 284, 268, 0, 100
120, 14, 74, 261, 207, 176, 77, 319, 104
319, 0, 211, 123, 107, 157, 266, 85, 284
0, 208, 319, 31, 200, 204, 202, 133, 161
10
507
(1667 [15])
100, 112, 156, 9, 185, 355, 173, 100, 482, 1
0, 25, 95, 0, 345, 33, 507, 37, 64, 220
277, 507, 200, 138, 0, 381, 0, 171, 230, 200
59, 148, 346, 507, 110, 452, 160, 36, 192, 336
11
706
(2207 [15])
0, 0, 0, 371, 0, 135, 0, 0, 0, 418, 92
0, 118, 354, 158, 377, 198, 319, 120, 68, 336, 0
0, 14, 42, 469, 168, 706, 302, 296, 237, 285, 627
0, 44, 132, 679, 528, 0, 207, 485, 448, 0, 586
12
1027
(2903 [15])
88, 100, 0, 0, 0, 215, 930, 0, 0, 0, 0, 142
100, 584, 47, 554, 152, 0, 856, 1000, 862, 146, 199, 12
1018, 108, 926, 0, 914, 658, 331, 896, 241, 165, 1027, 378
138, 0, 981, 381, 1012, 27, 902, 368, 564, 300, 605, 834
TABLE VII
LOWEST EXPONENT MATRICES OF CODES WITH g = 12 AND c = 3
a mh Exponent Matrix
4 20(19 [12])
4, 18, 0, 20
0, 20, 20, 12
20, 15, 13, 0
5
40
(42 [12])
0, 0, 0, 40, 40
25, 30, 40, 1, 5
40, 31, 13, 14, 37
6
86
(108 [12])
0, 82, 80, 63, 58, 55
46, 86, 0, 86, 0, 15
62, 10, 11, 0, 85, 62
7
165
(220 [12])
148, 100, 48, 165, 11, 0, 160
0, 0, 44, 40, 122, 156, 22
163, 149, 165, 63, 0, 78, 144
8 297(442 [12])
35, 76, 60, 297, 297, 0, 6, 135
98, 99, 3, 0, 84, 297, 107, 59
51, 297, 0, 85, 0, 26, 0, 86
9
468
(852 [12])
0, 0, 0, 50, 0, 0, 316, 104, 388
0, 156, 468, 151, 93, 114, 0, 0, 174
328, 274, 166, 0, 29, 441, 296, 468, 104
10
797
(1231 [12])
0, 0, 0, 0, 0, 10, 0, 0, 18, 56
0, 663, 542, 300, 116, 0, 797, 429, 97, 411
0, 34, 102, 238, 748, 195, 449, 22, 727, 0
11 1075(1958 [16])
0, 0, 379, 164, 0, 0, 0, 0, 0, 674, 308
0, 594, 0, 0, 645, 1075, 76, 859, 888, 103, 1041
0, 1, 382, 171, 12, 20, 313, 609, 700, 0, 0
TABLE VIII
LOWEST EXPONENT MATRICES OF CODES WITH g = 12 AND c = 4
a mh Exponent Matrix
5
245
(1903 [15])
0, 0, 28, 27, 100
45, 88, 245, 35, 127
100, 68, 0, 211, 44
0, 206, 245, 245, 42
6
612
(2251 [15])
0, 0, 71, 0, 0, 0
0, 62, 319, 192, 316, 568
39, 612, 0, 380, 325, 97
0, 612, 117, 578, 601, 609
7
1333
(4019 [15])
0, 0, 1263, 973, 0, 0, 153
0, 1, 1267, 982, 655, 872, 15
0, 465, 752, 416, 1087, 39, 0
1277, 642, 0, 1277, 277, 0, 1333
achieved by the newly designed SC-LDPC-CCs over
classical SC-LDPC-CCs as
Θmh =
m˜h + 1
m∗h + 1
. (11)
The smaller the values of ΘN and Θmh , the larger the
improvement over classical codes. The smallest values
of ΘN and Θmh we have obtained in our examples are
0.47 and 0.23, respectively.
B. Error rate performance
In this section we assess the performance of the new
codes in terms of bit error rate (BER) and block error
rate (BLER) through Monte Carlo simulations of binary
phase shift keying modulated transmissions. We consider
an SC-LDPC-CC designed according to [7] (noted as
TABLE IX
PARAMETERS OF THE CONSIDERED SC-LDPC-CCS WITH R = 5
8
Code a c mh vs g Θmh
C1 8 3 297 2384 12
0.4563
C2 8 3 652 5224 12
0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Eb/N0
10-5
10-4
10-3
10-2
10-1
B
ER
C1 W=653 BER
C2 W=653 BER
C1 W=1306 BER
C2 W=1306 BER
C1 W  BER
C2 W  BER
C1 W=653 BLER
C2 W=653 BLER
C1 W=1306 BLER
C2 W=1306 BLER
Fig. 1. Simulated performance of SC-LDPC-CCs with g = 12 as a
function of the signal-to-noise ratio.
C1) under full-size BP decoding and SW decoding with
different window sizes. Notice that the BLER refers
to the block of a target symbols decoded within each
decoding window. The maximum number of decoding
iterations is 100, and the actual number of iterations is
equal to the maximum for SW decoding (which does not
use any stopping criteria based on parity-checks). We
also consider an SC-LDPC-CC (noted as C2) with the
same code rate and girth as C1, obtained by unwrapping
a QC-LDPC block code designed following [16]. The
parameters of the two codes and the value of Θmh are
shown in Table IX. Their performance is shown in Figure
1. We notice that C1 and C2 have almost coincident
performance whenW →∞. However, when the window
size is relatively small, C1 outperformsC2. This happens
because the small window sizes imply α < 5 for C2,
thus degrading performance, according to the discussion
in Section IV-B. The code C1, instead, has a value of
vs which is about twice as small as that of C2, yielding
values of α that are about twice as big as those of C2, and
this results in a better performance under SW decoding.
For completeness, let us consider the codes in Table
VII with rate R = a−3
a
, for a = 6, 7, 8, denoted as
C¯a, and assess the performance loss ∆dB in which they
incur at BER = 10−4, under full-size BP decoding, with
respect to the most compact codes in the literature, noted
as C∗. The results are reported in Table X, from which
we observe that the price paid in terms of ∆dB for the
corresponding benefit in terms of Θmh is very small.
VI. CONCLUSION
Compact QC-LDPC block codes and SC-LDPC-CCs
designed through a novel approach based on SMCs allow
TABLE X
∆dB AND Θmh OF SC-LDPC-CCS WITH c = 3 AND g = 12
C¯6 C
∗
6 C7 C
∗
7 C8 C
∗
8
∆dB 0.03 0.005 0.05
Θmh 0.81 0.75 0.67
achieving reduced decoding latency and per-output-bit
decoding complexity, while exhibiting comparable error
rate performance with respect to previous solutions.
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