Introduction
Florida is periodically affected by hurricanes which cause significant damage in property and human lives; consequently, homeowner insurance is a critical issue for Floridians. To ensure fair homeowner insurance rates, the state of Florida has developed the Florida Public Hurricane Loss Model (FPHLM) [13] [6] [7] , an open, public hurricane risk model to assess the risk of wind damage to insured residential properties. Since its activation in 2006, the FPHLM has been used more than 500 times by the insurance industry in Florida as well as by insurance regulators.
Developed by a multi-disciplinary team of scientists, as depicted in Fig. 1 , the FPHLM's modeling process consists of the following components: an atmospheric component that generates a large number of stochastic storms from a seed of historical events over a large number of years of simulation, an engineering component that links wind information to physical damage creating vulnerability curves for typical building structures, and an actuarial component that estimates expected loss values across the stochastic storm set for an input property portfolio based on the properties' geographic locations, building characteristics, and insurance policy terms. These components are integrated by a computing platform that processes a large amount of data to generate the required results for an input property portfolio. Generally, users of the model need to run portfolios multiple times with varying characteristics, and obtaining the results as as fast as possible allows them to better assess the risk of such portfolios. However, it is a challenge to develop an optimized computing platform for such complex risk models. The difficulty arises from the interaction of the complex components from different disciplines that make up the model and the intense computation required to process each portfolio.
Our goal is this paper is to discuss our work in integrating the atmospheric component into the FPHLM using MapReduce (MR) [8] , which resulted in a highly optimized platform capable of efficiently generating stochastic storm sets on a cluster of computers. The literature of not only hurricane risk modeling but also of the more general case of catastrophe (cat) modeling is mostly concentrated on the science behind the components that make up the model. Very few address aspects of the computing platforms supporting such models. Thus, this work provides value in how to integrate catastrophe modeling components into the supporting computing platform using MR. Published articles in the topic are related to (a) improvements in proprietary cat modeling platforms and (b) opensource efforts in risk modeling. Dehne et al. describe their implementation of an earthquake cat modeling system on the Cell Broadband Engine Architecture (Cell/BE) [9] . The system was implemented on a PlayStation 3 whose Cell/BE provides eight co-processing units that accelerate vector operations; in addition, they incorporate other optimization techniques, such as caches, vectorization of the computation, and double-buffering I/O. Mahmood [14] and Dönni [10] report their efforts in porting the computing framework of a re-insurance company to a Grid-based architecture. Mahmood utilized ProActive [4], a Grid middle-ware library, to distribute the computation of the expected losses for the input portfolio and store the results in a database. Dönni focused on improving the data handling of the distributed version of the platform. In the open-source domain, Agora [3] , the Alliance for Global Open Risk Analysis, spurs open-source software for multi-hazard risk modeling. Related software are OpenSHA [12] (seismic hazard analysis), OpenSees [2] (earthquake engineering simulation), and OpenRisk [15] (multi-hazard risk modeling). OpenSHA uses Java distributed component technique such as RMI (Remote Method Invocation) to execute remote components; OpenSees provides a flexible and extensible object-oriented architecture that allows the development of sequential and parallel finite element applications for structural analysis; and OpenRisk is object-oriented and weband GUI-enabled.
The reminder of this paper is organized as follows. Section 2 describes the serial execution of the atmospheric component of the FPHLM. Section 3 details the MR-based design of the component. Section 4 presents the experimental results. Finally, section 5 concludes this work.
Atmospheric Component
Over tens of thousand of years of simulation, the atmospheric component generates the storm tracks and wind fields for simulated storms based on stochastic algorithms and random historical initial conditions obtained from the historical record of the Atlantic tropical cyclone basin [13] . For each stochastic storm event, the output of the component consists of 3-second terrain corrected (i.e., taking into consideration the roughness of the terrain) gust wind speeds for each property affected by the event. Fig. 2 depicts the serial execution of an input property portfolio through the FPHLM. Red arrows represent online control flow (i.e., flow executed for each input portfolio), whereas black arrows represent offline control flow (i.e., flow executed once per version of the model).
An input portfolio consists of a set of building properties, which are described by their street addresses, building characteristics (e.g., year of construction, construction type, number of stories, etc.), coverage values, and insurance policy terms. Upon reception, the portfolio is geocoded to obtain the geographic locations (latitude and longitude coordinates) of the properties from their street addresses. Geocoding is the process of locating the geographic coordinates of a set of street addresses.
The atmospheric component is further divided into the Storm Forecast, Wind Field, and Wind Speed Correction components. The Storm Forecast component generates the stochastic storm tracks and intensities based on initial conditions and empirically derived probability distribution functions. Once a storm is close to within a threshold distance to Florida, the Wind Field component is activated to generate the 1-hour marine surface winds of the storm. These winds are interpolated to 10-minute over a 1km fixed grid that entirely covers Florida at every time step, creating a wind swath for each storm. The wind swaths over the fixed grid are stored into several lookup tables for later access. These lookup tables are referred as "tiles", where each tile represents a rectangular geographic area of Florida. Since they are independent of the input property portfolio, these two components are executed once per version of the FPHLM.
The estimation of the final winds (i.e., winds at the street level) for the input property portfolio is carried out by the Wind Speed Correction component. This component uses roughness information and the marine surface winds to generate the terrain-corrected 3-second gust winds at the street level, which are subsequently used by Actuarial component of the FPHLM to estimate the expected insured losses for each property. The roughness data are encoded at 90m resolution. In addition, all the roughness data are also divided into the same tiles as the storms' wind swaths. Firstly, using nearest-neighbor approximation, the Wind Speed Correc- After all tiles have been executed, a "merge" process aggregates all the 3-second gust winds generated for the same storm across all tiles.
MapReduce-based Integration
MR is a popular programming model introduced by Google [8] on which distributed applications can be developed to efficiently process large amounts of data. Hadoop [1] , its open-source implementation, provides a distributed file system called Hadoop Distributed File System (HDFS) and MR. One appealing feature of MR is that is abstracts programmers from details of parallelization, faulttolerance, data distribution, and load balancing, which greatly reduces the complexity of developing distributed applications.
A MR program consists of two user-defined functions: a map function that is used to process pieces of the input data called input splits, and a reduce function used to aggregate the output of invocations of the map function. Both functions use user-defined key-value pairs as input and output. The execution of a MR job consists of two phases: a map phase and a reduce phase, and each phase is divided into tasks. A map task is an invocation of the map function to process an input split, and a reduce task calls the reduce function to aggregate map output records. The MR framework sorts the map-generated key-value pairs by key, copies them to the node where the reduce operation is performed, and merges the sorted pairs from all the map tasks. Hence, each invocation of the reduce function receives as input a map-generated key and the list of all the values (across all map tasks) that correspond to the key.
Since both the Storm Forecast and Wind Field components are only run once per version of the model, the Wind Speed Correction component is the one that is integrated into the FPHLM via MR. It is realized by one MR job as depicted in Fig. 3 . Instead of the geographic coordinates, the input to the MR job consists of the wind swath tiles. The supporting rationale is the geographic locations and storms' wind swaths are the only two datasets that are iterated over, and the latter is the one that is large-scale and can be divided into input splits by the MR framework. Consequently, side data (i.e., data loaded by the MR tasks to process input splits) to the MR job consists of the geographic locations and the roughness data.
Algorithm 2 setup(I)
1: Let k be the tile id of I 2: if k differ from the previously loaded tile then 3: Load R k // roughness data corresponding to tile k 4:
Load C k // coordinate file corresponding to tile k 5: end if
The overall algorithm of the map function of the MR job is depicted in algorithms 2 and 3.
The setup function is called by the MR framework before processing the records of an input split (i.e., a subset of the storms' wind swaths in a tile). It receives as input an input split I. In line 1, the setup function obtains the id k of I. This can be accomplished by, for example, encoding the id of the tile in the file names of the wind swath tiles. Subsequently, lines 2-5, the setup function loads the roughness data corresponding to tile k (line 3), as well as the list of geographic coordinates C k that fall in the geographic area of tile k (line 4). Before executing the MR job, a pre-processing script splits the input geographic coordinates file C into k files, where each file C k correspond to tile k. The loaded R k and C k are subsequently used by each invocation of the map function on the input split. This is accomplished by re-utilizing Java virtual machines, a feature provided by the MR framework. is the list of 3-second gust winds U .
The reduce function is very simple. Since the MR framework will aggregate all the map-generated values across all map tasks to the same map-generated key, the reduce function receives as input a storm id i and the list of all the 3-second gust winds that correspond to the storm. Hence, the reduce function just outputs the input key-value pair to HDFS.
Experiments
To evaluate the MR-based design of the atmospheric component, we conducted experiments that assess the scalability of the new design. The code was implemented in Java 1.6 and executed in Hadoop 1.0.1. The cluster on which the code was executed consisted of 5 nodes that allow the concurrent execution of 58 MR tasks simultaneously, considering the number of CPU cores in each node and available main memory. Each MR task was assigned 4GB of memory. The maximum number of map tasks that can execute concurrently is referred to as the map task capacity. Moreover, for each property portfolio size used in the following experiments, the same amount of coordinates were randomly generated from each tile, ensuring the same amount of geographic coordinates fell in each.
The purpose of the first experiment is to obtain the optimal split size that, with a fixed task capacity of 58, will yield the fastest response time. When the task capacity is fixed, obtaining a good split size is important to keep all the available map slots occupied all the time. For example, with the given task capacity, if the number of spawned map tasks is 60, then 56 map slots will be unused while the last 2 tasks are processed. On the other hand, if the number of spawned map tasks is 116, then there will be no idle map slots in the cluster, and the response time for the component will be faster.
The results for this experiment are shown in Fig. 4 , which depicts the response time in seconds as the split size increases from 128MB up to 1024MB using in all cases two reduce tasks. Table 1 contains the actual number of map tasks spawned by the split sizes used in this experiment. The size of the property portfolio used in this experiment was 20,000. A split size of 576MB yields the fastest response time with 96 seconds. It provides the best combination of task capacity utilization and number of spawned map tasks. Not utilizing too many map tasks is important for the performance of the component given that it takes a few seconds to setup and schedule a task. The reason for the peak at 512 is the ratio of spawned map tasks to task capacity was 2.1, causing a significant amount of idle map slots. The second experiment measures the response time in seconds of the MR-based atmospheric component as the size of the property portfolio increases from 20,000 properties through 300,000 properties, in increments of 20,000. All runs in this experiment use two reduce tasks. Instead of the default split size of 64MB, the split size of this experiment was set to 512MB, which provided the fastest response time in the previous experiment. The results are as expected, as shown in Fig. 5 . The input to the MR job is constant as it consists of the wind swaths tiles, and the geo- The third experiment measures the response time as the cluster increases its task capacity by adding nodes. Fig. 6 depicts the results. Each node added 12 tasks to the capacity, except for the second one that added 10. The results are as expected. There is an inverse linear relationship between the response time and the task capacity. Two reduce tasks were utilized.
Conclusions
This paper has presented our work in using MapReduce in the Florida Public Hurricane Loss Model (FPHLM) to integrate the latter's atmospheric component. The FPHLM is a multi-disciplinary, open, public hurricane risk model that assesses wind damage to insured residential properties in Florida. Users of the model include the insurance industry and insurance regulators, which need the output of the FPHLM as fast as possible to be able to run property portfolios multiple times and better assess their risk. The atmospheric component of the FPHLM generates storm tracks and wind fields for simulated storms over tens of thousand of years of simulation. For an input property portfolio, the output atmospheric component consists of the 3-second terrain-corrected gust wind speeds the properties have on each of the stochastically simulated storms, making the execution of the atmospheric component computationally intensive. Our MapReduce-based integration of the atmospheric component into the FPHLM consists of one MapReduce job that provides an scalable and efficient computing framework. The experimental results validate the scalability of the MapReduce-based component, demonstrating the feasibility of utilizing MapReduce to scale the performance of risk modeling components.
