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Abstract
The complexity of many fluid flows and phenomena is a well-known characteristic driven primarily
by turbulence, which has been a focal point of study for decades. Most engineering applications in
fluids will encounter turbulence, and hence the need to understand how turbulence might influence
the problem at hand is omnipresent. In many turbulent flows, there are large-scale coherent
structures which directly influence macro-scale processes of engineering relevance, such as noise
production. Over decades of study, it has been demonstrated that similar structures are often
observed across many flowfields, despite differences in characteristic parameters, and this has led
to the pursuit of simplified models through the use of these dominant, shared structures.
Large-scale, coherent structures are of particular importance in turbulent jets, as they represent
efficient sources of sound. Noise reduction of subsonic and supersonic fluid jets represents a large
interest in the study of acoustic production in jets, and much of it is viewed in the context of
controlling these large-scale structures. Supersonic jets in particular may emit an intense sound
known as jet screech as a consequence of these structures. This noise source easily has the potential
to be damaging to both structures and humans in close proximity, and is a particular target of noise
reduction efforts.
Turbulent flowfields from two supersonic, underexpanded, screeching jets are analyzed by
means of three non-intrusive, high-speed, optical diagnostics. The first technique is high-speed
schlieren. The second technique is pulse-burst particle image velocimetry (PB-PIV). The third
technique is known as focused laser differential interferometry (FLDI).
Extensive spectral, statistical, and modal decomposition analyses are used in this work to
identify, extract, and characterize the most energetic features and coherent structures associated
with jet screech. The large field of view of the image-based datasets is fully taken advantage of
by creating spatial maps of spectral and statistical quantities, which highlight regions of increased
v

fluctuations or activity. These are shown to agree with, or demonstrate additional features that
could not be reproduced by the modal analyses. Modal analyses are used to evaluate the structure
of the most energetic components in the flow of both screeching jets.
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Chapter 1
Introduction
1.1

Background

The dynamics of most fluid systems are prescribed by the Navier-Stokes equations, which are a set
of nonlinear partial differential equations (PDEs) well-known for their complexity. Assumptions
are generally applied to these equations (e.g., assuming the fluid in question is incompressible)
in order to reduce their inherent complexity, with the caveat that these assumptions may limit
the applicable scope of the equations to specific situations. Without assumptions or linearization,
several factors collude that may render analytical solutions outright impossible. In particular, the
nonlinearity of the equations is the primary colluding factor, as processes that may be described as
nonlinear are generally physically complex. Turbulence is one such process, which may introduce
significant random spatial and temporal variation in a fluid flow.
Most engineering applications in fluids will encounter the influence of turbulence in one way
or another, and hence the need to understand how turbulence might influence the problem at hand
is omnipresent. The earliest conceptions of turbulence envisioned it as an entirely stochastic
phenomenon, from which only long-time statistics could derive any useful meaning. However,
between the 1950s and 1970s, the idea of coherent structures in turbulent flows emerged to
the forefront, and rapidly became an area of heated interest and debate [1, 2]. It is now wellknown [1, 3–6] that coherent structures in turbulent flows influence parameters such as noise
production, heat transfer, fuel mixing, and other extremely important parameters that can govern
the behavior and reliability of many engineered systems—for example, high-speed aircraft need
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attention paid to both the exterior aerodynamics and internal combustion processes. Since their
discovery and the revelation of their importance in fluid processes, there has been fervent work
towards schemes which can identify, extract, and characterize these structures. A key result of
much of this work was the realization that many fluid processes often shared distinct physical
features, or coherent structures, that could often be recognized through visualization [7, 8]. Many
data-driven analysis techniques and modal analyses have been developed which take advantage of
this fact, in order to decompose complex flowfields into manageable components [7].
The eduction and analysis of coherent structures is of particular interest in the field of turbulent
jets [2, 9–14], which consist of both subsonic and supersonic jets. Jordan and Colonius [2] note
that before the 1960s, overall turbulent motions and associated noise sources in turbulent jets were
considered entirely stochastic; however, the revelation of coherent structures and the role they
play in turbulent flows forced a reevaluation of this perspective. In particular, coherent structures
known as wavepackets were identified in turbulent jets, and have been characterized as a pivotal
component in the emission of jet noise [2, 14, 15]. The study of turbulent jet noise has a long
history, and most efforts have typically emphasized the reduction of this noise as the primary goal,
especially as noise regulations become more stringent [16–18].
This dissertation is broadly related to turbulent jet noise, as the crux of the work can be
summarized as an application of minimally- and non-intrusive diagnostics to supersonic jet
flowfields at off design conditions. The techniques of high-speed schlieren, pulse-burst particle
image velocimetry (PIV), and focused laser differential interferometry are all utilized to make
measurements of fluctuations associated with a phenomenon known as jet screech, which is an
intense, self-driven, aeroacoustic resonance feature that frequently emerges in underexpanded jets
and has eluded a clear underpinning for decades [19–22]. Extensive spectral, statistical, and modal
analyses are applied to the data collected in this dissertation, with the intent to identify and extract
the coherent features associated with jet screech in different conditions.
While the efforts in this work are restricted to applications on nozzle exhaust, none of the
techniques or methodologies are at all restricted to this flowfield. This work could be extended to
a wide range of turbulent flows given appropriate optical access, and could be used to identify and
extract coherent structures, provided they exist and are of sufficient strength, in a wide variety of
applications.
2

1.2

Dissertation Outline

An extensive literature review encompassing coherent structures, modal analysis, and turbulent
jet noise is provided in Ch. 2. Chapter 3 details the experimental and numerical methodologies
performed over the course of this work. Chapter 4 contains the work and analysis of the screeching
flowfield from a Mach 1.5, lab-scale nozzle, and Ch. 5 details focuses on the screeching flowfield
of a smaller, Mach 1.0 nozzle. Conclusions and recommendations for future work are provided in
Ch. 6, which is the final chapter of this dissertation.
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Chapter 2
Overview
In this chapter, a detailed literature review involving several key components of this effort are
provided. The general context, including a brief historical overview, of each component is
provided, which is then followed by a more technical discussion. Additionally, this chapter will
assess the current state-of-the-art for each aspect, and identify areas for advancement. The first of
these aspects involves the subject of coherent structures in turbulent flows, which will lead into a
review of modal analysis, as one of the originating techniques under this domain was developed
for the purpose of extracting coherent structures. Finally, the subject of jet-screech—which is the
fundamental test subject for this work—will be broached.

2.1

Coherent Structures

Coherent structures embedded in turbulent flows have been the target of intense interest now for
many decades [1, 3–5, 12, 23–25], and to this day remain a relevant area of active research. Pope,
in his text Turbulent Flows [6], provides some context for the various motivations behind the study
of turbulent structures. Among them are seeking order in chaotic flows, explaining mechanisms of
fluid behavior through these structures, and identifying relevant structures to modify through flow
control to achieve some desired aim (e.g., noise reduction in turbulent jets).

4

2.1.1

Defining a Coherent Structure

In order to understand the relevance and impact of coherent structures on turbulent flows, it is first
necessary to define the term coherent structure. Regarding the terminology itself, Fiedler [1] notes
that historically the notion of coherence—from which coherent would be derived—was reserved to
aspects of physics involving waves and their subsequent interference (i.e., the coherence between
two waves indicates if two given waves are statistically similar). A similar context is loosely
applied within the subject of coherent structures. Here, coherent emphasizes that a given flow
structure has some discernible correlation with itself, separate from the background of stochastic
(or random) turbulence, which may also be referred to as incoherent. In other words, a coherent
fluid structure is a structure where distinct and characterizing behavior is preserved across a spatial
region. Simply put, these structures can be envisioned as regions of apparent order in an otherwise
turbulent flowfield [26].
Bonnet and Delville [4] provide a similar definition, stating that coherent structures are
large-scale regions in a given turbulent flowfield described as possessing identifiable, repeating
characteristics which persist over both a given length and time scale. Hussain [27] provides a more
specific definition, stating that coherent structures are fluid masses defined by large-scale phasecorrelated vorticities over their associated spatial content—which would thus make these fluid
masses coherent, and not related to background incoherent turbulence. A critical aspect to each
of these definitions is the adjective large-scale—this emerges from the observation that, at small
enough scales, statistical concepts such as coherence begin to become less informative. Hussain
[27] states that at these much smaller scales—known as the Kolmogorov scales—fluid motion is
highly correlated with itself, as significant variations in either vorticity or velocity do not occur at
this scale, as per the Kolmogorov hypothesis.

2.1.2

Coherent Structures and their Relation to Turbulence

As the definition of a coherent structure appears tied to the concept of scales, and as the concept of
these scales are of profound importance in the study of turbulence, a brief detour into a discussion
of the Kolmogorov scales and subsequent hypothesis is warranted. Broadly summarized, turbulent
motions within flowfields occur across scales on the order of the width of a flow δ, to scales much
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smaller than δ. As the Reynolds number for a given flow increases, and subsequently the inertial
forces within a flow increases, so too does the breadth of the smaller scales. In other words, more
kinetically energetic flows produce smaller scales than flows with less energy, as a greater quantity
of energy must be dissipated over both spatial and temporal scales [6, 28].
The largest scales of a flow, in which coherent structures are defined to exist, is typically
referred to as the energy-containing range. Generally speaking, the instigation of eddies or
structures at this scale emerges from a process known as production. Production is intimately tied
to the initiation of turbulence in a given flow, and there are numerous means by which turbulence
may occur [6]. Large-scale structures that develop in a turbulent flow eventually transfer energy
to smaller scales, by instigating the formation of eddies or structures at these scales [28]. In this
context, it is possible that a large-scale, coherent structure can influence the energy transfer to
smaller scales by shaping local regions where energy transfer is more significant [29–32].
In this energy transfer process, also referred to as an energy cascade, smaller and smaller scales
and corresponding structures are created until molecular diffusion becomes an efficient means of
dissipation. This is generally achieved once a local Reynolds number of unity occurs, which
implies that inertial forces are now balanced by viscous forces in the flow. Formally, the scale
this occurs at is referred to as the Kolmogorov scale [6, 28]. This leads back to Hussain’s [27]
statement noting that significant vorticity and velocity fluctuations cannot occur at this scale, as
there is simply insufficient kinetic energy to induce these fluctuations. Beyond hypothesizing the
Kolmogorov scale, Kolmogorov is further known in fluid dynamics for a theory established by
three hypotheses. They are as follows [6, 28]:
1. Local isotropy: For sufficiently high Reynolds number, the smallest scale motions are
statistically isotropic, or uniform across all directions.
2. First similarity hypothesis: In every turbulent flow at sufficiently high Reynolds number, the
governing statistics of the small-scale motions have a universal form governed by kinematic
viscosity and dissipation.
3. Second similarity hypothesis: In every turbulent flow at sufficiently high Reynolds number, the
governing statistics of motions within the inertial subrange—a range of scales in-between the
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largest, energy-containing scales and the smallest scales associated with molecular diffusion—
have a universal form governed only by dissipation.
This theory, in summation, suggests that flows become asymptotically independent of their
initial conditions as energy transfers through smaller scales, reaching a state known as similarity,
where profiles of flow quantities (e.g., velocity) can be normalized universally by simple scale
factors [6, 28, 32]. With regards to coherent structures, Kolmogorov’s theory would suggest that
they play no significant role in the dissipation of turbulent kinetic energy beyond the largest scales.
However, George [32] notes that as early as the 1970s there has existed a small body of evidence
which would suggest that both Kolmogorov’s hypotheses are not quite correct, and that coherent
structures may play an important role in guiding dissipation. Similar conclusions have been made
by Bandyopadhyay and Hussain [33], Melander and Hussain [34], Silva and Métais [29], and
Breda and Buxton [35], to name a select few. If these structures are dynamically important in
turbulent flows, then their generation is of similar importance.
In the 2012 text Turbulence, Coherent Structures, Dynamical Systems and Symmetry by
Holmes et al. [26], an important point is raised regarding the generation of coherent structures.
In some cases, coherent structures appear to be remnants of instabilities originating from laminar
flow near an in-flow boundary, where applicable. Examples could include boundary layers
forming on the leading edge of surfaces and the laminar flow immediately at the exit of some
jet flowfields. Initial conditions for these cases may be extremely important in influencing the
originating instabilities which proceed towards a coherent structure. However, Holmes et al. [26]
also note that coherent structures may emerge directly from large-scale instabilities in turbulent
flow itself, which are distinct from those generated by laminar flow perturbations.
In shear flows, in which jets are contained, initial conditions are known to strongly influence
the generation of coherent structures, as shown by Gutmark and Ho [36] and Hussain [27] as early
as 1983. The study by Gutmark and Ho [36] is particularly interesting, as it suggests that facilityspecific differences (e.g., thickness and smoothness of a nozzle lip) generate different, low-level,
spatially coherent disturbances which modify the initial conditions of the shear layer originating
at the nozzle lip. In this manner, the generation of subsequent coherent structures, selection of
preferred jet modes, and spreading rates are influenced, with reported differences between facilities
on the order of one-hundred percent.
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Breda and Buxton [13] provide a more recent (2018) study demonstrating similar results, that
different initial conditions and the subsequent modification of the generated coherent structures
has a quantifiable influence on dissipation rates. The mechanism behind this appears to be the
generation of smaller scale structures bound to the larger scale coherent structures, sometimes
referred to as substructures as in Hussain [27]. Melander and Hussain [34] show using direct
numerical simulation (DNS) that a coherent structure in an otherwise isotropic, fine-scale turbulent
field breeds secondary substructures which, critically, are organized and not random. The observed
influence of initial conditions on coherent structures, and by extension, substructures at smaller
scales somewhat opposes the underlying assertion of Kolmogorov that turbulent flows eventually
reach a state of insensitivity to their initial conditions.
The point of this discussion is not to suggest that coherent structures are the most significant
aspects of turbulent flows, and that all turbulence could be solved through a description of these
structures. Indeed, both Pope [6] and Hussain [27] note that the significance of coherent structures
is overestimated, and that incoherent turbulence is as equally important for many flows as the
coherent counterpart. Jiménez [37] notes that the “eddy chasing” behavior of describing turbulence
as consisting of coherent structures is, ultimately, a simplification of an otherwise extremely
complex phenomenon, and all attempts to reduce complexity should be viewed with judicious
caution.
Rather, the purpose of the preceding paragraphs was to illustrate that the existence and
influence of coherent structures are non-negligible, that the study of coherent structures in turbulent
flows is worthwhile, that the field of turbulence is one characterized by complex subtleties that
obscure efforts to enforce universally applicable rules, and that the interplay between coherent
and incoherent turbulence remains an open area of vigorous research, as noted by Ouellette in a
2021 review [38]. Additionally, to reiterate a point raised in Chapter 1, the discussion on coherent
structures provides a broader context for the work described in this dissertation, which is intimately
tied to the existence of coherent structures in a turbulent, free-shear flow.
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2.1.3

Historical Context

It is worth providing some historical context for coherent structures, from first observations to
the refinement of measurement over the years as instrumentation advanced, as the historical
progression noted here will mirror similar progressions in other aspects of this dissertation.
Brief historical accounts regarding coherent structures can be found in Hussain [27], Liu [39]
and Fiedler [1]. Lumley and Yaglom [40] in a review of a century of research in turbulence also
provide some historical information on these structures. While each account differs somewhat
on what report or text first discussed the concept of coherent structures in turbulent flows, they
generally agree that the idea was first articulated in the years between 1940 and 1960. Liu [39]
notes that the first reported discovery of coherent structures can be traced to the 1943 NACA report
by Corrsin [41], which involved measurements in a heated jet’s shear layer and demonstrated that
the outer edge of the jet was only intermittently turbulent (where the usage of the term turbulent
here means chaotic) due to the formation of structures. A similarly early (1947) study by Townsend
[42] reported results from an experimental investigation on the turbulent wake past a cylinder, and
found that the flow in the wake was more complex than previously assumed in the literature due to,
again, an observation of only intermittent turbulence at the edge of the wake. Lumley [40] notes
that there are several kinds of intermittency in turbulence, and provides two examples. The first is
where the boundary between a turbulent and non-turbulent fluid (e.g., free shear flows where there
is some turbulent flowfield surrounded by a quiescent fluid) is extremely sharp, and a probe fixed
in location would pass in and out of a turbulent flowfield as the structure of the flow evolves. The
second is referred to as internal intermittency, where dissipation inside the turbulent flowfield is
not uniform [40].
Liu [39] notes some studies before Corrsin [41] had taken place, but these primarily remarked
upon the longevity of Taylor vortices in the flow between rotating cylinders. Fiedler [1] adds that
the concept of large-scale structures in turbulent flows predates the 1940s, and refers to the work of
Prandtl in 1925, where his mixing length hypothesis would be developed. A key component of this
hypothesis was the postulated existence of “Flüssigkeitsballen” (literally translated into English
as ball of liquid) which would transport momentum via mixing throughout the flow. It should be
noted that the theory was considered a rough approximation, and no serious description of the fluid
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parcels would be given until 1974 [1]. However, in light of the knowledge that coherent structures
play a key role in mixing—itself recognized in 1952 by Liepmann [43]—and similar processes, it
would seem that this conjecture by Prandtl had foresight.
Each of the historical accounts previously mentioned converge on the work of Townsend [44]
in 1956, where he proposed a “big eddy” hypothesis. This hypothesis, while possessing some
similarities to the modern conception of coherent structures, was developed purely in a statistical
context, and hence these “big eddies” were defined purely as events, and not as defined structures
that travel with the flow. Fiedler [1] notes that Townsend’s work was part of the first significant
interest in coherent structures, which began to gain traction in the 1950s alongside a growing
interest in visualizing turbulence, and flow visualization in general. In particular, the techniques
of schlieren and shadowgraphy would see significantly increased interest from the 1940s to 1960s,
as noted by Settles [45] in his 2001 text Schlieren and Shadowgraph Techniques. There, he
notes the impetus behind the meteoric rise in interest involved both efforts in World War II and
the ensuing post-war environment, where both ballistics and high-speed flight would necessitate
reliable visualization schemes. Of course, interest in visualizing turbulence in general would
directly benefit from the advancements made in this era.
Simultaneously, this era also bore witness to the creation of ENIAC (Electronic Numerical
Integrator and Computer)—the first digital computer, which was developed during World War
II, and heralded in the era of the digital computer [46]. Subsequent advances in computational
power and programming, along with additional years of experience in flow visualization led to a
number of important factors in the late 1960s. For example, the use and development of linear
algebra in computational algorithms—and in particular the singular value decomposition—began
to see widespread use [47]. Today, linear algebra in scientific computing is a core component of
many modal analyses in fluid flows [7, 48, 49], but as far back as 1967 Lumley [50] put forward
a technique, rooted in linear algebra, specific to extracting coherent structures from turbulence
referred to as proper orthogonal decomposition (POD). POD will be discussed in far greater detail
in this dissertation; for the moment, it suffices to state that POD has become an indispensable tool
in fluid mechanics and beyond [7, 8, 48, 51].
Owing to both improved experimental hardware and computational abilities, the years spanning
1960 to 1980 were particularly active for turbulence studies, and coherent structures in general. A
10

testament to the visualization abilities of the time can be found in Van Dyke’s [52] An Album
of Fluid Motion.1 Jordan and Colonius [2] note that, during the 1960s, Mollo-Christensen [53]
established the concept of embedded wavepackets (a form of coherent structure) in turbulent jets
as a source of acoustic noise in the near-field of a turbulent jet. Hussain [27] states, around the
same time, the presence of coherent structures were implicit in the work of both Bradshaw et al.
[54] and Crow and Champagne [55]. Of note is a conclusion from Bradshaw et al. [54], where it
was suggested that controlling the “large eddies” observed in noise-producing regions of a jet may
lead towards noise reduction. That this is true is, of course, now well known [2, 13, 17, 56].
Fiedler [1] remarks that the work of Kline et al. [57] in 1967 on boundary layer structures,
which observed “surprisingly” ordered structures in what should have been a laminar sub-layer
inspired numerous other studies on boundary layer structures. Each of the historical accounts
provided by Hussain [27], Fiedler [1], Liu [39], and Lumley [50] point towards the 1974 work
of Brown and Roshko [58] as a work of great importance for the study of coherent structures.
In that work, high-quality experimental photos detailing the presence and behavior of large-scale,
wavy structures forming at the interface between two moving fluids (a form of shear flow) were
produced, and have since been referred to as “striking” [39] and “dramatic” [27]. An example
of one of these images is provided in Fig. 2.1, which involves the mixing layer between helium
and nitrogen. The significance of the images produced in Brown and Roshko [58] should not be
underestimated. Settles [45] notes that the work and images thereof were of significant impact to
the scientific community, and spawned a new approach to understanding turbulent flows through
the context of underlying, large-scale structures.
The scope of modern studies involving coherent structures is quite broad, and as noted in
Jiménez [59], the rise of computational power has led many advancements in turbulence modeling,
within which fall efforts involving coherent structures. Computational power does not strictly refer
to simulations, though the scope and utility of simulations of turbulent flows have greatly benefited
from these advancements. These advances similarly impact experimental data, especially as it
relates to the analysis of large datasets that require many millions of computations to evaluate [7].
1

At the time of writing this dissertation, the physical text is out of print, but can be obtained digitally for free at the
following URL: https://sites.google.com/site/parabolicpress/home
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Figure 2.1. Kelvin-Helmholtz waves forming at the interface between helium (upper) and nitrogen (lower).
Image taken from Brown and Roshko [58].
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2.1.4

Coherent Structures in Turbulent Jets

Large-scale, coherent structures known as wavepackets have long been observed in high Reynolds
number turbulent jets [2, 53, 55, 60–62].

Wavepackets are hydrodynamic waves—and are

sometimes referred to as instability waves—with amplitude growth, saturation, and decay cycles
which are functions of spatial location. The spatial extent of these waves is much larger than
the local turbulent length scales, which acts to make these features large-scale and coherent. The
fluctuation energy of wavepackets is actually less than the energy of other components of turbulent
kinetic energy, but the spatiotemporal coherence of wavepackets serves to make them the most
acoustically efficient sources in the flowfield [2, 60]. This is especially true for high subsonic and
supersonic jets [2].
In a general sense, the propagating wavepackets resemble the Kelvin-Helmholtz instability
from transitional shear layers, from which the nomenclature of Kelvin-Helmholtz wavepacket
originated [61, 63]. Alternative names include Kelvin-Helmholtz type [14] and Kelvin-Helmholtz
mechanism [64], when referring to the origin of these structures. Other mechanisms behind
the formation of wavepackets in turbulent jets are known. The Kelvin-Helmholtz mechanism
dominates the upstream region of jets, whereas the Orr mechanism has been found to be significant
further downstream [14, 64]. Wavepackets associated with the Kelvin-Helmholtz mechanism
have received much more attention than alternatives, and are generally the most relevant type
of wavepacket when discussing jet noise [65].

2.2

Modal Analysis

The complexity of turbulent fluid dynamics motivates many studies to search for meaningful
routes to simplify and describe the myriad processes involved. A particularly large and rapidly
growing field dedicated towards this purpose and fueled by similarly rapid advancements in
computational and experimental hardware is known as modal analysis, or modal decomposition
[7, 48, 49, 66–68]. While elements of the field go as far back as the 1960s—Lumley’s [50] proper
orthogonal decomposition (POD) being the flagship example—significant interest in this field has
only emerged in the recent two decades due to the vast amount of experimental and computational
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data that can be collected from studies, in opposition to the more limited, average-based results
from earlier investigations.
This growth is alongside similar advancements of the field of data science, within which the
question of how to handle big data is a pressing matter [48, 49]. Modal analysis schemes could
also be grouped under data science, and many of them would also fall under the domain of datadriven modeling, where no governing equations—for example, the Navier Stokes equations—
are implemented to guide the analysis [7, 49, 66]. There is much to be gained from the use of
these techniques [8, 68], and future uses and expansions on previously existing methods appears
promising towards yielding ever greater insight into fluid dynamics.

2.2.1

Overview

The ability to accurately describe the characteristics and dynamics of a given flowfield are
essential towards improving understanding in fluid processes, and can be indispensably useful
for engineering applications [69]. However, efforts towards this in turbulent flows are often
obscured by the broad complexity of these flowfields. Through the intense study of coherent
structures in turbulent flows, it was recognized that many fluid processes share structures, or other
distinct physical features, despite vast differences in otherwise defining parameters (e.g., Reynolds
number) [7]. For example, Kármán vortex streets, which are associated with flow around a blunt
body, can be seen in both low Reynolds number cylinder wakes and in high Reynolds number
atmospheric flow over islands [8]. An example image (from NASA) demonstrating multiple vortex
streets being generated in atmospheric flow over islands is provided in Fig. 2.2.
Despite the vast difference in parameters associated with both of these flows, a common,
coherent structure is easily identifiable, from which it may be possible to develop a low-order—or
reduced complexity—model of either flow based around a Kármán vortex. Similar observations of
other common, coherent features in other regimes of fluid mechanics have spurred the idea that it
may be possible to analyze complex flows in this context, and reduce these flows into modes which
correspond to these observable structures [7, 8].
This idea forms the framework for modal analysis, which may also be referred to as modal
decomposition. The overarching goal of techniques associated with modal analysis is to take a
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Figure 2.2. Von Kármán vortex streets forming in atmospheric flow over the Canary Islands. NASA image
by Jeff Schmaltz.
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complex fluid flow, and decompose it along modes which have some relation to the original dataset
[7, 8, 70]—for example, modes extracted from the ubiquitous proper orthogonal decomposition
are assigned eigenvalues, where larger magnitudes correspond to greater energy, and thus higher
significance. Referring back to the example of flow over a cylinder and atmospheric flow over an
island, the Kármán vortex street would be composed of one or more modes, and the magnitudes of
the associated eigenvalues would likely be high.
In his 2017 review paper, Taira [7] notes that the backbone for many modal decomposition
techniques can be found in linear algebra concepts, and Kutz [48] remarks in his text Data-driven
Modeling and Scientific Computation that linear algebra “plays a central role in almost every
application of mathematics in the physical, engineering, and biological sciences.” This statement
is no exaggeration, as linear algebra is nearly inseparable from modern approaches to dynamical
systems, data science, machine learning, and many other disciplines. Given the dominance of
linear algebra in this context, it is prudent to provide an overview as it relates to modal analysis.

2.2.2

Mathematical Background

This section is intended to provide a mathematical background for a reader familiar with
linear algebra, but otherwise unfamiliar with modal analysis, to understand and grasp the
underlying concepts and utility. More extensive reviews of linear algebra can be found in Golub
and Van Loan’s [71] text Matrix Computations, Kutz’s [48] text Data-Driven Modeling and
Scientific Computation, Brunton and Kutz’s text [49] Data-Driven Science and Engineering, and
Anton’s [72] text Elementary Linear Algebra, among many other similar sources.
First, it is helpful to begin with some general definitions which will provide context for what
follows. Let A be an arbitrary, two-dimensional, real matrix, as defined in Eq. 2.1:


 a11 . . . a1n 


 .. . .
.. 
A =  .
. .  ∈ Rm×n




am1 . . . amn

(2.1)

Here, R represents the set of all real numbers, m and n are contained with the set of natural
numbers N (i.e., 1, 2, 3, . . .), and A ∈ Rm×n defines the vector space for all possible real matrices.
Matrices with potentially complex entries are defined under Cm×n . For cases where m and n are
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equal, a matrix is said to be square; otherwise, a matrix is rectangular. It is worth mentioning that,
in the case where a square matrix is also invertible, then several additional, equivalent statements
can be made. In Anton [72], this is referred to the equivalency theorem, and it can be used to speed
up computations since certain conditions (e.g., no zero-valued eigenvalues) are guaranteed.
The vector space Rm×1 is denoted by Rm , and represents the vector space of column vectors. For
example, R2 would define the vector space for all two-dimensional vectors, which in this case is a
two-dimensional plane. In Cartesian coordinates, vectors within this plane are generally written as
components of i and j, where these are orthogonal unit vectors. A given vector space may contain
any number of vectors, which can be grouped into an arbitrary set {a1 , . . . , an }, and so, for example,
the two-dimensional plane defined by R2 could be filled with an arbitrary number of vectors.
An extremely important definition for a set of vectors is that of linear independence. A set of
vectors is linearly independent if Eq. 2.2 holds:
n
X

α j a j = 0 ⇐⇒ α j = 0 ∀ j ∈ n

(2.2)

j=1

Here, α j form a set of arbitrary scalars. This equation states that a set of vectors is linearly
independent if and only if the summation of a set of vectors is zero only for the case where each
vector is multiplied by zero. That is, there is no way to sum the set of vectors and have zero be
the result without invoking the trivial solution of multiplying by zero. Vectors that are not linearly
independent are known as linearly dependent. In the two-dimensional plane (and assuming all
vectors are drawn from the origin or otherwise common datum), two or more colinear vectors
are linearly dependent, whereas vectors which do not lie upon the same line are independent. A
linearly independent set thus contains no redundant information and is optimal [71, 72]. This idea
is carried forward into modal analysis, as an optimal representation of a given phenomenon is ideal
for large datasets.
Another important concept for vector spaces and subspaces is that of spanning. The span of
a set of vectors in a given vector space is the set which contains all possible linear combinations
of the vectors. A set satisfying this is said to be a spanning set. For example, in R2 the set of
vectors {1i, 1j} is a spanning set, because any vector in R2 can be written as a combination of those
two unit vectors. Technically, the same set is simultaneously linearly independent, but there is
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no guarantee a given spanning set must be linearly independent. Similarly, an independent set is
not necessarily spanning. For example, a set defined as {1i, 1j, 1z} ∈ R2 , where z = 0.5i + 0.5j
is certainly not linearly independent. However, from this set any vector in R2 could be created,
and hence it is a spanning set. A spanning set thus enables one to recreate any vector as a linear
combination of the vectors in the spanning set [71, 72]. This idea is also carried forward into modal
analysis, as creating a spanning set of modes with which to recreate the original dataset has many
applications [7].
A set of vectors which is both linearly independent and a spanning set thus guarantees that any
vector in the given space can be recreated, and that the construction is optimal. A set with both
of these properties is said to be a linearly independent, spanning set, or a basis. In general, many
bases are possible for a given matrix, but all will be of the same dimension [72]. A basis is often
chosen based on preferential properties for the problem at hand. The value of any given basis is
that one can be used to completely describe the space for which it both spans and is independent
within—alternatively, any information within a given space can be decomposed into a given basis,
which may yield deeper insight into the system being interrogated.
Another useful property for vectors is known as orthogonality. A set of column vectors
{x1 , . . . , xn } is defined as orthogonal if Eq. 2.3 holds:
xTi x j = 0 for i , j ∀ i, j ∈ n

(2.3)

This equation represents the familiar dot product between two arbitrary vectors. This operation
is also known as the inner product for vectors, and vector spaces which have an inner product
operation defined (not all do) are known as Hilbert spaces. Hilbert spaces are complete metric
spaces with sufficient framework to allow calculus to be performed on functions [49] (details
on the mathematical framework established in Hilbert spaces can be found, for example, in
Garabedian [73], and Bronshtein and Semendyayev [74]). For two arbitrary, real (i.e., not complex)
functions, f and g, orthogonality is defined as in Eq. 2.4
1
⟨ f, g⟩ =
L

Z

L

f (x)g(x)dx = 0

−L

18

(2.4)

As an example, consider the use of the orthogonal functions, sine and cosine, when computing
a Fourier series representation of a periodic function, f [75]. The property of orthogonality, on first
glance, appears to be just a property chosen to simplify the computation of the series. However,
the use of the functions sine and cosine was actually a selection of an orthogonal basis [74, 76],
which was clearly preferential for the computation at hand. Thus, a given periodic function can be
represented as infinitely many sine and cosine functions precisely because these functions form a
basis for the space in which the function exists.
In 1931, Koopman [77] remarked that many disciplines of mathematical physics can be
subsumed under the theory of Hilbert spaces. That is to say, many applications of math—for
example, differential equations, Fourier series, quantum mechanics, etc.—take place within the
constructs of Hilbert spaces. Orthogonality is a key component of Hilbert spaces, as it is guaranteed
to be defined (along with length, also known as the norm) in such a space. Orthogonal functions
may then be found and used in calculations, as with Fourier series [74].
In the special case that a set of orthogonal vectors are also unit vectors, the label of orthonormal
is given to the set. A succinct definition for an orthonormal set of vectors is given by Eq. 2.5:






0 for i , j
T
xi x j = δi, j = 




1 for i = j

∀ i, j ∈ n

(2.5)

Here, δi, j is the Kronecker delta. A similar definition exists for functions, as given by Eq. 2.6:
1
⟨ f, g⟩ =
L

Z

L

f (x)g(x)dx = δi, j

(2.6)

−L

It can be considerably more convenient to choose to work with an orthonormal basis, rather than
any other available bases, as the orthogonal property guarantees that basis vectors can be written in
terms of a single component, and the normal property simplifies many ensuing computations. An
important example of the use of an orthonormal basis can be found in Sturm-Liouville theory [76].
Sturm-Liouville problems involve all second-order linear ordinary differential equations, and some
partial differential equations such as the heat equation or wave equation. Here, solutions can be
found from components known as eigenvalues (denoted as λ), and corresponding functions known
as eigenfunctions. These eigenfunctions, denoted as ϕn (x), form a complete set, or are within a
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Hilbert space. Furthermore, eigenfunctions belonging to different eigenvalues are orthonormal
when normalized by a weight function, σ(x). Thus,
Z

b

ϕm (x)ϕn (x)σ(x)dx = δm,n

(2.7)

a

Similar to a Fourier series representation of any continuous, periodic function, the solution to
Sturm-Liouville problems can be constructed from a basis of orthogonal or orthonormal functions
and their corresponding scalar coefficients. Here, the eigenfunctions form the basis for the solution,
and the behavior of the solution can be characterized based off the form of the eigenfunctions (e.g.,
solutions written in terms of trigonometric functions will behave differently than those composed
of hyperbolic functions) [76].
Returning to matrices, it is useful to define two subspaces in Rm×n . The first, known as the
range, is defined by Eq. 2.8:
R(A) = {y ∈ Rm | y = Ax for some x ∈ Rn }

(2.8)

The range of a matrix is also known as the column space, and it is a spanning set of all linear
combinations of the column vectors for a matrix. A property known as rank can be computed from
the range of a matrix by:
rank(A) = dim[R(A)]

(2.9)

The dimension of the range, or column space, is the number of linearly independent column
vectors in A. Matrix rank is an exceedingly useful characteristic that tells much about a given
matrix—for example, a matrix with low rank relative to its dimension is said to be rank deficient,
and rank deficiency can have serious implications on modeling efforts for dynamical systems.
Related is the concept of low-rank approximation, which Brunton and Kutz [49] note is a key
aspect of reduced order modeling. The general overview essentially asks if it possible to take a
complex, very-high rank problem, and significantly reduce it to a much smaller, low rank estimate
while retaining enough information to still make sense of the original problem. Obviously, rank
deficiency in the original problem has the potential to stymie this effort.
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The second useful subspace to define is known as the nullspace or kernel, which is defined by
Eq. 2.10:
N(A) = {x ∈ Rn | Ax = 0}

(2.10)

The nullspace is useful insofar as it provides the entire solution space for the homogeneous, or
unforced, response of the system defined by Ax. Additionally, as Kutz [48] notes, both the range
and nullspace are used in a common algorithm employed to compute what is known as a singular
value decomposition. This algorithm, for example, is used by MATLAB when the svd command
is invoked.
Eigenvalues, Eigenvectors, and Decompositions
One of the more important concepts in linear algebra and many other applied mathematical
disciplines is that of the eigenvalue, denoted by λ, and the eigenvector, denoted by v. For a given
matrix, A, eigenvalues and eigenvectors satisfy the following:
Av = λv

(2.11)

The direct translation into English from German of eigen is “own,” but it is also generally
taken to mean “characteristic” [72]. This translation hints at the usefulness of eigenvalues and
eigenvectors, in that many problems can be directly characterized and appropriately solved through
astute observation of these properties. For example, eigenvalues are heavily used in differential
equations, and can be used to assemble the characteristic polynomial which describes the unforced,
or homogeneous behavior of the system defined by the matrix, A [72, 74, 76].
In a general sense, the eigenvalues and associated eigenvectors of a matrix characterize
directions in which vectors grow or shrink, as noted by Taira [7]. Conceptually, Eq. 2.11 is a
relationship stating that if some operator, represented by A is applied to to an eigenvector, the
operation can actually be equivalently resolved by scalar multiplication by an eigenvalue, which is
typically much easier to compute.
A theorem of linear algebra [71, 78] guarantees that eigenvectors for distinct eigenvalues are
both linearly independent and spanning, and hence they immediately form a basis. Subsequently,
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any initial conditions and solutions for the behavior of a linear system defined by A can be written
as a linear combination of the eigenvectors [78]. It is worth emphasizing once more that this idea
is very useful for a wide range of applications, modal analysis included.
Eigenvalues are typically introduced in a linear algebra environment, where they are found by
solving the characteristic equation det(A − λI) = 0, where A is a square, invertible matrix. For any
invertible, square matrix, A ∈ Cn×n (in this definition, A may contain complex-valued entries), it
is guaranteed that there will be no zero-valued eigenvalues, and that there will be n total, linearly
independent eigenvectors, v j ( j = 1, . . . , n). Correspondingly, Eq. 2.11 can be recast as Eq. 2.12:
AV = VΛ

(2.12)

Here, V is the set of eigenvectors such that V = [v j , . . . , vn ] ∈ Cn×n , and Λ is a diagonal matrix
of corresponding eigenvalues such that Λ = diag(λ1 , . . . , λn ) ∈ Cn×n [7]. Since V is a square
matrix with n linearly independent column vectors, it follows that the inverse, V −1 exists. This is
important, as right-multiplying (or post-multiplying) both sides of Eq. 2.12 yields Eq. 2.13:
A = VΛV −1

(2.13)

This equation is known as the eigenvalue decomposition, and it is only valid for the situation
where A is a nonsingular, full-rank, square matrix. It is from this equation that the idea of taking
det(A − λI) = 0 emerges [72], and in general this is a robust method for finding eigenvalues
when A satisfies certain conditions. In the event that A is a symmetric matrix (A = AT ) then,
the algorithms required to determine the eigenvectors and eigenvalues are greatly simplified, and
the eigenvalues are guaranteed to be real. Additionally, the eigenvectors are guaranteed to be
orthogonal in this case, the utility of which has previously been demonstrated. A discussion of
the algorithms available for symmetric matrices can be found in Golub and Van Loan [71] and
Anton [72].
Should A by asymmetric, then the ensuing eigenvalue decomposition in general is much more
computationally expensive. One of the most well-known algorithms is known as the QR algorithm,
which is an expensive iterative scheme involving repeated QR decompositions. Hessenberg and
Schur decompositions can be applied to this scheme to reduce some computational expense, but in
22

general it should be noted that these schemes are still much more expensive than the simplifications
provided by symmetric matrices [71, 72]. This is especially important for “big data” scenarios;
consider, for example, a high-resolution (in both space and time) dataset on a given fluid flow. An
ensuing A data matrix that represents this may have hundreds to thousands to millions of entries,
and in such a scenario it may become important to consider the computational expenses of certain
approaches.
The Singular Value Decomposition
It should be emphasized again that the previous decompositions were only possible for A being
an invertible, square matrix. In reality, it may not always be possible to obtain such a matrix, and
accordingly the previous decompositions may be not apply. Fortunately, there exists a technique
known as the singular value decomposition, or SVD, which generalizes the procedures for a square
matrix onto any rectangular matrix. The importance of the SVD cannot be understated; Brunton
and Kutz [49], Kutz [48], Kutz et al. [66], Anton [72], Golub and Van Loan [71], and Taira [7],
among many others, all refer to the SVD as one of the most important factorizations for matrices
that exists.
The SVD takes advantage of several useful factors involving a matrix pre-multiplied by its
transpose (AT A). These are listed as follows:
• Null space equivalency: N(A) = N(AT A)
• Row space equivalency: Row(A) = Row(AT A)
• Range (column space) equivalency: R(A) = R(AT A)
• Rank equivalency: Rank(A) = Rank(AT A)
Additionally, AT A is also symmetric, and hence orthogonally diagonalizable. Accordingly,
positive eigenvalues are guaranteed. If λn are defined as the eigenvalues of AT A, then the singular
values of A can be defined as:
σn =

p
λn ∀ n ∈ Rn
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(2.14)

That is, the singular values (σn ) of A are equal to the square root of the eigenvalues of the matrix
product AT A, for every possible eigenvalue. As a result of this, the singular value decomposition
can be defined as Eq. 2.15:
A = UΣV ∗

(2.15)

Here, Σ ∈ Rm×n is a diagonal matrix such that Σ = diag(σ1 , . . . , σn ). The matrices U ∈ Cm×m
and V ∈ Cn×n are unitary matrices (i.e., U ∗ U = UU ∗ = I). An asterisk superscript, as in V ∗ ,
denotes the conjugate transpose of a matrix, which is also known as the Hermitian or adjoint
of a matrix [49, 71, 72]. As noted in Kutz [48], every matrix A ∈ Cm×n has a singular value
decomposition, and the singular values are uniquely determined. Additionally, the singular values
are always non-negative, and the number of non-zero singular values is equal to the rank of A. By
convention, the diagonal of Σ is sorted in descending order; that is, the first singular value should
always be the one of largest magnitude.
As an SVD is guaranteed to exist for any matrix, it is accordingly an extremely attractive and
widely used technique in numerous disciplines. The SVD can be used inexpensively to calculate
the Moore-Penrose inverse, or psuedo-inverse, of a matrix, which may otherwise be expensive. The
SVD also provides representations of the rank and nullspace of a matrix in the U and V matrices,
respectively [48]. The SVD is also useful for total least square minimization problems, and for
solving homogeneous linear systems [49, 71].
The construction of the SVD also permits the interpretation of the singular values of A as
measuring the “energy” of the matrix. This concept depends upon the existence of what are known
as matrix norms. In vector spaces, norms can be thought of as a means of measuring distance, and
the existence of norms is one part of what defines a Hilbert space (a space that satisfies only the
definition of a norm but not orthogonality is referred to as a Banach space). Generally speaking, a
matrix with a larger norm, or larger distance, can be thought of as having greater “energy.” This
concept is carried forward to spaces containing matrices, where the interpretation is similar [48,
49, 71, 72].
Two highly important norms are known as the 2-norm and Frobenius norm [71]. The 2-norm
is based on the greatest singular value in A, and is represented as demonstrated in Eq. 2.16:
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||A||2 = sup
x,0

||Ax||2
= σ1
||x||2

(2.16)

In general, a norm on A is represented by ||A|| x , where x is the norm classification. Here, ||Ax||2 is
actually a vector norm (Ax = b), and ||x||2 is the vector 2-norm. The term sup stands for supremum,
which is subtly different from maximum. An easily defined maximum may not exist for a closed
set, but a supremum—which is the smallest upper bound to a set—will always exist for a closed
set [79]. The supremum is generally more convenient to work with, especially in the case of infinite
dimensional spaces where a maximum may be defined through a limit.
The use of singular values simplifies the calculation of the 2-norm, which may otherwise be
difficult [71]. Recall that the singular values of A are assumed to be in descending order; hence,
the first singular value, σ1 is the largest such value, and in this case represents the single greatest
“energetic” component of the matrix. The Frobenius norm is given by Eq. 2.17:
v
t
||A||F =

m X
n
X

v
t
|ai j =
|2

p

trace(A∗ A)

i=1 j=1

=

r
X

σi 2

(2.17)

i=1

Without defining singular values, the Frobenius norm on a matrix is taken by the square root
of the sum of all elements squared within the matrix. It can be shown that this is equivalent to the
square root of the trace (sum of the main diagonal) of the matrix product A∗ A. This product can
then be shown to be equivalent to the square root of the sum of all of the squared singular values
of a matrix. So, in other words, the sum of all singular values is equivalent to the contributions of
all elements that comprise a matrix. In terms of matrix “energy,” the singular values then represent
the “energy” within a matrix [48, 49, 71]. This is an extremely useful result.
Perhaps the most well-known, and most important, utility of the SVD involves the concept of
low-dimensional reductions, or low-rank approximation of a high-rank problem. Kutz [48] notes
that the driving idea behind this is the following theorem: any matrix A ∈ Cm×n , with Rank(A) = r,
can be represented as a sum of r rank-one matrices. Equation 2.18 provides this result.
A=

r
X

σi ui v∗i

i=1
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(2.18)

The formulation used in Eq. 2.18 should seem familiar, as it shares similarity to the concepts
behind Fourier series and solutions to Sturm-Liouville problems. That is, ui and v∗i form an
orthogonal basis by construction from the SVD, and σi is a set of scalar weights that, from the
relationship determined in Eq. 2.17, represents all of the elements contained in A. With Fourier
series, Sturm-Liouville problems, and other similar problems where solutions are represented by
an infinite linear combination of components, the following question emerges: Is there a point
where additional terms in the summation have diminishing returns on the overall sum such that a
good approximation can be achieved by a finite sum? A similar question can be asked of matrices
defined by sums of singular values: How many singular values are required to obtain a “good”
approximation of A? Mathematically, this is represented by the partial sum:
AN =

N
X

σi ui v∗j for N ≤ r

(2.19)

i=1

Here, N represents the number of singular values used in the reconstruction of A by AN , where
N ∈ [1, . . . , Rank(A)]. Kutz [48] provides two additional relationships, which form a critically
useful theorem regarding partial sums of singular values. The first is defined under the 2-norm, as
shown in Eq. 2.20:
||A − AN ||2 = σN+1

(2.20)

The second is given in Eq. 2.21, which is defined under the Frobenius norm. Recall that a norm is
essentially a choice of how distance is measured for a given space.
q
||A − AN ||F = σ2N+1 + σ2N+2 + . . . + σ2r

(2.21)

In both of these equations, a least-squares estimate of the distance between A and AN is
provided. Thus, a formal definition for the distance, or difference, between A and a lower-order
reconstruction can be formally defined, which is extremely useful for quantifying “how close”
low-order, linear models based off of the SVD are to the original dataset.
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The Economy SVD
It is worth briefly mentioning the concept of the economy, or reduced SVD. The matrix of singular
values, Σ, is an m × n matrix. For the cases where m , n, it follows that the leading diagonal
containing the singular values is limited by the minimum dimension; that is, for such a matrix,
the main diagonal does not evenly divide a matrix into upper and lower triangular halves. As
the remainder of Σ contains only zeros, it follows that the computation of UΣV ∗ for these zerovalued entries may be unnecessary. The reduced, or economy SVD then constructs the U matrix to
be rectangular (i.e., U ∈ Cm×n ) rather than a square matrix as previously defined. Similarly, the V
matrix is constructed to be rectangular. Additionally, the Σ matrix is constructed to be square, rather
than rectangular. The result of this is a potentially far faster execution time, depending on the size
of A in A = UΣV ∗ . Further, the economy SVD is well-known to produce results equivalent to the
full SVD, making it a very attractive option when working with rectangular matrices [48, 49, 66].

2.2.3

Proper Orthogonal Decomposition

The mathematical background in the previous sections was mostly formulated from a finite,
linear algebra perspective. Weiss [80] notes that this perspective more accurately reflects what is
encountered with real-world data, and this perspective—which contains the SVD—naturally leads
towards the statistical concept of principal component analysis (PCA). PCA, as noted by Taira [7]
and Kutz [48], is also known as Hotelling analysis, empirical eigenfunction decomposition,
Karhunen-Loéve decomposition, and proper orthogonal decomposition, among other names.
The original derivation of POD by Lumley in 1967 [50] was based on infinite-dimensional
spaces of continuous functions of space and time [80]. While this may be a different perspective,
the driving idea behind the process is the same for both approaches: POD is a technique for
extracting an optimal basis for a modal decomposition involving an ensemble of signals [81].
In the following section, the POD will be approached primarily from the perspective of “realworld,” finite data. A general algorithm for the SVD approach will be provided. Following
that, Lumley’s original formulation (under the context of finite data) will be discussed, and an
algorithm to implement this form will also be provided. Sirovich’s [23] method of snapshots,
which is simplification of the POD process for large datasets, will also be discussed.
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As both Chatterjee [82] and Weiss [80] note, the motivation behind POD is finding an accurate,
low-dimensional approximation of a phenomenon varying in both space and time. Mathematically,
this is represented in Eq. 2.22:
f (x, t) =

∞
X

ai (t)ϕi (x)

(2.22)

i=1

Here, t is a temporal coordinate, and x is a spatial coordinate. It follows that ai (t) is a set
of scalar coefficients that vary in time, and ϕi (x) is some function that defines spatial behavior.
Both Chatterjee [82] and Weiss [80] note that this representation is not unique—a number of
orthogonal functions can be substituted as ϕi (x), from Fourier series, Legendre polynomials,
Chebyshev polynomials, etc. Equation 2.22 is a generic form of representing a function from a
linear combination of involving a scalar weight multiplied onto a basis, and it is the choice of basis
function that uniquely defines POD.
Proper Orthogonal Decomposition
Here, the finite dimensional case will be considered, which is noted by Weiss [80] to be more
indicative of real-world data. Experimental and numerical data are collected over a finite time
period, which usually results in a total record length, L. These records are comprised of n discrete
measurements (such that n ∈ [0, . . . , L]) separated by some time-interval, ∆t. Of course, data may
be organized differently, and time may not always be a variable; for the purposes of this work,
however, data that does vary in time will be the primary consideration.
In addition to the consideration of time-dependent data, this work is also almost entirely
focused on the analysis and decomposition of images. In essence, images consist of a matrix
of pixels, each of which function as an individual sensor [83–85]. Techniques like POD may
also be applied to a collection of data from a number of other instruments—an array of pressure
transducers, for example—where the interpretation of the results may loosely be the same.
In order to clearly illustrate the concepts and procedures, an open-source CFD dataset provided
by Brunton2 on a low Reynolds number (Re = 100) cylinder wake will be used. The data were
generated using the Immersed Boundary Projection Method3 (IBPM) from Taira and Colonius [86]
2
3

The dataset, which is intended for use in MATLAB, can be downloaded for free at www.siam.org/books/dmd.
This code is publicly available at https://github.com/cwrowley/ibpm.
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and Colonius and Taira [87]. Details for this particular example (Re = 100) can be found in Kutz
et al. [66]. The given parameters—∆t, for example—are provided in non-dimensional forms. This
is not uncommon for simulations, and ultimately the interpretation is the same as with dimensional
parameters. A total of 150 frames, or snapshots are provided, and a nondimensional ∆t of 0.02 is
used between each snapshot. This amounts to five periods of vortex shedding at a Strouhal number,
which is a nondimensional frequency, of 0.16.
Figure 2.3 demonstrates an instantaneous snapshot of the vorticity data from the cylinder,
which clearly demonstrates the standard and expected profile of a von Kármán vortex street. Each
frame, or snapshot, is of size 199-by-449, and accordingly the size of the entire dataset is 199by-449-by-150. Regardless of format chosen to compute POD, the first necessary step involves
subtracting the temporal mean from the original dataset, such that the mean-subtracted dataset
contains only fluctuating quantities. This three-dimensional dataset is then restructured into a twodimensional form, by concatenating the elements of each individual frame into a single column of
length n × m (which, for brevity, will be labelled as k). This is represented in Eq. 2.23:

X = [x′ (t1 ) x′ (t2 )

...


 x′
 11
 ′
 x
x′ (tNt )] =  .21
 ..

 ′
xk1


′ 

. . . x1N
t

′ 
. . . x2Nt 
k×Nt

..  ∈ R
...
. 

′ 
. . . xkNt

(2.23)

Here, x′ (ti ) represents the column vector for the ith fluctuating snapshot, Nt is the total number
of snapshots, or instances in time in the dataset, k = m × n, and x′ denotes the individual fluctuating
component of an individual arbitrary variable, x. This is the construction given in Taira et al. [7];
others, such as Weiss [80] and Kutz [48] effectively create the transpose of this construction, by
concatenating snapshots into row vectors. In the construction shown in Eq. 2.23, each row of X
represents the entire time history for a given measurement location. In the case of image-based
datasets, a single measurement location would correspond to a single pixel. Weiss [80] and Taira
et al. [7] both note that there are three main approaches to the POD of finite-dimensional data: the
classical method, the method of snapshots, and the SVD approach.
The first to be discussed is the SVD approach, as from an algorithmic perspective this is the
simplest to implement. The SVD, as previously noted, can be applied to any rectangular matrix;
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Figure 2.3. Vorticity field for the wake behind a cylinder at Re = 100.
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hence, the matrix X from Eq. 2.23 needs no further modification in order for POD to be applied.
Adopting the notation used in Taira et al. [7] yields Eq. 2.24:

X = UΣV ∗ = ΦΣΨ∗

(2.24)

Here, Φ ∈ Rk×k and Ψ ∈ RNt ×Nt are orthonormal matrices containing the left and right singular
vectors of X, respectively. Recall that k = n × m, which were the row and column dimensions
of each snapshot in the interrogated dataset. The singular values of X are contained in Σ ∈ Rk×Nt
along the main diagonal, and are—as previously noted—the square roots of the actual eigenvalues
of XX ∗ . The left singular values of X in Φ also comprise the spatial POD modes of X, and can
be reshaped into m × n sized images, or modes. An algorithm intended for MATLAB which
demonstrates the application of the SVD is provided.
1

%Let X be some three - dimensional , image - based dataset of dimension [r,c,d]

2

%r (rows), c ( columns ), d ( depth ).

3

[r, c, d] = size(X);

4

%Mean Subtraction :

5

X = X-mean(X ,3);

6

% Reshaping X into the appropriate format :

7

X = reshape (X,r*c,d) % Concatenates each frame into a single column vector .

8

%SVD APPROACH ( Economy )

9

[Phi , S, Psi] = svd(X./ sqrt(d -1) ,’econ ’);

10

% Collection of eigenvalues :

11

eigvals = diag(S).^2;

12

% Restructuring modes : ( since econ SVD , dim(Phi) = [r,c,d])

13

Phi = reshape (Phi ,r,c,d);

It is worth noting that there are subtle changes implemented in this algorithm that were not
mentioned in the preceeding paragraph. Namely, the X matrix has been divided by the constant
sqrt(Nt − 1), and the economy SVD has been called, rather than the unmodified SVD. The division
by the constant, while not necessary for POD, scales the results of the SVD approach to exactly
match the results obtained from the classical and snapshot POD methods [80]. The economy SVD
was chosen to reduce the dimensionality (and computational expense) of the problem, which has
the effect of reducing Φ from a very large k × k matrix to a smaller k × Nt matrix. As previously
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noted, the results between an economy and traditional SVD are equivalent. It should be apparent
that even with these modifications, the SVD route is generally simple to implement.
For finite-dimensional data, there are Nt singular values and Nt computed modes. Accordingly,
each mode has a corresponding singular value, which weights the significance of each mode
relative to all others. It is important to note that the singular values along the diagonal in Σ must
be sorted in descending order—in MATLAB, this is automatic when employing the svd function.
The singular values can easily be converted into eigenvalues, and these can be plotted as either
individual or cumulative curves. Figure 2.4 depicts both curves: the blue curve denotes the trend
of individual eigenvalues as a function of mode number; the red curve was constructed from a
cumulative summation of the eigenvalues as a function of mode number. As a total of 150 frames
were supplied for the cylinder dataset, there are accordingly only 150 available POD modes.
Figure 2.4 is somewhat representative of an idealized system concerning POD. The first two
modes have eigenvalues which, when summed, constitute over 80% of the overall fluctuating
“energy” in the system, and individual mode energy rapidly descends towards zero after only very
few modes. From that result, it is likely that the system is strongly governed by some large-scale,
persistent structure within which a significant amount of “energy” is contained. Of course, for this
example it is already known that a von Kármán vortex street is the singular dominating coherent
structure in the flowfield, and this result is thus expected.
Figure 2.5 depicts the first two POD modes—denoted as ϕi —constructed from the reshaped
Φ matrix. Here, both ϕ1 and ϕ2 have been normalized independently by their respective maxima,
such that each mode has magnitudes which span [-1, 1]. The chosen color scheme is arbitrary in
the sense that any two-color scheme with a third color delineating a zero-point is sufficient. As
noted by Weiss [80], colored regions at or near ±1 represent regions of correlation corresponding
to the units of original dataset. In this case, the POD modes were constructed from the fluctuating
vorticity (since the mean was removed from the dataset), and hence the constructed POD modes
represent correlations in vorticity. That modes are related to correlations is potentially missed if
the SVD approach is blindly applied. However, it is sufficient to note that the singular values from
Σ are directly related to the eigenvalues of XX ∗ , which itself is related to the computation of an
autocorrelation matrix from X [49]. This will be made more apparent within the discussion of an
alternative method for computing the POD.
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Figure 2.4. Distributions of (blue) individual and (red) cumulative eigenvalue magnitudes per POD mode
for the example of flow past a cylinder at Re = 100.

Figure 2.5. First two POD modes from flow over a cylinder at Re = 100.
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Regarding the interpretation of the modes, Weiss [80] offers the caution that POD modes in
general may not necessarily represent a given coherent structure. In an analysis of POD mode
interpretation on both synthetically generated images and in-cylinder engine flows (in-cylinder
flow is a specific type of flowfield), Chen et al. [88] noted that flow patterns observed in a mode
may not always correspond to physical flow structures. Further, the velocity distributions from the
synthetic images demonstrated that modes do not separate individual structures, and that a given
structure is only apparent in a single mode if it possesses very high energy in a single instance
of time, or if the structure is consistent across many instances in time. In simpler terms, a single
real structure—that is, actually physically present in the flowfield—may be captured across many
modes if it is either dynamically evolving in time, or does not completely dominate the surrounding
space. Leask and McDonell [89] note that, in general, the interpretation of some POD modes can
be very simple, and in other cases intractable. Dawson et al. [90] further note that distinguishing
between valid modes and modes corrupted or entirely generated by noise is another significant
obstacle. Towne et al. [25] echo these statements by mathematically demonstrating that spaceonly POD modes are impervious to temporal correlation, and that a given mode at one time is not
necessarily the same part of the flow that is described by the same mode at a later time. Further,
there is also no inverse guarantee—that is, there is no guarantee that two different modes must
describe different parts of the flow at different times.
This is not to state that POD modes offer no insight into a given flowfield, or that interpreting
POD modes is purely a qualitative artform. As noted by Edgington-Mitchell [11], Berkooz et
al. [81], Sirovich [23], Chen et al. [91], and Schmid [69] (among many others) the POD has
remained one of the most popular decomposition methods applied in fluid dynamics, with a
primary purpose being the illumination of otherwise obscured coherent structures in a turbulent
flow. As an example of a successful application, Berry et al. [92] applied the POD to 100 kHz
schlieren images of a jet flow from a three-stream nozzle design with an included aft deck. In that
study, they used the POD to examine acoustic radiation and coherent structures associated with this
nozzle geometry. Edgington-Mitchell [12, 93–95] has repeatedly used the POD on PIV images of
screeching and impinging jets to discern structures associated with strong aeroacoustic resonance.
In a similar vein, Price et al. [96] used the POD on both schlieren and pulse-burst PIV images to
identify Kelvin-Helmholtz wavepackets and shock-cell instability.
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To that end, it is worth emphasizing that mode shapes generated from POD can be illuminating
and useful, provided judicious caution is applied when interpreting these modes. Understanding
what these structures delineate hinges upon an understanding of the technique itself, and one
critical element that has yet to be discussed lies in the temporal, or time-based aspect of the POD.
In the form outlined in the previous scheme, no requirement of sufficient acquisition rate was
mentioned. As noted by Schmidt and Colonius [97], this formulation of POD loses any notion
of temporal correlation within the computed structures, and thus structures are related only on a
spatial basis. In other words—barring the computation of the so-called temporal coefficients, which
will be discussed later and also do not guarantee temporal order [25]—there is no dependence
on the temporal sorting of the dataset when applying this formulation of the POD. This is easily
demonstrated by comparing the POD of a temporally sorted dataset, and the same dataset with each
snapshot or frame randomized in time. The same modes and the same eigenvalues are computed
in either case.
That this is so is actually intentional, and this formulation of POD is often referred to as spaceonly or space-POD [7, 14, 25, 96, 97]. This formulation was popularized by the inability of
experimental hardware in the decades spanning the 1980s to the early 2000s to produce timeresolved datasets, and hence the original formulation of POD outlined by Lumley [50] was too
restrictive regarding the temporal domain as it required time-resolved data. The end result is the
somewhat odd notion that space-only POD modes are correlated structures in space only, and do
not necessarily represent a chronological structure. This can be particularly apparent with very
complex flowfields.
Returning to Fig. 2.5, it is worth noting that many of the aforementioned issues do not
completely apply here. The leading two modes are significantly stronger than any other mode
in the flow, and as Weiss [80] notes, this is a far simpler flow than would ordinarily be observed in
practice as the flowfield is nearly entirely described by the first two modes. The principle structure
in both of these modes is an alternating color chain growing in width as the distance from the
cylinder increases, which is connected to the growth of the von Kármán vortex street along the
same direction. The periodic structure to the alternating colors suggests the presence of a wavelike structure in the flow, which is also obviously tied to vortex shedding. In general, a similar
empirical process is employed for interpreting POD modes, and it is worth emphasizing again
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this can be challenging for far more complex flows in which structures are heavily obscured by
incoherent turbulence.
The near equivalence in the eigenvalues of the first two modes is also of significance. Taira
et al. [7] notes that real-valued POD modes cannot capture a traveling structure within a single
mode, and these are instead represented by stationary mode pairs. In the case of the two modes
from Fig. 2.5, these two modes clearly represent the traveling wave created by vortex shedding.
Paired modes are generally recognized by the near equivalence of eigenvalue magnitude. Modepairing can also be empirically evaluated through an analysis of the temporal coefficients of each
mode, through an approach developed by Oberleithner et al. [98]. In that approach, the concept
of temporal coefficients—sometimes also known as time coefficients, as in Weiss [80]—is used to
provide a means of comparing the temporal behaviors of the POD modes. As each mode is being
given a time history, it follows that the original dataset must be chronologically ordered, and not
randomized.
The basis of the approach outlined in Oberleithner et al. [98] was constructed from an
alternative approach to the POD than the SVD. While this approach will be discussed later, here
temporal coefficients will be introduced from the perspective of the SVD. Recalling Eq. 2.22,
a given function was described as a linear combination of a temporal coefficient, ai (t), and an
orthonormal function, ϕi . This equation can easily be rewritten by invoking the commutative
property, which is shown in Eq. 2.25:
f (x, t) =

∞
X

ai (t)ϕi (x) =

∞
X

i=1

ϕi (x)ai (t)

(2.25)

i=1

The necessity behind the rewrite stems from the conversion of Eq. 2.25 into matrix form, where
the commutative property in general does not extend. The right-hand side of Eq. 2.25 assumes the
form given by Eq. 2.26 when converted to matrix form:
X = ΦA

(2.26)

Here, X and Φ are taken directly from X = ΦΣΨ∗ . The matrix A contains the temporal
coefficients at each instant of time for each mode in Φ. Like Φ, Σ, and Ψ, the dimensions of
A ultimately depend on the selected type of SVD—for the economy SVD, A ∈ RNt ×Nt , and for the
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default SVD, A ∈ Rk×Nt , which is of the same dimension as X. As with the Σ matrix in the full
form of the SVD, the additional information in the A matrix is functionally useless, and needlessly
adds expense to the computation of the temporal coefficients.
In either form of the SVD, the Φ matrix retains the property of orthogonality. However,
it is important to pay attention to the details of both forms. In the full form of the SVD,
Φ is an orthogonal (or unitary, if there exist complex numbers) matrix, which enforces the
relationship ΦΦ∗ = Φ∗ Φ = I. However, in the case of the rectangular Φ matrix created by
the economy SVD, the relationship is reduced to Φ∗ Φ = I, as the matrix is now defined as an
orthogonal column matrix [71]. Ultimately, in either case, left-multiplying both sides of Eq. 2.26
by Φ∗ yields Eq. 2.27:

Φ∗ X = Φ∗ Φ A
Φ∗ X = A

(2.27)

In other words, the temporal coefficients for any temporally ordered matrix X can be computed
by first performing the economy SVD on X, and then by left multiplying the complex transpose of
Φ on X. These coefficients describe the temporal behavior of every mode computed in the POD,
with the caveat that this description is based upon the sampling rate of X. Temporally-resolved data
is thus ideal, but it is possible to compute and use these coefficients for slower-speed acquisitions
or simulations. In MATLAB, the computation of these coefficients is extremely straightforward,
as evidenced by the following scheme.
1

% Assume X in two - dimensional , mean subtracted form:

2

[Phi , S, Psi] = svd(X./ sqrt(d -1) ,’econ ’);

3

% Temporal Coefficients

4

ai = Phi ’*X; %Done before reshaping Phi into mode shapes

It is worth noting that, as defined, the matrix A is structured such that the time history for the
first mode is along the first row, the time history for the second mode is along the second row,
and so on. This reflects the arrangement chosen for X. The development of A in Weiss [80] is
thus subtly altered, as there the transpose of X is employed, but the underlying motivation remains
the same. At this stage, the evaluation of mode pairing can proceed identical to the procedure
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outlined in Oberleithner et al. [98]. This procedure involves taking the time-varying amplitudes of
the temporal coefficients of two modes and constructing a phase plot, or phase portrait from these
amplitudes. Fig. 2.6 contains the result of the phase plot constructed from the temporal coefficients
of the first two POD modes, a1 and a2 , from the cylinder simulation. Here, the term ⟨rm ⟩ refers to
the mean amplitude of the coefficients [12, 98], and is defined in Eq. 2.28:
q
⟨rm ⟩ = (ai )2 + (a j )2

(2.28)

The utility of using phase portraits is that mode pairing may be examined visually, though it is
worth noting that a negative result does not necessarily imply the lack of mode pairing [96]. The
presence of an identifiable Lissajous figure typically points towards temporal correlation between
the interrogated modes. A sine and cosine wave, when analyzed this way, will produce a perfect
circle. The result of the first two modes for the example flow over a cylinder very nearly resembles
a perfect circle, which at once proves the pairing of those modes. This also further highlights the
simplicity of this dataset, as there exists little noise in these data. Such plots may not always be so
clear [99], as in Price et al. [96]. There, the phase portraits were too noisy to derive any information
regarding two modes that were expected to be paired.
In Oberleithner et al. [98], this approach was used to analyze the flow of a swirling, turbulent
jet. The leading two modes were identified to be temporally correlated—and thus paired—by
a circular distribution in the phase plane. This proved that the first two modes thus described
an oscillating process. Additionally, the first and fourth modes were identified to be the second
harmonic with respect to the process described by the first two modes, as the distribution created
by the first and fourth modes was a figure-eight. Oberleithner et al. [100] demonstrated the
identification of multiple higher-order harmonics using temporal coefficients. Edgington-Mitchell
et al. [12, 93] have used this procedure to identify mode pairing in screeching jets, for the purpose
of examining and characterizing jet noise. Sieber et al. [99], however, note that this procedure is
not objective, and evaluating mode pairing for complex flows where prospective pairs are not easily
recognized can be a very cumbersome process, especially when the number of modes extends into
the thousands.
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Figure 2.6. (a) Time history of the first two POD modes from flow over a cylinder at Re = 100; (b) Phase
plot of the same POD mode temporal coefficients ai , where blue dots represent data and the black, dotted
line represents a smoothed fit.
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The Classic and Snapshot POD
Thus far, the discussion on the development and employment of POD has been from the perspective
of the SVD. However, there are two other means for developing POD. Both of these methods
are still technically forms of space-only POD, in that no extension into the frequency domain is
considered. The first method to be discussed is, counter to the SVD approach, an eigenvalue
decomposition approach. Recalling Eq. 2.13, a requirement of this type of decomposition is that
the input matrix must be square. In general, it is unlikely that a given set of real-world data will be
square, especially after being restructured into a two-dimensional form suitable for POD. However,
it is possible to generate what is known as a covariance matrix [7, 48, 80] for a given matrix. The
definition for the covariance matrix of a given matrix is provided in Eq. 2.29, which follows the
notation used by Kutz [48]:
CX =

1
XX ∗
Nt − 1

(2.29)

The notation of this matrix appears in other forms in the literature; for example, Weiss [80] and
Brunton and Kutz [49] uses C, and Taira et al. [7] label the covariance matrix as R. Note that Nt − 1
is the most commonly used scaling factor, and recall that this is the same scaling factor that was
seemingly arbitrarily used in the SVD algorithm given earlier—without it, these two approaches
would be scaled differently. An alternative form for the computation of the covariance matrix can
also be found in Bendat and Piersol [101], and a modification of that form is given in Eq 2.30:
C X = E[(X − E[X])(X − E[X])∗ ] = E[XX ∗ ] − E[X]E[X ∗ ]

(2.30)

Here, E[x] refers to the expectation value, or mean, of a given quantity. For the case where
the mean of a matrix is zero—and this is the case enforced with the POD—the computation of
the covariance simplifies to the mean of the matrix product between X and X ∗ , which is the form
originally given in Eq. 2.29. Thus, the covariance is effectively an averaged result along either the
m or n dimension of a given matrix. In the context of the current definition of X, the covariance is
either averaged across space (k), or across time (Nt ).
It is worth pointing out that an alternative covariance matrix can be created by swapping the
order of the matrix product (i.e. X ∗ X instead of XX ∗ ). Since the covariance matrix will be invariably
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square, the choice of order for the matrix product determines the row and column dimensions of
C X . This is critical for the modification of the classical POD known as the method of snapshots [7,
23, 49].
In the current arrangement, C X is a square, symmetric matrix of dimension k × k, where again
k = m × n. That is, k is the product of the dimensions of the original snapshots, and is thus equal to
the total number of measuring locations per instance in time. As noted in Kutz [48], the diagonal
terms in this matrix are the variances for particular measurements, and large variances are assumed
to relate to relevant dynamics. Small variances are assumed to correspond to irrelevant dynamics.
As the variance is a measure of the deviation of a result from its mean, a large variance would thus
be expected for a large-scale, energetic event that may correspond to a coherent structure. The offdiagonal terms of the covariance matrix contain the covariances between measurements, and thus
capture the correlations between measurement pairs. Small off-diagonal terms indicate statistical
independence, or that events registered at two locations are not correlated [101]. In contrast, a large
off-diagonal term suggests that two events are highly correlated, which is potentially indicative of
a large-scale, coherent structure being measured.
Since the matrix C X is both square and symmetric, it is an ideal candidate for an eigenvalue
decomposition. Kutz [48] notes that the context of computing the eigenvalues of XX ∗ is the creation
of an orthogonal basis rooted in correlation—in other words, a way of representing the dynamics
of a given dataset according to the most energetic, varying components. For fluids, this may thus
correspond to coherent structures. In the field of statistics, the generated basis is directly referred
to as the principal components of a given system [49]. The eigenvalue decomposition of C X is
given in Eq. 2.31, in which Eq. 2.12 has been recast with appropriate notation:
C X Φ = ΦΛ

(2.31)

Brunton and Kutz [49] note that this decomposition will always exist for any given covariance
matrix, as by construction C X is a Hermitian matrix—that is, C X∗ = C X . Additionally, since
C X is symmetric, the eigenvalues are always guaranteed to be real, and not complex [71]. The
eigenvalues along the diagonal in Λ are, as with the singular values from the SVD, scaling factors
for their corresponding modes found within the eigenvector matrix, Φ. In MATLAB, this operation
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is easily performed by calling the eig function, with the caveat that, unlike the svd function, the
eigenvalues from eig will not be in numerical order. Care must be taken to order eigenvalues in
descending order, and this same ordering must be applied to the matrix Φ such that the physical
mode shapes themselves are in descending order with regards to energy or significance.
The computation of the temporal coefficients, ai , follows the same scheme as the approach
outlined in the SVD section. That is, the matrix of temporal coefficients A can be computed from
A = Φ∗ X. A scheme for MATLAB regarding the classical, space-only POD is now provided.
1

%Let X be some three - dimensional , image - based dataset of dimension [r,c,d]

2

%r (rows), c ( columns ), d ( depth ).

3

[r, c, d] = size(X);

4

%Mean Subtraction :

5

X = X-mean(X ,3);

6

% Reshaping X into the appropriate format :

7

X = reshape (X,r*c,d) % Concatenates each frame into a single column vector .

8

% Classical POD Approach :

9

% Covariance Matrix Computation :

10

Cx = (X*X ’) ./(d -1);

11

% Eigenvalue Decomposition :

12

[Phi , lambda ] = eig(Cx ,’vector ’); % vector modifier places eigenvalues into

13

%a vector rather than diagonal matrix

14

% Sorting :

15

[lambda , indexsort ] = sort(lambda ,’descend ’); % sorted eigenvalues

16

Phi = Phi (:, indexsort ); % sorted spatial modes

17

% Temporal Coefficient Computation

18

ai = Phi ’*X;

An obvious shortcoming with the classical formulation of POD is encountered with datasets of
large spatial dimension such that the product k = m × n becomes large, and the ensuing dimension
of the covariance matrix with dimension k × k becomes extremely large. Recall that the dimensions
of the flow past a cylinder used as an example has the spatial dimension of 199-by-449 such that
k = 89351. Consequently, the number of elements in C X exceeds 7 billion, and without access to
computational resources explicitly built for handling “big data,” working with this matrix may be
unfeasible. Taira et al. [7] notes that the use of classical POD on large datasets can be practically
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impossible, and it was this specific result that motivated Sirovich [23] to put forward a modification
of the classical method referred to as the method of snapshots, or method of strobes.
The method of snapshots is rooted in exploiting a particular symmetry involved with representing a given function or dataset as a linear combination of temporal and spatial components [23, 80].
In the original interpretation of Eq. 2.22, the terms denoted as ai (t) were referred to as a set of scalar
coefficients, and these were eventually shown to be the temporal coefficients of each spatial mode,
ϕi . In that interpretation, the orthogonal basis into which an arbitrary dataset would be decomposed
was constructed in the spatial domain, and was of equivalent dimension. However, it is possible
to construct this linear combination instead as a product of temporal modes multiplied by spatial
coefficients. In doing so, the orthogonal basis is now chosen to be temporal, rather than spatial,
with the immediate consequence that the new basis is of equivalent dimension to the temporal
dimensional of the data. This “change of base” is effectively established by permuting the order of
matrix multiplication in Eq. 2.29, which is demonstrated in Eq. 2.32:
CX =

1
X∗ X
Nt − 1

(2.32)

Note that normalization is still performed with the number of observations less one, and not
the number of snapshots less one as might otherwise be expected. The ensuing dimension of
this covariance matrix is now Nt × Nt , which generally will be a much smaller number provided
Nt ≪ k holds. The previous discussion of the interpretation of the magnitude of diagonal and offdiagonal terms of C X still holds, but it must be realized that the context of this interpretation is now
in the spatial domain, rather than the temporal domain. This should be apparent upon recalling
that the covariance is a matrix of averaged values across either the temporal or spatial dimension.
Previously, the k × k sized covariance was averaged in time—the method of snapshots, however,
enforces an averaging in space [23, 80], meaning it is a measure of average spatial fluctuations as
a function of time.
The difference in the covariance matrix between the two methods cannot be overemphasized.
As with the classical method, the eigenvalue decomposition is applied to C X ; however, the ensuing
eigenvalues of the snapshot method C X are not the POD modes. Rather, these modes are often
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referred to as temporal modes [80, 98–100], and given the notation a p . Thus, the eigenvalue
decomposition takes the form found in Eq. 2.33:
CX ap = apΛ

(2.33)

The temporal modes a p are similar in construction to the spatial modes from the classical
method in that both are an orthogonal basis upon which data may be projected. In a manner similar
to the computation of temporal coefficients in the classical method, which involved a projection
of the original dataset unto the orthogonal basis of spatial modes Φ, the computation of spatial
information in the snapshot method is facilitated by the projection of the original dataset onto the
orthogonal basis of temporal modes. Equation 2.34 contains a relationship for this calculation:
Φ s = Xa p

(2.34)

Here, Φ s represents spatial information created from the projection of the original dataset unto
the orthogonal basis of temporal modes a p . It is worth noting there exists a slight nomenclature
discrepancy. Weiss [80] refers to Φ s as spatial coefficients, mirroring the terminology used for
temporal coefficients. Oberleithner et al. [98] directly refer to a normalized Φ s as the spatial POD
modes themselves. While the dimensions of Φ from the classical method and Φ s from the snapshot
method indeed differ, the revealed mode shapes are ultimately equivalent, as the values in the
two matrices which correspond to the same indices differ only by a multiplicative constant [80].
Equivalent time coefficients (which are distinct from the temporal modes) can additionally be
obtained in the exact same manner as employed before with the SVD and classical methods. A
scheme for the method of snaphots is now provided:
1

%Let X be some three - dimensional , image - based dataset of dimension [r,c,d]

2

%r (rows), c ( columns ), d ( depth ).

3

[r, c, d] = size(X);

4

%Mean Subtraction :

5

X = X-mean(X ,3);

6

% Reshaping X into the appropriate format :

7

X = reshape (X,r*c,d) % Concatenates each frame into a single column vector .

8

% Classical POD Approach :
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9

% Covariance Matrix Computation :

10

Cx = (X ’*X)./(d -1);

11

% Eigenvalue Decomposition :

12

[ap , lambda ] = eig(Cx ,’vector ’); % vector modifier places eigenvalues into

13

%a vector rather than diagonal matrix

14

% Sorting :

15

[lambda , indexsort ] = sort(lambda ,’descend ’); % sorted eigenvalues

16

Phi = X*ap;

17

% Normalization

18

Phi = normc (Phi); % normalizes columns to unit length

19

% Temporal Coefficient Computation

20

ai = Phi ’*X;

In general, Sirovich’s method of snapshots offers significantly reduced computational expense
when compared to both the classical and SVD approaches, and may be the only feasible approach
for very large datasets. Taira et al. [7] note that, for this reason, the method of snapshots is the
most commonly employed variant of the POD as applied to fluid dynamics.

2.2.4

SPOD

In discussing the original formulation by Lumley [50], the concept of the space-only variant
was introduced and motivated by limitations in experimental and computational hardware.
While the space-only variant has been widely used for numerous applications over the ensuing
decades [7, 8, 25], experimental and computational hardware has for the past decade been at the
point where the original space-time formulation may be feasibly applied [7, 97]. This formulation
has been popularized as SPOD—spectral proper orthogonal decomposition—in recent years, but
care must be taken in invoking this name, as another, different variant of the space-only POD by
Sieber et al. [99] is also known as SPOD. As noted in [102], the origin of the SPOD nomenclature
stems from work by Picard and Delville [103] in 2000, where space-time POD modes invoked
from Lumley’s [50] original formulation were deemed spectral POD modes. Towne et al. [102]
noted that this form of SPOD has been applied since 1997, but these early applications were still
somewhat limited by experimental hardware.

45

A detailed guide to SPOD is provided in Schmidt and Colonius [97], which explicitly defines
the SPOD and how it differs from space-only POD. In general, SPOD involves mapping the POD
into the Fourier domain, by taking a Fourier transform of the covariance matrix that was previously
used to determine eigenvectors. In practice, this is not simply performed by applying a fast Fourier
transform to the covariance matrix of space-only POD, as that matrix was constructed without
regard for temporal coherence. A “true” covariance matrix is a function of time, which immediately
increases the dimensionality of this analysis [25, 97, 102, 104].
The methodology behind computing SPOD is actually quite similar to computing a powerspectral density estimate of a given time series, except now instead of a single variable, there may
be m × n variables, as with an image. In Schmidt and Colonius [97], Welch’s method is used to
break an entire ensemble of Nt length into Nblk number of smaller, overlapping ensemble blocks, or
segments. Every block is comprised of NFFT snapshots, or instances in time. A schematic of this
process, from Towne et al. [102] is given in Fig. 2.7. Regarding nomenclature, the matrix given by
Q in this figure is the data matrix that has been referred to as X elsewhere in this dissertation.
Schmidt and Colonius [97] noted that Welch’s method is not strictly necessary for estimating
SPOD modes, as other techniques exist. However, this particular method is extremely well-known,
and uncertainties are simpler to evaluate. In the SPOD algorithm used in Towne et al. [25, 102] and
Schmidt and Colonius [97], a temporal (not spatial) discrete Fourier transform (DFT) is applied
to every block of data, such that every single block has a frequency-based representation with
equivalent bins throughout. In other words, each block is treated as a statistically independent
ensemble.
After a DFT has been applied to each block, the estimation progresses on a frequency-byfrequency basis. A matrix Q̂i is constructed from the ith frequency components of every block,
such that there exists a Q̂ matrix for every frequency in the bin. A “covariance matrix,” or more
∗

accurately a cross spectral density matrix (CSD), is constructed from the matrix product Q̂i Q̂i .
This result is a square matrix, and from here the procedure is similar to space-only POD in that an
eigenvalue decomposition is performed on every CSD [97]. Alternatively, one could also perform
an SVD on Q̂i , and perform the appropriate scalings to reach the same result.
Following the eigendecomposition, there will exist Nblk eigenvalues per frequency in the
bin, each of which is an independent mode. In other words, this amounts to Nblk number of
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Figure 2.7. Illustration of applying Welch’s method for estimating SPOD modes. Image from Towne et
al. [102].
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total spectra which are generally all plotted on the same axes. The dominant spectrum, or the
spectrum which has the greatest amplitude at every location in the Fourier domain, represents the
frequency distribution of the most energetic components in the flow. The subdominant spectra
are representations of less dominant fluctuations that nevertheless still contribute to the overall
behavior of the interrogated dataset. So, in the context of evaluating a specific given frequency—
for example, the dominant frequency of screeching jet—the eigenvalue magnitude of the dominant
mode at this frequency represents the strength of the most energetically dominant fluctuations at
this frequency. If there is a significant distance between the dominant and subdominant spectra at
this location, or anywhere else, it is indicative of low-rank behavior, wherein most of the frequencyspecific fluctuations are contained within the dominant mode. If the distances are between
spectra are close, then frequency-specific fluctuations are spread out across many modes [25, 97].
Regardless of proximity, the amplitudes of the subdominant spectra represent frequency-specific
fluctuations that may have arisen from other, less coherent sources, or may have arisen from an
inability to describe a fluctuation in a single mode.
Similar trade-offs from when applying Welch’s method for an arbitrary power spectral density
(PSD) apply to performing SPOD in this context—that is, there is some optimization between
choosing a large Nblk to have a greater number of independent realizations, and a large NFFT to
increase the resolution of the frequency domain. Of course, there is also an implicit assumption of
stationarity in the data for SPOD, as each block is expected to essentially represent the exact same
phenomenon. In other words, dynamically evolving data may be a poor fit for this technique, which
was also true for the space-only POD [7]. Schmidt and Colonius [97] recommend performing an
initial PSD analysis of the data in question to test for the appropriate optimization, and to observe
if a Fourier representation of the data is sufficient.
SPOD mode shapes are generated in a similar manner as the space-only POD modes. On a perfrequency basis, the frequency-specific Q̂ matrix is projected onto the eigenvector coefficients that
emerge from the eigendecomposition. Previously, for space-only POD modes, these were referred
to as the temporal modes, a p . This is represented in Eq. 2.35, using the notation from Schmidt and
Colonius [97]:
Φ̂i = Q̂i Ψ̂
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(2.35)

As noted in Schmidt and Colonius [97], the sum of all SPOD-eigenvalues at a given frequency
is equal to the magnitude from a PSD estimate at the same frequency, assuming that similar scale
factors were used throughout. Extended to a spatial context, this means that the direct summation
of all SPOD mode shapes at a given frequency should produce the same shape as an image where
the frequency-specific magnitude from a PSD was mapped to each pixel location. Given that mode
shapes have positive and negative magnitudes, this is only true if the absolute value is taken of
the sum of all SPOD modes at a given frequency. Hence, one benefit of the SPOD method is
that contributions to a specific frequency, which may arise from multiple sources, are spread into
multiple modes according to their contribution. In constrast, a PSD approach would only generate
a single “mode” shape per-frequency.
SPOD modes oscillate only at their given frequency, and have no additional contributions from
other frequencies. Accordingly, their spatiotemporal coherence is, by construction, guaranteed.
Accordingly, Schmidt and Colonius [97], Schmidt et al. [14], and Towne et al. [102] noted that
the interpretation of SPOD modes is more straightforward and physically meaningful than with
space-only POD. The caveat is that SPOD must be applied to time-resolved, stationary data. For
simplistic flows, or flows where only a single dominant structure is present, space-only POD and
SPOD may be similar. This was the case in Price et al. [96], and is similarly the case in this
dissertation. However, this is not necessarily the case for any given fluid flow. Due to the relative
length and complexity of the associated algorithm, an example SPOD algorithm is provided in the
appendices rather than in the main body of this dissertation.

2.3

Jet Screech

Supersonic, shock-containing jets frequently exhibit a discrete frequency, high-intensity phenomenon known as jet screech, or simply screech. Since the first observations of jet screech
by Powell [22] in 1953, screech has received significant attention as both an individual subject
of complex aeroacoustic resonance, and as a component within the larger picture of general jet
noise [11, 21]. In the following sections, the subject of overall jet noise will be discussed, and
motivations for why this is a field of intense research will be illuminated. This will then lead
into a more earnest discussion of jet screech involving the generation and influence of a strong
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aeroacoustic resonance loop. Additionally, motivations explicitly for research into jet screech will
be listed. Ultimately, the purpose of the following sections is to demonstrate why jet screech is an
ideal test bed for the chosen optical diagnostics (i.e., schlieren, PIV, and FLDI).

2.3.1

Overview of Jet Noise

All turbulent fluid jets—including both subsonic and supersonic jets—exhibit some form of noise.
Jordan and Colonius [2] note that jet noise is a dauntingly complex problem constructed by the
interplay between the many disparate scales and physics of turbulent free-shear flow and the
radiated acoustic field that emerges. Kearney-Fischer et al. [105] note that research into jet noise
has spanned more than six decades since the landmark work of Lighthill [106] in 1952, and that
despite this length of time of study there remain many open questions regarding sound sources in
turbulent jets. Prior to the discovery of coherent structures, leading theories of jet noise relied upon
stochastic foundations, which suggested that both the motions of a turbulent jet and subsequent
sound production were entirely random events. Lighthill’s [106, 107] initial theories presented the
concept of turbulence as a sound source within an acoustic analogy. Self [108] notes that this
analogy involved a rearranging of the Navier-Stokes equations into a linear wave equation that
prescribed noise sources as quadrupoles that were tied to both the mean and fluctuating, turbulent
flowfield.
Experiments by Mollo-Christensen [53] in the 1960s, however, demonstrated that jet turbulence
and acoustic emission appeared to “come in packages” containing broadband frequencies, and that
accordingly turbulence in general seemed to be more regular (or intermittent) than a fully stochastic
underpinning would otherwise suggest. Visualizations, such as those by Brown and Roshko [58],
demonstrated the undeniable organization of such structures within turbulent jets. Accordingly,
a revision of Lighthill’s work came from Mankbadi and Liu [62], which sought to connect the
concept of coherent structures as efficient sound sources [2, 15, 25] to areas within Lighthill’s
theory that did not quite match observation. Indeed, Suzuki [109] notes that studies directly based
upon Lighthill’s analogy [106, 107] do not directly demonstrate noise sources as quadrupoles, for
example. Coherent structures now are well-recognized, and are often at the forefront of many
studies involving turbulent jet noise [2, 14, 17, 60, 110–112].
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The study of jet noise is generally divided into regions. For studies explicitly focusing
upon acoustics, the terms near-field and far-field are often employed. A third region can also
be defined, which consists of the actual flowfield itself and the immediate surrounding area.
Jordan and Colonius [2] refer to this region as the vortical region, where coherent structures can
be observed through flow-visualization schemes. Here, direct measurements may involve flowintrusive schemes—the use of hotwires, for example—or non-intrusive techniques may ideally be
performed—the use of FLDI, for example, as seen in Price et al. [83, 84].
Jordan and Colonius [2] define the acoustic far-field as the region far from the main body of the
flowfield where motions (i.e., the passage of acoustic waves) can be accurately approximated via
the wave equation, rather than the full Navier-Stokes equations. Additionally, waves in this region
are best described as spherical waves propagating from a single point. Far-field characteristics, as
they are accurately described by linear methods, can be captured by simple sound-source models.
Bogey [113] notes that the characteristics of jet noise components have generally been evaluated
in the far-field.
The acoustic near-field is defined as a region where fluctuations are small enough for
linearization schemes, but close enough to the jet flowfield itself such that these fluctuations may
be more than simply propagating acoustic waves, as was the case for the far-field. From a modeling
perspective, this is a region where models intersect—solutions from an inner region representing
the turbulent jet flow and solutions from the outer region representing the propagating acoustic field
must be matched [2]. It was this region in which Mollo-Christensen [53] first observed intermittent
wave packets. Since then, Sinha et al. [17] note that wavepackets have been observed to exist in
the near-field of both supersonic and—for certain conditions—subsonic jets.
The mechanisms behind jet noise are generally the same between subsonic and supersonic
jets, though the characteristics of the emitted noise may be markedly different [114, 115]. Sinha
et al. [17] noted that the prediction of sound emission is actually more straightforward with
supersonic jets, and Suzuki [116] in 2013 stated that the noise-source representation is still
a subject of controversy. In an earlier work (2010), Suzuki [109] stated that it is “probably
fair” to regard most of the fundamental jet noise generation mechanisms as revealed, with the
distinct exception of mixing noise from subsonic jets. While the focus of this work is indeed on
supersonic jets, some discussion of the nuances of subsonic jet noise will be provided. At present,
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it is sufficient to note that Tam et al. [114, 117, 118] have repeatedly demonstrated that both
subsonic and supersonic jets arise from two primary sources—fine-scale turbulence, and largescale coherent structures—in what is referred to as the two-source model [115].
As noted by Kearney-Fischer et al. [105], the problem of jet noise is one of great variability
owing to the number of operating parameters which strongly influence emitted noise. Examples include operating pressure (the divide between subsonic and supersonic noise is a clear illustration),
both hydrodynamic and acoustic Mach numbers, nozzle geometry, and many others. Supersonic
jet noise, and in particular screech, is additionally extremely sensitive to boundary conditions, such
as the thickness of the nozzle lip [19, 21, 119].
There are several motivating factors that continue to drive research within the jet noise
community. As Maia et al. [120] noted, jet noise is a problem of both environmental and societal
relevance with no clear, universal, first-principle theory upon which investigators agree. Sinha
et al. [17] and Pilon et al. [121] noted that the high exhaust noise levels of military aircraft may
be quite hazardous for personnel in close proximity—for example, upon an aircraft carrier. This
should not be surprising, given that intense sound waves are intense pressure waves acting upon
the human body. On a less severe scale, the noise from subsonic jet flows, such as those used in
commercial aviation, are nevertheless a significant source of noise pollution [122], which is well
known to be detrimental to physical and mental health for those with prolonged exposure.
Subsonic Jet Noise
In a 1995 work on supersonic jet noise, Tam [20] briefly references subsonic jet noise, stating that
the large turbulence structures—one half of the two sources of subsonic jet noise—are ineffective
noise generators. Thus, the dominant component of subsonic noise arises from mixing by finescale turbulence. The following question naturally emerges: If large-scale coherent structures are
efficient noise generators for supersonic jets (as noted by Tam [20], Schmidt et al. [14], Sinha
et al. [17], Cavalieri et al. [60], among many others), why then are these same structures not as
efficient or effective in subsonic jets? The answer to that question appears to be related to a problem
of wavepacket intermittency.
Wavepackets are, as noted by Cavalieri et al. [60], hydrodynamic waves that experience a
cycle consisting of growth, saturation, and decay. They are generally large-scale, at least when
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compared to the turbulence length scales of the flowfield in question, and their extremely coherent
nature coupled with their spatial extent means they serve as much more efficient noise sources
than the surrounding, small-scale turbulence [2, 17]. Suzuki [116] describes wavepackets (in the
context of jets) as forming from instability waves originating in the spreading shear layer of free
jets. The dominant instability in jet flow is the Kelvin-Helmholtz instability, from which spawn
dynamically evolving instability waves. These waves eventually grow to sufficient amplitude to
form the large-scale turbulent structures associated with acoustic production [115].
Thus, wavepacket formation is intimately tied to the creation of instability waves and coherent
structures in jets, and if this process is intermittent and somewhat random, then acoustic production
may also trend similarly. In a 1980 investigation of intermittent noise emission in subsonic jets,
Juvé et al. [123] provided experimental evidence demonstrating that 50 percent of the noise from
their subsonic jet was generated only 10 to 20 percent of the time. Intermittency of this kind
was qualitatively observed by Mollo-Christensen [53] in his first description of wavepackets, and a
similar description was also given in Crow and Champagne [55]. A jittering wavepacket model was
developed by Cavalieri et al. [124, 125], and a key result of the model is that jitter, or intermittency,
is significantly less important for acoustic emission when the convective Mach number becomes
supersonic. In another work by Cavalieri and Agarwal [126], they noted this jitter model does
not present a clear connection to the statistics of turbulent flows, and attempt to put forward a
foundation to rectify this. There, they discussed the concept of coherence decay, which is related to
the process of decay in coherent structures, and is tied to the efficiency of acoustic emission of these
structures [120]. Results suggest that supersonic jets experience more significant coherence decay,
and similar results were noted to have been obtained experimentally by Tam et al. [114]. This may
explain why similar structures are more efficient and significant sound sources in supersonic jets
than subsonic jets.
In summary, the current state of understanding of subsonic jet noise is—outside of special
circumstances—noise in this regime is created entirely by turbulent mixing, which is then referred
to as turbulent mixing noise (TMN). Two examples of the special circumstances are that subsonic
jets at M > 0.8 may manifest resonance features typically associated with supersonic jets [102],
and high subsonic Mach number jets may exhibit weak Mach wave radiation also typically
associated with supersonic jets [65, 127]. Mixing noise for both subsonic and supersonic jets
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stems from two sources—fine-scale turbulence and large-scale coherent structures (or instability
waves, or wavepackets) [128]. Due to certain characteristics of subsonic turbulent flow, the largescale structures are extremely sensitive to jittering and are not efficient sound sources as they emit
acoustic radiation at random intervals [105, 123, 129]. Thus, the noise associated with fine-scale
mixing dominates.
Supersonic Jet Noise
Supersonic jet noise shares some characteristics with subsonic jet noise, but the addition of
the potential for shock structures in imperfectly expanded jets permits additional generation
mechanisms. Generally, supersonic jet noise is divided into three categories: turbulent mixing
noise (TMN), broadband-shock-associated noise (BBSAN), and screech [19, 20, 96, 117]. A very
general schematic of supersonic jet noise is provided in Fig. 2.8.
TMN, in the context of supersonic jets, is still characterized as originating from two sources—
the fine-scale turbulence, and large-scale turbulent structures. Unlike subsonic jets, the large-scale
structures within supersonic jet flows act as extremely efficient sources for acoustic emission [20].
This is in part related to the earlier discussion of coherence decay [120, 126], but also due to
the generation of downstream-oriented Mach wave radiation. These Mach waves are generated
by the interaction between the surrounding supersonic flow and large-scale coherent structures
in a manner analogous to the classic compressible flow problem of supersonic flow over a wavy
wall [20, 96, 117, 130]. In 1984, Tam and Burton [131] demonstrated that this analogy is best
modified by taking into account the growth and decay cycle of the large-scale coherent structures,
as the intensity of the radiated Mach waves is directly related to the amplitudes of the structures
from which they are generated. Additionally, the growth and decay of the coherent structures serves
to broaden both the frequency and angular direction of the Mach waves (though these waves are
still characterized as propagating in a general downstream direction). As such, TMN from largescale turbulence in supersonic jets is characterized as a broadband sound source that is observed to
be most intense in the downstream direction [20]. Noise generated by the fine-scale turbulence is
generally characterized as broadband and less dominant, but otherwise unidirectional with a slight
bias in the flow direction [115].
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Figure 2.8. Sources of supersonic jet noise.
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In addition to mixing noise, supersonic jets operating in off-design conditions—such that shock
features are present in the flow—emit additional noise in the form of BBSAN and jet screech.
Converging-diverging nozzles may produce both overexpanded and underexpanded flow regimes,
and both of these may produce shock-associated noise. Converging-only nozzles may only exhibit
underexpanded flow regimes, but nevertheless the shock-associated noise in this condition is very
similar to that from a supersonic nozzle [132]. It is important to note that, in the absence of
shock structures—as in perfectly expanded flows, which will occur when a supersonic nozzle is
operated at design conditions—there is no generation of either screech or BBSAN, and only TMN
is present [132].
Andrè et al. [133] noted that the generation process for both BBSAN and screech is similar,
insofar that both arise from interactions between coherent structures and shock structures. Tam [20]
noted that the shock-cell structure within an off-design supersonic jet may be regarded as many
disturbances trapped within the flow by the surrounding mixing layer, and that the interaction
between turbulent structures and these disturbances naturally generates sound. True to the name,
BBSAN is a broadband source of noise that is generally distinct from the lower-frequency band
associated with TMN [20]. In other words, BBSAN is of greater significance at higher frequencies,
and TMN tends to more important at lower frequencies [112]. Martlew [134] and HarperBourne and Fisher [135] put forward the first experimental studies on BBSAN in 1969 and 1973,
respectively. In 1982, Norum and Seiner [136] characterized BBSAN as having a primarily
upstream-propagating directivity, and accordingly also demonstrated that the characteristics and
intensity of BBSAN are strong functions of measurement location. They additionally observed
that increasingly high pressure ratios tended to broaden the directivity of BBSAN. It is important
to note that the intensity of BBSAN increases with increasing NPR (nozzle pressure ratio), up until
the formation of what are known as Mach disks. Figure. 2.9 contains two schlieren images, taken
from the Mach 1.5 jet at low-underexpansion (top) and high-underexpansion (bottom). A Mach
disk is essentially a normal shock (relative to the flow) which forms around the centerline of the
jet due to the extreme pressure mismatch between the jet flow and ambient medium.
In 2021, Wong et al. [112] provided proof that wavepacket models could achieve similar
success in modeling the far-field acoustics of BBSAN as with TMN, and this result served to
further link the production of shock-associated noise with the large-scale coherent structures in the
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NPR 4.4

NPR 9.0
Mach Disk

Figure 2.9. Comparison between (top) an underexpanded jet and (bottom) a highly underexpanded jet,
with labeled nozzle pressure ratios. A Mach disk is circled in red for the highly underexpanded case. Both
images are ensemble means from dρ/dx schlieren images of a Mach 1.5 nozzle.
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jet. On the subject of the generation mechanism for BBSAN, Tam [20] noted that this noise source
is generated by a “constructive scattering” of large-scale structures by means of the shock-cell
structure in the jet. Additionally, he noted that the scattering and ensuing frequency of the emitted
sound strongly depends upon the shock-cell spacing, the ambient speed of sound, and the phase
speed of the instability waves, or coherent structures. This scattering in part explains the observed
spatial variance of BBSAN.
While jet screech and BBSAN may share some elements of their respective generation
mechanisms, these two noise sources are fundamentally different from each other. Unlike BBSAN,
screech is a discrete frequency (or occasionally, frequencies) well-known for a characteristic
intensity. Additionally, screech modifies the behavior of the flowfield in which it manifests due
to the amount of energy involved [19, 20]. Norum [137] noted that the fundamental screech
tone radiates primarily upstream relative to the jet axis, and that the second harmonic—if one
is generated—radiates orthogonal to the jet axis.

2.3.2

Generation of Jet Screech

In this section, some attention will be given to specifically the subtleties of the screech feedback
loop.

Extensive discussions on the subject can be found in Raman [21] and Edgington-

Mitchell [19]. To reiterate, jet screech is an aeroacoustic, self-driven, resonance phenomenon,
which means that screech is something that is sustained when appropriate conditions are met and is
not an isolated event leading to noise emission. Raman [21] and Edgington-Mitchell [19] outlined
four key processes that are involved in a feedback loop which sustains jet screech:
• The downstream propagation of energy through hydrodynamic instability waves or wavepackets.
• The interaction and mechanism by which some portion of the downstream traveling energy is
converted or redirected in the upstream direction.
• The upstream propagation of energy back to a point where the flow may be more sensitive to
perturbations.
• The receptivity of this region to perturbations at frequencies to which this region is fundamentally unstable.
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Downstream Propagation
Edgington-Mitchell [19] noted that, of the four processes of jet resonance, the downstream
propagation of energy is the most well understood. As noted by Raman [21], the first step involved
with the production of jet screech is the growth of instability waves into large-scale structures, or
wavepackets. The Kelvin-Helmholtz instability, and the associated wavepackets which emerge,
are generally the most dominant component of the downstream propagating component [10, 19].
It is worth noting, however, that supersonic jets may also support two other instability wave types:
supersonic instability waves and neutral subsonic waves [138].
The previous discussion of wavepackets—specifically, that of their growth, saturation, and
decay cycles—applies here. Instability waves do not immediately act to produce resonance; these
structures must convect and grow towards saturation in the downstream direction before sufficient
energy is present [20, 64]. When sufficient energy is present, ensuing interactions between the
wavepackets and shock-structures of the jet act to produce upstream traveling energy and acoustic
tones [19, 21, 94].
Generation
The interaction between shocks and downstream traveling instability waves is referred to as the
generation process, as this interaction generates the acoustic tones and upstream traveling energy
components of the screech feedback loop [19, 21]. The exact nature of this mechanism—and by
extension the generation of the acoustic tones—lacks consensus among the community [19, 95].
The current prevailing model is known as the shock-leakage model. Put simply, this model requires
that a sufficiently strong instability or vortex in the shear layer of a jet briefly interacts with and
deforms the tips of shock-structures which extend into the shear layer [139–143]. As of 2020,
experimental evidence of the shock-leakage process has been obtained by Edgington-Mitchell et
al. [94] though ultra-high-speed schlieren (much faster than the schlieren of this work). It is worth
noting that the upstream traveling energy may in some cases be the generated acoustic waves, or
in other cases the acoustic waves may simply be a byproduct of this interaction. Regardless, the
interaction that defines the conversion of downstream propagating energy to upstream traveling
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energy is exceedingly complex, and intimately tied to the characteristics of the shock structures
embedded in the jet [21, 144].
Upstream Propagation and Receptivity
The upstream traveling waves of screech have historically been considered freestream acoustic
waves [20, 22, 94], but Shen and Tam [145] proposed that screech could be sustained through two
different types of upstream traveling disturbances. The first type involved the freestream acoustic
waves observed by Powell [22] that existed outside of the flowfield. These waves reflect upon
the nozzle lip, and excite the shear layer in this region. The shear layer at the nozzle exit is at
its thinnest state, and is most sensitive to perturbations in this region [20]. Perturbations at the
frequency for which the shear layer is most receptive—as with most resonant processes—feed
energy into instability waves in the shear layer, and thus close the feedback loop. Screech that
adheres to this description is said to be within the classical model of screech [144].
The second type of instability waves are not freestream acoustic waves, but rather waves with
spatial support inside and outside of the flowfield [19, 144]. These waves were first observed in
1982 by Tam and Hu [138], and are often referred to as kT−H waves for upstream propagation and
kT+H waves for downstream propagation. These waves are radial waves with significant structure in
the core and shear layer of the jet, which is in stark contrast to waves associated with the KelvinHelmholtz instability [19].
Chatterjee et al. [146] determined that these two closure mechanisms are associated with
different length scales. The classical model is intimately tied to the shock-cell spacing of the
jet, and the second mechanism is tied to the wavelength of the standing wave created by the
superposition of downstream and upstream traveling waves [19]. Regardless of how the upstream
traveling waves manifest and transport energy, the screech feedback loop is closed once energized
downstream traveling waves are induced in the shear layer [20].
It is worth noting that screech is immensely sensitive to the boundary condition defined by the
nozzle lip. Nozzle thickness and shape play a critical role in how much energy manages to reflect
back into the shear layer, which directly influences the resonant loop behind screech [21, 147]. The
leading theory of receptivity in this region involves a scattering effect on the upstream-traveling
waves, which can be emphasized or diminished by modifying the thickness of the nozzle lip [19].
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Modifying the nozzle lip—for example, by adding chevrons—can serve to dramatically reduce
the magnitude of jet screech by disrupting receptivity. In a similar vein, Breda and Buxton [13]
recently demonstrated the influence of nozzle exit geometry on the evolution of coherent structures,
and found that a fractal-pattern exit simultaneously suppressed coherent structure production and
near-field structure, which in theory should impact sound production as well.

2.3.3

Influence of Screech

Jet screech is more than intense sound production in off-design, supersonic jets. Supersonic jets,
when under the influence of screech, will exhibit altered flow behavior in the form of various
oscillation modes at the same frequency as the emitted tone [19, 20, 22, 147, 148]. The oscillation
modes occurring within a particular jet depend upon the nozzle geometry; the potential modes of
circular and rectangular jets are not the same [21]. These modes are highly sensitive to boundary
conditions, and as a result exhibit a staging behavior, where very minor changes in operating
conditions may force a sudden shift in mode frequency and structure. Some researchers have
additionally theorized that mode-staging is related to the different closure mechanisms involving
upstream traveling waves [19, 144, 145]. In some conditions, multiple screech modes may also be
simultaneously present [145, 147, 149, 150]. Chapter 5, which was taken from Price et al. [151],
contains examples of this.
In round jets, the available screech modes have been characterized as follows: A1 and A2
modes are toroidal; the B mode of screech is a precessing, flapping mode; the C mode is helical;
and the D mode is also a precessing, flapping mode [12, 19, 21]. Recent evidence from simulations
and experiments suggest that the A1, A2, and C modes of screech contain signatures of the kT−H
waves [19, 94, 152], which is a departure from the previous assumption that freestream acoustic
waves were the dominant upstream-propagating source of energy transport. In addition to the AD modes of screech, an additional “U” mode of screech was identified by Powell [148] in 1992,
and recently in 2021 by Mancinelli et al. [153]. In both, this mode was speculated to be a weak
extension of the A2 mode of screech. As far as the author of this dissertation knows, there is very
little work on the U mode in the literature. A spectrogram depicting several screech modes, taken
from Mancinelli et al. [153], is provided in Fig. 2.10.
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Figure 2.10. Frequency (in Strouhal number) and jet-Mach number based spectrogram of a round nozzle.
Labels indicate modes. Image from Mancinelli et al. [153].
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The horizontal axis of Fig. 2.10 refers to the fully-expanded jet Mach number, which emerges
due to either a contraction or expansion of the jet flowfield immediately at the exit plane of the
nozzle due to a mismatch between the ambient pressure and exit pressure of the flowfield. Both
expansion and contraction outside of the nozzle influence the Mach number of the flowfield, and
introduce deviations from the design Mach number, Md , which for traditional nozzles is a constant.
The y-axis is given in terms of the Strouhal number, which is a non-dimensional frequency defined
(generically) as a frequency multiplied by the quotient of some length-scale divided by a velocity
scale. For jets, the Strouhal number may be defined as in Eq. 2.36:
St =

f Dj
Vj

(2.36)

Here, D j and V j refer to the fully-expanded jet diameter and velocity, respectively, which arise
due to the pressure mismatch at off-design conditions.
In order to provide some visual context for the influence of screech, two instantaneous schlieren
images are provided in Fig. 2.11. Each image is from the same Mach 1.0 jet at an NPR of 4.6
which is studied in this dissertation. In the dρ/dx schlieren images (a discussion on schlieren
configurations is provided in Ch. 3), there are clear signatures of the strong acoustic waves
associated with the strong, discrete tone of screech. Additionally, this image demonstrates the
deformation of shock-cells, which happens most prominently in the range from four to six shockcells, though there is no exact rule which dictates the exact spatial location [94]. In the dρ/dy
image, a clear oscillatory breakdown happens around x/D = 6, which is due to the presence of jet
screech in the flowfield. More dramatic images of jet screech, where screech has been specifically
emphasized by thick nozzle lips, can be found in Edgington-Mitchell [94] and Raman [21]. In
those images, sinuous oscillations are highly visible.

2.3.4

Empirical Prediction of the Screech Frequency

Estimates of the screech frequency can be made through empirical and theoretical formulations.
Tam et al. [154] provided one of the first estimates, which is given in Eq. 2.37:


fs D j
γ − 1 2 − 2  T t  2 −1
2
− 21
= 0.67(M j − 1) 1 + 0.7M j 1 +
Mj
Vj
2
T∞
1
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(a) Instantaneous dρ/dx schlieren image
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(b) Instantaneous dρ/dy schlieren image
Figure 2.11. Instantaneous schlieren images (100 kHz) from a Mach 1.0 jet (NPR = 4.6) analyzed in this
dissertation, from two different schlieren-cutoff configurations.
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Here, f s is the screech frequency in Hz. The variables D j and V j are, respectively, the fullyexpanded jet diameter and fully-expanded jet velocity, which arise due to the response of the jet to
the pressure mismatch at the nozzle exit when operating at off-design conditions. A formula for
D j is given in Eq. 2.38, and a formula for the fully-expanded Mach number M j (through which
velocity can be obtained by multiplying by the speed of sound) is given in Eq. 2.39:
"
1+
Dj
=
D
1+

(γ−1)M 2j
2
(γ−1)Md2
2

γ+1
# 4(γ−1)


 2  21  P
t
Mj =
γ−1
P∞

1

Md  2
Mj

 γ−1 
γ

−1

(2.38)

 12
(2.39)

In these equations, γ is the ratio of specific heats, T t is the stagnation temperature, T ∞ is the
ambient temperature of the quiescent medium into which the jet exhausts, Pt is the stagnation
pressure, and P∞ is the ambient pressure of the medium into which the jet exhausts. The ratio of
Pt divided by P∞ defines the nozzle pressure ratio (NPR). As noted in Price et al. [96], Massey
and Ahuja [155] proposed two modifications to Eq. 2.37 for the A and C modes of screech. These
modifications are provided in Eq. 2.40 and Eq. 2.41 for the A and C modes, respectively.


fs D j
0.63
γ − 1 2 − 2  T t  2 −1
= 1.25
1 + 0.63M j 1 +
Mj
1
Vj
2
T∞
1.1(M 2 − 1)− 3

(2.40)
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j
1
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2
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André et al. [156] reported a proposed relationship describing the B mode that was missing in
Massey and Ahuja [155], which is given in Eq. 2.42:


fs D j
0.58
γ − 1 2 − 2  T t  2 −1
=
1
+
0.58M
1
+
Mj
j
1
Vj
2
T∞
1.12(M 2j − 1)− 3
1

1

(2.42)

These equations will be used in Ch. 4 and Ch. 5 to assist in characterizing the screech tones
observed in a Mach 1.5 and Mach 1.0 nozzle, respectively.
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Chapter 3
Methodology
This chapter details the specific methodologies behind both the experimental and analytical
techniques utilized in this work. Accordingly, the chapter is divided into two parts. In the first
section, the details of the experiments which comprise this work will be given, in addition to some
of the underlying theory to provide appropriate context. Additionally, details regarding important
experimental components will also be given. The second section will contain specific information
on the analysis schemes used to evaluate data collected from the aforementioned experiments.

3.1

Experimental Methodology

Experiments performed in this effort were conducted at the University of Tennessee Space Institute
(UTSI). High-speed schlieren, pulse-burst PIV, and initial FLDI experiments were carried out in
the Flow Diagnostics Laboratory. The contents of that lab were later relocated to the Tennessee
Aerothermodynamics Laboratory (TALon), where the final FLDI and LA-FLDI experiments were
completed.

3.1.1

Nozzles

In this work, two nozzles were fabricated from 6061 aluminum to provide small-scale jet flowfields
at various Mach numbers. The first nozzle was a converging-diverging (CD) Mach 1.5 nozzle,
which could provide overexpanded, ideally-expanded, and underexpanded flowfields. The second
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was a converging-only, Mach 1.0 nozzle, which was used to create either a sonic (ideally-expanded)
or supersonic flowfield, which is possible when the pressure at the exit plane of the nozzle exceeds
ambient conditions, and the immediate expansion of the flow to reduce this pressure increases the
velocity. Both nozzles were small enough such that a size 300 cylinder of industrial-grade nitrogen
could serve as the upstream pressure supply. A two-stage regulator was used to control the flowrate
into both nozzles. Drawings and salient dimensions for both are provided in Fig. 3.1.
The Mach 1.5 nozzle is designed for ideal expansion at an NPR of 3.67, which from isentropic
theory would generate an exit Mach number of 1.5. The Mach 1.0 nozzle, per isentropic theory, is
designed for ideal expansion at an NPR of 1.89, which produces an exit Mach number of 1.0. Both
nozzles were designed to be adapted to the same plumbing system by means of a flange connection.
It should be noted that the Mach 1.0 nozzle exit is approximately half the throat diameter of the
Mach 1.5 nozzle—this was a conscious decision which reduced the flowrate and extended the
available testing time per nitrogen cylinder. Both nozzles arehave a conical contour, due to the
difficulties of machining smoother contours at this scale.
It is worth noting here the coordinate system used for all experiments involving nozzles in this
work. Regardless of orientation, the x-axis was defined to be parallel to the jet axis, or normal to
exit plane such that the x-axis was aligned with the flow. The zero point for this axis was defined
at the immediate exit plane. A y-axis was defined in the transverse direction, with a zero defined
at the center of the jet exit. Distances may be measured in terms of jet diameters, which may be
represented as either x/D or y/D. These are based off of the exit diameter.

3.1.2

Microphones

A B&K type 4944 microphone was used for many of the experiments in this work, as it represented
a traditional and trusted diagnostic for sampling acoustics. For schlieren and FLDI experiments,
the microphone acquisition rate was set to 250 kHz. The typical sensitivity setting was 3.16
mV/Pa. The location was generally variable, but many screech-focused measurements were placed
upstream of the nozzle. This microphone was used to initially characterize the frequency content of
both nozzles in order to establish an appropriate capture rate for the high-speed camera. Through
this, it was determined that 100 kHz would be sufficient to capture all major screech tones in
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Figure 3.1. Drawings of the (top) Mach 1.5 nozzle and (bottom) Mach 1.0 nozzle. All dimensions in mm.
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both nozzles, and accordingly 100 kHz was selected as the primary acquisition frequency for all
image-based methods.

3.1.3

High-Speed Schlieren

Flow visualizations are one of the primary means of extracting and identifying coherent structures
or other similar patterns in an otherwise chaotic structure. Modern cameras, high-speed or
otherwise, can produce images consisting of many pixels, which in turn can be thought of
as independent sensors [85]. Accordingly, large fields of view can be obtained, which may
be amenable to many data analysis techniques.

Schlieren and shadowgraph techniques are

some of the most ubiquitous flow visualization schemes deployed, especially for compressible
flows [45, 157, 158]. The crux of both techniques involves the Gladstone-Dale relation, which is
given in Eq. 3.1:
n − 1 = kρ

(3.1)

Here, n is the index of refraction, which is defined as the quotient of the speed of light in
vacuum divided by the speed of light in a given medium (for example, air). Refractivity of a
medium is defined as n − 1. The Gladstone-Dale coefficient, k, is a constant related to the medium
through which light passes. Finally, ρ is the density of the medium. The Gladstone-Dale relation
thus directly relates the index of refraction to density, but it is worth noting that this is a weak
relationship insofar as large changes in density only marginally influence the refractive index [45]
For compressible flows—where density is not constant—it is more accurate to refer to ρ as a
local density, and accordingly n as a local index of refraction. Thus, changes in the local refractivity
directly correspond to changes in the local density. A spatially-varying set of density gradients
caused by a compressible flow (e.g., a turbulent jet) induces spatial variation in refractive indices,
which means that the passage of light through this flow is itself a function of space (and time, for
non-steady flows). Accordingly, given the right tools, it is possible to visualize this.
Schlieren and shadowgraph are functionally similar techniques that involve the projection of
collimated light through a test section where density gradients are present. These gradients disturb
and deflect the incident light rays in orthogonal directions to the beam axis. This collimated beam,
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upon leaving the test section, is focused to a point and then cast onto what is referred to as an
imaging plane. This could be a large projection screen, or in the case of digitally acquiring data,
the imaging plane may be the CCD (or CMOS) of a camera. Distinctions between shadowgraph
and schlieren can be found in Settles [45]; here, it suffices to note that shadowgraph is much
simpler, but less sensitive than schlieren.
The schlieren technique requires the implementation of a “knife-edge,” or cutoff, placed at the
focus on the imaging side of the technique. This cutoff serves to block a certain amount of light
from the imaging plane—light that is deflected by a density gradient into the cutoff will produce
darkened regions on the final image, and conversely light that is deflected away from the cutoff will
produced lightened regions. The orientation or structure of the cutoff has a nontrivial influence on
the observed structures [45]. Some examples were published in Price et al. [96] that will be reused
in this dissertation in Ch. 4.
Figure 3.2 contains three images regarding schlieren; Fig. 3.2a demonstrates the folded
schlieren setup used in this work. This setup was distributed across two optical breadboards,
with ample room in-between for a metal test stand upon which the nozzles were mounted. The
components can be divided into light production and light collection sections, which respectively
correspond to the right and left tables.
Light Production Side
Illumination was provided by a high-power, pulsed LED that can be operated in excess of 100,000
Hz to permit the acquisition of schlieren images of flows that are both high-speed and smallscale [96]. The diverging light from this LED was collected by a 50.8 mm (2 in.) diameter
condensing lens with a focal length of 200 mm (7.87 in.). Future references to focal length will be
given as follows: f = focal length, so for the aforementioned lens, f = 200 mm. An aperture was
placed at the ensuing focus of the light, with the intent of simulating as much of a discrete point
source as possible. Initially, a round aperture was used, but greater illumination was found to be
preserved through the use of a square aperture as the dimensions of the hole through which light
would pass could be more finely controlled. Additionally, this aperture could be shaped into either
vertical or horizontal rectangles; the utility of this will be emphasized when discussing the focal
point on the light collection side.
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Figure 3.2. (a) Schlieren setup used in this work; (b) Effective path taken by the light without the folding flat
mirrors, which resembles a traditional Z-type system; (c) The two cutoff configurations used in this work.
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The light then expands from the simulated point source out to a first surface mirror, which is
used to redirect the light inwards from the outer edge of the optical table. The design of this folded
arrangement, made possible through two of these first surface mirrors, was chosen due to small
amount of available space. As the first surface mirrors ideally do nothing but redirect the light,
it is possible to reconstruct the system without these mirrors in place. Such a reconstruction is
provided in Fig. 3.2b, which demonstrates that this setup is indeed a Z-type system, and not a Ctype system [45, 96]. C-type systems are to be “avoided like the plague,” as noted in Settles [45],
as they suffer from an optical phenomenon known as coma which induces a smearing of the light
in one direction such that a circle would appear to have a comet-like tail.
The redirected light from the first surface mirror is directed onto a spherical, 152.4 mm (6 in.)
diameter, f = 1219 mm (48 in.) mirror. This mirror is placed one focal length (152.4 mm) away
from the aperture, and thus acts to collimate the incident expanding light column. This mirror was
angled such that the outward beam of collimated light was orthogonal to the long edge of the table.
The region between tables illuminated by the collimated light was used as the test section.
Light Collection Side
After passing through the test section, and any associated density gradients, the collimated light is
turned by another first-surface, flat mirror. The turned beam remains collimated until shining upon
another spherical, 152.4 mm (6 in.) diameter, f = 1219 mm (48 in.) mirror which serves to focus
the light towards the imaging plane. The curved surface of both spherical mirrors creates two focal
points on the collection side, as the distance traveled by an arbitrary ray depends upon where the
light ray reflects from the curved mirrors.
The two focal points, which are separated by a small distance, can be thought of as a vertical
focus and a horizontal focus. In this schlieren setup, the nozzle was oriented to exhaust vertically
(normal to the page in Fig. 3.2a), and so the focal points could alternatively be labelled as an axial
(vertical) and transverse (horizontal) focus. The shape of the focal point dictated the orientation
of the knife-edge cutoff used in this work, which is represented in Fig. 3.2c. In that schematic,
the circle represents the lens of a camera, the yellow ellipse represents an exaggerated shape for
the focal point, and the gray rectangle represents the cutoff. The labeling of transverse and axial
cutoffs follows the nomenclature established in Price et al. [96].
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As previously noted, the orientation of the knife-edge has a considerable impact on revealed
density gradients, by changing the direction of the derivative involved. The derivatives (dρ/dx and
dρ/dy) are defined by the nozzle axis that was previously established. Accordingly, the transverse
knife-edge (dρ/dx) reveals density gradients along the x-direction, or jet axis. Conversely, the
axial knife-edge (dρ/dy) reveals density gradients along the y-direction, which is transverse to the
jet axis. An example involving the Mach 1.0 nozzle at an NPR of 4.12 is provided in Fig. 3.3.
When referring to schlieren images in this work, they will be labelled as dρ/dx or dρ/dy schlieren
images as necessary.
The final component in the schlieren setup is the digital camera, which for all schlieren and
PIV investigations in this work was a Photron FASTCAN SA-Z 2100k high-speed camera. Per the
Photron website1 , the SA-Z is a 1-Megapixel CMOS-based image sensor. It is important to note
that higher framerates enforce reductions in the available acquisition resolution, but each pixel
still counts as an individual sensor. For the selected acquisition speed of 100 kHz—which was
determined through preliminary testing with microphones to characterize frequency content—the
ensuing resolution was 256-by-544 pixels. While the choice in lens mounted to the camera would
in general be variable, for all of the schlieren results to be discussed in this work, an AF-S Nikkor
300mm f /4D lens was used.
Control and Image-Acquisition
The high-power LED used in this work is a pulsed light source, meaning that it is necessary to
synchronize this pulsing with the camera in order to always acquire images every available frame.
A BNC model 577 digital delay generator was used for this purpose. The pulse width of the
LED illumination controls the exposure time of the images, and for all present cases, this was a
constant 1.0 µs. This is short enough to effectively “freeze” the high-speed flow emanating from
the nozzles, even given the small spatial scale and large mean velocity [84]. It is worth noting that
the pulse-width can have profound influence on obtained images, and all subsequent analyses. Rao
and Karthick [159] demonstrated with both synthetic and experimental schlieren that the exposure
time (how long the camera takes in light for a single image) of the camera to a pulsed light source
has a strong influence on observed coherent structures and dynamics.
1

Which can be accessed here (at the time of writing): https://photron.com/fastcam-sa-z-2/
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Figure 3.3. Demonstration of the influence of cutoff configuration: (a) dρ/dx schlieren; (b) dρ/dy schlieren;
and (c) shadowgraph (no knife-edge). All images are ensemble means of the Mach 1.0 jet at an NPR of 4.12.

74

In essence, a long exposure time creates a “smeared” average of fast moving structures, as these
features are not appreciably still for the duration of exposure. For high-speed flows, a best practice
is to set the exposure time as low as possible such that these faster features do not move appreciably
from beginning to end. There is one major caveat to this, however, as the exposure time is partly
responsible for the observed illumination in an image—longer exposures collect more light, and
hence there will be a point where a low enough exposure time results in a blank frame. Specifics
will depend on camera and light source. In this dissertation, the exposure time and pulse-width
were equivalent, as there is no benefit to emitting light when the camera is not acquiring an image.
Acquired Datasets
High-speed schlieren was used to acquire images from both nozzles operating at various pressure
ratios which corresponded to screech production. Both dρ/dx and dρ/dy images were acquired for
each test case, alongside shadowgraph for comparison. These image-based datasets were analyzed
with a variety of analytical tools, which will be outlined later in this chapter. For the Mach 1.5 data,
which was published in Price et al. [96], a total of 2000 frames were collected for each test case.
For the unpublished Mach 1.0 data, a total of 10240 frames were collected. While the datasets
comprised of more than ten-thousand images are more detailed, the ensuing size greatly increases
the computational expense in analysis. It is worth noting that the 2000 frame data, while visibly
appearing “rougher” in the sense that ensemble averages were not as smooth, still converged and
provided a suitable dataset upon which to apply many spectral analyses [96].
It is worth noting that all acquired datasets are fundamentally two-dimensional, even if there
exists a three-dimensional feature in the flowfield. Further, schlieren is a path-integrated technique.
The axisymmetric nature of the jet flowfields in this work slightly mitigates this issue, but it should
always be held in mind when reviewing the results of analyses that it is not possible to account for
depth. For example, instability waves in the shear layer of the jet may appear to exist everywhere in
the jet, but this is actually the result of having light pass through the shear layer twice. Nevertheless,
schlieren has been repeatedly used in several experiments (Price et al. [96], Combs et al. [85], and
Berry et al. [92], among others) to acquire useful results regarding either coherent structures of
dominant features of turbulent flows.
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3.1.4

Pulse-burst Particle Image Velocimetry

Following the completion of high-speed schlieren image acquisition and analysis for the Mach 1.5
jet, two-component particle image velocimetry was conducted with a Spectral Energies pulse-burst
laser. PIV experiments performed with a pulse-burst laser are generally referred to as pulse-burst
PIV (PB-PIV) experiments, or rarely time-resolved PIV experiments [160, 161]. Compared to
schlieren, PIV and its variants provide direct quantitative data in the form of velocity fields, and
hence any observed coherent structures are directly intertwined with the velocity of the flowfield.
And unlike schlieren, which is path-integrated, PIV is generally a planar measurement. Hence,
the PIV results may be more meaningful or less misleading, as the analysis methods are operating
on a two-dimensional representation (the images themselves) of a two-dimensional phenomenon.
Pulse-burst PIV is a variation of PIV well-suited for experiments involving high-speed flows, as
this technique is capable of acquisition rates well in excess of traditional PIV speeds. Beresh et al.
[160] in one of the first works on pulse-burst PIV noted that higher-speed flows need both higher
acquisition rates and higher energies than is possible with current diode-pumped, solid state lasers.
They further noted that, as of now, the current best approach for high-speed, or even time-resolved
PIV, relies upon pulse-burst lasers.
The benefits of high-speed PIV data are numerous. Most relevant is the ability to apply
techniques which require a resolved time-history, such as SPOD or even the computation of the
temporal coefficients from space-only POD. Additionally, a resolved time history further allows
for investigations into the dynamics of both transient and steady-state behavior of the interrogated
flowfield, which may be especially useful for examining the influence of intermittent turbulent
structures on the surrounding flowfield. Singh et al. [162] demonstrated the application of both
POD and SPOD to pulse-burst PIV data of flow over an open cavity, and Singh et al. [163]
expanded upon this work by applying dynamic mode decomposition to similar data. A key remark
from both papers is that extracting dynamic information from experimental velocity fields is largely
unexplored, and hence there are many opportunities for novel experiments involving pulse-burst
PIV.
The same imaging equipment (Photron SA-Z and 300 mm Nikkor lens) used for the schlieren
experiments were also employed in the PB-PIV experiments. Laser illumination was provided by
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a Spectral Energies Quasimodo pulse-burst laser, which is an Nd:YAG laser capable of producing
1 J per pulse at the fundamental harmonic with burst rates up to 1 MHz at lower energies. The laser
is equipped with beta barium borate (BBO) crystals such that the second harmonic at 532 nm could
be utilized for this experiment. In order to achieve a narrow sheet waist, it was necessary to use
two cylindrical lenses in succession—one to begin focusing the beam, and the other to re-collimate
the beam with a smaller diameter. The narrowed beam was then passed through a plano-concave
cylindrical lens, which spread the beam into a sheet with a measured thickness (waist) of less
than 0.7 mm. At the axis of the nozzle exit, the sheet spanned approximately 80.3 mm, which
encompasses a region from near the nozzle exit to approximately 11 jet diameters downstream.
Care was taken to ensure that the laser sheet did not spread onto the nozzle to prevent reflections
and potential ablation of the nozzle lip [96]. A schematic of this setup is provided in Fig. 3.4.
Acquiring PIV images is not as simple as with schlieren, where it was only necessary to
synchronize light source to camera. Vector fields—the generation of which is the point of PIV—are
created from image pairs, and not standalone images. A cross correlation is performed between
these two images, from which velocities may then be estimated. The time between frames—known
as the interframe spacing—is a critical parameter to minimize for high-speed flows. Should seed
particles move significant distances over a long interframe spacing, then the resulting correlation
may either be less effective of an estimate, or outright invalid for the case where a particle leaves
an interrogation window. A pair of short-time separated images forms a single vector field. The
frequency, or framerate, of the ensemble of vector fields is controlled by the burst rate of the laser.
Aligning the laser illumination and camera exposure requires (for high-speed cameras) a
technique known as frame-straddling, where two laser pulses are placed in sequential frames that
have long exposure times. Laser pulses are separated by a small inter-pulse duration (∆t) such
that the first laser pulse is at the end of one frame’s exposure, and the second pulse is placed at
the beginning of another frame [96]. A pulse train is composed of many such pulses. If two
pulses, separated by a given inter-pulse spacing are considered to be one event, then the spacing
between two such events is controlled by the overall frequency, or burst rate ( fburst ) at which the
laser operates. This frequency determines the framerate of the ensemble of vector fields. Since two
laser pulses are required to form a single vector field, it follows by necessity that the burst rate of
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Figure 3.4. Side-view and overhead perspective schematics of the optics used for the pulse-burst PIV
experiments.
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the laser must be half that of the acquiring camera. A timing diagram which illustrates this concept
is provided in Fig. 3.5.
The burst rate of the laser is generally chosen in an optimization problem. Given that the
camera must operate twice as fast, careful attention must be given to the final resolution—a highspeed acquisition with an extremely restricted field of view may not be useful. Another important
factor to consider is the overall burst duration, which determines over how long the laser fires a
pulse train. Tied with that is the total number of pulses fired, which is a function of both the burst
duration and burst rate. A formula is given in Eq. 3.2:
N pulse = 2 fburst tburst

(3.2)

The multiplicative factor of two arises from the fact that there are two pulses per effective vector
image. Clearly, a greater number of pulses is achieved for higher burst durations and higher burst
rates. However, for the pulse-burst laser used in this work, the overall energy available to provide
illumination is essentially divided by the number of pulses—in other words, a high number of
pulses may result in too little illumination to adequately resolve an image. While image field of
view and illumination define the upper frequency of the optimization problem, the lower end is
defined by the frequency content of the interrogated test article. The benefit of pulse-burst PIV
is the ability to resolve high-speed data, and hence a PB-PIV experiment involving an important
feature (for example, jet screech) that has too high of a frequency to be resolved due to other
constraints may be an ill-posed experiment.
It is worth noting that not every laser pulse-pair may result in a resolved image. Initial and
final pulse-pairs are generally weaker in intensity compared to those in the middle of the burst
duration, and accordingly it may be necessary to remove what appear to be blank or sparse frames.
Additionally, if the intensity between image-pairs varies by a significant amount, it may also be
necessary to equalize the intensities between all frames as best as possible in order to minimize
uncertainties arising from this.
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Figure 3.5. A generic timing-diagram of frame-straddling for pulse-burst PIV.
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Time, t

Mach 1.5 PIV
Specific details and parameters regarding the PIV experiment on the Mach 1.5 jet, which are taken
from Price et al. [96], are now given. The inter-pulse separation of the double pulses (∆t) was set
to 2.0 µs. For all test cases involving the Mach 1.5 jet, the overall burst duration was maximized
to 10.5 ms, and a burst rate of 50 kHz (100 kHz camera acquisition) was selected. Accordingly,
the total number of pulses per run was 1050. A photodiode placed near the laser optics was
used to verify timing. The flow was seeded with Degussa P25 Aeroxide Titanium Dioxide (T iO2 )
particles, which have a reported nominal diameter of 21 nm [164, 165]. Prior to use, the particles
were baked for approximately one hour in a laboratory oven to eliminate moisture and prevent
significant agglomeration. The seed particles were then loaded into a fluidized bed seeder that was
constructed in-house. Flow control valves and pressure transducers were installed on both inlet
and outlet ports of the seeder to help regulate and control the flow through the seeder [96].
Pulse-burst PIV was performed at 50 kHz with a slightly restricted field-of-view (FOV) when
compared to the schlieren imaging. The laser energy was measured to be 9.43 mJ/pulse. A nominal
laser sheet thickness of 0.7 mm was maintained throughout the experiment. This was necessary
in order to avoid laser illumination—which may either lead to surface destruction of the metal or
potentially hazardous reflections—on the surface of the nozzle itself. The PIV region encompasses
the flow between 2.5 < x/D < 8.8 and -1 < y/D < 1. A total of 1507 image-pairs of sufficient
illumination were collected for the pulse-burst PIV, where the 1507 image-pairs form an ensemble
of 3 records with approximately 502 image-pairs in each record. As this is two-component PIV,
two vector fields—an axial velocity (u) and transverse velocity (v)— with 1507 “frames” were
generated [96].
PIV vector fields were estimated from version 8.3 of LaVision’s DaVis software package. At
50,000 image-pairs-per-second, the collection window was 256-by-544-pixels (due to the camera
being set to 100,000 fps with frame-straddling) which corresponded to a physical field of view
of 26-by-55-mm. Image preprocessing involving minor rotational alignment corrections, and
a time-filtered background subtraction was applied to provide more robust cross-correlations.
Multipass algorithms were used for calculating vector correlations. The first interrogation window
was elliptically-weighted 2:1 in the streamwise direction and set to a nominal size of 48-by-48
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pixels, utilizing four passes at 50 percent overlap. The final interrogation window was set to an
adaptively-shaped 16-by-16 pixel region, utilizing eight passes at 75 percent overlap to ensure that
the multipass algorithm yielded an adequately converged vector field. Postprocessing involved the
application of the universal outlier detection scheme with 5 passes over a 5-by-5 vector region to
remove spurious vectors. The PIV vector fields computed by DaVis for these parameters had a
vector resolution of 58-by-129 vectors [96]. Pulse-burst PIV experiments were not performed on
the Mach 1.0 jet. The smaller diameter of this jet pushed the underexpanded screech tones high
enough such that a camera acquisition rate of 200 kHz and laser burst rate of 100 kHz would have
been necessary. The ensuing field of view would ultimately have been too restrictive to facilitate
this diagnostic.
Uncertainty Evaluation
There are many sources of uncertainty with traditional PIV, and all of these similarly apply to pulseburst PIV. Some examples of sources of uncertainty listed in Adrian and Westerweel [166] include
spatial resolution, particle density, particle displacement, particle size, and particle lag. Spatial
resolution is of particular importance for pulse-burst PIV, as traditional PIV is typically performed
with cameras with much denser pixel resolutions. High-speed cameras sacrifice some spatial
resolution in order to acquire images must faster, with the end result being that PB-PIV images may
appear more pixelated or less resolved [96, 160]. Velocity correlations are thus coarser, and finer
details—such as small-scale structures—may not be accurately resolved. Supersonic flows have
additional sources of uncertainty. Some of the challenges associated with these measurements in
the Mach 1.5 underexpanded jet include aero-optical distortion [167], artificial velocity fluctuations
near shocks [12], and consistent and uniform introduction of sufficiently small seed particles [168],
among others.
In this work, uncertainties were computed and propagated through to the standard deviation of
the velocities using the “correlation statistics” method outlined by Wieneke [169]. This method
uses the computed vector displacement field to map the two interrogation windows on top of
one another, and the differences between the two windows are then computed. The relationship
between the standard deviation of the intensity difference for each window is the basis for the
uncertainty estimation of the displacement vector. Because this method uses information contained
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within the correlation map, it should theoretically account for all combined factors of uncertainty
which would affect the correlation function [170]. These uncertainties are computed within DaVis
and subsequently exported for propagation through to the standard deviation according to the
formulations provided by Sciacchitano and Wieneke [171] to demonstrate the convergence of these
data [96].
In demonstrating the convergence of these data, it must be noted that due to the small separation
from one image-pair to the next (∆t = 20µs for an acquisition rate of 50 kHz), the samples may not
be statistically independent of one another. Hence, the correlation statistics must use the correct
number of effective samples, Ne f f . A formula for computing this figure is given in Eq. 3.3 which
is taken from Sciacchitano and Wieneke [171]:
Ne f f = N samples

+∞
X

−1
R(n∆t) ≈

T
2

n=−∞

R +∞
0

R(dt)dt

=

T
2T int

(3.3)

Here, N samples denotes the total number of samples used in the analysis, which for this
investigation was 1507; R(n∆t) and R(dt) refer to the discrete and continuous auto-correlation
coefficient of the interrogated signal, respectively; T refers to the total interrogation time (T =
30.14 ms for 1507 images acquired at 50 kHz); and T int refers to the integral time scale computed
from the interrogated signal. The integral time scale—and accordingly the number of effective
samples—will have a spatial variation influenced by particle seed density and any inherent
nonuniformities in the interrogated flow. The number of effective samples can be used to compute
uncertainty fields of both velocity components, where the uncertainty in the mean velocities is
given by Eq. 3.4 [96, 171]:
σx
Ux = p
Ne f f

(3.4)

Uncertainty fields in the standard deviation were also computed using the number of effective
averages, and the formula from Sciacchitano and Wieneke [171] is provided in Eq. 3.5:
σx
Uσx = p
2(Ne f f − 1)
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(3.5)

A discussion of the observed uncertainties and convergence of the PB-PIV data will be given
in Sec. 4.3.

3.1.5

Focused Laser Differential Interferometry

A technique known as focused laser differential interferometry (FLDI) was deployed on both the
Mach 1.5 and Mach 1.0 jets to observe the flowfield at various spatial locations both exterior to
and immersed within the flowfields. FLDI has proven to be an extremely valuable diagnostic
for measuring disturbances in a wide variety of turbulent flows, as the diagnostic is both nonintrusive and capable of responsiveness to frequencies in excess of 1 MHz [129, 172–174].
Smeets [175], in 1972, provided the first description of an FLDI system. In that work, the
diagnostic was used to measure density disturbances in wind tunnels and lab-scale turbulent jets.
At that time, the application to high-speed flows was hampered due to limitations in experimental
hardware. As noted in Price et al. [83], this is no longer the case, and recent advances in hardware
have led to renewed interest in the diagnostics. Parziale et al. [173] used FLDI to measure
transitioning boundary layer disturbances and acquire frequency content consistent with secondmode instabilities—which are themselves a coherent structure. Parziale et al. [174] also applied
FLDI to quantify free-stream density perturbations in the T5 reflected shock tunnel at the California
Institute of Technology. Price et al. [83, 84] applied FLDI to optically detecting jet screech on a
Mach 1.5 nozzle operating at underexpanded conditions.
Traditional FLDI, as noted by Ceruzzi et al. [176], is a non-intrusive, non-imaging, polarized
interferometric technique that responds to density disturbances between two extremely close probe
volumes that are created by focusing down a beam-pair at a location of interest. A schematic of
a generic FLDI setup is given in Fig. 3.6. Fulghum [177], in his 2014 dissertation, notes that the
most basic FLDI setup consists of the following: a collimated laser; a means of expanding this
beam; two field lenses to focus the beam within a desired testing volume; two birefringent prisms
to split and combine two beams to induce interference; and a detector of some kind to observe the
interference in the recombined beam. It is important to note that Fulghum [177] does not include
the use of polarizers on either side of the test section, and instead the setup used in that work used
a polarizing beam-splitter. Polarization is a critical parameter for this diagnostic, and regardless
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Figure 3.6. Schematic of a generic FLDI setup: (top) Overall schematic; (bottom left) Beam-pair creation
through the use of a prism; (bottom-right) Isolated view of the system focus, which defines the
measurement region.
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of setup there must also be some means of creating mutually orthogonal polarization between
components of the beam-pair. The setup shown in Fig. 3.6 resembles the setup shown in Schmidt
and Shepherd [129], which instead utilizes two polarizers on both sides of the instrument.
Basic Operational Principles
In theory, any sufficiently intense, linearly polarized laser can be used as the illumination source for
this technique. As an example, Settles and Fulghum [172] were able to use a low-power laser which
was below the eye-damage energy threshold, but still intense enough to suffice. Fulghum [177]
noted that the diameter of the beam itself is one of the most important parameters to be aware of,
as this diameter heavily influences the sensitivity of the instrument. In general, FLDI sensitivity
increases with decreasing beam diameter [172, 177], and hence creating the smallest possible focal
point can be beneficial if high sensitivity is desired.
The first lens encountered by the collimated laser beam is a diverging lens, which serves to
expand the beam to the diameter of the two focusing field lenses which surround the focusing
region. As previously noted, the use of a polarizer—which would be the next optical component
with respect to Fig. 3.6 on the light production side of the instrument is technically optional.
However, the benefit of using a polarizer at this location is that the polarization of the light on
the production side can be easily modified by rotating the prism as necessary, whereas this might
not be as easily achieved by rotating a linearly polarized laser. An additional benefit involves a
considerable simplification to the equations which govern the state of polarization, as noted in
Schmidt and Shepherd [129]. Specifically, this simplification occurs when laser light is polarized
45° with respect to the separation angle of the first prism, before encountering this prism. This is
in particular was the motivation of using the two-polarizer setup resembling Fig. 3.6 in Price et
al. [83, 84, 151].
The next optic along the beam axis is a prism of some kind. A number of prisms have
been successfully applied to FLDI: Price et al. [83, 84, 151] and Gragston et al. [178–180]
used Wollaston prisms for single and multi-point FLDI, and Schmidt and Shepherd [129] noted
that these prisms are the most commonly used; Fulghum [177] and Settles and Fulghum [172]
demonstrated success with Sanderson prisms; and Bathel et al. [181] additionally demonstrated
the use of Nomarski prisms for a two-point setup. In general, the influence of the different prisms
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is similar, but there are subtle differences that may make one more beneficial over another for a
given application [129, 181]. The purpose of the prism is to split an incident ray of light into
what are known as ordinary and extraordinary rays, which have some separation angle ϕ that is
a function of the prism in use. For the case where light is linearly polarized 45° with respect to
the separation angle, then both the extraordinary and ordinary rays will be of equal intensity and
mutually orthogonal in polarization [129]. Altering the polarization of incident light away from
this state will induce a disparity between intensities, with the most extreme case being that one
part of the beam-pair may cease to exist. The prism additionally controls the separation distance,
∆x, between the ordinary and extraordinary beams. In Settles and Fulghum [172], for example, the
separation distance was a function of strain applied to the Sanderson prism in use.
The focusing lenses on either side of the test section are simply field lenses which are generally
identical, and are used to set the maximum beam diameter and length of the test region through
lens focal length. Both of these are critical parameters which directly influence the sensitivity of
the instrument by controlling the width of the beam at best, or smallest, focus. If a Gaussian beam
is assumed—which is generally a good assumption for HeNe beams [129, 172, 177]—then this
width, which is otherwise known as the beam waist, w0 can be defined as in Eq. 3.6 [129, 177]:
w0 =

2λd
πD4σ

(3.6)

Here, λ is the wavelength of the beam, d is the distance from the best focus to the field lens,
and D4σ is the largest diameter of the beam. In a typical setup, the largest diameter of the beam
will be equivalent to the diameter of the field lens [129, 177]. Thus, larger lenses with shorter focal
lengths will induce smaller beam waists, which lead to increases in sensitivity. Accordingly, FLDI
is most sensitive at the focus, where the smallest beam waist is located, and less sensitive as the
beam diameter increases with distance away from the focus. The influence of disturbances which
exist over large portions of the beam axis within the test section are said to be spatially filtered, or
averaged out, as noted in Fulghum [177].
The separation distance additionally has an influence on the observed spatial filtering and
sensitivy of the diagnostic. At the system focus of a traditional FLDI setup, there exist two beam
spots which form a single beam-pair with some separation distance ∆x. Ultimately, measurements
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are facilitated through observing the interference between these two beam spots due to density
disturbances, which will have sizes relating to the turbulent kinetic energy in the flow—that is,
there will exist a spectrum of structures from large to small. In a simplified consideration, the
separation distance can be thought of as a spatial resolution or spatial limit. The disturbances
associated with structures smaller than this limit will either be weakly measured or not at all [172],
and this can be thought of as effectively establishing a maximum frequency resolution that can
be resolved. It should be noted that this limit is independent of the sampling frequency. A
good analogue lies in the frequency resolution of a microphone, which is limited its diameter,
and the wavelength of acoustic waves smaller than this can not be measured. While decreasing
the separation distance increases the frequency resolution, this does come at a cost of signal-tonoise ratio. Thus, there is a practical limitation imposed by the amount of noise present in the
system [129].
The light collection side of the instrument mirrors much of the production side. The second
field lens is identical to the first lens, from diameter to focal length. The second prism and polarizer
serve to recombine and then interfere the orthogonally polarized beams [182]. The interference
at this stage manifests as fluctuations in the intensity of light passing through to the detector.
Greater detail can be found in the works of Fulghum [177], and Parziale [182], and Parziale et
al. [183], which address the governing equations relating to polarization for this diagnostic. Here, it
is sufficient to state that measurements are made because density disturbances perturb the incident
light rays in the focusing laser beam-pair. As these disturbances are functionally the same as
density gradients observed in schlieren, they are inhomogeneous and influence each beam spot
within the beam-pair somewhat differently. These slightly different alterations in the beams induce
phase-differences in the beams, which when recombined induces interference similar to a simple
superposition of sine waves. The photodetector observes this interference pattern as fluctuations in
light intensity, and accordingly produces a voltage output. Thus, density gradients induce phasedifferences which lead to the production of output voltages. An equation linking this together is
given in Eq 3.7 [182]:
 V

∆ρ
λ0
=
sin−1
−1
ρL
2πkLρL
Vre f
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(3.7)

Here, ∆ρ represents instantaneous changes in density, which are normalized by the local mean
density ρL . The wavelength of the laser used is denoted by λ0 , and the integration length spanned
by a density disturbance is given by L. The Dale-Gladstone constant for the test medium is given
again by k. Voltage output from the photodetector is given by V, and this is normalized by a
reference voltage Vre f . To arrive at Eq. 3.7 requires combining equations governing the index of
refraction, the associated change in phase created by changes in optical path length, and a linear
response relationship for the voltage output of a photodetector [182, 183].
FLDI Measurements
Traditional, single-point FLDI has been used to investigate jet screech in the underexpanded flow
of the Mach 1.5 jet, as seen in Price et al. [83, 84]. The following section will describe the
experimental setup used in those works, and establish the necessary background for discussing
the results in the following chapter. It should be noted that single-point FLDI was not used on the
Mach 1.0 jet; rather, a multi-point variant of FLDI was deployed. Details of that variant and the
experiment will be discussed in the next section.
In this particular experiment, the Mach 1.5 jet was set to the same conditions as with the
schlieren and PB-PIV experiments, in order to produce the same emitted screech tone. The supply
gas was again compressed, industrial grade nitrogen from a size 300 cylinder controlled by a
two-stage regulator. A Thorlabs PDA36A2 amplified photodetector set to 20 dB gain was used
as the detecting device. As with the schlieren and PB-PIV experiments, stagnation pressure was
measured by an Omega PX181B pressure transducer. The transducer was connected to both the
data acquisition setup, and an Omega digital gauge such that pressure could be easily monitored by
eye. A B&K 4944 microphone was additionally used to acquire the acoustic content of the jet using
a traditional baseline diagnostic. The data acquisition hardware was a National Instruments USB
6431 DAQ, and a custom written LABView script was used to acquire samples of all channels
simultaneously at 300 kHz. The jet was mounted such that its position could be easily moved
relative to the FLDI focus.
Figure 3.7 contains a CAD rendering of the optical setup used for the investigations on the
Mach 1.5 jet. As noted in Price et al. [84], this setup is functionally a two-point setup, which
permits two simultaneous measurements rather than one. At the time of the experiment, however,
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Figure 3.7. FLDI setup used for analyzing the Mach 1.5 jet. Beam separation at the focus is noted in the
bottom right. Image taken from Price et al. [83]
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the primary concern was evaluating the use of FLDI in measuring jet screech, and so only the
output from a single beam-pair was used. The laser used for this and all FLDI investigations was a
10 mW HeNe laser (Newport) beam. The beam was expanded using an f = −9 mm plano-convex
lens, and the now-expanding beam then passed through a polarizer (Thorlabs LPVISE100-A).
The next optic was a 30 mm-by-30 mm 1.5° double Wollaston prism (United Crystal), which is
the optical component responsible for the two-point characteristic of the setup. Two beams with
a small separation angle are then created, which pass through another polarizer before passing
through a 50 mm by 50 mm, five arcminute Wollaston prism (United Crystals), which splits the
two beams into four [83].
The two identical focusing lenses are f = 200 mm, 75 mm diameter plano-convex lenses. At
the system focus, the separation distance was measured with a beam-profiler to be approximately
475 µm. A snapshot from the beam-profiler is included in Fig 3.7, which was taken at the location
of best focus. The light-collection side, as usual, mirrors much of the light production side.
Another identical polarizer (Thorlabs LPVISE 100-A) is used before the beams pass through an
f = −50 mm lens. This lens is in place to delay the focusing of the two interfered beams to a
location further away from the main optics in order to provide additional working room, and is
otherwise optional. As noted previously, the detectors used were Thorlabs PDA36A2 amplified
photodetectors. FLDI is well-known to be sensitive to vibrations, and the entire system was
mounted to a single 95 mm extruded rail in order to mitigate some of this.
A system characterization was performed in order to verify that the FLDI system was behaving
as expected. This was accomplished by using a small round jet, which approximates a broadband
turbulent source [83, 172]. The exit diameter of this jet was approximately 5 mm, and the jet
exit was placed 108 mm upstream of the system focus. The jet was oriented parallel to the beam
separation axis, and a sweep of 200 millimeters on either side of the focus was performed. The
supply pressure was approximately 1.09 atmospheres, which per isentropic theory is around a
subsonic Mach number of 0.36. Supersonic flow was avoided due to the potential for strong
tones, which were unwanted during a characterization of system response to broadband noise and
turbulence.
Figure 3.8 contains the response of the diagnostic to the subsonic sweep. Figure 3.8a is the
variance response, and Fig. 3.8b is the frequency response. Both images depict in essence a
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Figure 3.8. Characterization of an FLDI system with a small subsonic jet: (a) Variance as a function of
axial location; (b) Frequency response as a function of axial location. Both figures are adapated from Price
et al. [83].
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Gaussian distribution, and demonstrate that FLDI sensitivity is a strong function of distance from
the focal point. It is worth noting that the low frequency content observed at all locations in
Fig 3.8b is also an expected result, as low-frequency noise is unfortunately resilient to the spatial
filtering phenomenon that occurs at higher frequencies [129, 172, 177, 182]. Bands that exist
at all frequencies in the frequency response correspond to system noise, and do not represent a
significant consideration.
It should be noted that this particular characterization is somewhat biased. A jet will produce
turbulent structures in a spectrum from large to fine-scale according to the turbulent kinetic energy
present, which itself is a function of the velocity. The diameter will also have some contribution,
and hence using a different jet would influence the frequency response profile. Thus, this is not
a direct measurement of the true measurable frequency per se, but a demonstration of system
response to a particular stimulus. Given that the final experiment would still be on a turbulent jet,
the bias induced here was considered acceptable. Estimates of the true, total system response are
typically facilitated through simulations [129, 172]. Experimental characterization of FLDI is still
an area of research, as noted by Ceruzzi et al. [184].
Linear Array FLDI
While FLDI has proven to be a reliable tool for measuring density disturbances in a number of
supersonic flows, the traditional form of the diagnostic has the serious limitation of measuring
fluctuations at only a single point [151, 178, 179]. Thus, acquiring data over a large spatial
range can be both tedious and time consuming. Additionally, the single-point interferometer
cannot provide velocity measurements of density disturbances in the test medium. As noted in
Weisberger, [185] this is a necessary measurement for accurately determining the instrument’s
response, as well as just being a useful parameter to estimate.
Significant effort has been invested into expanded the number of measurement points for FLDI
systems, as noted in Price et al. [151]. Weisberger [185] noted that Smeets and George [186]
were the first to propose the concept of a two-point FLDI system in 1973. Since then, two-point
systems have been successfully demonstrated by Ceruzzi et al. [176, 187], Jewell et al. [188],
Bathel et al. [181, 189], and Hameed et al. [190]. A three-point system was recently demonstrated
by Gillespie et al. [191] for free-stream measurements in a Mach 6 shock tunnel. Around the same
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time, Weisberger et al. [185] demonstrated a multi-point line extension of FLDI. In that work,
cylindrical lenses were used to generate a focusing line of measurement, and a 16-element array of
photodiodes were used to acquire data simultaneously. The work further demonstrated the ability
to create two FLDI lines by means of an additional Nomarski prism. With a second array of 16
photodiodes, the multi-point line setup permitted a high number of simultaneous measurement
points along two lines of variable orientation.
In 2020, a new expansion of FLDI known as linear-array FLDI (LA-FLDI) was developed
at the University of Tennessee Space Institute (UTSI) by Gragston et al. [179]. The transition
from a single-point configuration to LA-FLDI is achieved by the addition of a single diffractive
optical element, which splits incident light into a specified number of rays separated by a small
angle [179]. In the introductory studies by Gragston et al. [178–180], the diffractive element
used generated six beams that produced six discrete, focused beam-pairs—in contrast to the line
generated in Weisberger [185]. Since then, LA-FLDI has been used for jet screech measurements
in a Mach 1.5 jet [178, 179], for turbulent boundary layer measurements in the UTSI Mach 4.0
Ludwieg tube [178], and for measuring the frequency and velocity of second-mode instabilities on
a flared cone in the University of Texas A&M Mach 6.0 quiet tunnel [180].
In this dissertation, the work from Price et al. [151] will be discussed and examined. In that
work, LA-FLDI was deployed on the Mach 1.0 jet operating at various underexpanded pressure
ratios. Figure 3.9 contains a comparison of beam profiles at system focus [151]. The top image
corresponds to a traditional FLDI setup, which generates only a single beam-pair. The lower
image is the same system with the addition of a diffractive optical element, which generates six
total beam-pairs. The spacing of 229 micrometers is retained in either configuration, and hence the
frequency response of the system is not significantly altered by the addition of this new optic.
Figure 3.10 contains an annotated CAD rendering of the LA-FLDI setup used in Price et
al. [151], and also in this dissertation. This setup is functionally similar to the setup previously
described; however, a diffractive optical element (HOLO/OR) replaces the 1.5° prism that
previously induced the two-point nature. The close proximity of six beam-spots at the light
collection side forced a modification in the system setup, as it was not feasible to place six Thorlabs
PDA36A2 photodetectors at this location. Instead, a custom, 3D-printed manifold was created.
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(a) Single point FLDI beam profile

(b) Multi-point LA-FLDI beam profile
Figure 3.9. Comparison between (a) traditional FLDI and (b) LA-FLDI at system focus. Image from Price
et al. [151].
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Figure 3.10. Annotated CAD rendering of the LA-FLDI setup.
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This manifold contains six collimating lenses which immediately adapt to six multimode fiber
optic cables (M25L01). These fibers directly adapt to the array of photodetectors.
The DAQ system used for the LA-FLDI experiments on the Mach 1.0 jet was an NI PXI system:
NI PXIe-8381, NI BNC- 2110, and NI PXIe-6368. This system permitted simultaneous sampling
of eight channels—six FLDI channels, one microphone channel, and one pressure transducer
channel—at an acquisition rate of 2 MHz. The use of LA-FLDI followed similar motivations to
the use of FLDI in the Mach 1.5 jet flowfield. However, the collection of six simultaneous points
at a high acquisition rate can enable a number of other analyses. Some attention will be given to
the application of bispectral analysis [192]. Gragston et al. [180] have already demonstrated that
this is possible with LA-FLDI measurements.

3.2

Analytical Methodology

Over the course of this work, several scripts and functions were developed that enabled a deeper
analysis of the collected experimental data. While some involve concepts that are likely wellknown, others will benefit from some explanation. In this section, specific details of these
techniques will be divulged. Actual scripts used in this work will be included in the appendices
of this dissertation. All experimental data analysis was handled in MATLAB, on one of two
machines. The first was a desktop computer with an i7 2.90 GHz processor with 8 cores and
16 logical processors, and 32 GB of RAM. This machine was generally suitable for handling small
datasets and preliminary analyses, but larger datasets and bispectral analyses were not feasible. To
address this, a second machine referred to as FALCON, which was constructed to handle very large
experimental and computational datasets for the HORIZON research group at UTSI was utilized.
FALCON has 4 2.30 GHz processors with a total of 32 physical cores and 64 logical processors,
and 256 GB of RAM available for handling big data.

3.2.1

Spectral Analyses

A significant benefit of image-based diagnostics is the ability to use each available pixel as an
independent sensor or probe point. In the case of high-speed schlieren of a turbulent jet, each
pixel can have a time history upon which statistical operations can be performed. Results can be
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averaged to obtain a global estimate (e.g. a global power-spectral density), or results-per-pixel can
be stored and mapped back into the shape of the original image. The latter is particularly useful for
creating accurate maps of quantities computed from pixel time histories [96]. The global method
relies upon calculating single-sided power spectral densities at each pixel location, and produces
a single, average PSD for the entire provided viewing region. Equation 3.8 gives a definition for
the PSD as provided by Bendat and Piersol [101]. Here, E[x] is the expectation of an arbitrary
function, and X( f, t) is the finite Fourier transform of a data record of length T .
G xx ( f ) =

2
E[X( f )2 ]
T

(3.8)

Equation 3.8 as written would be for a single data record, or in this case a single pixel. In order
to compute a global, average PSD, it is necessary to apply Eq. 3.8 to every pixel in the viewing
region, and then average each spectra such that a single spectrum is the final result. In the pixelby-pixel approach, the spatial coordinates of the original image are retained, and G xx ( f ) is mapped
to the dimensions of the original image. In other words, for each frequency f in the total frequency
bin, there is an accompanying PSD map. These may be plotted as is, or the information at each
pixel for a specific frequency may be normalized by the integral of each pixel, for all frequencies.
This is given in Eq. 3.9, where fN represents the Nyquist frequency, or half the sampling frequency,
fk ∈ [0, fN ], and (i, j) refer to row and column indices, respectively, of the original image.
G xx ( fk )

PS Dmap (i, j, fk ) = R

fN
0

(3.9)

G xx ( f )d f

The integral of the PSD is known to be the mean square value of the original dataset, and in
the case of mean-subtracted data (or data where the mean is zero), the mean square value is equal
to the variance [101]. Thus, for this condition Eq. 3.9 reduces to Eq. 3.10.
PS Dmap (i, j, fk ) =

2
E[X( f )2 ]
T

Var[x(t)]

=

2
E[X( f )2 ]
T
E[x(t)2 ]

(3.10)

In other words, each pixel is normalized by the associated local variance. From this formulation, it follows that frequency-specific results are emphasized in regions of lower variance—outside
of the core flow being the most prominent example for a screeching jet—whereas they are instead
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reduced in regions of high variance. In effect, this allows one to visualize the local strength of a
frequency specific fluctuation relative to all other fluctuations in the flowfield.
In general, the basic spectral analyses and PSD map technique outlined thus far are simpler
than the modal analyses also utilized, but can readily be applied to any set of images. This analysis
is most meaningful, however, provided there exists some coherent structure or fluctuation—an
instability, for example—and in that case this analysis can be used to identify regions of interest
for other diagnostic techniques [83, 96].

3.2.2

Statistical Analyses

Statistical quantities have been deployed for evaluating turbulent flows over appropriate timeintervals for decades, and prior to the development of time-resolved diagnostics, they were the
only means of extracting quantitative data from experiments. The use of the mean and standard
deviation in image-based datasets is well-documented [12, 19, 96]. The mean allows one to
observe the time-invariant structure of a given flow, and the standard deviation (or alternatively
the variance) can be used to visualize the distribution of frequency-agnostic fluctuations in a
given flow. Higher order statistics have also been applied, though these applications are much
less common than the mean and standard deviation. Higher-order statistics such as skewness and
kurtosis have been used, for example, to evaluate intermittent behavior in turbulent flows [12, 193–
195].
Skewness and kurtosis are the third and fourth standardized moments of a given variable,
respectively. An equation for skewness is given in Eq. 3.11, and one for kurtosis is similarly
given in Eq. 3.12 [196].
S (x) =

K(x) =

E[(x(t) − µ)3 ]
(E[(x(t) − µ)2 ]) 2

3

E[(x(t) − µ)4 ]
(E[(x(t) − µ)2 ])2

(3.11)

(3.12)

In these equations, µ is the mean of x(t). Skewness and kurtosis are both ways of quantifying
the behavior of a distribution of measurements or observations, and in the appropriate context these
can have illuminating implications for the interrogated variable, x(t). Skewness is a representation
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of the probability that a given measurement in time will be above or below the mean (left or
right on a histogram). Kurtosis is generally thought of as a measure of the “peakedness” of a
given distribution, but Westfall [197] noted that is more accurate to view kurtosis as a measure
of the behavior of the tails a given distribution. Often times a figure known as the excess
kurtosis is defined, where this is simply K(x) − 3. In this manner, K(x) − 3 = 0 is a mesokurtic
distribution, which directly implies a Gaussian distribution. Negative excess kurtosis is referred to
as platykurtic, and here the probability that a given measurement falls in the tails of a distribution is
much lower than in a Gaussian distribution. Negative excess kurtosis can thus imply fewer outliers
for a given measurement. A positive excess kurtosis is known as leptokurtic, and may be indicative
of a measurement with many outliers.
Both skewness and kurtosis can be mapped in a spatial sense, as with the mean and standard
deviation. For example, Edgington-Mitchell [12] created skewness and kurtosis contours on
traditional PIV of a screeching jet in order to estimate intermittency in fluctuations associated
with the production of jet screech. In this dissertation, skewness and kurtosis maps will be directly
applied to schlieren images of a screeching, Mach 1.0 nozzle. As far as the author is aware, neither
skewness or excess kurtosis contours of schlieren images specifically have been reported in the
literature, which likely stems from the somewhat abstract nature of the ensuing interpretation.
Regardless, it will be shown in Ch. 5 that these analyses appear to provide additional information
regarding the structure and behavior of screeching jets that other schemes could not reproduce.

3.2.3

Modal Analyses

In this dissertation, modal analyses are strictly performed on image-based datasets. Specifically,
100 kHz schlieren of both the Mach 1.5 and Mach 1.0 flowfields, as well as the PB-PIV images
from the Mach 1.5 nozzle are the image-sets in question. Both POD and SPOD are utlized in
analyzing these data. A third technique known as dynamic mode decomposition [66, 69] was
briefly examined, but it was discovered that this technique was unsuitable for this work. Specific
algorithms used in this work can be found in the appendices of this dissertation.
In the work of Price et al. [96], which is described in Ch. 4, the SVD approach was originally
implemented per the recommendation of Kutz [66].
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However, significant enhancements to

computation speed were realized upon switching to Sirovich’s method of snaphots. Identical
results were obtained from either method. The SPOD was also similarly computed by the SVD
approach, and similar results and faster computational times were obtained by switching to the
snapshot method.
The work involving the Mach 1.5 nozzle consisted of applying these modal analyses upon
image ensembles containing 2000 images.

This was found to be suitable on the desktop

architecture described in this chapter. The POD and SPOD analyses were full-rank, meaning that
no images or modes were truncated. The use of POD and SPOD was motivated by the success
noted by many others [12, 14, 19, 25, 103] in applying these techniques to turbulent subsonic and
supersonic jets, and similar success was noted in Price et al. [96].
In the implementation of SPOD for the 100 kHz schlieren and 50 kHz PB-PIV images, the
NFFT was chosen to establish equality in the frequency resolution. Thus, for 100 kHz schlieren
the NFFT was 128, with an overlap of 50 percent between blocks. In this manner, 30 blocks were
created. For the 1507 image-pair PB-PIV data, the NFFT was set to 64, again with 50 percent
overlap. Accordingly, the number of blocks was 64. A Hann window function for the blocks was
omnipresent. The variance norm was used, meaning the SPOD modes were unweighted [96, 97].
The frequency resolution for both analyses was approximately 781 Hz.
For the Mach 1.0 nozzle, image ensembles of 10240 frames were collected. These ensembles,
being much larger, required analysis on FALCON, where parallel processing could be used for
computational expediency. Both POD and SPOD were performed strictly through the method of
snapshots. The SPOD NFFT was 512, again with 50 percent overlap. With these parameters, a total
of 39 blocks were generated, and the frequency bin spacing was approximately 390 Hz.

3.2.4

Bispectral Analysis

A bispectral analysis [192] was also performed on both the image-based Mach 1.0 data, and the
LA-FLDI data. The bispectral analysis has been repeatedly demonstrated as an effective tool
for examining nonlinear interactions between a given pair of frequencies [180, 198–201]. The
bispectrum B( fi , f j ) for a pair of frequencies from some signal x(t) with Fourier transform X( f ) is
given in Eq. 3.13:
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B( fi , f j ) = E[X( fi )X( f2 )X ∗ ( fi + f2 )]

(3.13)

Gragston et al. [180] noted that the expectation value in this equation examines a phase
argument defined by ϕi + ϕ j − ϕi+ j . For perfectly independent waves, this argument is always zero.
However, nonzero values indicate phase-coupled interactions, which is indicative of nonlinear
interaction. It is extremely beneficial to normalize the bispectrum, but Gragston et al. [180] noted
there is no current consensus of normalization.
A number of authors [180, 199–201] use the method proposed by Kim and Powers [192] from
1979, and this normalization scheme—which is used in this dissertation—is given in Eq. 3.14.
This representation is known as the bicoherence.
2

∗
k=1 Xk ( fi )Xk ( f j )Xk ( fi + f j )
2
b ( fi , f j ) = 
 P

M
1 PM
2 1
2
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(
f
)X
(
f
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|X
(
f
+
f
)|
k i
k j
k i
j
k=1
k=1
M
M
1
M

PM

(3.14)

Here, M represents the number of segments into which an arbitrary time signal has been
divided. The bicoherence is explicitly bounded between 0 and 1, where b2 ( fi , f j ) = 0 indicates
statistically independent waves, and b2 ( fi , f j ) = 1 indicates perfect phase locking. For large
datasets, even computing the bicoherence of a single time series can be extremely computationally
expensive. In general, the bicoherence is evaluated at every f in the frequency bin, and this analysis
can be further extended into “negative” frequencies which correspond to the frequency pair fi − f j .
In this dissertation, only the frequencies fi , f j , and fi+ j are evaluated. This analysis was applied to
the high-speed schlieren images at every pixel location, and to the 2 MHz LA-FLDI data. In both
cases, these analyses could only be feasible on FALCON.
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Chapter 4
Mach 1.5 Jet Analysis
This chapter is focused primarily on the work performed with the Mach 1.5 nozzle described in
3.1.1. It should be noted that the work comprising this chapter is available in two publications:
For schlieren and pulse-burst PIV, see Price et al. [96]; for FLDI, see Price et al. [83]. Some
passages in this dissertation are quoted verbatim from these sources, and appropriate referencing
will be applied in these cases. To reiterate, operational conditions are given in terms of the nozzle
pressure ratio (NPR), which is defined as the ratio of the stagnation pressure (Pt ) divided by the
ambient pressure (P∞ ). The NPR for ideal expansion, from isentropic theory, is 3.67. Supersonic
flow induced below this ratio is referred to as overexpanded flow, and supersonic flow induced
above this ratio is known as underexpanded flow. For comparison, the Mach 1.0 nozzle may only
generate supersonic flow in underexpanded conditions.

4.1

Initial Characterization

An initial characterization of the acoustic content emanating from the Mach 1.5 nozzle as a
function of NPR was carried out with a single B&K 4944 microphone, which was placed in a
near-field location 1 jet diameter downstream (x/D = 1) and 10 jet diameters away from the
axial center of the nozzle (y/D = 10). Figure 4.1 contains a normalized spectrogram produced
from microphone recordings.

Screech predictions from the empirical formulae of Massey and

Ahuja [155] (Eqs. 2.40 and 2.41) and André et al. [156] (Eq. 2.42) are overlaid and defined in the
legend. The horizontal axis of this plot spans an NPR range of 2 to 5, and as such is a measurement
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Figure 4.1. Acoustic spectrogram from the Mach 1.5 nozzle, overlaid with three predictive curves from the
literature.
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involving only supersonic flow from the nozzle. The acquisition rate for this measurement was 250
kHz, but the vertical axis has been truncated to span from 0 to 50 kHz in order to focus on relevant
acoustic activity.
From Fig. 4.1, a few observations can be made.

The first is that the transition from

overexpanded (from an NPR of 1.89 to around an NPR of 3.6) to underexpanded flow (from an
NPR around 3.6 and above) can be observed for all frequencies around an NPR of 3.5. That the
transition is somewhat “smeared” across a small NPR range, and that the subsequent reduction
to only turbulent mixing noise is not well-defined potentially suggests either manufacturing
imperfections or minor damage to the nozzle lip.

Such damage may potentially prevent a

completely shock-free, ideal expansion as predicted by isentropic theory at an NPR of 3.67,
and additionally play some role in the generation of sound-producing wavepackets in the flow
[21, 119, 144].
The second observation to make from Fig. 4.1 is the existence of a large magnitude “curve”
from about an NPR of 3 to 5. Discrete frequency curves such as this are characteristic of jet
screech [11, 20]; the existence of a single curve suggests the Mach 1.5 nozzle produces only a
single screech mode, as noted in Price et al. [96]. The maximum of this single observed curve
occurs around an NPR of 4.4, and at a frequency of approximately 17 kHz. Jet screech literature
generally reports frequency in the nondimensional context of the Strouhal number, St. To reiterate,
the Strouhal number in the context of turbulent jets is given by St =

f Dj
,
Vj

which is the formulation

used in a number of sources [20, 21, 96, 156].
As mentioned previously, axisymmetric, round nozzles are known to exhibit four distinct
screech modes [11, 154, 155]. Estimating and characterizing observed screech modes has been
a subject of interest for as long as these modes have been known, to varying degrees of success.
The empirical formulae of Massey and Ahuja [155] and André et al. [156] are examples of
characterizing a screech mode by the frequency of the emitted tone, and in this case an initial
estimation would indicate that only a C mode of screech—which is a helical mode—was present.
This is in conflict with the conclusion from Price et al. [96], where the mode was deemed likely
to be a B-mode (flapping, precessing) of screech. That assessment was based on the physical
appearance and behavior of the jet under screech. Given the proximity of the B and C curves in
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Fig. 4.1—which are derived from estimates—it is easily possible for this mode to be either a B or
C mode of screech.
Regardless of mode, this initial assessment provided a frequency of interest, from which
operational parameters could be chosen. Based on the 17 kHz screech tone, high-speed schlieren
was taken at 100 kHz, and PB-PIV was taken at 50 kHz. FLDI was generally acquired at 250 kHz,
but other acquisition speeds were also used. In all of the experiments, the acquisition frequency
was high enough to prevent aliasing of at least the screech frequency, which was the primary
subject of interest.

4.2

High-Speed Schlieren: Mach 1.5 Nozzle

High-speed schlieren images were collected of the nozzle operating at an NPR of 4.4, which
corresponded to the production of the most dominant screech tone observed by the microphone.
The acquisition frequency was 100 kHz, which permitted observations of phenomena over a wide
range of timescales within the jet. As mentioned previously in this dissertation, the choice of knifeedge configuration has considerable impact on the revealed structures in schlieren imaging, which
then carries forward into the actual analysis of the images itself. This was directly demonstrated in
Price et al. [96], and these results are reproduced here. Figure 4.2 contains three images: two are
for different schlieren cutoff configurations, and the third is from shadowgraph. All three images
were adapted from Price et al. [96].
Each of the images in Fig. 4.2 are ensemble means of 2000 instantaneous images collected
at 100 kHz for an NPR of 4.4. Price et al. [96] noted that the axially-aligned knife-edge case
most strongly distinguishes between external flow features around the jet core, because this
configuration is sensitive to density gradients across the jet. The transverse (dρ/dx) is most
sensitive to gradients in the streamwise direction, and accordingly this image highlights the shockstructures most clearly. The shadowgraph case is comparatively less sensitive, but has the benefit
of revealing gradients in all directions. These variations in revealed features directly influence all
subsequent analyses.
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Figure 4.2. Comparison of schlieren cutoff configurations: (a) transverse-aligned (dρ/dx) schlieren; (b)
axially-aligned (dρ/dy) schlieren; and (c) shadowgraph (no knife-edge). All images are ensemble means of
the Mach 1.5 jet at an NPR of 4.4, and are adapted from Price et al. [96].
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While the screech frequency was already identified through the use of a microphone, it is also
possible to estimate the frequency through the mean images alone by means of the shock-cell
spacing [19, 22]. The relationship defined by Powell [22] is given in Eq. 4.1:

fs =

Vc
s(1 + Mc )

(4.1)

Here, Vc corresponds to the convective velocity of the jet—this is generally taken to be 0.7V j ,
where V j is the fully expanded jet velocity [156]. Shock-cell spacing is denoted by s, and Mc is the
convective Mach number of the convective velocity. In Fig. 4.2, the shock-cell spacing of the jets
was measured to be approximately 8.9 mm (1.3 jet diameters). The fully expanded jet velocity, V j
is estimated from Eq. 2.39, and is approximately 554 m/s. Using these parameters and Powell’s
formula, the predicted screech frequency from the shock-cell spacing was approximately 16.7 kHz
(St = 0.22), which is in good agreement with the microphone measurements, and proximal to both
the B and C mode curves at an NPR of 4.4 in Fig. 4.1.
In addition to analyzing mean images, it can also be useful to analyze images derived from
other statistics. Figure 4.3 contains the same three schlieren and shadowgraph conditions at an
NPR of 4.4, but this time the plotted maps correspond to the variance of each pixel. The color axes
of all three images are equal such that they can be directly compared. The variance is a measure of
fluctuations away from the mean [101], and can give some insight as to the unsteady behavior of
a phenomenon. It is also worth reiterating that a total frequency PSD map is exactly equal to the
variance, and hence these maps are also total frequency PSD maps.
Here, the jet core for each case is clearly where most fluctuations are concentrated, and this is
not a surprising result. The subtle differences between each image are worth additional scrutiny.
The dρ/dx variance map demonstrates that the greatest fluctuations appear far downstream, and
are aligned somewhat with the shock-cells. Sidelobes appear to surround the jet on either side, and
may indicate a standing wave pattern associated with jet screech as in Edgington-Mitchell [19].
The pattern here is not as strong as in the cited work, but this may be due to the small number of
frames used in the Mach 1.5 nozzle analysis, which was 2000. In the Mach 1.0 nozzle analysis,
with 10240 images, it will be shown that the standing wave pattern is much more easily evinced.
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(c) Shadowgraph
Figure 4.3. Variance of schlieren and shadowgraph images set to the same color scale: (a) transverse-aligned
(dρ/dx) schlieren; (b) axially-aligned (dρ/dy) schlieren; and (c) shadowgraph (no knife-edge). All images
are from the Mach 1.5 jet at an NPR of 4.4.
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The dρ/dy variance map is a clear departure from the previous case, especially with regards
to content external to the jet. There appear to be downstream propagating waves emanating from
x/D ≈ 2, but these are not clearly resolved. The shadowgraph variance map does not contain
any content external to the jet, but highlights the shock-cell structure of the jet. Accordingly, this
demonstrates that the shock structures are themselves fluctuating.
Each of the variance maps is constructed from the variance of individual pixels, which act as
individual sensors. Hence, it is possible to look at the global (all-pixel) variance, and ascertain if
there exist any dominant frequencies of interest. In this way, another means of estimating the
screech frequency from an ensemble of images is possible, provided the spatial and temporal
resolutions are sufficient [96]. A global power spectral density (PSD) was computed, where global
denotes that it is a single PSD for the entire spatial region captured by the camera. To compute
this, a one-sided PSD of the mean-subtracted intensity fluctuations through the entire acquisition
period is obtained for every pixel. A single, or global average is taken from all of the individual
PSDs, and this average is normalized by its associated integral [96].
Figure 4.4a depicts the normalized global averages from the schlieren image ensembles, both
of which identify a dominant frequency at St = 0.22 (17 kHz). Thus, the global variance of
the schlieren images is dominated by a 17 kHz phenomenon, which is clearly associated with
the observed screech tone. To verify the image-based results of this phenomenon against more
traditional and widely-adopted measurements, the acoustic spectrum is computed from the B&K
4944 microphone in the near field. For the results shown in Fig. 4.4b, the acoustic signal was
sampled over approximately four seconds, and the acoustic spectrum was calculated using 576
effective averages. The frequency resolution is 128 Hz, and the conversion to dB along the yaxis uses 20 µPa as the reference level. As noted in Price et al. [96], the measured spectrum is
representative of the typical acoustic spectrum for an underexpanded, screeching jet, with clearly
defined features corresponding to low frequency turbulent mixing noise, a discrete screech tone,
and high-frequency broadband shock-associated noise [19–21, 132].
A key feature of Fig. 4.4a is the relative flatness of the low and high frequency components on
either side of the peak corresponding to screech, in contrast to the microphone spectrum. In the
context of a PSD, flatness most likely points to a measurement of uniform noise, or white noise, of
equal magnitude across many frequencies. There are several explanations that could account for
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Figure 4.4. Comparison of image-based spectra to a microphone spectrum: (a) Globally-averaged and
normalized schlieren-based intensity PSDs for (red) dρ/dx schlieren and (blue) dρ/dy schlieren; (b)
Measured acoustic spetrum of the Mach 1.5 nozzle at an NPR of 4.4. Figure adapted from Price et al. [96]
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this. The two most likely are that these global PSDs were taken over the entire viewing region,
which included areas of relatively quiescent flow—which would tend to average out all but the
strongest of phenomenon—–and that schlieren is a path integrated technique, compared to the
very small region of measurement obtained from the microphone. Path integration would tend
towards another averaging effect, as out-of-plane features are not appropriately captured.
The observed deficit in accuracy with regards to measured broadband characteristics by the
global PSD can be mitigated by taking the pixel-by-pixel approach. Here, due to the number of
pixels, it is more effective to retain the spatial coordinates of the original image, and map the results
of G xx ( f ) on a per frequency basis. In other words, for each frequency f in the total frequency bin,
there is an accompanying PSD map. These may be plotted as is, or the information at each pixel for
a specific frequency may be normalized by the integral of each pixel for all frequencies. Figure 4.5
has the 17 kHz specific PSD maps for both cutoff configurations, and for shadowgraph as well.
These images were created by retaining the magnitude of the dominant frequency—in this case,
17 kHz—at every pixel, and then mapping these values back onto the original image-plane.
From first glance, the frequency-specific PSD maps—which may be likened to a frequencyspecific variance—are markedly different from the actual, total variance maps. A clear standing
wave pattern can be observed in both the dρ/dx and dρ/dy maps, while the shadowgraph image
contains nothing outside of the jet core. The intensity of fluctuations specific to the screech
frequency grows with increasing distance from the jet exit, and similarly the origins of the standing
waves also increase in visibility. Some resemblance to Kelvin-Helmholtz wavepackets can begin
to be discerned here, especially in the dρ/dy PSD map.
It should be emphasized that while these maps are specific to 17 kHz, not everything that
happens in the jet at 17 kHz is due to screech. Some amount of energy at this frequency will
also arise from turbulence, as scales progress from large to small. Thus, the core of the jet—
where turbulence will be more pronounced, and where the variance is already large—is an area
of biased activity. In an attempt to “filter” out the influence of high variance in these maps, a
normalization scheme involving division by the variance at every pixel location was employed.
From this formulation, it follows that frequency-specific results are emphasized in regions of
lower variance—–outside of the core flow being the most prominent example for a screeching
jet–—whereas they are instead reduced in regions of high variance. In effect, this allows one to
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Figure 4.5. Frequency specific (17 kHz) PSD maps set to the same color scale: (a) transverse-aligned
(dρ/dx) schlieren; (b) axially-aligned (dρ/dy) schlieren; and (c) shadowgraph (no knife-edge).
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visualize the local strength of a frequency specific fluctuation relative to overall fluctuations in the
flowfield [96]. Figure 4.6 contains the normalized PSD maps, in the same order as the previous
figure. This normalization produces results spanning from 0 to 1, where 0 implies there is no
frequency-specific content at all in a given location, and 1 implies that a given pixel is completely
dominated by a frequency-specific feature. Note that the actual bounds of the plot span from 0
to 0.5—this was done to aid in visualizing structures, and because the overall maxima for these
normalized PSD maps was around 0.5.
The difference between Fig. 4.5 and Fig. 4.6 is striking. For the dρ/dx normalized PSD map,
the core of the jet is significantly reduced in magnitude. Mathematically, this is because the core
was a region of high variance, and division by this quantity produces a near-zero result. Physically,
the 17 kHz features associated with jet screech are relatively less significant in this region with
respect to all other frequencies, as they were essentially masked by the wide range of fluctuations
in this region. Conversely, the content external to the flow—the features resembling sidelobes—are
quite strong, which imply that features associated with jet screech are quite significant relative to
all other frequencies in those regions. These structures resemble Kelvin-Helmholtz wavepackets
observed in other studies [14, 202].
The dρ/dy normalized PSD map behaves similarly, in that the influence of the jet core is
reduced. As with the dρ/dx map, the dρ/dy map also has features resembling Kelvin-Helmholtz
wavepackets. These features can be identified external to the jet, in the shear layer of the jet, and
seemingly within the core of the jet. However, here the path-integrated nature of schlieren needs
to be kept in mind—features in the core of the jet may actually be three-dimensional features that
are collapsed in a two-dimensional representation. In other words, these wavepackets could very
easily be on the sides of the jet in plane with the camera.
The shadowgraph case is nearly blank, which serves to demonstrate that the overall magnitude
of anything at 17 kHz is minimal. Additionally, the lack of any content external to the flow
demonstrates that no acoustic waves or wavepackets were imaged in this configuration. Given
the reduction in sensitivity in shadowgraph, this is not an unexpected result.
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Figure 4.6. Frequency specific (17 kHz) normalized PSD maps set to the same color scale: (a) transversealigned (dρ/dx) schlieren; (b) axially-aligned (dρ/dy) schlieren; and (c) shadowgraph (no knife-edge).
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Modal Analysis: Schlieren
As noted in Price et al. [96], space-only POD and SPOD were used in analyzing the schlieren
images through a MATLAB implementation of the algorithms associated with these techniques.
2000 frames were used in each analysis, and the POD was chosen to be full-rank such that 2000
modes would be produced. As POD is used to create a sorted, orthonormal basis from the input
data, the first modes correspond to the most energetically dominant content. It is worth reiterating
that this may not necessarily be the most significant content with regards to fluid dynamics, and
thus some caution is advised when interpreting POD modes [7, 8].
In the case of an underexpanded, screeching jet, identifiable structures or features in the leading
modes likely correspond to the physical presence of screech—recall that jet screech physically
modifies the fluid behavior of the jet in addition to the production of intense noise. Figure 4.7
contains the leading four POD modes for both the dρ/dx and dρ/dy schlieren image-sets.
Mode shapes have been normalized by their respective maxima to span from negative to
positive unity. The general structures of the first modes for either schlieren cutoff configuration
resemble the normalized PSD maps previously discussed, which further bolsters the observation
that Kelvin-Helmholtz wavepackets are observed. As previously noted, the first mode, ϕ1 for the
dρ/dy schlieren-POD strongly resembles the normalized PSD map for the same configuration.
Thus, while space-only POD is not constrained in the temporal sense—and thus provides no direct
information on frequency from mode shapes alone—it is reasonable to infer that the leading two
modes are generated mostly from a single, dominant frequency event. A more complicated flow,
for example, would potentially not match between normalized PSD maps and POD mode shape.
Both sets of POD modes suggest that the jet is most energetically and spatially coherent
downstream. As Price et al. [96] noted, this is in part corroborated by the second and third POD
modes from the dρ/dx modes in which shock cell unsteadiness can be seen further downstream.
The clear distinction between the first and second modes for either configuration is of interest, as
typically the leading two POD modes for traveling waves—which are one possible feature to be
expected here—should resemble each other and be visibly paired. For example, the schlieren-POD
images in Berry et al. [92] are clearly paired from visual inspection.
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Figure 4.7. Leading four space-only POD modes of high-speed schlieren images from the Mach 1.5 nozzle
at NPR 4.4: (left) dρ/dx POD modes; (right) dρ/dy POD modes. Image adapted from Price et al. [96]
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Before making conclusions on mode pairing, or making observations on structures in spacePOD, it is beneficial to examine individual and cumulative eigenvalue distributions. Figure 4.8
contains these curves for both cutoff configurations. The left axis is a percentage computed from
λi /(Σλ j ), which is the ratio of an individual eigenvalue λi divided by the cumulative sum of all
eigenvalues available, Σλ j . The right axis is also a percentage, and computed from the division
of a running sum of eigenvalue magnitudes Σλi by the cumulative sum of all eigenvalues. This is
the plotting scheme in Vanstone and Clemens [203], Taira et al. [8], and Berry et al. [92], among
others.
An immediate observation from Fig. 4.8 is that, despite the clear visible differences in the
mode shapes between dρ/dx and dρ/dy POD, the overall observed eigenvalue distributions are
not dissimilar. In other words, either configuration observes a similar amount of energy in the
intensity fluctuations which correspond to density gradients, and thus either is potentially a valid
representation[96]. Another observation noted in Price et al. [96] is that, for both configurations,
the individual mode energies are small, and accordingly, the cumulative energy converges towards
100 percent slower than would normally be expected. Berry et al. [92] reported similar trends
for both individual and cumulative mode energies from POD applied to 100 kHz schlieren of
rectangular, supersonic jets. For POD applied to other datasets (e.g., PIV), however, these
results are atypical for an axisymmetric jet. POD results stemming from PIV investigations of
axisymmetric jets report higher individual mode energy percentages, and generally have faster
convergence towards 100 percent, as noted in Tan et al. [204] and Magstadt et al. [16].
Despite the slow convergence, the general shape of the blue, individual curves is somewhat
typical in that the first mode is of significantly larger magnitude than subsequent modes [48,
49, 66, 80]. Thus, an energetically dominant feature is observed in the POD. The lack of a
near-equal magnitude secondary mode suggests a lack of mode-pairing, thus implying that no
traveling structure has necessarily been captured [7, 96]. Little more can be discerned purely from
investigating eigenvalues; however, it is possible to extend an analysis to the temporal coefficients,
ai (t), for each mode.
The temporal coefficients, by construction, have the same ∆t spacing as the original snapshots,
which was 10 µs. The available time history of these coefficients extends out to 20,000 µs. As
there are 2000 total modes, looking at each time history individually is unfeasible. Additionally,
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Figure 4.8. Comparison of (blue) individual and (red) cumulative eigenvalue distributions. Figure adapted
from Price et al. [96]

118

as noted in Towne et al. [25], there is no guarantee that a given mode and temporal coefficient,
ai (t1 ) correspond to the same feature shown for the same mode at a different time, ai (t2 ), and nor is
there any guarantee that this mode and coefficient are not uncorrelated with a completely different
mode and time coefficient, a j t1 . In other words, due to the construction of space-only POD, there is
no guarantee of representing physically meaningful data with temporal ordering. Thus, it is more
feasible to instead perform spectral analyses on the temporal coefficients—Fig. 4.9 contains the
normalized PSDs for both schlieren configurations at an NPR of 4.4. The color-scheme invoked
for these plots is that the curve for the first mode is in black, and all subsequent modes are plotted
in increasingly lighter shades of gray.
The leading modes in both PSDs demonstrate clear St = 0.22 ( f = 17 kHz) peaks, but there
is an interesting disparity between the configurations regarding the latter modes. In the dρ/dx
temporal coefficient PSD, the second and third modes do not contain any dominant peaks at the
screech frequency, and instead capture low frequency structures. Rather, it is the fourth mode
which contains such a peak. This was reflected in the mode shapes, where the second and third
modes do not at all resemble the first and fourth modes. The middle two modes have instead locked
on to a different feature—Price et al. [96] concluded that this was shock-cell unsteadiness based
on SPOD results.
The temporal coefficient PSDs for the dρ/dy schlieren are not as surprising. The first, second,
and fourth modes all have St = 0.22 peaks of varying magnitudes, and only the third mode
lacks any notable features. No appreciable low-frequency information is captured, and all modes
demonstrate similar high frequency roll-off. It is somewhat surprising that, despite the similarity in
appearance between the first and third modes for this configuration, the third mode does not contain
any dominant frequencies. Similar plots were provided in Price et al. [96], but these contained the
PSDs from the leading 50 modes. The plots contained in this dissertation essentially plot the same
features, but without a large number of curves which muddle the interpretation of the results. One
key point of the plots which contained 50 modes is that the frequency content of modes tended
towards white noise for greater mode number [96].
Temporal coefficients are often utilized to determine if any of the computed POD modes are
paired [80, 98], which is a necessary condition to prescribe the motion of a traveling wave [7].
As previously noted, mode-pairing can be qualitatively estimated by plotting a phase portrait of
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two temporal coefficients and by noting if the resultant figure can be characterized by a particular
shape. This analysis was performed on the schlieren-based POD; results for dρ/dx schlieren-POD
are provided in Fig. 4.10, and dρ/dy schlieren-POD in Fig. 4.11. Individual data points are plotted
in blue, and smooth-spline interpolation of these data are plotted in dotted black lines.
Ideally, the dotted black lines would resemble Lissajous curves, and thus indicate pairing of
some kind. However, it is clear that there is no discernible shape in any of the phase portraits, and
that there would appear to be no relationship between the first four modes of either configuration
despite similarities in the mode shapes themselves. As noted in Price et al. [96], this behavior is
atypical, but has been observed before in a 2019 Ph.D. dissertation by Lima de Assunção [144].
There, this “chaos” in the phase-portraits was observed only for a B-mode of screech, and resolved
into Lissajous figures for a C-mode of screech. This was a large part of the justification in Price et
al. [96] for characterizing the 17 kHz screech as a B mode. B modes are characterized by a flapping
behavior that also include sporadic precession, which has obscured efforts to characterize this
mode [19]. As the POD images are two-dimensional, this precession would not be appropriately
captured, leading to a lack of visible mode pairing. The qualitative nature of this technique [98,
99] should be iterated again, in that scattered results do not necessarily indicate that modes are
not paired. Additionally, POD modes are not necessarily constrained to represent physically real
features, and so while there may indeed exist traveling waves and wavepackets in the flow, it is not
guaranteed that POD will resolve these features.
Spectral POD analyses were also conducted on the schlieren ensembles. Unlike space-only
POD, SPOD provides modes that, by construction, must evolve in both space and time [25, 97,
104]. Because of this, the modes and mode shapes are frequency-specific, which is potentially
advantageous for analyzing a flowfield with characteristic frequencies.

As noted in Ch. 3,

the procedures used for SPOD on these data followed the algorithm outlined in Schmidt and
Colonius [97] and Schmidt and Towne [104]. The number of snapshots per block was selected
to be 128, and the overlap between these was set to fifty percent per the recommendation in
Schmidt and Colonius [97]. With these settings, the total number of blocks—which are treated
as statistically independent realizations—was 30. Figure 4.12 contains the spectral content of the
SPOD modes from both schlieren configurations. Again, the color scheme is such that the first,
dominant spectrum is in black, and all subdominant, or secondary spectra are in increasingly lighter
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shades of gray. It is worthwile to note that dominant and subdominant modes may sometimes be
referred to as optimal and suboptimal modes [14].
Recall that a single spectrum is comprised of many modes, and the total number of modes
is equal to the total number of blocks multiplied by the number of frequency bins. In the
leading spectrum, the large separation observed in both configurations in indicative of low-rank
behavior [14, 97], which means that the dynamics of the flowfield at this frequency can be
reconstructed with comparatively little information. As with the spectral analysis of the POD,
the two configurations demonstrate markedly different spectra. The dρ/dx SPOD indicate lowrank behavior at a low frequency, just as the POD of the same configuration also identified this
area as a region of interest. Conversely, the dρ/dy SPOD only locks on to St = 0.22.
Looking at SPOD mode shapes can be illuminating, but similar caveats apply as with spaceonly POD. Additionally, the interpretation of modes is somewhat different, given the spatial and
temporal construction of the modes. A given SPOD mode, as noted in Ch. 2, is a feature which
oscillates at a single frequency at a constant amplitude, where this amplitude is effectively an
eigenvalue magnitude at a given frequency [97]. Due to the construction of SPOD, computing
temporal coefficients by projecting the original dataset onto the computed modes is not valid.
Rather, it is necessary to instead compute what are defined as expansion coefficients, as noted
by Nekkanti and Schmidt [205] and Towne et al. [25]. Expansion coefficients are found through
an inversion of the SPOD algorithm, but in generally this is computationally intractable even for
“moderately sized” problems [205].
The value of SPOD mode shapes, then, is that each shape is unique in space and time. There
is no ambiguity regarding whether or not a given mode is correlated in time with a different mode,
or not correlated with itself at a different time. In essence, the modes are “more meaningful” in a
physical sense [25, 97]. Figure 4.13 contains the real component of the mode shapes extracted at
the three highest-amplitude peaks from the dominant spectrum of each schlieren configuration [96].
As with the POD mode shapes, each mode is normalized by the absolute maxima such that content
spans from negative to positive unity.
The dominant phenomena located at the St = 0.22 (f = 17 kHz) SPOD modes are virtually
identical to the first POD mode for both schlieren cut-off configurations. This agreement suggests
that the wavepacket emission illustrated in either figure is both coherent and physically meaningful.
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Further, there is good agreement in the structures of the second modes for both the POD and SPOD
analysis of these images, although the two techniques begin to differ at the third most-dominant
mode. Price et al. [96] observed that the second dρ/dx schlieren-POD mode (Fig. 4.7) and the St =
0.03 ( f = 2320 Hz) schlieren-SPOD mode bear qualitative similarity, with the SPOD mode being
more defined. From the low frequency and overall representation of the shape, it was deduced
that the features within this mode corresponded to oscillations in the streamwise position of the
shock-cells. The dρ/dy schlieren-SPOD modes do not capture this same motion, as the shock-cells
were less apparent in this configuration. The features observed in the dρ/dy St = 0.25 ( f = 19.3
Hz) schlieren-SPOD mode are likely connected to the St = 0.22 Kelvin-Helmholtz wavepacket, as
the peak in the spectral content for this configuration was not well defined, and the ensuing mode
shape is not a significant departure from the largest-amplitude mode.

4.3

Pulse-Burst PIV: Mach 1.5 Nozzle

As Beresh et al. [160] and Price et al. [96] noted, there are several challenges associated with
acquiring pulse-burst PIV images. The most significant, as it pertains to resolving features of
interest in the flow may be the reduced spatial resolution (as a result of the increased temporal
resolution) when compared to conventional PIV. It is crucial acquired data be evaluated both
relative to similar data available in literature and on a statistical basis to evaluate convergence. In
this work, pulse-burst PIV was collected for the Mach 1.5 underexpanded jet at 50,000 image-pairsper-second in order to resolve the unsteady dynamics illuminated in the schlieren experiments. At
this rate, the pulse-burst laser provided 525 pulse pairs per burst, and after truncating non-ideal
frames (e.g.., due to insufficient illumination), a total of 1507 image-pairs were used in the vector
calculations.
The mean axial and transverse velocity fields captured under these conditions are presented in
Fig. 4.14. Velocities have been normalized by the fully expanded jet velocity (V jet ≈ 544 m/s). In
the axial velocity field, solid black contour lines indicate regions above 450 m/s (u/V jet ≈ 0.8) and
the dashed contour line indicates the sonic line within the shear layer (u = 340 m/s). These fields
span from x/D = 2.5 to 8.8, which encompasses regions of large oscillatory motion between the
third and seventh shock-cells. On the subject of quality of the fields, Price et al. [96] noted that
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Figure 4.14. Pulse-burst PIV mean velocity fields normalized by the fully expanded jet velocity for the
Mach 1.5 jet operating at an NPR of 4.4. Contour lines in (a) denote the sonic line (dotted) and regions
above u/V jet ≈ 0.8 (solid). Image adapted from Price et al. [96].
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despite having a lower vector resolution when compared to traditional PIV data, the mean velocity
fields obtained with pulse-burst PIV still capture the primary features of this underexpanded jet
flow. The solid black contour lines provide reference points that encompass the high-speed flow
regions contained within the shock cells in the jet, and the dashed contour level along the sonic
line helps to illustrate the overall structure. In general, these velocity fields are characteristically
similar to those reported in the literature by several groups [12, 144, 170, 204, 206, 207].
An uncertainty analysis was performed on the computed vector fields in order to more fully
ascertain their quality, in accordance with the schemes discussed in Ch. 3. Uncertainty fields in the
mean are given in Fig. 4.15, where again quantities have been normalized by the fully expanded
jet velocity and are expressed as a percentage. These fields were computed through Eq. 3.4.
As noted in Price et al. [96], the uncertainties are less than 0.84 percent (4.6 m/s) of the fully
expanded jet velocity, indicating that the data collected within these experiments are very accurate.
The effects of the lower spatial resolution resulting from imaging the particle fields with a highspeed camera can be observed more easily in these contours with the apparent pixelation in various
regions. For both velocity components, regions of elevated uncertainty correspond to areas either in
the core flow—where the presence of shocks can influence the accuracy of PIV measurements—or
within the shear layer, especially beyond x/D = 8, where both the turbulent breakdown of the jet
and the flapping motion are expected to impact the accuracy of the measurements. The general
structure of the transverse mean uncertainty field (with higher levels of uncertainty in the shear
layer) is to be expected as the largest fluctuations in the transverse velocity are primarily confined
to the shear layer, especially given the flapping motion observed within this jet in the schlieren
images [96].
Figure 4.16 contains the standard deviation of both velocity components, where again these
quantities are normalized. As the standard deviation is a measure of distance from the mean, these
fields are thus a measure of fluctuations as a function of spatial location. Price et al. [96] noted
that, as anticipated, the standard deviation in both velocity fields is highest in the shear layer where
the velocity fluctuations are most significant. For the transverse velocity, the standard deviation
is also elevated in the central region of the jet beyond approximately x/D = 8; these fluctuations
correspond with the flapping motion that was observed in the high-speed schlieren image analyses.
While the vector resolution is reduced as a result of the pulse-burst PIV technique, Price et
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Figure 4.15. Mean uncertainty fields: (a) axial and (b) transverse components. Image adapted from Price et
al. [96].
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Figure 4.16. Standard deviation fields: (a) axial and (b) transverse components. Image adapted from Price
et al. [96].
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al. [96] noted these data resemble similar uncertainty analyses in the literature from traditional
PIV measurements [12, 204].
An evaluation of uncertainty in the standard deviation fields was carried out, using Eq. 3.5.
Ensuing results are demonstrated in Fig. 4.17, which utilize the same normalization scheme as the
previous contours. As with the uncertainty in the mean, the uncertainty in both standard deviation
fields is low—less than approximately 1.2 percent at highest. Regions of elevated uncertainty align
with regions of mean uncertainty, which is within the shear layer and downstream of the jet exit.
This similarity was expected, given the similarity in computations. The total amount of energy in
the transverse direction—and fluctuations that would spawn from this—is much lower, and hence
the standard deviation will be small. In that way, uncertainties in the standard deviation will instead
greatly resemble uncertainties in the mean, as in the limit of a small σ x , Eq. 3.4 and Eq. 3.5 will
both approach the same values.
While the uncertainty fields are satisfactorily low, it is useful to evaluate the overall convergence of both statistics in order to determine if uncertainties have been minimized. As shown in
Adrian and Westerweel [166], convergence can be estimated by subtracting a running estimate
of the statistic in question by a final computed value, and then normalizing this difference by
the final value. Thus, a convergence estimate in the mean for an arbitrary variable, x can be
computed through ( x̃ − x)/x, where x̃ indicates a running average of x. The standard deviation
is computed similarly, by replacing mean computations with the standard deviation of x. Ideally,
the running average of x approaches x quickly, which indicates rapid convergence. Adrian and
Westerweel [166] also define a 95 percent confidence interval, which indicate the upper and lower
bounds of the mean and standard deviation. These confidence intervals are defined in Eq. 4.2 and
Eq. 4.3:
1

x95%

2var( x̃) 2
=
u

(4.2)

1

σ x,95%

2var( x̃) 2
=
σx

(4.3)

Evaluating the convergence at every pixel location, even with the coarse resolution imposed
by PB-PIV, would be intensively laborious, and hence a few select areas were probed in Price et
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Figure 4.17. Standard deviation uncertainty fields: (a) axial and (b) transverse components. Image adapted
from Price et al. [96].
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al. [96]. In particular, areas where the turbulent kinetic energy was large were chosen, as these
were regions where fluctuations would be highest, and these regions would be the most resistant
in converging towards the mean or standard deviation. Figure 4.18 shows axial and transverse
convergences in the mean and standard deviation for a single vector located at x/D = 3 and y/D =
0.45, which is a location within the shear layer where turbulent kinetic energy was maximized for
the entire flowfield. Care was taken to ensure that the mean transverse velocity was not zero, or
near zero, in order to avoid division by zero. Other regions were also analyzed for convergence, and
in general these regions behaved similarly or converged faster than the plots provided in Fig. 4.18.
In interpreting these plots, Price et al. [96] noted that each component converges within the
reliability intervals rapidly. There is little difference in the convergence of the mean and standard
deviation for both velocity components, and each quantity lies well within the bounds, indicating
that these data are well-converged. In summary, the uncertainties have been verified to be low, and
statistics converge rapidly in the dataset, which demonstrates that the PB-PIV datasets are of high
quality, even if the total number of image-pairs is low.
Analysis of PIV Images
Having demonstrated the accuracy of the PIV vector fields, it is now possible to discuss spectral
and modal analyses of the PB-PIV fields without lingering doubts of quality or convergence.
Similar methodologies as used for the schlieren images were applied here, as both datasets are
fundamentally image-based. Global PSDs were computed for both velocity components, and the
results are plotted in Fig. 4.19. Both spectra have been normalized by their respective integrals,
which serves to aid in comparison. The frequency resolution here—and for all additional spectral
analyses—was chosen to be approximately 195 Hz. A Hann window with 75 percent overlap was
used in the computation of these spectra. An immediate observation from the spectra alone is
that the overall magnitude of screech-frequency fluctuations is stronger in the transverse velocity
field. This is despite the greater magnitude of velocities in the axial field, which suggests that these
fluctuations are stronger in the transverse direction—i.e., a flapping motion. As with the schlieren
global PSDs, all other frequency information is essentially white noise of equal magnitude [96].
As with the schlieren analysis, PSDs maps at the screech frequency were also created.
Figure 4.20 contains the non-normalized 17 kHz maps, which demonstrate the spatial distribution
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Figure 4.18. Convergence of (blue) axial velocity statistics and (red) transverse velocity statistics. Dashed
lines are 95 percent confidence intervals for their respective statistics. Image adapted from Price et al. [96].
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velocity fields. Image adapted from Price et al. [96]
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Figure 4.20. Pulse-burst PIV PSD maps at St = 0.22: (a) axial and (b) transverse components. Solid and
dashed contours are from the axial velocity, as before.
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of fluctuations at this frequency. Contours which correspond to the shear layer and shock-cells
from the mean axial velocity field have been superimposed on these images in order to provide
context for the location of the fluctuations with respect to shock structures. Fluctuations in the
axial velocity appear most dominant in the shear layer, and grow with distance downstream. Local
maxima in the fluctuations occur periodically, and are somewhat aligned with the shock-cells.
Given the relationship between screech and shock-structures [19], this is a result that might be
expected. The axial PSD map strongly resembles the axial standard deviation field, which suggests
that the most energetic fluctuations indeed occur at the screech frequency.
The transverse velocity PSD map is an interesting result, in that it defines the spatial content of
fluctuations orthogonal to the jet axis. A clear growth in amplitude can be observed with increasing
distance downstream, which is sensible given the eventual breakdown of organized structure in
the jet further downstream. Fluctuations appear to be greatest between the shock-cells, and after
x/D = 6 there is a noticeable “bleed-through” of fluctuations from the jet core into the shear layer.
This is in contrast to the axial fluctuations, which in general do not influence the jet core. In the
transverse PSD maps, the shear layer is generally uniform in magnitude where the aforementioned
bleed-through is not observed, which suggests that dominant fluctuations orthogonal to the jet axis
occur in the jet core. Interestingly, the transverse velocity PSD map does not align with the standard
deviation in the transverse velocity field, which only highlighted the shear layer. This implies that
the shear layer is energized by all frequencies in this direction, and the screech frequency does not
offer a dominant contribution.
The previous statements regarding the biasing influence of regions of high variance (or standard
deviation) apply to the PIV PSD maps, and accordingly a set of normalized, frequency-specific
maps were also generated and shown in Price et al. [96]. These are reproduced in Fig. 4.21, where
again scaling is kept between 0 and 0.5. Unlike the schlieren PSD maps, the normalized PIV PSD
maps are not strikingly different. The axial normalized PSD map is essentially a scaled version
of the non-normalized map. From the normalized axial map, it can be inferred that the screech
frequency is most dominant relative to all other frequencies along the inner interface between the
shear layer and jet core—this is a key result, as it is in agreement with the leading theory of how
screech is generated by an interaction between shock structures and coherent structures in this
region.
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(a) Normalized axial velocity PSD map at the screech frequency
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(b) Normalized transverse velocity PSD map at the screech frequency
Figure 4.21. Normalized pulse-burst PIV PSD maps at St = 0.22: (a) axial and (b) transverse components.
Image adapted from Price et al. [96]. Solid and dashed contours are from the axial velocity, as before.
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Similarly, the normalized transverse map demonstrates similar characteristics to the nonnormalized map. Namely, there is a clear growth in amplitude with downstream distance, and
these fluctuations are almost entirely bound within the jet core. There is no observable bleedthrough beyond the shear layer, which suggests that St = 0.22 is most significant relative to all
other frequencies in the transverse direction within the jet core. This is in line with the earlier
observation that the shear layer is not dominated by transverse fluctuations at the screech frequency.
It is likely that activity in the jet core corresponds to some amount of jitter in the shock-cells, or
more likely, the flapping of the jet induced by screech [96]. The analysis of the PSD maps confirms
the earlier observation that screech-frequency fluctuations are of greater (normalized) magnitude
in the transverse direction.
Modal analyses were also applied to the PIV vector fields, in order to isolate and examine
structures from this technique and offer a comparison between schlieren and PIV. As noted in
Price et al. [96], these analyses utilized all 1507 vector fields, and the global, or classical, POD
approach was used in which both velocity components were simultaneously analyzed [208]. This
is accomplished by stacking the reshaped matrices corresponding to both velocities on top of one
another.
Figure 4.22 contains the leading four POD modes for both the axial and transverse velocity
fields, which can be separated at the end of the global POD analysis. Contours are again normalized
to span from negative to positive unity for each mode shape. Mode shapes grow in amplitude with
increasing distance downstream, which is in agreement with the trend from the PIV PSD maps
and the schlieren analysis earlier in this chapter. The first two modes of the axial velocity, u,
demonstrate clear Kelvin-Helmholtz wavepackets, before locking on to larger structures in the
latter two modes. A similar trend is observed for the transverse PIV-POD. The first two POD
modes from both velocity fields bear some resemblance to the traditional PIV-POD results from
Edgington-Mitchell et al. [12], despite the reduction in spatial resolution imposed by PB-PIV.
Figure 4.23 contains the individual and cumulative eigenvalue distributions from the PB-PIV
data. In the global approach to multiple component PIV, a single set of eigenvalues govern each
component, and hence only individual and cumulative curves are generated. Price et al. [96]
noted that, similar to the schlieren data the dominant modes here do not represent a significant
portion of the overall modal energy, which is atypical for a screeching jet. Convergence towards
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Figure 4.22. Leading four POD modes for (left) axial and (right) transverse PIV velocity fields. Image
adapted from Price et al. [96]

141

100
4
80
3

60

2

40

1

20

0
10 0

10 1

10 2

10 3

0

Figure 4.23. PB-PIV POD eigenvalue distribution: (blue) individual; (red) cumulative. Image adapted
from Price et al. [96]
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100 percent is again slow, which implies either these data are not appropriately spatially resolved
despite converging rapidly in the context of the mean and standard deviation, or the noise inherent
to the high-speed camera constitutes a large amount of the recorded “energy.”
As with the schlieren data, an attempt to delve deeper into this atypical behavior was initiated
with the temporal coefficients. As the temporal coefficients are created from the projection of
the original dataset onto the orthogonal mode shapes, it is possible to create temporal coefficients
which govern the axial and transverse velocities separately [12, 96]. Figure 4.24 contains the
normalized PSDs of the leading four axial and transverse mode temporal coefficients. Again, the
black to gray color scheme was utilized. The coarseness of these spectra stemmed from the number
of FFT points being 64. This was done primarily to ensure parity with the SPOD results yet to be
discussed, but also to maximum the number of blocks used in these estimates.
The St = 0.22 ( f = 17 kHz) oscillations seen in all previous observations once again are clearly
dominant in the PIV-POD spectra. Of interest is the disparity between the axial and transverse
modes at this dominant frequency, in which the transverse modes retain the St = 0.22 component
across several modes. This was observed in greater detail in Price et al. [96], where 50 modes were
plotted. There, the screech frequency component persisted across many modes, and the authors
conjectured that this persistence may indicate that the content associated with this frequency is
not sufficiently spatially resolved, and is thus spread across many modes—–which may potentially
explain the divergence from typically reported results regarding jet screech.
Additionally, phase portraits were generated, and these are given in Fig. 4.25 and Fig. 4.26
for the (blue dots) axial and (red dots) transverse velocities, respectively. As with the schlieren
phase portraits, no clear Lissajous figure that might indicate mode pairing emerged, and instead
these portraits seem to demonstrate chaotic behavior. In Price et al. [96], it was suggested that the
potentially reduced spatial resolution may have some role in this, as well as a three-dimensional
phenomenon—such as a precession in the flapping axis—which would lead to a signal “drop-out”
or intermittency. Intermittency is somewhat suggested by the poor fits shown in the phase portraits,
as a strong, sinusoidal signal would not be as difficult to fit. Accordingly, this brings up the issue
of noise, and hence it is also likely that noise sources in the camera itself have an influence.
As noted in Price et al. [96], this behavior has been observed in the work of de Assunção [144].
There, both 10 Hz schlieren and 7 Hz PIV were used to analyze a flapping B-mode and helical
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(a) Spectra of the leading four modes of the axial velocity temporal
coefficients
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(b) Spectra of the leading four modes of the transverse velocity temporal
coefficients
Figure 4.24. Normalized spectral content from POD temporal coefficients: (a) axial velocity; (b) transverse
velocity. Color scheme is such that the dominant spectrum is in black, and all subdominants are in
increasingly lighter shades of gray. Figure adapted from Price et al. [96].
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Figure 4.25. Phase portraits for the axial velocity PIV-POD temporal coefficients. Data are in blue;
smoothed fit in dashed black.
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Figure 4.26. Phase portraits for the transverse velocity PIV-POD temporal coefficients. Data are in red;
smoothed fit in dashed black.
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C-mode of screech. The C-mode exhibited mode pairing, as evidenced by the clear circular nature
in the phase portrait. However, for the same acquisition equipment, the B-mode of screech was not
amenable to this analysis, and produced phase portraits very similar to the ones produced in Price
et al. [96], and produced in this dissertation.
The final analysis applied to the pulse-burst PIV data was SPOD. Here, the N f f t was selected
to be 64, which was half that used in the schlieren-POD analysis. This reduction stemmed
from the difference in acquisition rates between the schlieren—100 kHz—and PB-PIV—50 kHz.
Based on a 50 percent overlap, the total number of blocks was 46, and accordingly the total
number of generated SPOD modes—recall that there are Nblk spectra distributed across a onesided frequency distribution of N f f t /2 + 1 bins—was 1518. The spectra are presented in Fig. 4.27,
which demonstrate a clear, low-rank, dominant phenomenon at St = 0.22. The coarseness of this
representation, where ∆ f = 781.25 Hz is certainly not ideal, but in order to rectify this it would
be necessary to collect many ensembles of PB-PIV data, which is not trivial. As noted in Price et
al. [96], the total number of PB-PIV images of 1507 was sufficient for a general assessment of the
underexpanded jet.
The real component of the St = 0.22 mode shapes from the dominant spectrum are presented
in Fig. 4.28. Note that only one mode has been shown for each velocity component. As SPOD
modes are frequency-specific, they may be treated in a manner similar to the PSD maps in that
frequency-specific shapes may be extracted. Additional frequencies could be analyzed, but due to
the coarseness of the bins in this analysis, shapes at other frequencies are not well defined. The
St = 0.22 shapes are the singular exception, and they additionally strongly resemble the earlier
PIV-POD dominant modes for both velocity components.
The immediate implication of the resemblance between POD modes—which are not correlated
in time—and SPOD modes—which by construction are correlated in time—is that jet screech
represents the single most dominant feature in this flow, and that the associated Kelvin-Helmholtz
wavepacket is the most energetically dominant fluid structure in the jet. This is a trend that was also
demonstrated in the schlieren analyses, and the agreement between two fundamentally dissimilar
diagnostics lends confidence to the results presented herein. As noted in Price et al. [96], a notable
result of this work is the parity between the results of the schlieren and PIV analyses, insofar
as diagnosing the presence and frequency of oscillatory motion associated with screech. For
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Figure 4.27. SPOD spectral content normalized by the total energy in the flow. Image adapted from Price
et al. [96].
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(a) Real component of the PIV-SPOD mode decomposed from the axial velocity field at 17 kHz.
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(b) Real component of the PIV-SPOD mode decomposed from the transverse velocity field at 17 kHz.
Figure 4.28. PIV-SPOD modes (real component) taken from the dominant spectrum.
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small-scale, high-speed flows, schlieren is typically a much simpler technique to implement when
compared to the experimental complexity of PIV. The strength in the application of modal analysis
techniques such as POD and SPOD is clearly demonstrated by the similarity of these results.

4.4

FLDI

The third optical diagnostic applied to the Mach 1.5 jet was focused laser differential interferometry, which is a distinct departure from the previous image-based diagnostics. Results of that effort
are available as a conference paper in Price et al. [84] and in Optica as Price et al. [83]. These
results are reproduced here, and passages from either may be reused verbatim.
Recall that traditional FLDI is a single-point, laser based interferometer well-known for
enabling high acquisition rates, and for being a non-intrusive diagnostic with negligible pathintegration effects due to characteristic signal rejection away from the system focus [129, 172, 175].
A traditional, single-point FLDI system was used to explore the underexpanded flowfield of
the Mach 1.5 jet at an NPR of 4.4, where the non-intrusive nature of FLDI was fully utilized
to acquire data immersed and exterior to the jet flowfield. It is worth noting now that singlepoint diagnostics are not sufficient to educe coherent structures, as correlations are required [1].
Regardless, fluctuations at points can still be measured, without the need for flow visualization
techniques [83].
Trials utilizing FLDI were initially carried out with the Mach 1.5 nozzle operating at five
different NPRs. A location of x/D = 8 and y/D = 0.3 was selected as a location which
demonstrated strong fluctuations, as noted in Price et al. [83]. Each NPR condition was recorded
for two seconds at 2.5 MHz (these data were taken with a LeCroy oscilloscope, and not an NI
system), and three ensembles per NPR were taken. Spectra were computed with an N f f t of
16384, and a Hann window with 75 percent overlap was utilized. Frequency bins were spaced
by approximately 152 Hz. Figure 4.29 contains the integral normalized spectra from this location
at each of the five NPRs. Legend entries are given in terms of NPR. Flow conditions ranged from
ideally expanded (NPR 3.7) to underexpanded and screeching (NPR 4.4) to highly underexpanded
(NPR 9.0). The x-axis is left in terms of frequency, as it is easier to discuss different NPRs in this
manner.
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Figure 4.29. Spectral content as a function of NPR (as measured by FLDI) for the Mach 1.5 jet. Image
adapted from Price et al. [83].
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This figure demonstrates a few key points regarding FLDI and the Mach 1.5 jet. First, this figure
is another confirmation that there exists only one dominant screech tone, and that this occurs for
an NPR of 4.4 at 17 kHz. NPR conditions from 3.7 to 5.1 have similar spectra, with the exception
of the screech peak within the NPR 4.4 spectrum. The highly underexpanded case—NPR 9.0—
demonstrates a markedly different spectrum, as it is mostly white noise across all frequencies
before encountering roll-off. This is not a surprising result, as the presence of a Mach disk in the
flow has the effect of breaking up coherent structures and prevents the creation of tones [209, 210].
Another key point regarding FLDI is that this measurement is clearly capable of measuring the
roll-off of the supersonic jet as it decays from large to small-scale structures, which is a crucial
measurement to make for studies focusing on turbulent characteristics. On the subject of the decay
of turbulent structures, note that the roll-off of the highly-underexpanded spectrum pushes towards
higher frequencies. Given that the turbulent kinetic energy of this case is higher, it follows that this
decay will be pushed towards higher frequencies. The other spectra follow this trend, as the curves
proceed from lowest to highest NPR in this region as well.
Now that the NPR 4.4 condition was verified, and that the utility of the FLDI technique on
a turbulent jet was demonstrated, screech specific testing commenced. FLDI measurements were
made—again at 2.5 MHz—along the centerline of the jet at 1 jet diameter (x/D = 1) increments,
starting with zero and ending at 10 jet diameters. The ensuing spectra are provided in Fig. 4.30,
where the spectra are distributed across three zones. Zone one spans zero to three jet diameters,
zone two spans four to seven jet diameters, and zone three spans eight to ten jet diameters [83].
Legend entries are in terms of x/D. Each specctra has been normalized by their respective integrals,
and were computed from an average of three separate collections.
The zonal plots contain the same axes, such that characteristic differences in the zones may be
observed. Notably, spectra appear to become smoother with increasing distance from the jet exit.
Regarding the clear differences in any of these spectra with the NPR 4.4 spectrum in Fig. 4.29, it
is important to keep in mind the difference in location. The NPR tests were not on the centerline,
unlike the eleven spectra currently in consideration. The centerline of the jet, as evidenced by
the PIV data analysis is a region of relative inactivity, even at the screech frequency. Thus the
seemingly weak magnitudes relative to other sources of disturbance or noise along the centerline
was not unexpected.
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(c) Centerline measurements at NPR 4.4; x/D = 8 to
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Figure 4.30. Normalized centerline spectra (as measured by FLDI) of the Mach 1.5 jet at an NPR of 4.4.
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The first and second zones demonstrate that the region around the nozzle exit is dominated by
low-frequency disturbances. This is an odd result, given that structures need some distance after
the nozzle exit to grow in scale. This trend is consistent from x/D = 0 to x/D = 6, whereupon
all further downstream locations immediately shift to a flat profile in the low-frequency region.
As the data were mean subtracted, there ideally would be no large DC-offset. FLDI is sensitive
to low-frequency noise, but this would be expected to be significant at all locations were it purely
instrument related. Given that the shock-cell spacing in the schlieren was measured to be about 1.3
jet diameters [96], it is possible that measurement locations were made close to shock structures.
Near the nozzle exit, where the influence of jet screech is minimal—as evidenced in the spectra—
low frequency jitter in the shock-cells may be dominant. As distance downstream increases and
screech becomes more significant, the low-frequency jitter of shock-cells may be drowned out by
the overall flapping of the jet at the screech frequency.
An St = 0.22 (17 kHz) phenomenon can be observed in each of the spectra, where as expected
there is a spatial dependency on the magnitude. The highest observed amplitude occurred at an
x/D = 6, which from the PIV image-analysis (which was also along the centerline of the jet)
is near regions of elevated 17 kHz fluctuations. The main takeaway from these spectra is that
measured disturbances subside such that jet-screech is the single most dominant component as
distance from the exit is increased [83].
A set of two transverse aligned trials were also conducted. Measurements were taken from
the centerline (y/D = 0) out to a location 10 mm away from the centerline (y/D = 1.45) at the
nozzle exit (x/D = 0) and at 8 jet diameters downstream (x/D = 8), which was noted as a location
of strong fluctuations in previous analyses. These were again acquired for two seconds at 2.5
MHz, and similar PSD parameters were selected for the ensuing spectral analysis. Figure 4.31
contains the resulting spectra, which are divided into four graphs. All spectra are normalized by
their respective integrals, and each were computed from an average of three ensembles.
The uppermost plots contain the spectra from measurements just above the nozzle lip.
Figure 4.31a contains measurements fully immersed in the jet core and bears similarity to the
centerline spectra near the nozzle exit in Fig. 4.30a. This is a second, independent measurement
of low-frequency dominance at the nozzle exit, which is extended out to y/D = 1.45. Of note is
the sharp shift in spectral “smoothness” between y/D = 0.58 (4 mm) and y/D = 0.87 (6 mm),
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Figure 4.31. Compilation of normalized spectra along (top) a transverse line along the nozzle exit plane
from the jet center to 10 mm and (bottom) another transverse line at x/D = 8. Images adapted from Price et
al. [83].
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which marks a transition from near the nozzle lip at y/D = 0.5 to being potentially outside of
the flowfield. The fully expanded jet diameter—which is because the jet continues to expand due
to a boundary condition mismatch—for an NPR of 4.4 is approximately 7.17 mm. Accounting
for errors in alignment and fluctuations in pressure, it follows that the measurement location at
4 mm was likely on the periphery of the flowfield, and subsequent measurements are external
to the bulk of flow effects. This may explain the sudden jagged behavior in the spectra. The
immediate increase in amplitude at St = 0.22 stems from the presence of acoustic waves and
emanating wavepackets associated with jet screech, which are far more significant within the shear
layer and in the near-field of the jet [83].
Spectra at x/D = 8 are smoother than those at x/D = 0. A dominant tone is measured at
all locations, and some instances of a weak harmonic are also detected. There is an important
observation to be made regarding the broadband characteristics of the FLDI spectra as a function of
transverse distance, specifically at this downstream location of x/D = 8. Price et al. [83, 84] noted
that, beginning with 4 mm, but most noticeably from 6 to 10 mm, the spectra begin to resemble
PSDs from microphones positioned away from the jet. There are two distinct regions bisecting the
17 kHz resonance, which may be the FLDI detecting turbulent mixing noise and broadband shock
associated noise. In other words, the spectra begin to deviate from a flat response with a single
peak to demonstrating a distribution of energy as a function of frequency that is extremely similar
to what is typically measured by a microphone in the near field of a screeching jet [20]. As far as
the authors knew (Price et al. [83]), this was the first such demonstration of this similarity.
A direct comparison between FLDI and microphone data were taken at a location outside of
the flowfield—specifically, x/D = −103 and y/D = 3.7. This comparison was performed after
the previous 2.5 MHz analyses, and due to equipment shortages was performed on an NI USB6356 at a rate of 300 kHz. An N f f t of 8192 was selected, still with 75 percent overlap and a
Hann window. The microphone used was a B&K 4944, which has an effective range out to 100
kHz, such that the reduction in frequency resolution was a minimal factor. Figure 4.32 contains
the comparison between (blue) microphone and (red) FLDI measurements. While the spectra are
clearly not completely similar, there is a promising resemblance that would suggest that—with
appropriate tuning—FLDI could be used specifically for making acoustic measurements outside
of turbulent flows [83, 84].
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Figure 4.32. Normalized PSD estimates for (blue) microphone and (red) FLDI measurements at
x/D = −10.3 and y/D = 3.7. Image adapted from Price et al. [83].
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The differences in these spectra are likely related with the characteristic difference between
how each instrument measures disturbances. Microphones rely upon a physical displacement
of a membrane, whereas FLDI relies upon beam interference. Additionally, microphone size
and measurement orientation further influence measured results, whereas the only relevant
orientation for FLDI is along the beam axis. Finally, it should also be noted standoff distance
is another important parameter for microphone measurements, but of less importance for FLDI
measurements—that is, an FLDI system can theoretically be created using appropriate optics such
that any instrumentation is far away from a test flow. The point of measurement in this system is
entirely light-based, and this can be a tremendous advantage for numerous applications within and
outside of measurements in supersonic, turbulent jets.
A final set of axial measurements was taken, with the reduced frequency resolution of the NI
setup. This time, the axial line was offset 5 mm (y/D = 0.72) such that measurements would
be taken along a line that intersected the shear layer of the jet, with the expectation that greater
fluctuations would be measured than in the original centerline trial. Figure 4.33 contains the results
of this measurement, which have again been divided into three zones. Legend entries denote x/D
location.
It is obvious from this figure that these measurements—and indeed the overall utility of
FLDI—is somewhat hampered by a reduced acquisition rate. However, it is obvious that the
offset axial spectra have much less sensitivity to downstream location than the centerline spectra.
A 17 kHz peak is clearly observed at all locations in the offset axial spectra, which mainly
serves to demonstrate the significance of screech-related fluctuations off of the centerline [84].
It is somewhat difficult to draw further conclusions from these data, however, as they are more
noticeably influenced by very low frequency noise. Again, all spectra were mean-subtracted before
the spectra were computed, meaning the clear DC-offset is not related to the mean. Spectral leakage
could be attributed to this effect, but given that the N f f t was set to 8192 this is unlikely. Rather,
given that low frequency noise is generally not spatially-filtered in FLDI, it is likely that the reduced
frequency resolution has shifted additional significance towards this low-frequency noise.
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at an NPR of 4.4. Image adapted from Price et al. [84].

159

4.5

Summary of Mach 1.5 Nozzle Results

Three non-intrusive, optical diagnostics were applied to an underexpanded, Mach 1.5 jet: 100 kHz
high-speed schlieren; 50 kHz pulse-burst PIV; and traditional FLDI at various acquisition rates.
Extensive spectral analysis was applied to all datasets, which demonstrated the ability of each
diagnostic to clearly capture and characterize a 17 kHz screech mode and associated acoustics and
wavepackets. Modal analyses were applied to the image-based datasets, which further corroborated
the previous spectral analyses, and demonstrated a key parity between schlieren and PIV—despite
fundamental differences in the nature of their respective image sets. In particular, clear KelvinHelmholtz wavepackets, which are the dominant coherent structure in turbulent jets—especially
for screeching, turbulent jets [19]—were extracted and characterized.
FLDI was used to collect spatially resolved measurements of jet screech at various locations
inside and outside of the flow, and while FLDI has been used to examine fluctuations in turbulent
jets in the past [172, 177, 182], this represented one of the first screech-focused applications
of FLDI [83, 84]. In this work, FLDI was demonstrated to reliably measure the dominant
fluctuations associated with jet screech, as well as any emitted harmonics in appropriate locations.
Comparisons to a microphone were also made, which demonstrated the possibility of considering
FLDI as an “optical microphone.”
The work performed on the Mach 1.5 nozzle is readily applicable to other datasets. These
experiments can be performed wherever sufficient optical access can be obtained, and these techniques can be indispensable for identifying features in turbulent flows that have ramifications on
macro-scale, engineering-relevant processes such as noise emission or heat transfer. Additionally,
the spectral and modal analyses are not peculiarities of experimental data—CFD datasets are highly
amenable to these analyses, and thus knowledge of these techniques can be useful along a wide
breadth of applications.
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Chapter 5
Mach 1.0 Jet Analysis
This chapter details experiments and subsequent analyses performed on the Mach 1.0 nozzle
described in 3.1.1. Due to equipment limitations at the time this work was performed, only 100 kHz
schlieren and 2 MHz LA-FLDI were performed—there are no PB-PIV data. This work is largely
unpublished, though the work done with LA-FLDI is available as a conference paper in Price et
al. [151]. Some passages in this chapter will be quoted verbatim from that work with appropriate
referencing. A large motivation behind this work was to analyze the influence of expanding the
ensemble length of the image-based datasets—accordingly, the number of frames collected in
the schlieren phase was 10240 in comparison to the 2000 images from the published Mach 1.5
work. The analyses performed here mirror much of the analyses performed in the previous chapter.
However, the application of LA-FLDI—which is itself a recently developed technique—is novel,
and the first such representation of this work.

5.1

Initial Characterization

An initial characterization of the acoustic content emanating from the Mach 1.0 nozzle as a
function of NPR was carried out with a single B&K 4944 microphone, which was placed in a
location upstream of the nozzle exit at x/D = −7.9 and y/D = 12.6. In Price et al. [151], it
was noted that this position biases the acquisition of screech and BBSAN, as these two noise
sources have a large upstream traveling component compared to TMN [20, 130, 211, 212]. As this
characterization was performed with the intent of identifying conditions which produced screech
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tones in the Mach 1.0 nozzle, this bias was deemed acceptable. The initial NPR sweep would
be facilitated by increasing the supply pressure to the nozzle over a short period of time. For the
initial characterization, a total time of four seconds was selected. For convenience, the sampling
rate was temporarily reduced to 1 MHz (all other LA-FLDI acquisitions were at 2 MHz) for this
acquisition.
Figure 5.1 depicts the normalized result of this sweep, which is a fairly typical-looking
spectrogram for an underexpanded jet [11]. Screech frequency curves corresponding to mode
type from the empirical formulae of Massey and Ahuja [155] (Eqs. 2.40 and 2.41) and André et
al. [156] (Eq. 2.42) are overlaid and defined in the legend. The horizontal axis of this plot spans an
NPR range of 2 to 7, and as such is a measurement involving only supersonic flow from the nozzle.
The vertical axis has been truncated for visibility.
Unlike the Mach 1.5 spectrogram, there are clearly multiple bands of screech related acoustic
content, which correspond to multiple screech modes being present. These bands are distinct
from one another, and in the case of dominant frequencies near the B and C curves, there exists
clear discontinuous switching. This is known as mode-staging, where slight changes in NPR
may radically alter the emitted screech tone and associated physical structure of the jet [19]. In
comparison to the single-mode Mach 1.5 acoustic characteristics, the characteristics of the Mach
1.0 nozzle offered promise of more dynamically “interesting” behavior. From the spectrogram, it
can be inferred that the Mach 1.0 nozzle is subject to B, C, and—weakly—A modes of screech.
The B and C modes are explored herein; the A mode was left unexplored due to time constraints.
Three conditions of interest were identified across the B and C modes, and these are
summarized in Table 5.1. These three conditions represented the largest amplitude frequencies
measured across the spectrogram. Based on the empirical screech prediction formulae, the NPR 3.8
and 4.1 conditions should theoretically manifest helical modes of screech, and be characteristically
different from the NPR 5.3 case. In the same vein, the two predicted C-modes should be
characteristically similar. High-speed schlieren was used to evaluate this hypothesis, and the results
are discussed in the following section.
As before, the initial acoustic characterizations allowed for operational parameters to be
defined.

Based on a maximum screech frequency of approximately 38 kHz, the previous

acquisition rate of 100 kHz for high-speed schlieren was deemed acceptable. Note that these
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Figure 5.1. Spectrogram of the Mach 1.0 nozzle, overlaid with screech-mode predictive curves.

Table 5.1. Conditions of Interest

NPR

f s , kHz

St
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3.8
4.1
5.3

37.5
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0.23
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C
C
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frequencies would preclude the use of 50 kHz PB-PIV, and any attempted experiments with that
diagnostic would require a minimum of 200 kHz on the high-speed camera. While the camera was
more than capable of recording at this frequency, the reduced field of view was extremely limiting.
Additionally, 200 kHz was very near the operational limit of the pulsed LED, and it could not
be easily operated at this frequency without risking damage. Accordingly, PB-PIV was deemed
unfeasible at the time, and left unexplored. The LA-FLDI setup was capable of 2 MHz or beyond
without much difficulty, and hence aliasing was not a concern.

5.2

High-Speed Schlieren: Mach 1.0 Nozzle

High-speed schlieren images of the Mach 1.0 nozzle operating at three different nozzle pressure
ratios—3.8, 4.1, and 5.3—were collected at 100 kHz, which was sufficiently fast enough to permit
observations of phenomena over a wide range of timescales. The exposure time was again 1 µs, in
order to avoid smearing high-speed features of interest in the flowfield. A similar analysis of the
influence of knife-edge configuration upon the Mach 1.5 jet data was also carried forward to the
Mach 1.0 data. Lessons learned from Price et al. [83, 84, 96] informed many of the decisions at
this stage of the work. For all Mach 1.0 image-sets, 10240 images were collected. While the 2000
images from the Mach 1.5 data were sufficient for the analysis and comparisons between schlieren
and PIV, the smaller number of frames in each ensemble introduced unnecessary coarseness in
mean statistics and SPOD analyses.
Mean images computed from 10240 instantaneous images at NPRs of 3.8, 4.1, and 5.3 are
presented in Fig. 5.2, Fig 5.3, and Fig. 5.4, respectively. It is hopefully obvious that these ensemble
averages are much improved over those given earlier in this work. In general, shock structures are
less smeared, which is directly a result of the longer ensembles. The different illumination levels
are one aspect of schlieren that makes quantitative assessment difficult, as maintaining the same
amount of illumination and cutoff-coverage—and thus the same sensitivity to gradients—is not
straightforward. However, from the success of the work on the Mach 1.5 jet, it was expected that
the improved Mach 1.0 datasets would lead to high-quality results.
While the mean characteristics of the NPR 3.8 and 4.1 plots are similar to themselves and
dissimilar from the NPR 5.3 case, this is not sufficient analysis to declare differences in screech
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Figure 5.2. NPR = 3.8 ensemble averaged schlieren images.
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Figure 5.3. NPR = 4.1 ensemble averaged schlieren images.
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Figure 5.4. NPR = 5.3 ensemble averaged schlieren images.
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modes. The next step towards observing differences in the visual behavior of screech involves
looking at the fluctuations away from the mean. This was accomplished by taking the standard
deviation of each ensemble. Results are plotted in Fig. 5.5, Fig. 5.6, and Fig. 5.7 for NPRs 3.8, 4.1,
and 5.3 respectively. The limits on the colorbars for both knife-edge configurations are the same
per NPR case, in order to facilitate comparison.
All standard deviation images demonstrate periodic fluctuations surrounding the jet core,
and from the results obtained in the Mach 1.5 analysis, these are comprised of an interference
pattern created by upstream and downstream traveling acoustic waves, along with strong KelvinHelmholtz wavepackets associated with jet screech. The NPR 3.8 and 4.1 conditions—both
predicted to be helical, C-modes of screech, share similar standard deviation plots. Differences in
intensity of the standard deviation images are in some part influenced by the differences in original
image illumination and sensitivity, which induces disparate magnitudes of standard deviation for
these otherwise similar figures. The NPR 5.3 standard deviations are markedly different than the
other NPR conditions. This is most clearly evident in the dρ/dy standard deviation, where external
fluctuations appear to be originating from about x/D = 2 and can be drawn diagonally away from
the jet in the downstream direction. Notably, this bears some resemblence to the dρ/dy variance
image from the Mach 1.5 jet, which was concluded to be potentially a B-mode of screech. This
assessment, however, is purely qualitative, and countered in Edgington-Mitchell [19]. There, the
dρ/dx standard deviation contour of a B-mode is given, and does not exactly match the image in
Fig. 5.7a.
As demonstrated by the preceding paragraph, looking strictly at variance or standard deviation
contours may be ambiguous, and alternatives are required. Spectral analyses were deployed in
order to examine the datasets in the context of frequency. Figure 5.8 contains the globally-averaged
spectra from dρ/dx and dρ/dy schlieren images for all three configurations. NPR 3.8 spectra are
given in solid lines; NPR 4.1 spectra are given in dotted lines; and NPR 5.3 spectra are given in
dashed lines. For simplicity, the x-axis has been left in terms of frequency, as the definition of
Strouhal number (St = f D j /U j ) is variable with changes in NPR. The broadband characteristics of
each NPR set follow consistent trends, which is to be expected as these characteristics are averaged
out over the entire field of view [96].
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Figure 5.7. NPR = 5.3 standard deviation of schieren images.
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The dρ/dx and dρ/dy datasets generally agree on amplitude at each of the dominant screech
frequencies, and the frequencies in the global average of the schlieren images match the reported
frequencies from the microphone-pressure sweeps. As seen in Table 5.1, the NPR 3.8 condition
induces a 37.5 kHz tone, the NPR 4.1 case induces a 35.2 kHz tone, and the NPR 5.3 case induces
a 28.3 kHz tone. Harmonics of these tones were recorded in each dataset. Of note is the obvious
aliasing of all of the harmonics at each NPR case, as twice their respective screech frequency
exceeds the Nyquist frequency of the data. Accordingly, the harmonics will not be analyzed in the
context of the spectral analysis of the schlieren images, and only the dominant frequencies will be
the focus. As before with the Mach 1.5 schlieren data, PSD maps at the dominant frequency (per
NPR condition) were created. Figure 5.9 contains the St = 0.24 ( f = 37.5 kHz) dρ/dx and dρ/dy
PSD maps for the NPR 3.8 condition. Figure 5.10 contains the St = 0.23 ( f = 35.2 kHz) PSD maps
for the NPR 4.1 condition. Figure 5.11 contains the St = 0.17 ( f = 28.3 kHz) PSD maps for the
NPR 5.3 condition.
In general, the frequency-specific, non-normalized PSD maps from the Mach 1.0 datasets are
significant improvements relative to those demonstrated in Price et al. [96], and earlier in this
dissertation, which is a partial consequence of an increase in ensemble size. Many frequencyspecific features in the jet operating at the three different conditions can be identified, such as
Kelvin-Helmholtz wavepackets with a clear relationship between spatial location and amplitude
to both upstream and downstream oriented wave-patterns indicative of strong, discrete-frequency
acoustic emission. These are obviously strongest in the upstream direction, and jet screech is wellcharacterized as having some upstream traveling component as part of the resonance feedback
loop, though the actual specifics remain an area of active research [19]. Regarding the feedback
loop, two of the four components [19] can be seen in each of the PSD maps. They are the
downstream growth of coherent wavepackets at a specific frequency, and some form of frequencyspecific energy propagating upstream. The other two components—the original generation of
instabilities which lead to the formation of wavepackets, and receptivity at the nozzle lip—cannot
be visualized in this manner.
In directly comparing the PSD maps, it is apparent that the NPR 3.8 and NPR 4.1 (both of
which are predicted as C modes) cases bear similarity. Differences in magnitude can be ascribed to
disparity in illumination and subsequent schlieren sensitivity—this is directly evident in the mean
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Figure 5.9. NPR = 3.8, 37.5 kHz schlieren-PSD maps.
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Figure 5.10. NPR = 4.1, 35.2 kHz schlieren-PSD maps.
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Figure 5.11. NPR = 5.3, 28.3 kHz schlieren-PSD maps.
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images—and differences in the overall magnitude of screech at their respective frequencies. Shockcell spacing, standing wave wavelength, and location of greatest amplitude in the wavepacket
structure increase with NPR, which is well-characterized behavior [19, 20].
The PSD maps for the NPR 5.3 (predicted to be a B mode) case are notably dissimilar from
the predicted C mode cases. The angle to the upstream-propagating wave components appears
to be less steep, and highlighted regions in the shock-cells are comparatively stretched. While to
some degree it can be stated that both Mach 1.0 NPR 5.3 PSD maps resemble the earlier Mach
1.5 NPR 4.4 PSD maps, this assessment is hindered by the coarseness and limited field of view
(imposed as the jet is twice as large) in the Mach 1.5 data. As noted before in the discussion on the
Mach 1.5 data, it can be helpful to normalize the PSD maps by the variance—which will generally
look similar to the standard deviation shown in Figs. 5.5, 5.6, and 5.7—in order to map out the
significance of discrete frequency information relative to all other frequencies in the spectrum.
Normalized PSD maps can be found Figs. 5.12, 5.13, and 5.14 for the respective NPR
cases of 3.8, 4.1, and 5.3. As expected, the influence of frequency-specific fluctuations have
been minimized, and flow-external frequency-specific fluctuations—which represent the most
significant events in those regions—are highlighted. For these maps, normalized fluctuations could
be mapped between 0 and 1, in contrast to the range of 0 to 0.5 in the Mach 1.5 data. From this it
can be gathered that frequency-specific fluctuations in the Mach 1.0 jet are of greater significance,
though it is difficult to directly pinpoint the origin of this elevated measurement. To restate a
point invoked several times now, differences in illumination and sensitivity—which are difficult
to quantify—obscure efforts to compare schlieren from different configurations and setups beyond
a qualitative sense. It is tempting to state that differences observed between two image-sets are
directly comparable and indicative of characteristic differences, but this temptation needs to be
metered with caution, and based on more quantitative schemes. Conclusions may still be drawn
from schlieren-based analyses that do reflect reality, as evidenced in the comparisons between PIV
and schlieren in Price et al. [96], provided the results are taken to be representative rather than
exact.
Similarity between the two predicted C modes is again apparent, and in contrast with the
dissimilar NPR 5.3 maps. In general, similar conclusions drawn from the analysis of the nonnormalized maps similarly apply here—in particular, the dρ/dx Mach 1.5 NPR 4.4 and Mach 1.0
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Figure 5.12. NPR = 3.8, 37.5 kHz variance-normalized schlieren-PSD maps.
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Figure 5.14. NPR = 5.3, 28.3 kHz variance-normalized schlieren-PSD maps.
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NPR 5.3 maps share many similar characteristics. Again, the angle of the wave-packets originating
in the shear layer of the jet in both cases appears shallow, and the propagation implied by these
contours is nearly parallel to the jet axis. The dρ/dy images are harder to analyze, in the sense
that at every NPR condition they reproduce very similar images. Thus, in summary, the nonnormalized and normalized PSD maps in the dρ/dx configuration demonstrate some disparity
between predicted B and C modes of screech for these particular image sets.
Since every pixel acts as an independent sensor, there are several potential image-based
analyses that can be performed. Higher-order statistics such as skewness and kurtosis have been
used, for example, to evaluate intermittent behavior in turbulent flows. Skewness of molecular
tagging velocimetry (MTV) data on coaxial jets was used in 2003 to evaluate intermittency in
turbulent structures [193]. Bogey et al. [195] evaluated skewness in LES data on a subsonic
jet, and found that large absolute magnitudes corresponded to regions with coherent structure
production and interactions. Edgington-Mitchell et al. [12] used both skewness and kurtosis to
evaluate intermittent behavior in traditional PIV fields of a supersonic, screeching jet. In that
work, they noted that kurtosis in particular has been used as early as the 1949 work by Batchelor
and Townsend [194] to evaluate temporal intermittency.
In a general sense, skewness is a measure of the symmetry of a given distribution. Applied in
a spatial sense, like the PSD maps, the ensuing skewness maps are a potential measure of a local
variable’s tendency to be left or right of the mean of the local distribution. In velocimetry, as in
Edgington-Mitchell et al. [12], skewness in fluctuating velocities was used to indicate the division
between the jet core and shear layer—the higher-speed side tended towards a negative skewness,
and the slower-speed side demonstrated positive skewness.
Kurtosis is sometimes thought of a measure of the “peakedness” of a given distribution, but
as noted in Westfall [197] this is erroneous, and kurtosis is more accurately a measure of the
tails of a given distribution. A figure known as the excess kurtosis is commonly used instead of
kurtosis, where the excess kurtosis is given by subtracting three from kurtosis. In doing so, an
excess kurtosis of zero indicates a mesokurtic, or Gaussian distribution. Negative excess kurtosis
indicates a platykurtic distribution, where the probability that a measured event would fall in the
tails is much lower than than in a Gaussian distribution. In that sense, negative (excess) kurtosis can
indicate a measurement with few outliers. Conversely, positive (excess) kurtosis is referred to as
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leptokurtic, and indicates a distribution where the probability an event falls within the tails is higher
than in a Gaussian distribution. In other words, positive (excess) kurtosis indicates that a given
measurement is potentially prone to outliers, which could be used to indicate that intermittency is
a factor [12, 197]. Accordingly, in a spatial sense kurtosis can be used to generate a map which
indicates regions of high and low intermittency, though as noted by Edgington-Mitchell et al. [12]
(excess) kurtosis does not uniquely imply the notion of intermittency, and other factors could
generate positive and negative measurements.
Interpreting skewness and kurtosis on schlieren datasets is somewhat abstract in the sense that
the measured quantities are simply intensities, which are related to the sensitivity and illumination
factors and not direct quantities of the flowfield. Skewness of fluctuating intensities is a measure of
the probability that a given pixel measures reduced or increased illumination relative to the mean
illumination. Figure 5.15, Fig. 5.16, and Fig. 5.17 provide both dρ/dx and dρ/dy skewness maps
for the NPR 3.8, 4.1, and 5.3 cases, respectively.
An initial assessment of the skewness maps indicates that these contours may be measures
of the deflection of light associated with density perturbations. This is especially pronounced in
the dρ/dy images, where the blue, negative skewness pixels correspond to darker regions in the
original schlieren images. These contours, however, are not simply reproductions of the schlieren
images, which is evident in the clarity of the standing-wave pattern in the dρ/dx skewness images.
Thus, the acoustic waves and wavepackets associated with this feature appear to mostly cause
increased illumination in the schlieren images, from which it can be deduced that they primarily
deflect light away from the knife-edge. The skewness contours are additionally not reproductions
of the standard deviation or variance, which is evident in the detail retained in the shock-cells of
the jet in both configurations. This is mainly due to the fact that skewness does not directly relate
to fluctuation strength, but rather the tendency for any given measurement in the local region to be
offset from the mean distribution. In that sense, these images add a directionality to previously onedimensional quantities—like the standard deviation, and this direction is additionally “normalized”
at each location by the statistical distribution of measured intensity. That is, even in a region where
the standard deviation is lower relative to a highly fluctuating area, such as the acoustic nearfield compared to the hydrodynamic jet core, the distance between statistical local means may be
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Figure 5.15. NPR = 3.8 schlieren-skewness maps.
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Figure 5.16. NPR = 4.1 schlieren-skewness maps.
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Figure 5.17. NPR = 5.3 schlieren-skewness maps.
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similar. In that way, a faint feature in the standard deviation field may actually be well-defined in
the skewness contours.
It is worth noting that, as far as the author is aware, applying skewness directly to schlieren
images has not been reported. This likely relates back to the somewhat abstract and arbitrary
nature of the contours. Consider, for example, the influence in knife-edge orientation on these
contours. It is not difficult to observe that the dρ/dx schlieren images appear to be preferential for
this analysis, though the dρ/dy images do capture the wavy structure of the perturbed shear layer
more clearly. Further, differences in lighting and subsequent sensitivity will obviously directly
influence the statistics at each pixel, and so directly comparing contours from one NPR condition
to another is somewhat arbitrary. As it stands, the interpretation of these images is done with the
same caveats as POD images of schlieren, in that they can be useful provided the context of the
flowfield is understood, and that they are not taken to be necessarily true representations of fluid
behavior.
Excess kurtosis maps for the NPR 3.8, 4.1, and 5.3 cases are provided in Figs. 5.18, 5.19, and
5.20, respectively. Recall that (excess) kurtosis is a measure of the behavior of the tails of a given
distribution. Negative excess kurtosis generally implies few outliers for a given distribution, but
this metric also needs to be contextualized with the standard deviation, as the given distribution
may be very wide, as was the case for the shear layer in Edgington-Mitchell et al. [12]. Zero
excess kurtosis implies a Gaussian distribution to data, and positive excess kurtosis implies that
many events are recorded in the tails of a given distribution, which generally implies many outliers
were measured. As noted in Bogey et al. [195], high excess kurtosis should occur in regions
where skewness is also a significant factor. For this reason, similar comments regarding the
“normalization” by the local statistical distribution of each pixel also apply for kurtosis.
A general result from all of the kurtosis maps is that the upstream-propagating wave-pattern has
negative (excess) kurtosis. This is to be expected, as from the normalized PSD maps it was shown
that only frequency-specific features associated with jet screech are significant in that region. From
the standard deviation maps, it was shown that these regions have generally narrow distributions.
Accordingly, by combination of a narrow distribution and negative excess kurtosis, it can be
concluded that this region of the jet experiences very consistent, non-intermittent acoustic wave
radiation at a single dominant frequency. Indeed, the blue side-lobes in both the dρ/dx and dρ/dy
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Figure 5.18. NPR = 3.8 schlieren-based excess kurtosis maps.
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Figure 5.19. NPR = 4.1 schlieren-based excess kurtosis maps.
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Figure 5.20. NPR = 5.3 schlieren-based excess kurtosis maps.
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images strongly resemble the regions of elevated activity in the normalized PSD maps, which were
by construction discrete frequency representations of fluctuations.
Shock-cell jitter is potentially observed in the dρ/dx images. Regions corresponding to
compression appear to have elevated excess kurtosis, and expansion regions appear to have
negative excess kurtosis. As this was invariably a region of large standard deviation, the overall
distributions for either the compression or expanding regions is theoretically wide. The observed
demarcation between compression and expansion may be related to the interaction of coherent
structures in these regions—the compressive regions will inherently be defined by shock structures,
and it is well-known that the interaction of large-scale structures and these shock structures is a
leading contributor to jet noise [19–21]. Conversely, the interaction between coherent structures
and the expansion waves in the jet is likely much more “gentle”, and hence the wide distribution
of fluctuations in this region is not dramatically altered as with compression and shocks.
The shear layer for the dρ/dx excess kurtosis maps is generally positive (leptokurtic), but at
low magnitude. Notably, only both the skewness and kurtosis methods actively resolve this region
of the flowfield. In comparison, it is difficult to observe the shear layer in any configuration at any
NPR condition in the standard deviation or PSD maps. Both skewness and kurtosis demonstrate
the statistical behavior of the shear layer. It is known that the shear layer of turbulent jets is a
region of high fluctuations, and hence it is expected that a wide statistical distribution is present.
The positive excess kurtosis noted in the shear layers in the dρ/dx images may suggest temporal
intermittency. A similar trend and conclusion were made regaring traditional PIV of a Mach 1.0
jet operating at underexpanded conditions in Edgington-Mitchell et al. [12], and so in that sense
some agreement between excess kurtosis contours in schlieren and PIV can be noted.
Comparisons between NPR conditions follow similar trends as all previous observations. In
general, there do not appear to be many outstanding differences that are not artifacts of differences
in illumination. The most significant difference at NPR 5.3 from any of the others is the magnitude
and persistence of negative excess kurtosis along the centerline of the jet. As this is schlieren, it
is difficult to ascertain if that is actually within the core of the jet. Additionally, it is difficult to
determine if this is independent from illumination—this NPR case clearly had lower illumination
levels, which may mean that potential outliers were not strong enough to be visualized. Regardless,
the purpose of demonstrating the skewness and kurtosis maps—even if they are somewhat abstract
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and heavily dependent on factors which are difficult to precisely control and quantify in schlieren—
was to demonstrate a unique and potentially novel way of utilizing simple schlieren images to
ascertain features that would otherwise require diagnostics such as PIV. In particular, the definition
of the shear layer achieved in both contours is of note.
Modal analyses were also applied to the Mach 1.0 schlieren image-sets, in the hopes of
obtaining additional characteristic information that would point to differences between two
potential screech modes.

The leading four modes from space-only POD of both schlieren

configurations are provided in Figs. 5.21, 5.22, and 5.23 for the NPR 3.8, 4.1, and 5.3 conditions,
respectively. In each figure, Kelvin-Helmholtz wavepackets are clearly captured in the dominant
modes, which was exactly as expected. The increase in number of ensembles and field of view
(due to a smaller nozzle) combine to provide an improvement over the modes from the Mach
1.5 nozzle, though both datasets clearly bear similarity. Shock wave instability is captured in the
latter two modes of the dρ/dx schlieren at each nozzle pressure ratio, but the NPR 5.3 modes have
faint structures which extend outwards to y/D = ±4. There, the implication is that the shockcell instability has a measurable influence on the shear layer and additionally in the immediate
near-field.
There are no significant differences between the NPR 3.8 and 4.1 cases, which were predicted
to both be C-modes of screech, and accordingly have an overall helical structure. Differences in the
NPR 5.3 case and the former two are marginal, beyond the aforementioned shock-cell instability.
In the second mode of the dρ/dx NPR 5.3 schlieren-POD, there appears to be strong distortion
around x/D = 10 that is not present in the previous two modes. This may indicate a particularly
strong interaction that leads to the production of the upstream propagating component of screech.
In the normalized PSD map from Fig. 5.14a, this location approximately corresponds to the region
of most intense 28.3 kHz fluctuations, and this may be the location at this NPR where downstream
traveling instability waves—or coherent structures in the form of Kelvin-Helmholtz wavepackets—
grow to their maximum and interact most strongly with shock structures, whereupon upstream
traveling waves are generated. This location is corresponds to approximately the sixth shock cell
in the mean image of Fig. 5.4. At six shock-cells, this is within ranges that have been observed in
the past. Tam [20] noted that the interaction between waves and shocks generally occurred around
the fourth and fifth shock-cells. Edgington-Mitchell et al. [94], however, recently demonstrated that
191

ϕ1(dρ/dx)

ϕ1(dρ/dy)

ϕ2(dρ/dx)

ϕ2(dρ/dy)

1

0.5

ϕ3(dρ/dx)

ϕ3(dρ/dy)

0

-0.5

ϕ4(dρ/dx)

ϕ4(dρ/dy)

-1

Figure 5.21. Leading four schlieren-POD modes at NPR 3.8 for (a) dρ/dx (b) and dρ/dy configurations.
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Figure 5.22. Leading four schlieren-POD modes at NPR 4.1 for (a) dρ/dx and (b) dρ/dy configurations.

193

ϕ1(dρ/dx)

ϕ1(dρ/dy)

ϕ2(dρ/dx)

ϕ2(dρ/dy)

1

0.5

ϕ3(dρ/dx)

ϕ3(dρ/dy)

0

-0.5

ϕ4(dρ/dx)

ϕ4(dρ/dy)

-1

Figure 5.23. Leading four schlieren-POD modes at NPR 5.3 for (a) dρ/dx and (b) dρ/dy configurations.
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shock leakage—which is the current leading theory of screech generation [19]—has been observed
to occur in multiple axial locations from x/D = 3 to x/D = 6. Where exactly, and the subsequent
range over which this occurs is a function of NPR. Thus, Edgington-Mitchell et al. [94, 140]
concluded that variation in effective source location is the rule, rather than the exception. Of note
is the observation that, for the NPR 5.3 case, the observed shock-cell instabilities in the latter two
modes also occurs around this location, which in light of the interaction between shock structures
and wavepackets is to be anticipated.
For the NPR 3.8 case, the location of strongest magnitude POD structures is at x/D ≈ 6.
Interestingly, this was a location of strong positive skewness and appreciable excess kurtosis in
the dρ/dx schlieren. Additionally, in the normalized PSD map in Fig. 5.12a, this would appear
to be the around the origin point for the upstream traveling content, and this is also the location
of strongest frequency specific, normalized fluctuations in the dρ/dy map in Fig. 5.12b. From
the ensemble mean image in Fig. 5.2, this corresponds to somewhere between the fourth and fifth
shock-cells. Similar observations may be made regarding the NPR 4.1 case. There, the location
of strongest amplitudes in many of the maps discussed is around x/D = 8. This is particularly
well-resolved in the excess kurtosis map of Fig. 5.19a. This location, in the mean image from
Fig. 5.3 is around the fifth shock-cell. Comparisons with the Mach 1.5 data are impeded by the
reduced field of view.
POD eigenvalue distributions for all configurations and conditions are provided in Fig. 5.24.
From this figure, it can be noted that, in general, the contribution of modes is loosely the same
across all measured data. This is somewhat expected, as in Price et al. [96] there was little
difference between cutoff configuration and measured eigenvalue magnitude. The only difference
of note is that both of the NPR 5.3 leading modes have about half the individual energy relative to
the other two NPR cases, which may stem from the reduced illumination in the original dataset.
This disparity was somewhat visible in Fig. 5.8, where the amplitude of the mean spectra for the
NPR 5.3 case was visibly reduced relative to the other two cases.
As in Price et al. [96], the convergence towards 100 percent is slow, and the leading modes
do not represent an overwhelming portion of the total energy. To reiterate, this is atypical of a
screeching jet, but similar results with schlieren have been observed in Berry et al. [92]. As the
eigenvalue distributions ultimately provide no further identifying information, a PSD analysis was
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Figure 5.24. Comparison of (blue) individual and (red) cumulative eigenvalue magnitudes for each NPR
condition and both schlieren configurations for the Mach 1.0 jet.
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conducted on the normalized temporal coefficients of the POD modes. The results of this analysis
are given in Fig. 5.25, where again the color scheme invoked is that the first mode is black, and all
subsequent modes are in increasingly lighter shades of gray.
Surprisingly, the overall difference in these spectra beyond the shift in frequency as a function
of NPR is marginal. The NPR 3.8 and 4.1 spectra are extremely similar, but even the NPR 5.3
spectra share similarity. Differences are mainly significant at higher Strouhal numbers and for the
latter two POD modes, which may indicate that the shock-cell instabilities between the predicted
B and C modes differ in behavior to some degree. As neither the eigenvalue distributions nor the
spectral content of the temporal modes were particularly insightful, the approach of Oberleithner
et al. [98] was utilized again in order to seek out any qualitative mode pairing. For the sake of
brevity, only the phase plots between the first two modes at each NPR condition and schlieren
configuration are presented in Fig. 5.26.
At last, a recognizable distribution is revealed in each of the leading mode phase plots, to
varying degrees of resolution. Clear elliptical distributions appear in the dρ/dx phase planes for
NPR 3.8 and 4.1 datasets, and the 4.1 dataset is particularly well-defined as evidenced by the
smoothed fit in black. The elliptical bias of the distributions denotes that one mode is much
more dominant than the other—in the case of two nearly equivalent magnitude modes, which
would have been immediately apparent in the eigenvalue distribution, the phase plane will tends
towards a true circle. The points in the middle of the ellipse defined in Fig. 5.26a are indicative
of either noise, or more likely intermittency in the temporal coefficients where the amplitude falls
to near zero [12, 98, 144]. Regardless, both the NPR 3.8 and 4.1 phase portraits indicate that
the first and second modes of dρ/dx—and to a lesser extent, dρ/dy—schlieren capture a traveling
wave structure. Of course, in knowing the context of the flow from which these coefficients were
generated, this traveling wave structure denoted by the combination of the leading two modes is
a Kelvin-Helmholtz wavepacket. This is the key difference between the Mach 1.5 POD and the
Mach 1.0 POD.
The NPR 5.3 dρ/dx phase portrait tends towards an ellipse, but in general is not-well defined.
It is immediately tempting to think of this as the characteristic difference between B and C
modes, as potentially observed in de Assunção [144]. It is equally possible, however, that
reduced illumination and sensitivity is also at play in driving these differences. As the creation
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Figure 5.25. Comparison of (left) dρ/dx and (right) dρ/dy POD-PSDs for each operating condition of the
Mach 1.0 nozzle.
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Figure 5.26. Phase portraits of the leading two modes from the Mach 1.0 schlieren-POD at all conditions.
Data are blue for dρ/dx schlieren and red for dρ/dy schlieren; smoothed fit in dashed black.
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and interpretation of the phase portraits is somewhat qualitative, care should always be taken
before making conclusions. Again, consider the example of the Mach 1.5 data earlier in this
dissertation—fundamentally, there is no significant difference in an underexpanded jet from either
a converging or converging-diverging nozzle [20, 132], and the same experimental equipment and
settings aside from the difficult-to-define illumination and sensitivity of schlieren were used to
collect both datasets. Yet, the Mach 1.5 data eluded description, potentially due to being under the
influence of a precessing, flapping mode of screech [96, 144]. The lack of visible mode pairing in
the phase plots did not, however, imply that this feature did not exist; rather, it indicated a failure
of the POD modes, and by extension the schlieren (and PIV) to adequately resolve the feature in
question.
Assuming the screech-mode prediction of the NPR 5.3 data from the Mach 1.0 nozzle holds
true, then this may also be a flapping, precessing mode. Yet this time, the phase plane distributions
are not as chaotic, meaning a traveling wave is almost described by the schlieren-POD. There
are many records of “drop-out,” where the magnitude of the temporal coefficients at a given
time are zero, and this could emerge due to an inability of the POD modes to describe an outof-viewing-plane feature. The skewness and excess kurtosis maps for this case are reduced in
magnitude relative to the other cases, indicating that the illumination of most pixels falls within
a Gaussian distribution, and is not heavily skewed away from the mean. This might indicate that
there may exist intervals in time where oscillations associated with screech fail to be sufficiently
resolved, and these intervals would not deviate strongly from the mean. This sort of temporal
intermittency is difficult to observe via space-only POD, due to its resilience to temporal correlation
by construction [14]. Looking at the “time-history” of the temporal coefficients may be misleading.
A final note on the temporal coefficients is that the dρ/dx schlieren-POD is clearly preferential
for this analysis, which has been somewhat of a consistent result throughout this dissertation. The
description of traveling waves in each of the dρ/dy phase portraits are less resolved, and more
chaotic than their counterparts. The implication is that sensitivity towards revealing shock-cells
and shock structures is of greater importance than sensitivity to gradients in the other direction for
resolving features associated with screech.
As with the Mach 1.5 data, SPOD was performed on the Mach 1.0 data to provide temporally
and spatially coherent modes. SPOD was performed using an NFFT of 512 and 50 percent overlap,
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which resulted in a total of 39 blocks over 10240 images. Figure 5.27 contains the normalized
eigenvalue spectra from SPOD applied to the Mach 1.0 datasets. Here, the top two images are
from the NPR 3.8 case; the middle two are from the NPR 4.1 case; and the bottom two are from
the NPR 5.3 case. As the with the POD, there is not an immediate, characteristic difference in
the distribution of eigenvalues. However, in the dρ/dx NPR 5.3 spectra, there is a difference in
the magnitude of low Strouhal number content relative to the other two cases. The implication
here is that there is some characteristic difference in the shock-cell instabilities, which have been
observed to exist at these low frequencies [96]. The low-Strouhal number features in the dρ/dx
data tends towards being low-rank, which is evidenced by a separation in the dominant spectrum
from the subdominants at specific frequencies. Accordingly, shock-cell instability may contribute
more strongly to the predicted C modes than the B mode of screech.
In all cases, low-rank behavior is observed at each of the dominant frequencies associated with
screech. This is additionally the case for the aliased harmonics, which suggests that a notable
amount of energy is present in the harmonics. Figure 5.28 contains the dominant-frequency,
leading-SPOD mode shapes that correspond to jet screech for each of the NPR conditions. As
with the Mach 1.5 SPOD modes, these modes are not significantly different from the dominant
POD modes previously shown, which is expected for a flowfield with a single, largely dominant
frequency. Locations of greatest amplitude features corresponding directly to jet screech can be
observed here, which confirm the results earlier in this dissertation. The “spread” over which
upstream traveling energy may be generated is more obvious in the dρ/dy images, as the shocks
in the dρ/dx images—which were normalized by maximum values—contain large amplitudes of
POD energy.
The distribution of energy in the near-field of the dρ/dx NPR 5.3 mode is relatively uniform
and shows no preferential direction, which is in contrast to the other two cases. This may indicate
a difference in the generation of near-field shock associated noise, or may be related to lower
illumination in this case. However, the NPR 3.8 data is similarly faint, but a clear preferential
“cone” is still present in the upstream traveling content.
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Figure 5.27. Comparison of (left) dρ/dx and (right) dρ/dy SPOD-PSDs for each operating condition of the
Mach 1.0 nozzle.
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Figure 5.28. Dominant schlieren-SPOD modes for (left) dρ/dx and (right) dρ/dy configurations.
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5.3

LA-FLDI

The following section presents results obtained from the application of linear-array focused laser
differential interferometery (LA-FLDI) to the underexpanded flow exhausted by the Mach 1.0
nozzle. Many of these results were presented at the AIAA SciTech 2022 conference, in Price
et al. [151]. An important point must be made regarding the continuity of results from the
previous sections involving schlieren and the results of the present section: The Mach 1.0
nozzle was briefly used in an unrelated experiment, in which a high-intensity beam from the pulseburst laser grazed the nozzle tip. Unfortunately, jet screech is profoundly sensitive to the conditions
of the nozzle lip [11, 21, 119, 147], and this change resulted in altered acoustic behavior. The
nozzle lip was lightly resurfaced by the UTSI machine shop, and somewhat similar acoustics were
obtained. Figure 5.29 provides the ensuing spectrogram, which demonstrates the acoustic content
of the Mach 1.0 nozzle as a function of NPR. These data were taken at 1 MHz, with an NFFT of
8192 and an overlap of 75 percent such that ∆ f = 122 Hz. The predictions stemming from the
formulae provided in Massey and Ahuja [155] and André et al. [156] are also plotted. Ultimately,
there are still regions of overlap between the B and C modes of screech, as well as a region of
the A mode of screech. The placement of the microphone for all data acquisitions in the LAFLDI experiments was at x/D = 24 and y/D = -7.9. This is an upstream location that biases the
acquisition of screech, but as noted previously in this dissertation, this bias was appropriate.
Comparing Fig. 5.29 with Fig. 5.1 reveals that while similar-looking bands of screech were
recovered, ultimately the overall acoustic spectrum was irreversibly altered such that direct
comparisons in the LA-FLDI data with the pre-damage schlieren data are not possible. Hence, new
conditions for testing were determined, based off the new spectrogram. These new test conditions
are detailed in Table 5.2. It is worth prefacing this table by noting that this was based purely on
the behavior observed in the spectrogram. Deviations from this table were recorded, and will be
demonstrated as they arise.
The motivation behind the four test conditions was to select two C and B modes, and observe
similarities and differences in characteristics in similar means as with the image-based methods
previously demonstrated. The finer spatial resolution and exceedingly higher acquisition were
expected to provide a deeper illumination of the dynamics that could not be sufficiently resolved
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Figure 5.29. Post-damage, zoomed-in spectrogram of the Mach 1.0 nozzle, overlaid with screech-mode
predictive curves. Image from Price et al. [151].

Table 5.2. Post-Damage Conditions of Interest

NPR

f s , kHz

St

Predicted Mode

3.0
3.1
3.3
3.7

38.9
42.8
36.3
37.7

0.27
0.29
0.25
0.25

B
C
B
C
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in the image-based datasets. Additionally, this work set out to demonstrate the application of LAFLDI on a screeching jet, which was the first such application of the LA-FLDI technique for jet
screech [151].
Based on the earlier work of Price et al. [83, 84], a set of 36 total measurement points, or
six linear arrays, was chosen. Figure 5.30 depicts the sets of measurement locations, which can
be broken into axial and transverse locations. Three linear arrays were set as close to the nozzle
exit plane as possible and spanned x/D = [0.0, 1.1], in order to measure growth of small-scale
instabilities and fluctuations in this region, as well as to attempt to observe any symptoms of
receptivity at the nozzle lip. The other set of linear arrays were set further downstream and spanned
x/D = [3.2, 4.4], to examine regions where fluctuations may be more significant.
The following sections are divided by NPR. All following data were recorded at 2 MHz
(different from the acoustic characterization), and for all spectral analyses an NFFT of 16384 was
used. With an overlap of 75 percent, the ensuing frequency resolution in the bins was about 122
Hz. The total number of blocks was 485 [151]. For this work, most attention was given towards
spectral analysis of the acquired data.

5.3.1

NPR 3.0

Figure 5.31 presents the normalized power spectral densities obtained at each measurement
location for the condition of a nozzle pressure ratio of 3.0 [151]. The captions under each plot
indicate the location of the closest LA-FLDI measurement to the nozzle exit. Each measurement
will span approximately 1.1 jet diameters from the y/D origin that is listed.
As noted in Price et al. [151], these estimates were generated from averages of each channel
across five independent tests per location. The horizontal axis is given in terms of Strouhal
number, and unlike the axes presented in Price et al. [151], the horizontal axis spans the entire
frequency domain. In each of the plots contained within Fig. 5.31, there are seven total spectra.
The spectra in red are from the microphone, which for all experiments was placed at x/D = 24,
y/D = -7.9. It is worth noting the microphone used in this experiment has an effective range out
to about 100 kHz, beyond which the instrument rapidly loses efficacy. LA-FLDI measurements
are denoted in the various shades of blue. The governing color-scheme here is the that the first
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Figure 5.30. LA-FLDI measurement locations. The center of the nozzle exit is the zero-reference point.
Not to scale. Image from Price et al. [151].
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(a) x/D ∈ [0, 1.1], y/D = 0

(b) x/D ∈ [3.2, 4.3], y/D = 0

(c) x/D ∈ [0, 1.1], y/D = 0.5 (Nozzle Lip)

(d) x/D ∈ [3.2, 4.3], y/D = 0.5 (Nozzle Lip)

(e) x/D ∈ [0, 1.1], y/D = 1.6

(f) x/D ∈ [3.2, 4.3], y/D = 1.6

Figure 5.31. Normalized microphone (red) and LA-FLDI (blue) spectra at an NPR of 3.0 across six
locations. Image adapted from Price et al. [151].
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channel is in the lightest shade, and each subsequent channel is in an increasingly darker shade of
blue [151]. Understandably, the size of the plots makes discerning differences in the individual LAFLDI spectra difficult; in general, these plots are for discerning qualitative differences in frequency
content.
Before comparing each of the FLDI measurements against the microphone measurements, it
should again be emphasized that the microphone was placed in a location outside of the flowfield,
and more precisely a location upstream of the nozzle exit. Each point measured by LA-FLDI in
Fig. 5.31 was located in some location downstream of the nozzle, and hence the spectra should
differ appreciably. The y/D = 0 and y/D = 0.5 locations are immersed in the jet flowfield, and
thus may demonstrate different characteristics than a measurement external to the flow. The y/D
= 1.6 location should be mostly external to the bulk of the flowfield, and hence may offer better
comparison with the microphone data.
In general, at each of the six tested locations, the microphone and FLDI data observe the same,
high-frequency tone at St = 0.27 ( f = 38.9 kHz). From the predictions outlined in Fig. 5.29, the
observed screech tone may correspond to a flapping B mode. Interesting observations can be made
regarding the low-frequency content of each of the spectral plots. At the nozzle exit (upper two
images), the low frequency response of the LA-FLDI channels further downstream are flatter than
the concave response from the channels just upstream of the exit, which may indicate that low
frequency content is more evenly distributed and stronger somewhat further downstream. This
is generally what would be expected, as large-scale coherent structures become more important
further downstream. A similar trend is not observed at the nozzle lip measurements (middle two
images), which are generally flat at low frequencies.
Upon moving the LA-FLDI beam pairs outside of the flow, there is a dramatic shift in overall
spectra behavior. The low frequency content immediately dips to the same magnitude as the rolloff at 1 MHz, which immediately implies that no significant large-scale fluctuations were observed
outside of the flow, and the most significant events corresponded strongly to the region around
the main screech frequency. It is no coincidence that these spectra bear qualitative similarity to
the microphone spectra, as both of the locations this was observed at are outside of hydrodynamic
fluctuations and instead within the near-field. The observation that the LA-FLDI measurements
begin to resemble measurements made with a microphone is supported by results from Price et
209

al. [83, 84, 151], where it was suggested that single-point FLDI may be considered an “optical
microphone.” The argument there was supported by a measurement involving the microphone and
FLDI focus being placed as close together as possible, which then produced very similar spectra.
In defiance to the original screech predictions is a secondary tone at St = 0.30 ( f = 43.7
kHz) which was observed in every location other than the array at x/D = 0 and y/D = 0.
The microphone did not change locations for any of these conditions, meaning that this sudden
secondary tone is not a peculiarity associated with specific locations in the jet. In the spectrogram
provided in Fig. 5.29, a 43.7 kHz phenomenon at an NPR of 3.0 would be barely at the leftmost
limit of the upper band around NPR = 3.0.
Hence, the observed dual-tone in the spectra—which by construction are averaged in time—
is indicative of either mode-staging or a dual-tone situation where two screech tones may be
simultaneously present. Edgington-Mitchell [19], on the subject of the coexistence of multiple
tones, noted that both simultaneous tones and mutually exclusive, but rapidly switching tones
are possible. One means of characterizing the nature of the two tones is through spectrograms,
which depict spectral content as a function of time, rather than pressure ratio. Every channel
at every location, unfortunately, will have such a spectrogram, and so for each of the four NPR
conditions there would be a total of 42 spectrograms to analyze. This is obviously unfeasible, and
so only representative spectrograms will be shown in this dissertation. For the sake of legibility,
the frequency axis of these spectrograms is limited out about St = 0.7, or 100 kHz.
Representative spectrograms were computed by combining five independent, one-second
ensembles into a larger, five-second ensemble. The NFFT remained 16384, and the overlap was kept
at 75 percent. Accordingly, there were 2438 blocks of approximately 2.05 milliseconds in length,
within which the frequency spacing was 122 Hz. Figure 5.32 contains a set of six spectrograms
from an NPR of 3.0, and at the array defined by x/D ∈ [0, 1.1], y/D = 0. This is an array placed
above the nozzle lip.
Simultaneous dual-tones—evidenced by a lack of discontinuities in any of the black bands—
are visible at every LA-FLDI channel except the fourth. In the fifth channel, the St = 0.30 tone
appears to actually dominate the predicted tone at St = 0.27, which was unexpected. Elsewhere,
the St = 0.30 tone is clearly subdominant relative to the predicted St = 0.27, C-mode tone.
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Figure 5.32. Normalized LA-FLDI spectrograms for of the array at x/D = 0, y/D = 0, and at NPR = 3.0.
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Simultaneous tones may indicate the existence of interactions between wavepackets at different
frequencies, which may be nonlinear [19, 153].
There are interesting bands of nearly-discrete frequency content at about St = 0.10 and 0.18 in
both of the closest channels to the nozzle exit, and this is most pronounced in the first channel. This
may be indicative of acoustic reflections or tones within the shear layer at frequencies which do
not correspond to the dominant frequency, but may be associated with other shock-associated noise
components. Alternatively, this could also be physical vibrations from the nozzle and plumbing as
high-speed gas is exhausted into the air—the sensitivity of FLDI to low-frequency noise makes it
difficult to separate from fluid and structural vibrations at low frequency.

5.3.2

NPR 3.1

Figure 5.33 contains the spectra at the same locations for an NPR of 3.1. The same color-scheme
and PSD parameters utilized for the previous NPR is used for these results. In contrast to the NPR
3.0 results, the NPR 3.1 spectra demonstrate only a single dominant tone at St = 0.25 ( f = 37.0
kHz). This is a deviation from the original spectrogram-based prediction, which predicted a 42.8
kHz, C-mode. A comparatively weak peak at the appropriate frequency (St = 0.29, f = 42.0 kHz)
is observable in these data, but compared to the NPR 3.0 data, this secondary peak is clearly not
significant.
There are a few explanations for this unexpected shift in frequency. First, the NPR condition
of 3.1 places measurements very close to the switch between modes registered on the spectrogram,
and hence very slight changes in operational conditions could easily induce mode-staging or
outright selection of a different mode of screech. Additionally, the sweeps recorded for the
spectrograms were performed in a loosely controlled manner, involving a hand-controlled opening
of the valve to the nozzle, and these were done only for increasing pressures. Hysteresis or other
system uncertainties thus may be at play in influencing the behavior of the nozzle when constant
pressure is applied.
It is a curious result that the NPR 3.1 data behave differently than the 3.0 data, despite both
of these datasets being as close to a recorded mode-staging prone region. Beyond this vagary,
however, the behavior of the low and high frequency NPR 3.1 content is a close match to the
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(a) x/D ∈ [0, 1.1], y/D = 0

(b) x/D ∈ [3.2, 4.3], y/D = 0

(c) x/D ∈ [0, 1.1], y/D = 0.5 (Nozzle Lip)

(d) x/D ∈ [3.2, 4.3], y/D = 0.5 (Nozzle Lip)

(e) x/D ∈ [0, 1.1], y/D = 1.6

(f) x/D ∈ [3.2, 4.3], y/D = 1.6

Figure 5.33. Normalized microphone (red) and LA-FLDI (blue) spectra at an NPR of 3.1 across six
locations. Image adapted from Price et al. [151].
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3.0 content, with the notable exception of a lack of sub-screech peaks in the first FLDI channel
positioned just above the nozzle lip.

5.3.3

NPR 3.3

Figure 5.34 contains the spectra for the NPR 3.3 experiments. A dominant tone was measured
at St = 0.25 ( f = 36.3 kHz), and a secondary subdominant peak was measured at St = 0.27 ( f
= 41.0 kHz). From the predictions, the first, dominant tone corresponds to a flapping B mode
as expected. The secondary tone corresponds to a helical C mode of screech. Like the NPR 3.0
data, the NPR 3.4 data appears to have the presence of either simultaneous tones, or mode-staging
between the two observed tones. In order to examine these two tones, a similar procedure involving
spectrograms was again employed for this condition.
Figure 5.35 contains a set of six spectrograms from an NPR of 3.3, and at the array defined by
x/D ∈ [0, 1.1], y/D = 0. This is an array drawn just above the nozzle lip, and the same location
used for the NPR 3.0 spectrograms. The situation described by the spectrograms here is markedly
different than in Fig. 5.32. Mode-staging is apparent in these spectrograms, primarily within the
first second of data, and then otherwise for intermittent bursts in time. The St = 0.25 tone dominates
for most of the record length, which indicates that at NPR 3.3, this is the preferred screech mode.
A faint line at St = 0.27 can be seen for all time, which implies that this screech mode may be
weakly simultaneously present.

5.3.4

NPR 3.7

The spectra of the final test condition are given in Fig. 5.36. As noted in Price et al. [151], of
interest is a disparity between Fig. 5.36a and Fig. 5.36b-f. The former depicts a peak at St = 0.22
( f = 34.3 kHz), and all latter plots depict a dominant peak at St = 0.25 ( f = 37.7 kHz). This is not
an insignificant difference, yet there was no significant difference in the supply pressure across all
six locations. The mean supply pressure was approximately 279.3 kPa, with a standard deviation
of approximately 1 kPa, or less than one percent of the mean. Analysis of the spectrograms for
the anomalous case reveals a high degree of intermittency, whereas all other measurement location
spectrograms exhibit no such intermittent behavior. For the sake of brevity, no other results of
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(a) x/D ∈ [0, 1.1], y/D = 0

(b) x/D ∈ [3.2, 4.3], y/D = 0

(c) x/D ∈ [0, 1.1], y/D = 0.5 (Nozzle Lip)

(d) x/D ∈ [3.2, 4.3], y/D = 0.5 (Nozzle Lip)

(e) x/D ∈ [0, 1.1], y/D = 1.6

(f) x/D ∈ [3.2, 4.3], y/D = 1.6

Figure 5.34. Normalized microphone (red) and LA-FLDI (blue) spectra at an NPR of 3.3 across six
locations. Image adapted from Price et al. [151].
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Figure 5.35. Normalized LA-FLDI spectrograms for of the array at x/D = 0, y/D = 0, and at NPR = 3.4.
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(a) x/D ∈ [0, 1.1], y/D = 0

(b) x/D ∈ [3.2, 4.3], y/D = 0

(c) x/D ∈ [0, 1.1], y/D = 0.5 (Nozzle Lip)

(d) x/D ∈ [3.2, 4.3], y/D = 0.5 (Nozzle Lip)

(e) x/D ∈ [0, 1.1], y/D = 1.6

(f) x/D ∈ [3.2, 4.3], y/D = 1.6

Figure 5.36. Normalized microphone (red) and LA-FLDI (blue) spectra at an NPR of 3.7 across six
locations. Image adapted from Price et al. [151].
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this configuration are shown. Outside of the single outlier, there were no surprises in the spectral
content of this test case.

5.3.5

Bispectral Analysis of Select LA-FLDI Data

As noted in previous discussions, jet screech frequently involves nonlinear interactions [19, 149,
153]. An effective tool towards understanding these and other nonlinear interactions in other
flowfields is the bispectral analysis. Bispectral analysis of FLDI has been reported in Gragston
et al. [180]. It should be noted that, in general, bispectral analysis of large datasets—such as those
collected in this dissertation—is extremely computationally expensive. For that reason, and for
time-constraints, the discussion of LA-FLDI bispectral analysis in this dissertation is somewhat
preliminary. Only select conditions are shown.
Figure 5.37 presents the bicoherence from each of the LA-FLDI channels at the array beginning
at x/D = 0, y/D = 0.5, for an NPR of 3.0. In other words, this measurement was performed
just above the nozzle lip, which may be a region of complex interactions due to receptivity
in the screech feedback loop. These contours were generated using an NFFT of 4096, and all
five ensembles of data were used in the computation. On FALCON (see Ch. 3 for details), the
computation of the bicoherence for each channel with a five-second ensemble took approximately
2.7 hours. These computations represent the first bicoherence surface plots of LA-FLDI applied to
a supersonic, screeching jet.
The horizontal axes of these plots are cast in terms of fi / fN , where fN is the Nyquist frequency
of the data. In this case, fN = 1 MHz. Each frequency-pair has an associated bicoherence
magnitude which is representative of nonlinear coupling between the two—a magnitude of 1
represents perfectly, quadratically coupled waves, and 0 represents perfectly independent waves.
The color scales for each plot bounded by 0 and 0.5. Despite this, the contours are extremely
faint. However, nonzero values can be discerned upon closer examination of the plots. Notably,
at every location there exists elevated bicoherence for f1 / fN = f2 / fN ≈ 0.038, which corresponds
to the screech frequency at this configuration. This is indicative of self-excitation, which is not a
surprising result given that jet screech is heavily nonlinear.
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Figure 5.37. Bicoherence contour results for the Mach 1.0 nozzle at NPR 3.0, for LA-FLDI measurements
along the array at at x/D = 0, y/D = 0.5.
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Channel one, which was the LA-FLDI channel measuring fluctuations closest to the nozzle lip,
also observed a number of additional regions of elevated bicoherence. This may indicate that the
region directly above the nozzle exit is region where multiple fluctuations at discrete frequencies
interact in nonlinear manners, and this may be related to the receptivity component of the screech
feedback loop. In addition, the frequency pair of 38 kHz and 76 kHz—which is the harmonic of the
screech frequency—exhibit nonzero bicoherence, suggesting that there is an interaction between
the fundamental tone and its harmonic. There also appears to be a weak magnitude line drawn
from approximately f2 = 38 kHz across the entire range of f1 . The implication is that waves or
features at the screech frequency, along a line above the nozzle lip, weakly interact with all other
frequencies. As noted in Hofferth [201], a feature such as this may correspond to a different form
of self-excitation.

5.4

Summary of Mach 1.0 Nozzle Results

Two non-intrusive, optical diagnostics were applied to an underexpanded, Mach 1.0 jet: 100
kHz high-speed schlieren and linear-array FLDI. Due to slight damage to the nozzle between
these experiments, schlieren and LA-FLDI results were unfortunately not directly comparable.
Extensive spectral analyses were applied to all datasets, and particular attention was given to
extracting characteristic differences between B and C modes of screech via schlieren. Modal
analyses served to corroborate the spectral analyses, and unconventional skewness and kurtosis
analyses of the schlieren images provided useful information regarding potential intermittencies in
select regions.
This dissertation also demonstrated the first application of linear-array FLDI to a screeching,
supersonic jet, though this work was somewhat more preliminary. Some spectral analysis was
performed that produced results again indicating the possibility that FLDI acts similar to a
microphone for near-field acoustic measurements [151]. The first application of bispectral analysis
to LA-FLDI of a supersonic, screeching jet was also demonstrated in this dissertation, though there
are a number of limiting factors that impeded this analysis. The largest of these was computation
time, where without severe reduction in ∆ f the ensuing computations exceeded two hours. As
such, the bispectral analysis was only shown for select data, and future work should address
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this paucity. In sum, the room for future work regarding this technique, and on the data already
collected, is quite expansive.
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Chapter 6
Conclusions
In this final chapter, key results from this work are summarized, and perspectives regarding
avenues for expanding this work are discussed. This dissertation has explored the use of highspeed, non-intrusive diagnostics for the purpose of identifying, extracting, and characterizing the
coherent structures and fluctuations associated with two screeching, underexpanded jets. Highspeed schlieren (100 kHz), pulse-burst particle image velocimetry (50 kHz), and focused laser
differential interferometry (2.5 MHz) were used to perform measurements on a small-scale, Mach
1.5 jet operating at a nozzle pressure ratio of 4.4. High-speed schlieren (100 kHz) and lineararray focused laser differential interferometry were used to perform measurements on a small-scale
Mach 1.0 nozzle operating at various pressure ratios, as multiple modes of screech were identified
and explored. Extensive spectral, modal, and statistical analyses were deployed on both imagebased and point-based datasets.

6.1
6.1.1

Summary of Results
Mach 1.5 Nozzle Analysis

The work involving the Mach 1.5 nozzle was largely taken from two publications—Price et al. [96]
for high-speed schlieren and PB-PIV; and Price et al. [83] for FLDI. The Mach 1.5 nozzle was
identified to have only a single dominant mode of screech, which was narrowed down to either a B
(precessing-flapping) or C (helical) mode at an NPR of 4.4. Initial characterization determined
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this to occur at a Strouhal number of 0.22, which corresponded to a frequency of 17 kHz.
Spectral analysis of the schlieren images confirmed this, and identified key spatial regions where
fluctuations associated with this frequency were strong, and where they were significant relative to
all other frequencies. Modal analysis in the form of proper orthogonal decomposition and spectral
proper orthogonal decomposition were used to identify Kelvin-Helmholtz wavepackets in the flow.
Pulse-burst PIV was performed at the same conditions, and similar results between the
schlieren and PIV were obtained. Regions of elevated screech-frequency specific fluctuations were
identified in axial and transverse velocity fields, and differences between these vector fields were
discussed. Modal analyses were applied to the vector fields, and results in agreement with the
previous spectral analyses were obtained. A key result of this analysis was the agreement between
the high-speed schlieren and PIV datasets, which are optical diagnostics based on fundamentally
different principles.
FLDI was used to provide single-point, spatially resolved measurements of jet screech in
interior and exterior locations relative to the main flowfield. Spatial trends that agreed with the
previous image-based analyses were obtained. Preliminary evidence that FLDI may serve as a
optical microphone in the near-field of a screeching jet was also obtained.

6.1.2

Mach 1.0 Nozzle Analysis

The work on the Mach 1.0 nozzle was a mix of unpublished work, and LA-FLDI work published
in a conference paper (Price et al. [151]). Due to damage to the nozzle lip between the schlieren
and LA-FLDI tests, no direct comparisons were possible. The pre-damage and post-damage
characterizations of the acoustic content of the nozzle indicated the presence of three modes—
A, B, and C modes—with active mode-staging between the B and C modes. Due to the much
higher frequency involved with the A mode of screech, a schlieren analysis was not feasible
and accordingly left unexplored. For the schlieren analysis, three points of interest—two C
mode NPRs, and one B mode NPR—were selected. Ensembles of 10240 frames—which was
approximately five times longer than the Mach 1.5 data—were taken, and as a result the schlieren
analysis was much better resolved.
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An extensive spectral and statistical analysis of the schlieren datasets was performed. Of
note were the use of skewness and kurtosis “maps” of schlieren image ensembles. These maps
demonstrated intermittency in key areas of the jet which are known to be relevant to the production
of screech, and in particular excess-kurtosis schlieren contours shared similarity with excesskurtosis PIV contours from Edgington-Mitchell et al. [12]. Bispectral analysis was also performed
on the schlieren images, and while this is not the first such case of using this analysis on schlieren
(or modified-schlieren) images (see Hofferth et al. [201] and Kennedy et al. [213]), the creation
of bicoherence maps consisting of the bicoherence value at each location appears to be novel,
or at least similar to a (modified) bispectral mode decomposition proposed by Schmidt [214].
Preliminary assessment of the bispectral contours suggested a key difference in the upstream
propagating content of the C modes relative to the B modes, leading to the conclusion that this
technique may be promising for characterizing differences in nonlinear phenomenon of turbulent
jets measured via schlieren—which is traditionally a qualitative technique.
Six-point, linear-array FLDI was used to measure fluctuations at six different array locations
within and around the flowfield from the post-damage, altered acoustics Mach 1.0 nozzle, resulting
in 36 total measurement locations. The analysis of these data was largely focused on analyzing
power spectral densities, and observing trends as functions of location. Further evidence of
equivalent behavior of near-field microphone and near-field FLDI measurements were obtained.
Some bispectral analysis was also performed, but the computational expense involved somewhat
impeded progress such that only select results could be shown.

6.2

Recommendations for Future Work

The room for future work on the data collected over the course of this dissertation—or similar
data—is quite expansive. Concerning schlieren, more work on the skewness and kurtosis maps is
needed, as the contours provided by these statistics are not directly reproduced in either spectral
or modal analyses, and accordingly they may represent another perspective with which to make
illuminating observations. The application to subsonic jets with jittering wavepackets [124] may
also be worth considering.
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As pulse-burst PIV is still a relatively recent advancement [96, 160, 161], any and all additional
work with this technique would be worthwhile. Collecting a greater number of ensembles than
were used in Price et al. [96] would allow for a meaningful analysis of higher-order statistics.
Bispectral analysis of small-scale nozzles would require higher acquisition rates than 50 kHz,
which can be achieved at the cost of field of view, and hence it may be worth exploring the
feasibility of this analysis on PB-PIV. As it directly relates to this dissertation, the collection of
PB-PIV images of the Mach 1.0 nozzle could be extremely useful, provided schlieren images were
also collected at the same conditions to engender another comparison as in Price et al. [96].
The room for future work regarding the LA-FLDI data collected for this dissertation is most
expansive. In particular, the deployment of bispectral analysis on the LA-FLDI datasets was very
preliminary here, and more time needs to be spent analyzing and interpreting the results of this
scheme. All of the data additionally is amenable to the sorts of analyses described in Gragston et
al. [180], with emphasis on the measurement of wavepacket growth as a function of downstream
distance. Additionally, statistical analyses could be readily applied to each of the datasets. Finally,
an experiment could be crafted to perform velocimetry in regions where upstream traveling energy
is present, which could then be used to potentially classify differences between different modes of
screech.
This is not an exhaustive list of potential future work with this or similar data, but merely
recommendations from the author of this dissertation about potentially worthwhile avenues that
may be relatively unexplored.

6.2.1

Bispectral Analysis of Schlieren Images

The application of bispectral analysis to schlieren images was briefly investigated, and some
very preliminary results will be briefly discussed in this final section as they warrant mention.
The intent is not necessarily to demonstrate definite results, but to point towards the imagebased bicoherence as a potentially useful technique. Recall that bispectral analysis is a means
of looking for nonlinear interactions between any two frequencies. In the context of screech,
this may occur for simultaneous screech modes, or potentially interactions in the shear layer
which generate the upstream traveling content [19]. The use of bispectral analysis on images
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is relatively unexplored, for a number of reasons. The most pressing issue being that this
technique can require very high acquisition speeds, which may too heavily restrict the field of
view. The bispectral mode decomposition of Schmidt [214] is a very recent (2020) example—
more accurately, a modification—of this technique applied to numerical, image-based data, and
to the author’s knowledge the 2021 study by Butler and Laurence [215] is the first specific to
schlieren images. investigation. There, specific regions were selected to compute the bispectrum
and bicoherence. In this dissertation, the entire field of view for each ensemble is utilized. The
Mach 1.0 nozzle schlieren images at each of the NPR conditions were used for this analysis.
Another complicating factor is that every pixel will have an ensuing bispectrum, and it is
certainly possible that the two frequencies identified will not be uniform across the entire field
of view. Looking at a mean bispectral contour, however, may also be misleading. In the case of the
data computed on the Mach 1.0 jet, much of the near-field did not observe any frequency coupling,
and accordingly mean contours were heavily spatially averaged. In order to show activity in an
image-based sense, it was decided that max-bicoherence maps would be generated. For every
pixel, and for every frequency pair available in the frequency bins, there is an associated value
which exists in the range from 0 to 1 enforced by the normalization from Kim and Powers [192].
By plotting the maximum value at every frequency, frequency-agnostic bicoherence contours can
be generated. In other words, these maps indicate the overall structure of the strongest nonlinear interactions at every pixel location, but again it must be stressed that there is no frequency
information present.
Figure 6.1, Fig. 6.2, and Fig. 6.3 contain the maximum value bicoherence maps for the NPR
3.8, 4.1, and 5.3 conditions respectively. Again, it must be emphasized that these images are
frequency agnostic—any observable structure does not necessarily represent a single frequencypair, and could just as easily be a combination of many nonlinear frequency interactions, should
they exist and vary significantly in space. Of immediate note is that the NPR 3.8 and NPR 4.1 cases,
which are predicted to be C-modes of screech, contain strong maximum bicoherence structures in
the regions associated with upstream traveling content. Additionally, there is moderate activity in
some of the shock structures, and this is most obvious in the NPR 4.1 case. The NPR 5.3 case, by
comparison, is void of any meaningful maximum bicoherence structures, suggesting that there are
no observed nonlinear interactions between any two frequencies.
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Figure 6.1. NPR = 3.8 maximum bicoherence maps.
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Figure 6.2. NPR = 4.1 maximum bicoherence maps.
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In a common theme with much of this dissertation, the dρ/dx images appear to the preferential
image-set for the bispectral analysis, as all of the dρ/dy are essentially void of anything
meaningful. Ignoring the dρ/dy images, the maximum bicoherence contours demonstrate the most
striking and obvious difference between the predicted B and C modes of screech, and this time
it is unlikely that illumination differences would generate so strong of a response. In this way, a
demonstrable difference in characteristics is likely revealed, though again without literature with
which to compare, this is somewhat difficult to quantify.
The implication of these results is that, for C-modes of screech, there is a strong nonlinear
interaction in the upstream-traveling component of energy in the feedback loop of screech that is
otherwise absent in the B-mode. In other words, this is a suggestion that the closure mechanism
of the feedback loop between the two modes may be different [211]. For example, while generally
it is thought that the upstream traveling waves seen in screech are simply acoustic waves that
act to close the feedback loop, it has been demonstrated for certain modes (A1 and A2) that the
upstream traveling waves are not free-stream acoustic waves, but instead discrete acoustic modes
with support in the shear layer and jet core [19, 149, 211]. Additionally, resonance has been
observed between the downstream-traveling Kelvin-Helmholtz waves and the upstream traveling
acoustic waves [19, 149], and this may emerge from a nonlinear coupling of two frequencies.
Notably, the NPR 3.8 and 4.1 maximum bicoherence maps are equivalent to maps specifically
generated for the frequency pairs St = [0.08, 0.16] (NPR 3.8) and St = [0.04, 0.19] (NPR 4.1), both
of which involve the aliased harmonic of the main screech frequency. Thus, in the interest of full
disclosure, it is also additionally possible that these maximum bicoherence maps are not detecting
differences in closure mechanisms, but may instead be detecting an aliased interaction with the
first harmonic of screech.
Higher acquisition rate datasets—200 kHz and beyond—need to be collected in order to fully
capture the first harmonics of lab-scale jets. The potential for this particular analysis in the field
of jet screech appears quite promising, especially when considering the role nonlinear interactions
may play in screeching jets. There may also be room for this analysis in schlieren of subsonic jets,
where noise production is associated with the smaller scales of turbulence [20, 118] and nonlinear
interactions have also been observed [9, 10, 19, 126]. This may require high-speed cameras with
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finer resolutions, however. Regardless, it is the author’s opinion that continued exploration of
bispectral-schlieren analysis may be fruitful.
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A

Use of Figures from Published Works

While most of the images in this dissertation are of the author’s creation (or taken from the author’s
own publications and adapted here), a handful are taken from other works in the literature. With
the exception of Fig. 2.2, which is an image from NASA and subject to no copyright, images from
other works were exclusively obtained from the Journal of Fluid Mechanics (JFM). On obtaining
rights and permissions, the publisher of the JFM, Cambridge University Press (CUP), states:
Permission is granted at no cost for use of content in a Master’s Thesis and/or Doctoral
Dissertation.
The following figures were thus obtained through this permission: Figs. 2.1, 2.7, and 2.10.

B

Selected Scripts

A collection of scripts are given in this appendix for convenience. In addition to the computations,
they will also contain the plotting schemes used in this dissertation to enable to reader to replicate
some of these results.

B.1

POD

The following code is an example POD script for use on schlieren .tiff images.

The PIV

implementation is not significantly different, and for brevity is omitted.

1

%% Schlieren POD Script

2

% Theron Price - 2022

3

% tprice@utsi .edu

4

% This script is written to demonstrate the POD analysis of schlieren

5

% images and to reproduce the plots seen in my dissertation

6
7

% This code is intended for analysis of .tiff images , specfically . Other

8

% filetypes will require a different importing scheme .

9
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10

%% Initialization :

11

clear variables ; close all; clc; format long g; format compact ;

12

%% Importing Data:

13

% This is given as is , as an example . This section must be modified to suit

14

% your own applications .

15

mainpath = ...
[’C:\ Users \ tprice \ Documents \ MATLAB \ FALCON_TRANSPORT \Jet Schlieren \’];

16
17
18
19

nozpath = [ mainpath ’CN\’]; % Select data from the converging nozzle (CN)

20

casepath = uigetdir ( nozpath ); % Select specific test case

21

%From casepath , navigate to the background subtracted ( BSFLOW ) images :

22

bspath = [ casepath ’\’ ’BSFLOW ’];

23

%Read tiffs (16 bit)

24

[ frames framename ] = tiffread ( bspath );

25

% tiffread is a local function ; see bottom of script

26

[r c d] = size( frames ); %get size

27

%Get name of current directory (case name):

28

temp = dir( bspath );

29

temp = temp (3).name;

30

fname = temp (1: end -11); clear temp; % Store the name of the test case.

31

disp ([ ’Selected test case: ’ fname ]);

32

if eq(mod(d ,2) ,1)

33

frames = frames (: ,: ,1:end -1);

34

disp(’Number of frames truncated by 1 to have an even number of samples .’)
;
d = size(frames ,3); % update matrix depth

35
36

end

37
38

%% Preallocations

39

% Automatically grab parameters from name convention .

40

%My naming convention :

41

%BS_ ### khz_CN_ ## psig_HKE

42

%BS means background subtracted ; ### khz is the framerate

43

%## psig is the pressure ; HKE or VKE or SHA are knifeedge or shadowgraph

44

% configurations
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45

% Underscore Indexing

46

usc = 0;

47

underind = zeros (1 ,3);

48

for nameind = 1:1: length ( framename )

49

nu = framename ( nameind ); % number of underscores

50

switch nu;
case ’_’

51
52

usc = usc +1;

53

underind (usc) = nameind ;
end

54
55

end

56

% Frequency

57

fstring = fname ( underind (1) +1: underind (2) -1); % frequency string

58

switch lower ( fstring )
case ’100 khz ’ %I only took data at 100 khz. This would allow for

59
60

% others .

61

fs = 100 e3;

62

end

63

% Knife -Edge: HKE (drho/dx), HKE (drho/dy), or SHA ( shadowgraph )

64

% are options .

65

kestr = fname (end -2: end); %knife -edge string

66
67

% Nozzle

68

% May be either CN ( converging ) or CDN ( converging - diverging )

69

nozstr = fname ( underind (2) +1: underind (3) -1);

70
71

% Pressure

72

presstr = fname ( underind (3) +1: underind (4) -1); % pressure string

73
74
75

%% Mean Subtraction

76

mf = mean(frames ,3); %mf = mean frame

77

frames = frames -mf;

78
79

%% Fully Expanded Mach Number and Jet Diameter for Strouhal Number :

80

% This section computes quantities needed for the Strouhal number
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81

switch lower ( nozstr )
case ’cn ’

82
83

% While this code was used only for the Mach 1.0 analysis ,

84

%this structure will easily permit adding other cases .

85

Md = 1.0; % design Mach number

86

de = 3.1/1000; % Jet exit diameter , meters
case ’cdn ’

87
88

Md = 1.5;

89

de = 6.9/1000;

90

end

91

switch lower ( presstr )

92

case ’41 psig ’
pres = 41;

93

case ’46 psig ’

94

pres = 46;

95

case ’63 psig ’

96

pres = 63;

97
98

end

99

ambpres = 14.7; % ambient pressure ; psig

100

npr = round (( pres+ ambpres )./ ambpres ,2); % nozzle pressure ratio

101

y = 1.4; % Nitrogen was the test gas

102

R = 296.8; %kj /( kg*K)

103

T0 = 295% K

104

% Formulae from Tam (1995) :

105

% Fully Expanded Jet Mach Number and Velocity :

106

Mj = sqrt ((2./(y -1))).* sqrt(npr .^((y -1) ./y) -1); %jet Mach number

107

Trat = 1+((y -1) ./2) .* Mj .^2;

108

uj = sqrt(y*R.*( T0 ./ Trat))*Mj;

109
110

% Fully Expanded Jet Diameter

111

dj1 = 1+(y -1) .*(( Mj .^2) ./2);

112

dj2 = 1+(y -1) .*(( Md .^2) ./2);

113

djexp = (y+1) ./(4.*(y -1));

114

dj3 = (Md ./ Mj) .^(1./2) ;

115

dj = ((( dj1 ./ dj2).^( djexp )).*( dj3)).* de;

116
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117

disp(’Preallocations complete . Computing POD.’);

118

%% Proper Orthogonal Decomposition

119

%First , must reshape data:

120

X = reshape (frames ,[r*c],d);

121

%Then , create a covariance matrix

122

R = (X ’*X)./(d -1);

123

% Solve the eigenvalue problem R*ai = lambda *ai

124

[ai lambda ] = eig(R,’vector ’);

125

%ai are unsorted temporal coefficients

126

% lambda are eigenvalues

127

% Sorting

128

[lambda , indexsort ] = sort(lambda ,’descend ’);

129

% Temporal Coefficients , Sorted :

130

ai = ai(:, indexsort ); %Note that these are not normalized .

131

% Spatial Mode Construction :

132

phi = X*ai; % Unnormalized mode shapes

133

clear ai;

134

% Normalization :

135

phi = normc (phi); % Normalizes columns to unit length

136

%% POD Mode Distribution Plots

137

% Written to produce the (blue) individual and (red) cumulative eigenvalue

138

% magnitude curves as a function of mode number , in percentage , on the same

139

% figure ;

140

plotfig ; % local function ; see bottom of script

141
142

% Individual (blue)

143

yyaxis left

144

plot (1:1:d ,( lambda ./ sum( lambda )).*100 , ’-b’);

145

% grid on;

146

xlabel (’Mode Number ’,’interpreter ’,’latex ’);

147

ylabel (’$\ lambda_i /\ Sigma \lambda_j$ , \% ’,’interpreter ’,’latex ’);

148

ylim ([0 max (( lambda ./ sum( lambda ))) *1.1*100]) ;

149

set(gca ,’YColor ’,’b’);

150
151

% Cumulative (red)

152

yyaxis right
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153

plot (1:1:d, cumsum ( lambda )./ sum( lambda ).*100 , ’-r’);

154

ylim ([0 100]) ;

155

xlim ([1 d]);

156

set(gca ,’YColor ’,’r’);

157

ylabel (’$\ Sigma \ lambda_i /\ Sigma \lambda_j$ , \% ’,’interpreter ’,’latex ’);

158

set(gca ,’XScale ’,’log ’);

159
160

hold off

161
162

%% POD Mode Shapes

163

%phi contains the normalized mode shapes .

164

modesofinterest = 4; % specify how many modes to examine

165

for mind = 1:1: modesofinterest

166

m = reshape (phi (:, mind) ,[r,c]); % reshape phi into original frame size

167

m = m./ max(m(:)); % normalization for colorscheme

168

figure ;

169

[roverd , xoverd ] = schlierenaxis (mf ,nozstr ,’horizontal ’);

170

% schlierenaxis is a local function ; see below

171

imagesc (xoverd ,roverd , fliplr (m ’)); axis image ;

172

%Bug: axis labels do not persist after the imagesc command :

173

ylabel (’$y/D$ ’,’interpreter ’,’latex ’);

174

xlabel (’$x/D$ ’,’interpreter ’,’latex ’);

175

xlim ([ -2.5 16])

176

ylim ([ -4 4]);

177

colormap ( normalizedredblue (m));

178

%

podmodename = sprintf (’ Mode_Shape_Number_ %g.fig ’,mind);

179

%

figsave (fname , podmodename );

180

end

181
182

%% POD COEFFICIENTS

183

disp(’Calculating temporal coefficients .’);

184

% Complex conjugate of X matrix multiplied by U from the SVD.

185

a = X ’* phi; % Current dimension (time by mode)

186

% These are different from ai calculated earlier due to normalization

187

%Best way to tell is to plot:

188

%a(: ,1) yields a noisy signal
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189

%a(1 ,:) yields a decaying signal , which is composed of amplitudes

190

disp(’Done ’);

191

clear M;

192

%% Power Spectra of Temporal Coefficients

193

NFFT = 256*2;

194

% Depends upon record length ; choose carefully

195

win = hann(NFFT);

196

noverlap = 0.75.* numel (win);

197

%Gray Line Color Scheme :

198

graymap = linspace (0.2 ,0.8 , modesofinterest -1) ’;

199

graymap = graymap .* ones( modesofinterest -1 ,3);

200

graymap = [0 0 0; graymap ];

201

% Computing Power Spectra

202

[pxd ,f] = pwelch (a,win ,noverlap ,NFFT ,fs);

203

npxd = pxd ./ trapz (f(2) ,pxd); % Integral Norm

204

St = f.* dj ./ uj;

205

%% Plotting Spectra

206

plotfig ;

207

for mind = 1:1: modesofinterest
plot(St ,npxd (:, mind),’color ’,graymap (mind ,:)); hold on;

208
209

end

210

set(gca ,’YScale ’,’log ’);

211

xlim ([0 0.99.* St(end)]);

212

ylabel (’$G_{xx }(f)\ Delta f / \ sigma_x ^2$’,’interpreter ’,’latex ’);

213

xlabel (’St ’,’interpreter ’,’latex ’);

214

h = get(gca ,’Children ’);

215

set(gca ,’Children ’,flipud (h)); % Force black line on top of all others

216

hold off;

217
218
219

%% Phase Portraits

220

% Modes to compare :

221

%[1 2] [1 3] [1 4] [2 3] [2 4] [3 4]

222

modelist = [1 2; 1 3; 1 4; 2 3; 2 4; 3 4];

223

t = 0:1/ fs :(d/fs) -(1/ fs);

224

% I use the command csaps to produce smoothed fits. The below are some
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225

% parameters for that. These generally have to be finetuned for cases .

226

epsilon = ((t(end)-t(1))./( numel (t) -1)) ^3/16; %This doesn ’t change .

227

spline_p = 1./(1+ epsilon *1); %The multiplier for epsilon is something that

228

% needs to be finetuned frequently .

229

% The following create the points that the smoothing function uses.

230

smooth_fs = fs ./30;

231

smooth_t = 0:1/ smooth_fs :(d/fs) -(1/ smooth_fs );

232
233

% Colorscheme based on knife -edge config :

234

switch lower ( kestr )
case {’hke ’}

235

color = ’b’;

236

case{’vke ’}

237

color = ’r’;

238

otherwise

239

color = ’g’;

240
241

end

242
243

for ind = 1:1: size(modelist ,1);

244

modecomp = modelist (ind ,:);

245

anm = a(:, modecomp );

246

mean_amp = mean(sqrt(anm (: ,1) .^2+ anm (: ,2) .^2));

247

an_fitcurve = csaps (t,anm (: ,1) ./ mean_amp ,spline_p , smooth_t );

248

am_fitcurve = csaps (t,anm (: ,2) ./ mean_amp ,spline_p , smooth_t );

249

% Plotting

250

plotfig ;

251

af = gcf; af. PaperSize = [2.5 2.5];

252

af. OuterPosition = [831 481 256 333];

253

s = scatter (anm (: ,1) ./ mean_amp ,anm (: ,2) ./ mean_amp ); hold on;

254

s. Marker = ’.’; s. MarkerEdgeColor = color ;

255

plot( an_fitcurve , am_fitcurve ,’:k’);

256

maxval = max(abs(anm (:) ./ mean_amp ));

257

xlim ([- maxval *1.1 1.1* maxval ]);

258

ylim(xlim); % Force square axes based off of largest value

259

ax = gca; ax. XTick = [- floor ( maxval ):1: floor ( maxval )];

260

ax. YTick = ax. XTick ; % Force equal axes

266

261

axis square

262

xlabel ([ sprintf (’$a_%g’,modecomp (1)) ’/\ langle {r_m }\ rangle$ ’],’interpreter
’,’latex ’);
ylabel ([ sprintf (’$a_%g’,modecomp (2)) ’/\ langle {r_m }\ rangle$ ’],’interpreter

263

’,’latex ’);
return

264
265

end

266
267
268

%% Local Functions :

269

% These are subfunctions which are needed to run the above code.

270

%% tiffread

271

% This function reads in tiffs from a given directory .

272

function [ frames framename ] = tiffread ( tiffpath )

273

% tiffpath = ’C:\ Users \ tprice \ Documents \ MATLAB \PhD Data\AVIs\Jet Schlieren \CN
’;

274

% tiffdir = uigetdir ([ tiffpath ],’ Select Data Directory .’);

275

tiffdir = dir( tiffpath );

276

tiffdir (1:2) = []; % remove . and .. entries due to Windows (will not work

277

%for a different OS

278

nf = length ( tiffdir );

279

%Read one frame to allocate appropriate size:

280

[r c] = size( imread ( tiffdir (1).name));

281

frames = zeros (r,c,nf);

282

framename = tiffdir (1).name;

283

for ind = 1:1: nf
frames (:,:, ind) = imread ( tiffdir (ind).name);

284
285

end

286

%end function

287

end

288
289

%% Plotfig :

290

% This function creates quality figures for plots .

291

function plotfig

292

f = figure ;

293

set(gcf ,’PaperPositionMode ’,’auto ’);
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294

set(f, ’Paperunits ’,’inches ’);

295

hold on; box on;

296

set(gca ,’linewidth ’ ,1,’fontsize ’ ,10,’fontname ’,’times ’);

297

set(gca ,’XMinorTick ’,’on ’,’YMinorTick ’,’on ’);

298

set(gca ,’Layer ’,’Top ’); % Wonderful command

299

%end function

300

end

301
302

%% Schlierenaxis

303

% This function creates the x/D and y/D axes for both the Mach 1.5 and Mach

304

% 1.0 nozzles .

305

% Inputs :

306

% frame - Can use any single from the dataset . Dimensions are pulled from

307

%this.

308

% nozstr - nozzle string : specifies which diameter to use

309

% orientation - options : ’horizontal ’ or ’vertical ’ - changes the

310

% orientation of the figure .

311
312

% Outputs :

313

% yoverd - an array of y/D values for the transverse axis

314

% xoverd - an array of x/D values for the streamwise axis

315
316

function [yoverd , xoverd ] = schlierenaxis (frame ,nozstr , orientation );

317

rcenter = round (size(frame ,2))./2;

318

r = linspace (-size(frame ,2) ./2 , size(frame ,2) ./2 , size(frame ,2));

319

switch lower ( nozstr )
case {’cn ’}

320

d = 28; % Length of nozzle exit in pixels ( approximate )

321

case {’cdn ’}

322

d = 60;

323
324

end

325

% Automatically finding the nozzle exit position :

326

[ exitr ~] = find(eq(frame ,0)); % based on the mask (e.g., true zeroes )

327

%Note: schlieren images were treated with a masking function that marked

328

%the nozzle as true zeros .

329

nozzleindices = find(eq( frame (max( exitr ) ,:) ,0));
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330

nozzlecenter = round (( min( nozzleindices )+max( nozzleindices ))./2);

331

centerline = frame (:, nozzlecenter );

332

%This is the true center of the frame :

333

roverd = (r+( rcenter - nozzlecenter ))./d;

334

exitr = (max( exitr )-min( exitr ))./d;

335

%Find the nozzle exit pixel location based on last true zero in the

336

% centerline :

337

lastr = find(ne( centerline ,0) ,1,’last ’);

338

exitr = (size(frame ,1) -lastr )./d;

339

% Convert to jet diameters

340

xoverd = (0: size(frame ,1) -1)./d;

341

xoverd = xoverd - exitr ;

342

switch lower ( orientation )
case ’vertical ’

343
344

xlabel (’$y/D$ ’,’interpreter ’,’latex ’);

345

ylabel (’$x/D$ ’,’interpreter ’,’latex ’);
case ’horizontal ’

346
347

ylabel (’$y/D$ ’,’interpreter ’,’latex ’);

348

xlabel (’$x/D$ ’,’interpreter ’,’latex ’);

349

end

350

%end function

351

end

352
353

%% normalizedredblue

354

% This function is used for producing the red and blue POD colorscheme .

355

% The single input is the data from a given mode. Minimum and maximum

356

% values are pulled from this.

357

%This function can be used as: colormap ( normalizedredblue (data));

358

function rb = normalizedredblue (data);

359

% normrbmap

360

maxcol = [1 0 0]; %red

361

meancol = [1 1 1]; % white

362

mincol = [0 0 1]; %blue

363

%blue to white (-1 to 0)

364

% Please note I have a hardcoded dimensionality of 256 for this colormap

365

btow = interp1 ([ -1 0] ,[ mincol ; meancol ], linspace ( -1 ,0 ,128) ,’linear ’);

Normalized Red and blue colormap for POD/DMD
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366

% white to red (0 to 1)

367

wtor = interp1 ([0 1] ,[ meancol ; maxcol ], linspace (0 ,1 ,128) ,’linear ’);

368

% combine them

369

rb = [btow;wtor ];

370

% enforce appropriate color axis

371

caxis ([ -1 1]);

372

end

B.2

SPOD

The following code is an example SPOD script for use on schlieren .tiff images. The PIV
implementation is not significantly different, and for brevity is omitted. Additionally, as the process
of loading in images and preallocating variables is the same, that too has been omitted for brevity.
This corresponds to lines 11 to 119 in the POD script. Similar local functions are also omitted;
please refer to the POD script for certain local functions.

1

%% Schlieren SPOD Script

2

% Theron Price - 2022

3

% tprice@utsi .edu

4

% This script is written to demonstrate the SPOD analysis of schlieren

5

% images and to reproduce the plots seen in my dissertation

6
7

% This code is intended for analysis of .tiff images , specfically . Other

8

% filetypes will require a different importing scheme .

9
10

%%%%

11

%%%% Insert the frame import and preallocation section from the POD script here
, or substitute your own.

12

%%%%

13
14

%% SPOD

15

% Preallocations for Welch ’s Method :

16

NFFT = 512;
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17

noverlap = 0.5.* NFFT;

18

NBLK = floor ((d- noverlap )./( NFFT - noverlap )); % number of blocks

19

%SPOD function :

20

[phi ,lambda ,f,Pfk] = general_spod (frames ,fs ,noverlap ,NFFT);

21

% general_spod is a large local function ; see bottom of script

22
23

lambda_opt = lambda (: ,1); % eigenvalues of leading spectrum

24

% Pfk = reshape (Pfk ,[r,c,NBLK , numel ( fdist )]);

25

St = f.* dj ./ uj;

26
27

%% Eigenvalue spectra :

28

plotfig ;

29

spodpow = sum( lambda );

30

spodsum = sum( lambda (:));

31

plot(St , lambda (: ,1) ./ spodsum ,’color ’ ,[0 0 0]); hold on;

32

graymap = linspace (0.2 ,0.8 , NBLK) ’; graymap = graymap .* ones(NBLK ,3);

33

for blockind = 2:1: NBLK
plot(St , lambda (:, blockind )./ spodsum ,’color ’,graymap (blockind ,:));

34
35

end

36

switch lower ( kestr )
case ’hke ’

37
38

ylabel (’$||\ lambda_ {(d\rho/dx)}||$’,’interpreter ’,’latex ’);
case ’vke ’

39
40

ylabel (’$||\ lambda_ {(d\rho/dy)}||$’,’interpreter ’,’latex ’);
case ’sha ’

41
42

ylabel (’$||\ lambda_ {(\ nabla ^{2}{\ rho }}||$’,’interpreter ’,’latex ’);

43

end

44

xlabel (’$St$ ’, ’interpreter ’,’latex ’)

45

xlim ([ St (1) 0.99.* St(end)]);

46

set(gca ,’YScale ’,’log ’);

47

h = get(gca ,’Children ’);

48

set(gca ,’Children ’,flipud (h));

49

hold off;

50

%% Locating dominant peaks to visualize

51

[ sorted_lambda sorder ] = sort( lambda_opt ,’descend ’);

52

frindex = f( sorder ); % Provides a list of frequencies sorted by magnitude .
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53
54
55

%% SPOD MODE AND PHASE VISUALIZATION

56

f_ind = frindex (1); % choosing frindex (1) will grab the largest amplitude

57

% feature in the spectrum

58

phi_real = real(phi (:,:, f_ind ));

59

for mind = 1:1:1

60

m = reshape ( phi_real (:, mind) ,[r,c]);

61

m = m./ max(m(:));

62

% SPOD MODE

63

plotfig ;

64

[yoverd , xoverd ] = schlierenaxis (mf ,nozstr ,’horizontal ’);

65

imagesc (xoverd ,roverd , fliplr (m ’)); axis image ;

66

ylabel (’$y/D$ ’,’interpreter ’,’latex ’);

67

xlabel (’$x/D$ ’,’interpreter ’,’latex ’);

68

colormap ( normalizedredblue (m));

69

end

70

%% Local Functions :

71

function [phi ,lambda ,f,Pfk] = general_spod (msframes ,SAMPFREQ ,NOVERLAP ,NFFT)

72

%% general_spod is a function written to perform spectral proper orthogonal

73

%% ddecomposition on input data comprising snapshots over time.

74

% INPUTS :

75

%

msframes -

mean subtracted frames

76

%

fs -

sampling frequency

77

%

noverlap -

percent overlap

78

%

nfft -

number of fft points

79

% OUTPUTS

80

%

phi

81

%

lambda - eigenvalues

82

%

f

83

%

Pfk

84

disp(’Initiating SPOD. Be patient .’);

85

[r,c,nf] = size( msframes );

86

fs = SAMPFREQ ;

87

dt = 1/ fs;

88

%% Reshaping Data

-

-

SPOD modes

frequency bins
-

phase
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89

X = reshape (msframes ,[r*c],nf);

90

%% Now , to segment data into blocks :

91

%The data need to be segmented into overlapping blocks .

92

disp(’Determining block sizes and preallocating space .’);

93

clear msframes ;

94

qNFFT = NFFT;

95

% qNFFT can be controlled to influence the fft inside each block , or left at

96

%the overall NFFT

97

win = hann( qNFFT );

98

winweight = 1./ mean(win);

99

f = linspace (0,fs ./2 , qNFFT /2+1) ’;%Real Sided Frequency Dist

100

nblk = floor ((nf - NOVERLAP )./( NFFT - NOVERLAP )); % Number of blocks to divide the
data into.

101

snapsperblock = NFFT;

102

overlapblocks = NOVERLAP ;

103

% Preallocations :

104

QXD = zeros (r*c, length (f),nblk);

105

PHA = QXD;

106

disp(’Beginning the partition process . This may take some time.’)

107

for blockind = 1:1: nblk

108

disp ([ ’Partitioning block : ’, sprintf (’%g’,blockind )]);

109

if eq(blockind ,1)
partition = X(: ,1:1: snapsperblock );

110
111

%

blockends = [1 snapsperblock ];
else

112
113

base = (blockind -1) .*( snapsperblock - overlapblocks );

114

partition = X(:, base +1:1: base+ snapsperblock );

115

%

blockends = [base base+ snapsperblock ];

116

end

117

% Temporal Window :

118

partwind = hann(NFFT);

119

partition = partition ’.* partwind ;

120

qx = ( winweight ./ qNFFT ).*( fft(partition ,qNFFT ,1));

121

qx = qx (1: qNFFT ./2+1 ,:);

122

qx (2: end -1 ,:) = 2.* qx (2: end -1 ,:);

123

qx = qx ’;
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124

QXD (:,:, blockind ) = qx;

125

qxr = real(qx); qxi = imag(qx);

126

phaqx = atan2 (qxi ,qxr);

127

PHA (:,:, blockind ) = phaqx ;

128

end

129

% Now , we need to assemble nfreq number of matrices for every frequency

130

Qfk = zeros (r*c,nblk , length (f));

131

Pfk = Qfk;

132

disp(’Assembling per frequency matrices .’);

133

for frind = 1:1: length (f)

134

Qfk (:,:, frind ) = sqrt (1) .* QXD (:,frind ,:) ./( nblk);

135

Pfk (:,:, frind ) = PHA (:,frind ,:);

136

end

137

clear QXD QDXblk PHA partition partwind ;

138

% base+ snapsperblock

139

%Q = [q1 ... qn] iselement R ^ NxNt

140

%Qblk = [q1 ... qn] iselement R ^ Nxsnapsnotsperbock

141

%

blk1

142

%

[[[]]]

143

%Q = [q1 q2 q3 q4 q5 ... qn]

144

%

[[[]]]

[[[]]]

145

%

blk2

blk4

146

% win = hann( round (nf ./ nblk));

147

% noverlap = ceil(NFFT ./2);

148

%% Eigendecomposition of All Frequency Modes

149

%The largest singular value from each SVD corresponds to the optimal mode

150

%for that frequency .

151

%Can either be done view X ’*X or SVD methods .

152

disp(’Calculating the SVD for the following frequency blocks ... ’);

153

phi = zeros (r*c,nblk , numel (f));

154

lambda = zeros ( numel (f),nblk);

155

for frind = 1:1: length (f)

156
157

blk3
[[[]]]

[ai , lambda ] = eig (( Qfk (:,:, frind ) ’...
*Qfk (:,:, frind ))./( nblk),’vector ’);

158

% Lambda are eigenvectors , not singular values

159

[lambda , index_sort ] = sort(lambda ,’descend ’);
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160

ai = ai(:, index_sort );

161

phi (:,:, frind ) = Qfk (:,:, frind )*ai ./ sqrt(nblk);

162

lambda (frind ,:) = lambda ;

163

end

164

%End function

165

end

B.3

Bispectral Analysis

The following code is an example bispectral analysis script for use on converted .TDMS files. It
should be noted that this analysis is far more computationally expensive than the SPOD analysis,
and this is only feasible on a machine with many processing cores.

1

%% LA -FLDI BISPECTRAL ANALYSIS

2

% Theron Price - 2022

3

% tprice@utsi .edu

4

% This script is written to demonstrate the deployment of bispectral

5

% analysis to LA -FLDI DATA

6
7

% This code is intended for converted .tdms files .

8

clc; close all; format long g; format compact ; clear variables ;

9

%% Pathing and Importing

10

mainpath = [’C:\ Users \ tprice \ Documents \ MATLAB \ FALCON_TRANSPORT \Jet LA_FLDI \
October_Testing \C\’];

11

[data datapath ] = uigetfile ([ mainpath ’.tdms ’]);

12
13

%%% NOTE %%%

14

% The data were saved using the NI software Diadem , as .tdms files . These

15

% were then converted into raw TDMS files using the example code provided

16

% at: https :// forums .ni.com/t5/Example -Code/Convert -TDMS -File -with -DAQmx -Raw data -Using - LabVIEW /ta -p /3522927? profile . language =en

17
18

%Then , in order to use these files in MATLAB , I used Brad Hummprey ’s

19

% convertTDMS function , which can be found at:
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20

% % Brad Humphreys (2022) . ConvertTDMS (v10) ( https :// github .com/ humphreysb /
ConvertTDMS ), GitHub .

21
22

% Due to the size of the files , this was more space - efficient than saving

23

% as an alternative file -type.

24
25

%%% END NOTE %%%

26
27

[ tempstruct temp1 temp2 ] = convertTDMS (0 ,[ datapath data ]);

28

% Get the length of of the records recorded by the channels .

29

recordlength = length (([ tempstruct .Data. MeasuredData (3).Data ]));

30
31

%% Name Parsing for Parameters

32

% My naming convention : [ frequency ]_[ immersed or baseline ?]_[ pressure ]...

33

%_[ transverse location ]_[ axial location ]_[case number ]. tdms

34

%So , for example : 2 MHz_IP_30psig_Lip_0mm_4 .tdms is the 4th run that
corresponds

35

%to 2 MHz measurements made along a parallel to the flow line just above

36

%the nozzle lip.

37

% Underscore Indexing

38

usc = 0;

39

for nameind = 1:1: length (data)

40

nu = data( nameind );

41

switch nu;
case ’_’

42
43

usc = usc +1;

44

underind (usc) = nameind ;

45

if eq(usc ,1)
namecomp (usc) = string (data (1: underind (usc) -1));

46

else

47

namecomp (usc) = string (data( underind (usc -1) +1: underind (usc) -1)

48

);
end

49

end

50
51

end

52
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53

% Sampling Frequency :

54

temp = char( namecomp (1));

55

freqnum = str2double ( regexp (temp ,’\d+’,’match ’)); %Use regular expressions

56

%to find frequency

57

freqtext = temp( length ( freqnum )+1: end); %find the text

58

switch lower ( freqtext )
case ’hz ’

59

mult = 1;

60

case ’khz ’

61

mult = 1e3;

62

case ’mhz ’

63

mult = 1e6;

64
65

end

66

fs = freqnum .* mult; %This will always work for hz , khz , and Mhz

67
68

% Generic Name for Saving Figures :

69

genname = data (1: underind (usc) -1);

70
71

%I made an annoying mistake with some file names that I don ’t feel like

72

%fixing , as the solution here is simple enough . Some files are *. tdms.tdms

73

%and some are *. tdms. I’ll just find the first "." in the filename .

74

dotind = find(eq(data ,’.’)); %This should never fail.

75
76

% This is written in a general sense , assuming the following :

77

% 7 Channels - Microphone , LA -FLDI 1-6, in that order

78

sensorstrings = {’Mic ’,’FLDI_1 ’,’FLDI_2 ’,’FLDI_3 ’,’FLDI_4 ’,’FLDI_5 ’,’FLDI_6 ’};

79

%% Preallocations for the Mach 1.0 Nozzle

80

Md = 1.0;

81

de = 3.1/1000; %m

82

ambpres = 14.7; %psig

83

y = 1.4; % Nitrogen

84

R = 296.8; % Specific gas constant ; kJ/kgK

85

% Pressure was noted naming scheme :

86

pres = str2double ( regexp ( namecomp (3) ,’\d+’,’match ’)); %psig

87

npr = round (( pres+ ambpres )./ ambpres ,2);

88

% Fully Expanded Mach Number /Jet Diameter
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89

Mj = sqrt ((2./(y -1))).* sqrt(npr .^((y -1) ./y) -1); %jet Mach number

90

Trat = 1+((y -1) ./2) .* Mj .^2;

91

uj = sqrt(y*R.*( T0 ./ Trat))*Mj;

92

dj1 = 1+(y -1) .*(( Mj .^2) ./2);

93

dj2 = 1+(y -1) .*(( Md .^2) ./2);

94

djexp = (y+1) ./(4.*(y -1));

95

dj3 = (Md ./ Mj) .^(1./2) ;

96

dj = ((( dj1 ./ dj2).^( djexp )).*( dj3)).* de;

97
98

%% Color Scheme

99

% The FLDI channel that is closest to the nozzle will always be colored

100

% bright blue , and as the distance increases from the nozzle this blue

101

% darkens .

102

bluemap = fliplr ( linspace (0.25 ,1.0 ,6)) ’; bluemap = bluemap .* ones (6 ,3);

103

bluemap (: ,1:2) = 0;

104

micandpressuremap = [0 0 0; 1 0 0];

105

cscheme = [ micandpressuremap ; bluemap ];

106
107

% File Type

108

%Will only be using constant pressure cases .

109

% Immersed probes are measurements made inside , or close enough to the

110

% flow.

111

% Baselines were made in the acoustic near field , behind the nozzle exit.

112

ftype = char( namecomp (2));

113

sprintf (’Constant Pressure case .\n’);

114

switch lower ( ftype )

115

case {’ip ’} % Immersed Probe specific

116

fprintf (’Immersed Probe Test :\n’);

117

fprintf (’Probe Locations :\n’);

118

fprintf ([ ’Downstream Location = ’ char( namecomp (4)) ’\n’]);

119

fprintf ([ ’Transverse Location = ’ char( namecomp (5)) ’\n’]);

120

otherwise

121

fprintf (’External Probe Baseline :\n’);

122

fprintf (’Probe Locations :\n’);

123

fprintf ([ ’Downstream Location = -25mm ’ ’\n’]);

124

fprintf ([ ’Transverse Location = 40 mm ’ ’\n’]);
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125

end

126
127
128

%% Condition Number

129

runnum = ( length (dir( datapath )) -2) ./2; %This may not always work.

130

%Each .tdms file has a secondary file associated with it , which doubles the

131

% directory size.

132
133

%% Data Read and Compile

134

m = zeros ( recordlength .* runnum ,7);

135

r = recordlength ;

136

for ind = 1:1: runnum

137

filenamen = [ genname ’_’ num2str (ind -1) data( dotind (1):end)];

138

[ tempstruct temp1 temp2 ] = convertTDMS (0 ,[ datapath filenamen ]);

139

M = fliplr ([ tempstruct .Data. MeasuredData (3:9) .Data ]);

140

m(r*(ind -1) +1:r*ind ,:) = M-mean(M ,1);

141

% Following the fliplr command , we have the following :

142

%f1 (: ,1) = microphone data

143

%f1 (: ,2) = 1st FLDI pair , closest to nozzle

144

%.

145

%.

146

%.

147

%f1 (: ,7) = last FLDI pair , furthest from nozzle

148

end

149

%% Bispectrum Preallocation

150

% FREQUENCY AXES

151

% Apply Welch ’s Method to segment data

152

NDFT = 2^9; % segment length - CHOOSE CAREFULLY , THIS IS COMPUTATIONALLY
EXPENSIVE

153

segwin = hann(NDFT); % segment windowing

154

segoverlap = 0.75.* NDFT; % segment overlap

155

winweight = mean( segwin );

156

frindices = 0: NDFT -1; % frequency indices

157

if eq(mod(NDFT ,2) ,0) %NDFT divisible by 2
frindices (NDFT /2+1: end) = frindices (NDFT /2+1: end)-NDFT;

158
159

else
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160

%Not sure why you ’d ever do this , but this is for when NDFT is not

161

% divisible by 2.

162

frindices (( NDFT +1) ./2+1: end) = frindices (( NDFT +1) ./2+1: end)-NDFT;

163

end

164
165

frindices = sort(frindices ,’ascend ’) ’;

166

%Want only to access positive frequencies :

167

% (You can run this analysis on negative frequencies , but this doubles the

168

% expense .)

169

frindex = find(ge(frindices ,0));

170

%NOTE: This grabs all positive indices , but this only extends from 0 to

171

%(NDFT /2) -1. We need to allocate one more at the end to correspond to

172

%NDFT /2.

173

frindex (end +1) = 1; % frindices only reached fs /2 on the negative side

174

% The first value of frindices corresponds to -NDFT /2, so take the absolute

175

% value when mapping it to frequency

176

%This last value must be the complex conjugate !

177

dt = (1./ fs);

178

fbins = ( frindices ./ dt ./ NDFT) ’;

179

f = fbins ( frindex ); f(end) = abs(f(end));

180

%Now , all the overhead is out of the way. We need to evaluate the data on a

181

%per block basis , and then take the mean per frequency pair at the end.

182

%The number of blocks can be calculated by:

183

nblk = floor ((( recordlength * runnum )-segoverlap )./( NDFT - segoverlap )); % Number
of blocks to divide the data into.

184
185

%% Fourier Realizations

186

Q = zeros (NDFT ./2+1 ,7 , nblk);

187

%8 comes from the number of acquiring instruments

188
189

%% FFT Computations

190

parnumber = 32; % Number of processors .

191

parfor ( blkind = 1:1: nblk , parnumber )

192

offset = (blkind -1) .*( NDFT - segoverlap );

193

base = (1: NDFT)+ offset ; % partition base

194

mblk = m(base ,:);
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195

Qall = fftshift ( winweight ./ NDFT .* fft( segwin .* mblk) ,1);

196

Qblk = Qall(frindex ,:); Qblk(end ,:) = conj(Qblk(end ,:));

197

% Here , the complex conjugate of the last frequency index is taken .

198

Q(:,:, blkind ) = Qblk;

199

%The complex conjugate needs to be applied , or else we ’re technically

200

% using the negative frequency component .

201

end

202
203
204

%% Bispectrum and Bicoherence

205

% Time Saving Manipulation (will work for a parfor )

206

% Preallocation

207

tol = 0.5; % summation tolerance

208

loopend = NDFT ./2+1;

209

temp = 2.* ones(loopend , loopend );

210

x = ~ logical (triu(temp ,0));

211

temp(x) = -1;

212

temp (~x) = 0;

213

bsquared = repmat (temp ,1 ,1 ,7);

214

% The lower triangle of this matrix is symmetric to the UT; no need to

215

% waste time/ power calculating it

216

%So , bsquared = [UT (0) diag (0) LT ( -1)]

217

% Nothing will happen for nonzero values

218
219

%%

220

disp(’Computing the bispectral coherence . Please wait.’);

221

tic;

222

parfor ( find1 = 1:1: loopend , parnumber )

223
224

for find2 = 1:1: loopend
if ne( bsquared (find1 ,find2 ,:) ,0)

225

%Do nothing for nonzero values ( -1)

226

continue

227

else

228

f1 = f( find1 ); f2 = f( find2 );

229

fsum = f1+f2;

230

if gt(fsum ,fs ./2)
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231

continue %do nothing , as this is out of bounds for the

232

% definition of the bispectrum
else

233
234

fsumind = find(lt(abs(f-fsum),tol));

235

%This locates the index corresponding to the fsum index , by

236

% finding where f ( array ) is equal to fsum

237

B = mean(Q(find1 ,: ,:) .*Q(find2 ,: ,:) .*...
conj(Q(fsumind ,: ,:)) ,3);

238
239

% Formula from Kim/ Powers

240

% I think (but am not entirely certain ) that the B^2

241

% formulation implies B.^2 , not B^2

242

bsquared (find1 ,find2 ,:) = abs(B) .^2./...

243

(mean(abs(Q(find1 ,: ,:) .*Q(find2 ,: ,:)).^2 ,3) .*...

244

(mean(abs(Q(fsumind ,: ,:)).^2 ,3)));
%

245

bsquared (find2 ,find1 ,:) = bsquared (find1 ,

find2 ,:);
246

%This matrix is symmetric , and exploiting this can save major

247

%time.

248

% bsquared should span the range [0 1] for all elements

249

end

250

end

251

end

252
253
254
255

end

256
257

toc;

258

bsquared ( isnan ( bsquared )) = 0; %NaN values are likely from division by zeros .

259

bsquared (eq(bsquared , -1)) = 0; %Do not care about symmetric values .

260

disp(’Bicoherence calculation complete .’);

261
262

%% Representing the Data

263
264

% Contours

265

fnorm = f./ max(f);
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266

for ind = 1:1:7

267

plotfig ;

268

imagesc (fnorm ,fnorm , bsquared (:,:, ind));

269

caxis ([0 1]);

270

xlabel (’$f_1/f_N$ ’,’interpreter ’,’latex ’);

271

ylabel (’$f_2/f_N$ ’,’interpreter ’,’latex ’);

272

xlim ([0 1]);

273

ylim ([0 .5]);

274

h = colorbar ;

275

ytext = sprintf ([ ’$b ^{2}_{’ sensorstrings {ind} ’}(f_1 ,f_2)$’]);

276

ylabel (h,ytext ,’interpreter ’,’latex ’);

277

colorstyle = flipud (gray (1 e5));

278

colormap ( colorstyle );

279

set(gca ,’YDir ’,’normal ’);

280

%Draw bounds

281

line ([0:0.1:0.5] ,[0:0.1:0.5] , ’linestyle ’,’:’,’color ’,’k’,’linewidth ’
,0.5)
line ([0.5:0.1:1.0] ,[0.5: -0.1:0.0] , ’linestyle ’,’:’,’color ’,’k’,’
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linewidth ’ ,0.5)
283

end

284
285

% Surface Plots

286

for ind = 1:1:7

287

plotfig ;

288

s = surf(fnorm ,fnorm , bsquared (:,:, ind));

289

s. EdgeColor = ’none ’;

290

s. FaceColor = ’interp ’;

291

view (3);

292

caxis ([0 1]);

293

xlabel (’$f_1/f_N$ ’,’interpreter ’,’latex ’);

294

ylabel (’$f_2/f_N$ ’,’interpreter ’,’latex ’);

295

xlim ([0 1]);

296

ylim ([0 .5]);

297

zlim ([0 1]);

298

colorstyle = jet (1 e5);

299

colorstyle (1 ,:) = [1 1 1];

283

300

colormap ( colorstyle );

301

h = colorbar ;

302

ytext = sprintf ([ ’$b ^{2}_{’ sensorstrings {ind} ’}(f_1 ,f_2)$’]);

303

ylabel (h,ytext ,’interpreter ’,’latex ’);

304

line ([0:0.1:0.5] ,[0:0.1:0.5] , ’linestyle ’,’:’,’color ’,’k’,’linewidth ’
,0.5)
line ([0.5:0.1:1.0] ,[0.5: -0.1:0.0] , ’linestyle ’,’:’,’color ’,’k’,’

305

linewidth ’ ,0.5)
306

end

284

Vita
Theron James Price was born on May 5th, 1993, in Morristown, Tennessee. He graduated from
Morristown Hamblen West High School in 2011. In May of 2015 he received his B.S. in Aerospace
Engineering with a minor in Mathematics from the University of Tennessee, Knoxville. In the
Fall of the same year, he began work on his M.S. in Aerospace Engineering at the University of
Tennessee Space Institute. He was awarded the M.S. degree in December 2017, and immediately
after began work towards a Ph.D. He successfully defended this dissertation on April 4th, 2022,
and obtained his Ph.D. in Aerospace Engineering in the Spring of 2022.

285

