Introduction
The polynomials in question were introduced by W. Gautschi when he analyzed the numerical condition of the method of modi ed moments: Let be a given positive measure with in nite support S( ). Then there uniquely exists a family of monic polynomials j with Z l (x) j (x) d (x) = 0 for l < j and is severely ill-conditioned, see the classical paper of Walter Gautschi 4] . More promising are modi ed moments m k = Z q k (x) d (x);
with some properly chosen set of polynomials q k (e.g. Chebyshev polynomials or other polynomials orthogonal with respect to some measure s). It Then one has the decomposition K n = H n G n ; and this equation reduces our task to the investigation of the map G n . More precisely, Gautschi considered the map de ned bỹ 
:
In the paper 6], Gautschi proved the equation
with some polynomial g n of degree 4n ? 2 determined by , which will be de ned in the following section (this is essentially Equation (3.2) of 6], though the result is implicit already in the proof of Theorem 3.1 of the article 5]). The present paper is devoted to the explicit calculation of the polynomials g n in some special cases. For a direct approach to the investigation of the map K n , see the article 2] of the author. The map H n is investigated in the subsequent papers of W. Gautschi 
Polynomial interpolation
The polynomials g n are de ned as follows:
where j are the weights of the Gauss-Christo el quadrature rule and h j and k j are the fundamental polynomials of Hermite interpolation in the nodes of the quadrature rule.
We de ne them after recalling Lagrange interpolation. Let f i g i=1;:::;n be a set of distinct numbers, and de ne l i (x) = ! n (x) ! 0 n ( i )(x ? i ) for i = 1; : : : ; n; (3) where ! n (x) = (x ? 1 ) (x ? n ). The Lagrange interpolation formula
is well known. The following result is well known, too. 
Then we have the equation
q 0 ( i ) k i (x) for q 2 P 2n?1 : (6) In our case, the nodes i are the zeros of some orthogonal polynomial p n . We remark here that in Equations (3) and (5), we can use the (generally not monic) polynomial p n instead of ! n , since the leading coe cient will simply cancel out.
In the following, we will need an elementary interpolation identity of higher order. having degree 4n. Consequently, the polynomial r must be identically zero. 2 In fact, the polynomials b i are well de ned by the above properties and can be written down explicitly in terms of the polynomials l i .
Lemma 3 Let l i be the fundamental polynomials of Lagrange interpolation for the nodes f i g i=1;:::;n and let the rst few coe cients of the Taylor expansion of l i (x) around x = i be l i (
Then we have (7) For these special polynomials we have some more useful relations. Especially, they satisfy the di erential equation The sum on the right-hand side can be evaluated from the interpolation identity (6). for any polynomial q 2 P 2n?1 . Now, we set q(x) = p 2 n?1 (x). Since we have (x ? i ) l i (x) = 1 p 0 n ( i ) p n (x) and from Equation (9) p 0 n ( i ) = 2(n + )(n + ) (2n + + ) ( 
and the sum on the right clearly is equal to p n?2 (x) due to the Lagrange interpolation formula (4). 2
Since we are able to obtain further results in the special case of Chebyshev polynomials, where ; = 1 2 , and the traditional standardization of Chebyshev polynomials is di erent from that of Jacobi polynomials, we reformulate our result in this case. While Chebyshev polynomials of rst and second kinds are well known, the nomenclature for the mixed cases ( = ? ) was introduced by Gautschi 
That's why we can call the polynomials V n (x) = U n (x) ? U n?1 (x) Chebyshev polynomials of third kind and the polynomials W n (x) = U n (x) + U n?1 (x) Chebyshev polynomials of fourth kind. Their trigonometric representation is V n (cos ) = cos n + Naturally, this bound is sharp | the sum is equal to 1 for x = i .
5 Explicit calculation of
h 2 i (x) for Chebyshev polynomials
The explicit calculation of this sum is possible for Chebyshev polynomials of rst, second and third (or mixed) kinds. Our starting point is the interpolation identity from Lemma 2. The coe cients c j de ned in Lemma 3 can be calculated from the di erential equation (8) for any values of and . But we will see that for the subsequent simpli cations we need explicit (and simple) formulas for p 0 n ( i ). This is possible only for Chebyshev polynomials.
Lemma 4 For any zero of T n we have whereas for any zero of U n ,
2 ) U 0 n ( ) = n + 1 U n?1 ( ) and U 02 n ( ) = n + 1 1 ?
and for any zero of the third-kind Chebyshev polynomial V n (x),
2 ) V 0 n ( ) = n + Proof: This follows immediately from the well-known trigonometric representation of Chebyshev polynomials. Di erentiating T n (cos ) = cos n we obtain sin T 0 (cos ) = n sin n : (15) If cos is a zero of T n , then we have cos n = 0 and consequently sin ) r n (x) = 1 ? x T n (x) n U n?1 (x) = 1 ? 1 2n x U 2n?1 (x): Substituting this into the above equation we obtain our rst proposition.
