This paper presents an algorithm to detect the human face from a video file using the knowledge-based approach and track the motion of the individual by detecting face in each frame. The algorithm detect human face by the geometric correlations between location of face and hairs in each frame of a video file. Range of skin color are used to figure out possible face regions so as to initially localize the face, furthermore, the probable hair blocks in an image frame are determined by means of hair color spectrums. Combined skin and hair blocks decide candidate face areas in light of the geometric relation. The phase correlation motion estimation algorithm is used to analyzing successive frames in a video sequence to identify faces that are in motion and track the human faces from the video file.. The accuracy of single-face tracking is higher than 90% with the frame rate of 10fps. Several algorithms have already been proposed and developed for various applications and employed successfully. But, those algorithms are quite complicated and hard to meet the realtime requirements of specific frame-rate. Therefore, the proposed is able to be expectedly transplanted to an embedded system, like the developing pet robot so as to perform dynamic face detection and tracking. The algorithm can be used for surveillance. The algorithm can be used for developing secure PC camera and web camera. The algorithm is being used for providing laptop security.
INTRODUCTION
Human face detection and tracking have been importantly developed recently-surveillance systems, digital monitoring, intelligent robots, notebook, PC cameras, digital cameras, 3G cell phones, and the like. These applications accordingly play an important role in our day to day life. However , the algorithms of the applications are quite difficult to analyze and hard to meet real-time requirements of specific framerate.
Over the last few decade much research has been done for improving the performance of human face detection and tracking. Before you begin tracking a face, you need to first detect it. Detection method are categorized into many types (1)Cascade Object Detector to detect the location of a face in a video frame. The cascade object detector uses the ViolaJones [15] detection algorithm and a trained classification model for detection. By default, the detector is configured to detect faces, but it can be configured for other object types.
(2) Knowledge-based method: This method is directed at finding constant features of a face within a complex environment, thereby localizing the position of the face. Relationships among the features helpfully determine whether a human face appears in an image or not [1] . (3)Feature invariant approaches: Invariant features, unresponsive to different positions, brightness, and viewpoints, are utilized in this approach to detect human faces. A statistical model is usually built up for describing the relations among face features and the presence of the detected faces. Such face features, for instance, are Facial Features [2] , Texture [3] , and Skin Color [4] . (4)Template matching method: A template cohering with human face features is used to perform a pattern-matching operation based on the template Model [6] are common examples of this method. (5)Appearance-based method: This method, such as Eigen face [7] , Neural Network [8] , and Hidden Markov Model [9] , employs a series of face images to train and establish a face model for the face detection. In general, method (1), (3),(4) and (5) are more complex than method (2); yet the more features are used in method (1), the more complicated it is. This paper presents a complexity reduce algorithm which is designed for detecting human faces in real-time as proposed. This algorithm, on the basis of Knowledge-based method with minimum features, follows the geometric characteristics of skin and hair color to detect human faces and for tracking Motion estimation algorithm is used. Also this algorithm is able to be expectedly transferred to developing to perform dynamic face detection and tracking. Different Motion estimation algorithms are there like (a)Exhaustive Search Block matching algorithm (b)Fast Algorithm (c)Hierarchical Block Matching Algorithm and (d) Phase Correlation Method. In this paper the Phase correlation motion estimation algorithm is used for tracking.
PROBLEM STATEMENT
Face tracking is a critical prior step that localizes the region of the face in video frames, from which a relevant feature set can be extracted and subsequently served as input to the face recognizer. As such, the accuracy of tracking directly impacts the ability to recognize subjects in video.
Visual tracking of objects of interest, such as faces, has received significant attention in the vision community. Accurate tracking is made difficult by the changing appearance of targets due to their non rigid structure, 3D motion, interaction with other objects and changes in the environment, such as illumination.
Recent tracking methods, such as the Incremental Visual Tracker, attempt to solve these problems using adaptive target appearance models. They represent the target in a lowdimensional subspace which is updated adaptively using the images tracked in the previous frames. Compared to the approaches equipped with a fixed target model such, IVT is more robust to changes in appearance (e.g., pose, illumination). However, the main drawback of the adaptive approaches is their susceptibility to drift: they can gradually adapt to non-targets as the target model is built solely from the previous tracked images accepted by the tracker. Methods such as IVT typically lack mechanisms for detecting
APPROACH
The propose algorithm consists of main modules which are as follows (1) Face Detection in each frame (2) Tracking the human face from video file.
Detailed descriptions of each module are as follows: 
Face Detection

Skin Detection
There are many studies have been involved in describing the range of skin colour in an model without normalization was sensitive to variations of light, so that The RGB model was therefore transformed to the Normalized RGB model. The formulas for the transformation are listed as equation 1 and 2:
Using these two equation the RGB model transferred to normalized RGB model .Equation (1) represents the normalization of a red pixel while equation (2) stands for that of a green pixel.
These two equations declared above accordingly specify the upper limit and lower limit (r) of the skin color (through analyses of experiments) [11] :
White colour（r = 0.33 and g = 0.33 ）is also in the defined range, so the following condition is added for excluding the white colour:
Together equation (3), (4) and (5),the skin color range specified
Here is another hues element of the robust HSI colour model [12] [13] is taken as a new measure for approximating skin colour pixels so as to improve the above insufficiency. The following exemplify the relation between the RGB colour model and the HSI colour model.
Modified skin detection condition after experiment equation (8) shows 
Hair Detection
The intensity element of HSI colour model is used for detecting the hair colour. The relation between the intensity element and RGB elements is as follows:
This intensity element is available for measuring the brightness of an image; moreover, the hair colour is specified (R+G+B) (9) to be in the range of dark. Equation 10 specify the intensity range of the hair colour based on experiments.
The condition (B − G < 15 B − R <15) closes out the pixels which are easily categorized as deep blue while hair colour pixels commonly and statistically match the condition (B − G < 15 B − R < 15). The condition (I < 80) includes the pixels which are dark. The condition (20 <H ≤ 40) includes the pixels which are brown. Figure 6 shows that many nonhair pixels are misjudged, yet the Hair Quantization module perform the follow-up operations of the whole algorithm so as to minimize the impact from the misjudging. 
Skin Quantization
This module quantizes skin color pixels and uses a 3x3 pixel square to express whether or not a region included pixels of skin color. The quantization lowers the image resolution; nonetheless, the following calculation of the geometric locations of pixels is speeded up. The number of black pixels within 9 pixels is counted and these 9 pixels regarded as nonskin color blocks if the number is beyond a threshold value 4. The rest are viewed as skin color blocks. demonstrates the image of after the Skin Quantization. 
Hair Quantization
This module, similar to the Skin Quantization, quantizes hair color pixels and uses a 3x3 pixel square to express whether or not a region included pixels of hair color. The number of white pixels within 9 pixels is counted and these 9 pixels considered as non-hair color blocks if the number is beyond a threshold value 4. The rest are treated as hair color blocks. The detection algorithm in Figure 6 calculates the features for all presently labeled components. For a component, features to be calculated are area, center of gravity (COG), and the coordinates of the extreme left, top, right, and bottom pixels, respectively.
Size Filter [14] is used to filter out noises and to conserve main skin features. The filtering conditions can be changed according to necessities such as the area of a component., Only one component is required to detect a human face. Among all the components only the largest component is preserved while the other small components are excreted.
Finding Hair Components Intersect with Skin Component：
The step defined here to find hair components that intersect with the skin component. The presence of human face requires that hair components and skin component intersect. Thus, when there is no hair component intersecting with skin component, there is no human face present in the picture. From practical observations, the most common twelve hair styles that we would like to detect are shown in Figure 7 .
To find out whether the skin and hair components are extracted from a human face, an estimation of the joint geometric relationship. Figure 7 shows the geometric relation between a skin component and a hair component
Fig 7 Twelve hair styles like to detect
The twelve complex geometric relations are simplified into some simple mathematical operations, The estimate is done by the joint geometric relationship using the "minimum bounding box" approach. The minimum bounding box is calculated for each skin component as well as each hair component. If the minimum bounding box of a skin component intersects with the minimum bounding box of a hair component, they are "related". Observe that the coordinates of each minimum bounding box has already been obtained in the step "calculating the features of Skin and Hair component". The intersection of skin bounding box and hair bounding box is shown in Figure 8 . 
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Observe that not all intersection relationships are possible from a human face. Restrict the intersections to be the ones shown in Figure 9 . That is, a hair component is associated with a skin component only if the hair bounding box intersects with skin bounding box according to one of the relations shown in Figure 9 . If one hair component is associated with a skin component, the operation for finding hair component is thus finished. Figure 10 shows the result of the face detection 
FACE TRACKING
Once human face is being detected using above algorithm, then track the human face from the video file using Phase Correlation Method motion estimation algorithm. Before this algorithm we have described the general methodologies in motion estimation criteria
General Methodologies in Motion Estimation Criteria
Motion estimation is the process of studying successive frames in a video sequence to identify faces that are in motion. The motion of a face is usually described by a twodimensional (2D) motion vector (MV), which encodes the length and direction of motion.
Backward motion estimation
The 2D motion estimation techniques described in this paper address the problem of estimating the motion between two frames: f (x, y, t 1 ), which will be called the anchor frame, and f (x, y, t 2 ), which will be referred to as the target frame. The anchor frame may be either before or after the target frame in time. It will call forward motion estimation the case where and backward motion estimation the case where .A motion vector will represent the displacement of a particular point X = (x i, y i ) between time t 1 and t 2 . Figure 14 illustrates these concepts and associated notation.
A Feature-based Motion Estimation approach , Establish a correspondence between pairs of selected feature points in the two frames and attempt to fit them into a motion model using methods such as least-squares fitting. Feature-based methods are more often used in applications such as face tracking and 3D reconstruction from 2D video.
Once a model and region of support have been chosen, the problem shifts to the estimation of the model parameters. One of the most popular motion estimation criteria and the only one described in this paper is based on the displaced frame difference (DFD). It consists in computing the differences in intensity between every point in the anchor frame and the corresponding point in the target frame. Mathematically, the objective function can be written as where f 1 (x) is the pixel value at x in time t 1 , f 2 (x + d) is the pixel value at (x + d) in time t 2 , d is the estimated displacement, and R is the region of support.
When p = 1, the error EDFD(d) is called the mean absolute difference (MAD), and when p = 2, it is called the mean squared error (MSE).
The error functions described by equation can be minimized using multi resolution search. This method searches the motion parameter starting at a coarse resolution and propagating the partial solutions to finer resolutions, which can then be successively refined. It is a good trade-off between speed and does not suffer from the problem of being trapped into a local minimum.
Forward motion estimation
Target Frame f(x, y ,t 2 )
Anchor frame f(x, y ,t 1 ) (xi , yi) Target frame f(x, y ,t 1 ) t 2 > t 1 
Phase correlation Motion Estimation Algorithm
The phase correlation method is a frequency-domain motion estimation technique that uses a normalized cross-correlation function computed in the frequency domain to estimate the relative shift between two blocks (one in the anchor frame, another in the target frame). The basic idea consists in performing spectral analysis on two successive fields and computing the phase differences. These differences undergo a reverse transform, which reveals peaks whose positions correspond to motions between fields.
1. Compute the discrete Fourier transform (DFT) of each block in the target and anchor frames (which we will denote frames k and k +1)
2. Calculate the normalized cross-power spectrum between the resulting DFTs according to equation (12): where F k and F k+1 are the DFT of two blocks at the same spatial location in frames k and k + 1 and * denotes the complex conjugate.
3. Compute the phase correlation function, PCF(x), defined as the inverse DFT of C k, k+1 , as follows:
where d is the displacement vector.
4.Locate the peaks of the PCF.
Tracking and Matching
At the "tracking and matching" stage, the face detected in the current frame are compared with the face currently being tracked from previous frames in order to answer the following questions: Is any face new to the scene?, has any face left the scene? and where did the faces currently being tracked go?
When a new face is discovered (i.e., one for which no current face match), this face is placed in a "three-frame buffer." The buffer is necessary to dismiss false alarms caused, for example, by noise artefacts introduced in the early stages of segmentation. If the same face is successfully tracked over three frames, it is then removed from the buffer and entered in the "active tracking list." Any face that is currently in this list is considered as an object officially being tracked, and any tracking information collected here will be reported in the final output. Figure 12 illustrates the process.
To determine the new position of an existing face A (which is contained in the active tracking list), we consider any face in the current frame whose centroid falls within the bounding box of face A as a possible candidate. In this process, the propose algorithm detect the face of the person present in the video and then track the movement of the same person. Figure 13 shows, the detection and tracking of a person whose movement is being made in the direction from left to right the movement of the red-square(detected face) is visible to us.
CONCLUSION
A more reliable face detection and tracking approach based on the geometric relations between skin of human face and hair. The algorithm also takes the advantage of a exact skin color extraction. The frame rate is up to 10 fps on a digital computer having 1.4GHz processor.For each face, the system keeps track of its size, position, velocity, and color. The size information can be used to separate into application-and view point dependent classes, for example, large, medium, and small. Similarly, brightness and color information can be used to classify objects into categories such as "bright" or "red." Position is reported as the instantaneous pixel position of the centroid of the object within the current frame. Similarly, velocity is reported as an instantaneous change in position between consecutive frames, which can be easily calculated since we know the frame rate of the sequence. The proposed algorithm can be extended to perform multi-face detections and tracking. The difference between single-face and multi-face detections is in the operation of the Size Filter.
For single-face detection we only preserve the largest skin component. For multi-face detection, to keep any component larger than 10 pixels. Find the hair bounding box intersecting with for each such skin bounding box, to determine if a corresponding human face exists.
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