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Introduction. The classification of real simple Lie algebras was given first by 
E.Cartan [2] in 1914. Though his first classification lacked in general theorems, Cartan 
himself [5] estabhshed in 1929 a general theorem suitable to sim'pHfy the classification. 
Then Gantmacher [6] in 1939 gave a simplified classification depending on Cartan’s 
general theorem by making use of his theory on canonical representation of automor­
phisms of complex semi-simple Lie groups.
In his earlier papers [5, 3] Cartan established a priori a one-one correspondence 
between non-compact real simple Lie algebras and irreducible infinitesimal symmetric 
spaces (compact or non-compact), where “infinitesimal” means locally isomorphic 
classes. Hence the infinitesimal classification of irreducible symmetric spaces is the 
same thing as the classification of non-compact real simple Lie algebras.
Let g be a real semi-simple Lie algebra and f a maximal compact subalgebra of g. 
Then we have a Cartan decomposition
g =  t + p ,
where p  is the orthogonal complement of f with respect to the Killing form. In the 
classical theories of classification of real simple Lie algebras due to E.Cartan and 
Gantmacher, one used a Cartan subalgebra ofg whose torus part f)  ^ is maximal 
abelian in f, whereas certain geometric objects (such as roots, geodesics etc.) of 
symmetric spaces are related to a Cartan subalgebra  ^ of g whose vector part fl 
is maximal abelian in p  (cf., Cartan [4], Bott-Samelson [I] and Satake [7]). The 
two types of Cartan subalgebras mentioned above are not the same and even non­
conjugate to each other in general. So it seems preferable to the author to have a 
classification theory by making use of the latter Cartan subalgebra, so as to connect it 
more closely with the theory of roots of symmetric spaces, and this will be developed 
in the present work.
I f  we denote by g^  and the complexifications of g and  ^ respectively, the conjuga­
tion of g^ . with respect to g defines an involutive automorphism a  of the system X of 
non-zero roots of g^  relative to 1^ .^. In §1 are discussed some basic properties (Props.
1.1 and 1.3) of X endowed with the invlution a which are more or less known.
In §2 we define root systems and cr-systems of roots in the abstract, and are sketched 
briefly some basic properties of them. Here is defined the notion that a cr-system of
roots X is normal, on the basis of Prop. 1.3, which covers the basic properties of the root 
system of lelativeto^^ such that the Cartan subalgebra  ^ has a maximal vector part. 
I f  X is normal, then the set X~ (No. 2.4) forms a root system called a restricted root system 
(Prop. 2.1). In Nos. 2.6 and 2.7 are discussed some relations between multiplicities 
of AeX" and the inner products of roots of X associated with A for a normi.1 cr-system 
of roots X. These relations are basic tools in the classification of normal cr-systems of 
roots with restricted rank I given in §3. In Nos. 2.9 and 2.10 are used the notions of 
a cT-order and a cr-fundamental system of X due to Satake [7]. It is shown that two real 
simple Lie algebras are isomorphic to each other if and only if their cr-fundamental 
systems are (X-isomorphic, via Cor. 2.15 and Prop. 1.2. Consequently our task is 
reduced to classify all normally extendable (No. 2.3) (7-irreducible cr-fundamental 
systems up to cr-isomorphisms.
Now it becomes important to determine whether any given o'-fundamental system 
is normally extendable or not. In §3 this problem is rduced to the case of normal a- 
systems of roots with restricted rank I (Theo. 3.6). In §4 first cr-fundamental systems 
of normal (j-systems of roots with restricted rank I are all classified, and then it is deter­
mined whether they are normally extendable or not, based on two Lemmas (Lemmas
4.6 and 4.7). Finally in §5 the complete classification is achieved.
§L Preliminaries.
L I. Let C be the field of complex numb- r^s and be a complex semi-simple 
Lie algebra. A real Lie subalgebra g of whose complexification C ®  g can be 
identified with by a map: aX  for a ^ C  and X e g , is usually called a real
form of
Let g be a real form of The conjugation a  of with respect to g, defined 
by a{aX ) = ^ X  for a a n d  X e g , is an anti-involution of namely a  is an involu- 
tive automorphism of as a real Lie algebra and is anti-linear as a map of a vector 
space over C. Conversely, let a  be an anti-involution of Then the set g consist­
ing of all fixed elements of g^  by o' is a real form of g^ , and a  is identical with the 
conjugation of g^  with respect to g. Thus real forms and anti-involutions of g^  are in 
a one-one correspondence in the above natural way. A real form corresponding to an 
anti-involution a  is denoted by g^ .. So, when we are considering a real form g^ ., a  
always means the corresponding anti-involution of g^ ..
L 2. Let be a Cartan subalgebra of g^  ^ and x the system of non-zero roots of 
g^  relative to We have the well known decomposition:
9(7 =  +  S  9».
a G r
where g^  is the eigenspace of a e x .  A “Weylbase” a e x }  of g^  is defined as to 
satisfy the following:
for a e r ,
[E., E_,] =
where ( g ’^ o) is defined by H }  =  a{H) for all
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T-p I — if a+^G X
a + ^ 7^0 and ^  x
such that =  N-^,-^ is a real number for each pair (a, ^).
Let be a compact real form of i.e., the KilHng form is negative definite on it^  
We can choose a Cartan subalgebra and a Weyl base such that and that
rE^ =  for all a e x  (c f , [8], Exp. 11, theoreme 2.2). Let us once for all fix 
and a Weyl base a ^ x }  in these relations.
A real form of is said to be related to (g^ , if a1:)a =  =  '^ o'. Let
be related to (g^ , ^q). Putting fj (a maximal compact subalgebra of g^ .)^
we obtain the Cartan decompositions.
(1*1) 9a- — c^r+Po-) 9t —^cr+V~l Pa-y
where is the orthogonal complement of in g^ . with respect to the Killing form, 
g^ . and g^  are invariant by r  and a  respectively, and or | g^  (or r  | g^ .) is an involutive 
automorphism of g^  (or of g )^, where | denotes the restriction of a map to a subset, 
(g^ , O' I  9t) (or (ScTJ ?cr> I 9cr)) an infinitesimal compact (or non-compact) sym­
metric pair corresponding to g^ .^
L3. Let a real form g^  of g^  be related to (g^ , 1:)q) as in the above No. a  induces 
an anti-involution o'* of 'tjf (dual space of 1^ )^ defined by
((7*( )^ (H) =  (p{aH) for all 
For any a e x ,  (7 *aex  and (r(gj =  Putting
O-E^  for each a GX,
we see that
(1.2) Qc^ Qa^ c^  =  I, QaQ-C^  =  I for any a^X ,
(1.3) for a, a+/3 G X, 
since a  is an anti-involution, and that
(1.4) for any a e  X 
since a r  =  ra . By (1.2) and (1.4) we see that
(1.5) I I -= I for any a G X.
Put
(1.6) Xo =- {aG X ; 0*% =  —a}.
Xo is a closed subsystem of roots of X. (1.2) and (1.5) imply that
(1.7) ^  Q-c, =  ±  I for a G X^ .
Let t(j and be the complexifications of and in g^ .. We have the follow­
ing orthogonal decompositions
where and = ^ c  ^ Pa- o r  X  =  X  for X ^ lg , whereas ar  X  =  —X
for X Let a GX^; if then E^^^to  since ar(E^^) =  E^ \^ similarly,
if Qca=  —!,then E ,^ E_^ In case aG X —X^ , we see easily that E^-\-aE_^ and
E^—aE_a G Po, and that
Qa+Q-o-' a^ =  ^ {E a+ aE _^ }+ C {E ^  — aE _a}  
where C {X }  denotes a 1-dimensional vector space over C generated by X . From these 
we have the following decompositions
(1.9) f , =  S  9» +  S  C { £ , + a £ _ J ,
aer+ a e t—Xo
(1.10) =  r ^ +  S  g» +  S  C {E ^ -a E _ ,} ,
aGr” a ^ t—Xo
where =  {cc^Vo; =  I } , =  {a^X o’y =  —1} and the last summations of 
both formulas run over all unordered pairs (a, —cT*a) such that a e x —Xq. (1.9) and
(1.10) imply immediately the
P roposition  1.1 is maximal abelian in i f  and only i f  =  I fo r  all a G X^ . 
The “only i f” part of this proposition is the same as the Lemma 5 of [8], Exp. 11. 
D e f in it io n . Let a real form be related to (g^, When is maximal ab­
elian in is called to be normally related to (g^ , 1^ )^.
L4. Let g^ ., be a real form of and I' be a maximal compact subalgebra of 
Then, as is well known, there exists a uniquely determined compact form of 
such that n Ot' =  and that a'r' =  r'a'. Let p' be the orthogonal complement of f ' 
in g^ , with respect to the Killing form, and be a maximal abelian subalgebra of p'. 
Choose a Cartan subalgebra of so that it contains By conjugacies of compact
forms and of Cartan subalgebras of g^  we have an inner automorphism cp of g^  such that 
that Then, putting a=cpa'(p~^, we see that ^g^,=:g^, ar= xay
=  1^ ,^ and that =  9^ %" is maximal abelian in — cppc  ^ i.e., g^ . is normally 
related to (g^ , ^ )^. Hence we have the
P roposition  1 .2 . Any real form of g  ^ is conjugate to a real form which is normally 
related to the fixed  (g^ , !^ )^.
This proposition justifies us to discuss only the real forms which are normally related 
to the fixed (g^ , %).
1.5. The following proposition, essentially due to Satake [7], is important for our 
later discussions.
P roposition  1 .3 . Let a real form  g^  ^ he normally related to (g^, Then
cr*a—a^X  fo r  all a e x .
Proof, In case aex^j then a*a  =  —a  and 
cr*a—a =  —2a  ^  X.
In case a ^X-X^'. suppose that (T*a—ctex, and hence eXo, then
(S) ^^ (X>-(T*a a^-*o6-o6
by Prop. I .L Now
Q-oi^ -cr*oi] ~  Q-~o6^ (A,-(r'^ o!>^ a>-a*ci'
Applying a  on both sides of this identity, we see that
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[cT-E'qj, E_^  — Q~ o J ^ O b ,O-^ a-a 
by (J) . On the other hand we have that
Qdi^ <r^oh,-OtiE(T^Oti-Ot)*
Hence we see that
Q-Ob^oh,-(T^ ot) Qot)^ (X*Ob,-Oti Q Oti^Oh, —(T^  Ot,'
Therefore, which, combined with (L4), implies that =  0. This
contradicts to the fact “o' is bijective”. Consequently 
o'*a — a ^  X.
§ 2. (7-system of roots.
2 .1 . Let F  be a finite dimensional real vector space with a positive definite inner 
product , and X a finite set of non-zero vectors in V. X is called a root system if it satis­
fies the conditions: for any a) the number =  2 <(a, jS) is an integer 
{n^Lmtd Cartan integer), and b)
The following properties of a root system X are well known from the usual theory 
of classification of complex simple Lie algebras.
1°) For any a, jS^X, I f  a  and are not parallel to each other,
then
2°) Let a e x  and ma^X  (m eR ), then m =  ± 1 /2 ,  ± 1  or ± 2 .
(To be seen from the fact that z^^ ^^  =  2 / m and a^ ^^  ^ =  Im  are both integers.)
3°) Let a, /3^ X be such that {a , and that a  and /3 are not parallel to each
other, a) I f  a^ ^^ a^ ^^  =  I, then <a, a> =  < ,^ ^>; b) if -= 2, then <a, a ) I
</3, /?> =  2 or 1/2; c) if a^ ^^ a^ ,, =  3, then <(a, a>/</3, /3> == 3 or 1/3.
4°) For a, jS^X, consider the series
----- , a —2/3, a — a, a+/3, a + 2 ^ ,------,
then every non-zero vector between a and is contained in X.
(This property can be proved for an abstractly defined root system by making 
use of the property 3°)).
5°) I f  a e x ,  then —a e x .
A root system x is called a proper root system if it satisfies the condition that “if 
a, ma^X  (m ^ R ), then m =  J::I ” . The systems of non-zero roots of complex semi­
simple Lie algebras are proper root systems. For a root system x, the following set 
x' = { a ^ x ;  a / 2 ^ x}  
is a proper root system which is called a canonical proper subsystem of X.
2 .2 .  Let X be a root system in V. A linear base of F *  (dual space of V) defines 
a lexicographic order in V and hence in X. The set A of all simple roots (in the usual 
sense due to Dynkin) with respect to a lexicographic order is called a fundamental 
system of X as usual. For any two a, /3gz1, {a , /S) ^  O because a —^ ^X. This 
property of A shows firstly that the elements of A are linearly independent and any 
element of X can be expressed uniquely as a linear combination of simple roots with 
integers of the same signs as coefficients, and secondly that A is isomorphic to a 
fundamental system of roots of a complex semi-simple Lie algebra up to a ho- 
mography, by the usual arguments in the classification theory of complex simple Lie 
algebras. The image of the root system of by this isomorphism is the canonical 
proper subsystem x' of X. In particular fundamental systems of x' and of X with 
respect to the same linear order coincides to each other. And any proper root system 
is isomorphic to a root system of a suitable complex semi-simple Lie algebra up to a 
homography.
For a fundamental system of x the set { X e  F * ;  a{X ) ^  O for all a e z l }  is an open 
Weyl chamber. Weyl group of x is the group operating on F *  (or dually on V)
Symmetric spaces 5
generated by reflections across the plane a  ~  O for all a ^  X, which is a finite group 
and permutes simply transitively the Weyl chambers and henceforce the fundamental 
systems of X. In particular the fundamental systems of a fixed x are isomorphic to 
each other.
Two proper root systems Xi and X2 are isomoprphic to each other (up to a homo- 
graphy) if and only if their fundamental systems are so.
2.3. Let X be a proper root system in V such that x generates V. When we are 
given a linear isometry crrF—>F such that g  is involutive and ax =  X, then we say that 
the pair (x, a) (or simply x) is a a-system o f roots.
Every cr-system of roots x can be identified with the root system of a complex semi­
simple Lie algebra up to a homography. By this identification V is identified with 
a real subspace of 1^ .^* which is generated by roots and metrized by the Killing form, 
where is the dual space of a Cartan subalgebra and F *  is identified with a 
real subspace defined by
a{H )^  R foi all a e x } .  
becomes the complexification of Hereafter we use this identification without 
any comments, a  can be extended to an anti-involution of and induces an anti­
involution or of such that and 5* =  a. Since is involutive, it has 
eigenvalues ±  L Let be the eigenspace of the value —I and be that of + 1 , 
then we have an orthogonal decomposition
with respect to the Killing form.
Let a Weyl base {E^, a e x }  and a compact form of be given so as to satisfy 
the relations in No. 1.2. When for a a-system of roots x the induced involution a of 
is extendable to an anti-involution of such that it is normally related to (g^ , 1^ )^, 
then we say that a  (or x) is normally extendable for the sake of simplicity. We want to 
obtain some sufficient conditions for a  to be normally extendable. A necessary con­
dition for this (Prop.1.3) is that 
(v) fo r  any a e x ,  a a —a^X .
Any (T-system of roots satisfying the condition (v) is called a normal cr-system of roots.
2.4. Let X be cr-system of roots. We shall denote by X“ the set of linear forms on 
obtained by restricting the elements of X -X ^ to where is the closed subsystem
of X defined by (L 6), i.e.,Xo =  { a e x ;  a | =  ^}*
P ro p o s itio n  2.1. Let a a-system of roots x he normal, then X" is a root system
in
Proof. V/e identify (^ ^ )*  with a subspace o f  w hich is the annihilator o f  
Let us use the following notation: 
x ^ = { a ^ x ;
for each ipG:X~* Let yj^X~ and aGX<^ . By the condition (v) only the following 
three cases are possible:
case a) a= aa= x p , then (a , a )  =  (xp, ^ ) ;
case h) a ^ a a  and a a )  =  0 , then \p — {a-\-aa) / 2
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and y)} =  <a, a>/2 =  {a a , a a } / ! ;
case c) a ^ a a  and {a , era) 0, then 'ip =  (a+c7a)/2 
and (^ ip, yjy =  {a , ot)/4 =  <(o’a, cra)/4.
Let ; i e r “ and /Jet;,.




In case b): =  2(A, f }  =  <A, a + a a } / { f ,  f }
=  < ,^ a + a a y / { f ,  y)}
=  2</3, a>/<a, a>+2<^, a a ) / { a a ,  a a }
=  an integer.
Put y =: Now
«v,<r»= 2</3-ap,„a, a a ) / { a a ,  a a )
=  2 </3, a a ) / ( a a ,  <ra> =  «^ ,,^ 0. 
since <(a, (Ta^=O. Consequently
b= y-a^ ^ ^ aa  =  /3-a^,*a—«^,^«(Taer,
and
In case c); =  2</l, y)>/<'i/>, y>> =  <a+(Ta, A>/<y), y)>
=  2(2<a, /3>/<a, a>+2<(ra, )3>/<(Ta, ora»
=  an integer.
Put /3' — p —a^^^a^X. Remarking that
=  2 <a, a a } / ( a a ,  a d )  =  — I,
we see that
=  2<^', a a } / { a a ,  a a }  =
Next, put /3" =  ^'—a^.^o-aaa^X, then
~  +  +  O-OJ-
Finally put /3"' =  ~ a ^x,  then
=  ^ - 2Ka,+«^,crJ ^
=  A— q. e. d.
When X is a normal g-system of roots, X” is called the restricted root system with 
respect to Further when X is normally extendable such that a ^  r * , then the root
system X" in (^^)* is usually called the root system of the corresponding infinitesimal 
symmetric pair (g^ , h , d \ g,.) (or (g-, f ~, r  | Qa) ) with respect to the Cartan sub­
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algebra V—I of V - I  Pa (or 'i)o of Pd).
2.5. For any root system x, a subset x'CX is called a closed subsystem if it 
satisfies that i) if a e  x' then —a  e  x', and that ii) if a, /3 G  x' and e  X then 
a-\~P^x', Closed subsystems are also root systems as is easily seen.
I f  a root system x is decomposable as a disjoint union of t¥/o subsets x' and x" such
that =  0, then x'(and x") is called a factor of X. Every factor is a closed sub­
system. A root system X is called irreducible if every factor of r coincides with X or 
is void. Every root system is decomposable into a disjoint union of non-voidal ir­
reducible factors; then each factor is called a component of X. Any irreducible proper 
root system is isomorphic to a root system of a complex simple Lie algebra. About 
the length of roots of an irreducible proper root system X we have the following two 
cases as is well known:
a) every root of X has the same length, (in this case x is called “simply-laced” 
according to a terminology of R. Bott);
b) X is decomposed as a disjoint union of two non-voidal subsets Xi and X2 such 
that every root of X^ (i =  I or 2) has the same length and that any root of Xi is shorter 
than roots of X2 (in this case X is called “doubly-laced”).
In case b) we have further two possibilities that the ratio of squares of length of 
roots of Xi to that of X2 is 1 :2 or 1 :3. We call X to be “doubly-laced of type (1 :2)” or 
“of type (1 :3)” respectively. Every doubly-laced root system of type (1 :3) is isomor­
phic to that of G 2 .
I f  a factor x' of a cr-system of roots X is invariant by a , then x' is called a a-factor. 
A cr-system of roots X is called a-irreducible if every a-factor of X coincides with X or 
is void. Every or-irreducible a-system of roots consists whether of a single compo­
nent or of two isomorphic components. In the latter case a  permutes the two com­
ponents. A non-voidal (7-irreducible cr-factor of a cr-system of roots is called a a-com- 
ponent.
Let a (7-system of roots X be such that the associated involution a of is extendable 
to an anti-involution of g^ . Then X is o'-irreducible if and only if the corresponding 
real form g- is simple, or equivalently the corresponding symmetric space is irreducible.
Let X be a root system and X D X' a subset, x' is called to be connected if it cannot 
be decomposed into two mutually orthogonal parts. Thus any two elements a, ^ of X 
is connected if (a ,  Every connected subset is contained in a single com­
ponent.
Similarly we define the notion of a-connected subset of a cr-system of roots. I f  
a (T-invariant subset x' of a cr-system of roots x cannot be decomposed into two 
mutually orthogonal parts which are cr-invariant, then we say that x' is or-connected. 
Every cr-connected subset is contained in a (7-component.
2 .6 . Throughout this and the next Nos., or-systems o f  roots X are assumed to 
be normal. For ^ e x ~ , we put
Xw. == { a e x ;  a I .
The number of elements of X^  is called the multiplicity of xp, and is denoted by m{\p). 
The elements of X are called the roots of X associated to the restricted root We
shall discuss some relations between multiplicities of restricted roots ^ G X " , and the 
inner products of roots of X associated to which are especially useful for the clas­
sification of symmetric pairs of rank I (§4).
We identify (^^)* and with the metric subspaces of which are the annihi-
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Iators of 'i)' and of  ^ respectively in the natural way. Then we have the orthogonal 
decomposition
We use the notations a  and d for a G to denote each components of a, i.e., a= a -{-  
a n d a e (:^ ;)*
P roposition  2 .2 . For i f  and only i f  M(^ p) is odd.
Proof, If  then aa^X^, Further, if a^X^—{\p}, then a ^ a a ,  Hence
Xq,— {ip} is a disjoint union of pairs (a, aa), a ^X — {yj}, and has an even number 
of elements. q.e.d.
P ro po sitio n  2 .3 . I f  \p^x~ has an odd multiplicity, then l\p^x~.
Proof, Suppose that 2ip^x~, and let aGXa^ .^ Then d=2y).
Now
<a, yj} =  < a+a, yj} =  <2^, yj} >  0 .
Hence
(* )  < a, a } / { W ’ 'V') =  I, 2 or 3
by 1°) of No.2.1 since X is a proper root system and On the other
hand
<a, a> =  <d, a>+<a, d> ^  <a, a> =  4<'y;, ^>, 
contradicting to (* ) . q .e.d.
P roposition  2 .4 . I f  y)^X'' has an even multiplicity and 2y)^x~y then 2y) has an 
odd multiplicity.
Proof. Since y) has an even multiplicity, we have an element a G X<^ such that 
a ^ a a ,  I f  2y) has an even multipHcity, then there exists an element j^eX2<^ such 
that Since X is normal, </5, (TjS)^O. If  <(^ , cr/3) 0, then X B jS+(7^ 8 == 4^,
whence X“ 34'^ , contradicting to 2°) of No.2.1. Hence <^/?, =  0. Then
< /3 /^ >  =  2 <A p y = 2 ( 2 f ,  y,y.
On the other hand, by the assumption that 2y) has an even multiplicity and Prop. 2.2 we 
see that
2yj =  a + a a  ^  X.
Therefore <a, (Ta) =  0, and <(a, a )  =  2{yj, yi), Consequently 
<(3, /?> =  4<«, «>,
w hich contradicts to the proper-ness of X. q .e.d .
Under the assumption of the above proposition, for any a^X^
2y) a+craGX.
Here assume that <(a, ora) =  0, then <a+(Ta, a+cra) =  2{a , a )  and
 ^Cb+ (T Cl/,Ob
whence X B a + (7 a — o^b+crob,ob^  =  o a —a^  contradicting to the condition [y) of x. Since 
the condition (v) implies that (a ,  (Ta)^O, we have a conclusion that
(a ,  era) <  0 .
Contrarily implies that 2 f  =  a+(TaGX2<^ and 2yj^X~,
Therefore we obtain the following
P roposition  2 .5 . When yj^X' have an even multiplicity  ^ i) 2yj^x~ if and only
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if there exists an element such that <a, era) 0, and in this case </3, (T/3) O
for  all P ; ii) 2 y)^x~ i f  and only i f  there exists an element such that <^ a,
(Ta) =  0, and in this case o'/?) =  O fo r  all
P ro position  2.6. Let yj ^  x~ have an odd multiplicity, then <(a, era) =  O fo r  all 
a^X ^--{ip},
Proof. I f  a^X^—{ip} satisfy that <a, (Ta) 0, then a + a a ^ X  and 2'ip == a +  
aa^X~  contradicting to Prop.2.3. q.e.d.
P ro position  2 .7 . Let xpE:X~ be such that 2\p^x~, and a, satisfy that a  ^
^ and a^ a^ y then <(a, ^) ^  0.
Proof, a ^  (Ta or  ^ since a /3. We may assume that /3^ (T/3. Then 
<a, /5)+<a, =  <d, P+ a == 2^ ) =  2 (xp, jp} >  0 .
By Props.2.5 and 2.6 we see that <(/3, (T/3) =  0, whence
</3. i3> =  <^/5> =  2<y>,
which implies that 
(***) =  2.
i) In case a ^ a a :  <a, (Ta) =  O by Props.2.5 and 2.6, whence
<a, a }  =  2<y>, == < ,^ ;S>,
W^hich imphes that
 ^ =  O or ±  I, =  O or ±  I 
by 3°) of No.2.1, which, combined with implies that
=  «a>,o-p =  I, especially (a , /?> >  0 .
ii) In case a  =  (Ta: a  =  'ip, and
=  2<y>, /3>/2<y), =  2<y», y>yi2 (rp, =  
in particular, <(a, /3)  ^  0 . q.e.d.
P roposition  2 .8 . Letyj^ x~  he such that 2ip^x~. T henforany a, ^ ^X^ satisfy­
ing that ^ and a 7 (^T/3 we have that <^ a, i^ )^ 0 , a/zJ <(a, / 3 )^ 0  i f  and only 
i f  (a , a^y =  0 .
Proof. m(w) is even by Prop.2.3. And
<a, /3+cr/3> =  <a, 2y> =  2<y>, i/)> >  0.
Ey Prop. 2.5.i), we see that <(a, (Ta) <^0 and <(/?, a <^0, whence 
<a, «>=</?, ^>=<a,3, (T^>=4<y, y<>.
Therefore
=  2<a, /S+(T/3>/4<'!^ , 'y') =  I, 
which implies that <(a, (S) =  O and <a, (T/3)^0, or that <a, /5)^0 and <(a, (T/3)=0.
2.7. L e t X be a norm al (T-system of roots as in the above No.
P ro p o s itio n  2 .9 . Let yj^x~ have an add multiplicity, then X^  is connected. When 
m {f)  ^  I, let Xi be the component of X containing X^ , then X^  is doubly-laced o f type 
(1:2).
Proof. yj^X^ and (^ yj, a )  =  {yj, O for any a^X^. Hence X<^ is connected.
When m{yj)y>l, for any aGX^—{^} <a, (Ta) == O by Prop. 2.6, whence 
<a, a )  =  2 (yj, yi). q.e.d.
C oro llary  2 .10 . Let X be irreducible and simply-laced or doubly-laced o f type ( 1 :3).
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/ /  m{\p) is odd fo r  then m{\p) =  I.
P roposition  2.11. Let yj^x~ be such that then is connected.
Proof. Let a, be such that I f  ^  = a a ,  then <a, /?> <  O by Prop.,
2.5. If  / 5 era, then 5^) ^  O or <a, ^) == O by Prop.2.8; in case <a, =  O,, 
<a, O'/?) ^  O and 0. q.e.d.
P roposition  2.12. Let yj^x~ have even multiplicity and 2\p^x~. I f  m(yj) ^  2,, 
then x<^ is connected.
Proof. By assumptions, for any aGX<^ , X^  — {«, era} 7^^. For any ^E:Xq,— 
{a, (7a} we see that
<a, /?> >  O and < ,^ (7a> >  O 
by Prop.2.7, which implies that (a, /?, aa] is connected. q.e.d.
When m['ip) =  2 and 2\p^X~ for yj^X~, then 
X^  =  {a} U {(Ta} and <a, a a }  =  0 , 
whence, by Props.2.9, 2.11 and 2.12, we have the
P ropo sitio n  2.13. For any X“, X<^ consists at most o f two connected com-- 
ponents\ X^  consists exactly of two components i f  and only i f  m(y)) =  2  and 2 'ip^x~.
2.8. Let X be a cr-system of roots. Satake [7] defined the notion of a or-funda- 
mental system of roots which is useful also for our abstractly defined a-system of 
roots X. A linear order in x satisfying the following condition:
(o') i f  a GX-Xo and  a ^  0, then Ga 0,
is called a a-order. Put dim !^  ^ =  / (=  rank of x) and dim =  p. One of the typical 
way to obtain a o'-order is to take a lexicographic order relative to a base [H^,. .. 
of such that H^} forms a base of A fundamental system of X with
respect to a o'-order is called a a-fundamental system. IfzJ is a o'-fundamental system 
of X, then zJq =  Zl n Xo is a fundamental system of X^ . Denoting by I^  the rank of 
Xo, let
A =- {ai,. ..
be a O'-fundamental system of X such that — {a^ _^ +^i,. .. a j .  The Lemma I of
[7] is applicable for X, and we get an involutive permutation d of indices { I , ...........
I — /0} such that
(2 .1) a{ai) =  c f^ O  for
Let Zl“ be the set of distinct elements of obtained by restricting the ele­
ments of A - A q to As easily seen A~ forms a linear base of (^^)* such that every 
element of x~ is a linear combination of elements of Zl“ with integers of the same signs 
as coefficients. In particular, when X is a normal o'-system of roots and Zl is a o'-funda- 
mental system of X, then Zl ~ is a fundamental system of X“, in case of which zl" is 
called a restricted fundamental system X~ according to a definition of [7].
To describe a o'-fundamental system Zl we use the figure due to Satake [7], called 
Satake figure, which is defined as follows: take a SchJafii figure of Zl; every root of 
Zlo is denoted by black circle #  and every root of Zl-A ^  is denoted by white circle O; 
if o{i) = j  such that i ^  j  for I ^  z g  / —4 , then simple roots a^  and a  ^ are connected 
by a curved arrow
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2.9. The propositions of [7] which are related only to the properties of root systems, 
are all applicable for our normal or-systems of roots. For the proof of the following 
statements we refer to [7].
In this No. X denotes a normal cr-system of roots. Let PF, and denote 
respectively the Weyl groups of X, X^  and X“. Let be the subgroup of W  con­
sisting of all S ^ W  commutative with o'. is a normal subgroup of For any 
Hence  ^ is a linear transformation of Then  ^| G W~, 
In this way we get a natural homomorphism 
 ^ : W ,-----> W-,
(2.2) Q is SU fjective w ith  as the k e rn e l.
Let Zl be a a-fundamental system of X and s^W ^, then s/1 is also a a-funda- 
mental system.
(2.3) permutes transitively the a-fundamental systems of x.
Let Xi and X 2 be two (7-systems of roots with involutions 0*1 and or2- We say that 
Xi and X2 are a-isomorphic if there is an isomorphism 99: Xi =  X2 up to a homogra- 
phy such that 990*1 =  a 2 (p- Correspondingly we define the notion of a o'-isomorphism 
of two o*-fundamental systems.
(2.4) a-fundamental systems of a normal a-system of roots are a-isomorphic to each 
other. For two normal a-systems of roots, they are a-isomorphic to each other if and only if  
their a-fundamental systems are so.
2.10. T h e o r e m  2.14. Let x he a normally extendable a-system of roots in of 
a complex semi-simple Lie algebra The real forms corresponding to anti-involutions 
extending a such as to be normally related to (g^ , 1^ )^ are conjugate to each other by inner 
automorphisms of commuting with r.
Proof. Let Oi and o'2 be two extensions satisfying the conditions of the Theorem.
Put
C*'l^ o5 =  Qob^ a-oiy 0'2^’oj =  Q'aEa-06
for all a t X .  0 1 0 2  is an automophism of Qq such that 0' i 0'2 | V(7 “  identity map, 
and that
Cf^ (T2^ 06 “  Q ObQa-Ob^Ob 
for a e x .  By (1.2) and (1.5) we see that
Qob =  Qcrob and
Put
0'10'2^’a, =- Tjob^ ^^
then
#^2  ^ ricb =  n<rob =  q'<,Qo^ =  Q'aobQacb for a GX,
Tja =  I for aeXo-
Let By Props. 2.7 and 2.8 we see that, for any two a, ^ such that
« 7 /^3 and a —^^X^ or a —0/3 e  X^ . On the other hand =  rjo^ +^  if
a, a + ^ e x .  These and (*1) imply that 
(*2) rja =  for any two a, G X^
Let Zl be a o-fundamental system of X and Zl “ =  {A i,...........be the asso-
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ciated restricted fundamental system of Since are linearly indepen­
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dent, we can choose an so that Xi{H) take arbitrarily given pure ima­
ginary values. In particular we can choose so that
(#3) ^  ^^  I ^  i ^  p,
because of (=^ 2). implies that ''y{H) =  O for all y^Xo\  whence
(#4) „ 2 = 7^  ^ for all y e Xq.
Since zl CX  ^U pr“^(^“)> where pr: is the restriction, we see that
(#5) ^^  all a e  Zl,
by (=^ 3) and (*4). Then (=^ 5) and the fact that a^ a 2 | identity map imply that
(^6) for all /?ex.
Now, put I  =  Exp(Ad(i//2)), which is an inner automorphism of such that 
I r  =  t|. And
=  e'«Vc^ E„ =
for all a e x .  Hence =  o'!- q.e.d.
This Theorem and (2.4) imply immediately the
C oro lla ry  2 .1 5 . Let two real forms and o f a complex semi-simple Lie alge­
bra be normally related to (g^ , i)g). Then, ^  if  and only if  their a-funda-
mental systems are a-isomorphic.
Thus the classification problem of real simple Lie algebras is reduced to the classifi­
cation of their cr-irreducible o'-fundamental systems of roots.
§3. A reduction to the case of restricted rank I.
3.1, Let Q(j be a complex semi-simple Lie algebra, a Cartan subalgebra of g^ , 
X the system of (non-zero) roots of with respect to and {E^, a ^ x }  a Weyl base 
of relative to and be a compact form of such that and xE^ —
E_^ for all a e x .  Now we quote the following well-known theorem:
(3.1) For any automorphism cp o/ X, there exists an automorphism yj of Qq such that 
=Z ipx — rxp and that =  (p as a linear m.ap: i.e., [(pa) [H) — a{'ip
(H) ) for all and
The automorphism ip of (3.1) satisfies that
=  Qcp-^ c for «GX.
Put
then the condition that yjt — t'lp is equivalent to saying that
(3.2) I f ^  I =  I  for all a e x .
Let zl be a fundamental system of X. The proof of the following statement is also 
contained in the usual proof of (3.1).
(3 .3 )  The automorphism yj of (3 .1 ) can he chosen to take arbitrary pre-assigned values 
satisfying (3 .2 )  fo r  a e Z i; by these values for  a e z l ,  'ip is determined uniquely.
Now let r be a (7-system of roots in and Zl be a o'-fundamental system of X. 
Apply (3.1) and (3.3) to o-r* with the assignment that 1«} =  I for all is
arbitrary ior a G /I —Zlo)- Then we obtain an automorphism 'ip of satisfying (3.1) such 
that =  OTT*^  SinceZlo is a funda-nental system of and for a, /3, a
+/?eXo, we see that f =  I for all a G X^ . If we put 97 =  'ipr, then rj is an anti- 
automorphism of Qc (i.e., an automorphism of as a Lie algebra over R  and an anti- 
linear map ol as a vector space over C) such that =  o', and that, if we put rjE  ^ — 
for a e x ,  =  I for all a^X^. Namely we obtained the 
P roposition  3.1. Let x be  a a-system of roots in There exists an anti-auto­
morphism Tj o f such that rfyg =  9^ j and rjr = T f] , and that, if  we put
for  all a e x , then =  I • for all a ^  X^ .
The next question is to seek conditions whether the anti-automoiphism rj of Prop.
3.1 can be chosen to be involutive or not.
3.2, Let X be a (7-sSystem of roots in When rank(x“) — we say that X
is of restricted rank P, For each X“, let X;^  denote the union of X^ 5^ such
that mAex~ . Clearly XoU?a is closed and cr-invariant in X.
L emma 3.2 X^  is a-connected.
Proof. Let aex^  and (^AeX“), then
^ a + a a , =  {2A, 2mX} =  X) ^  0 .
Hence <a, /3) =7^ O or <a, a ^ }^ 0 .  q.e.d.
Let Xx denote the o'-component of X^ U containing X^ , and 1:)x be a subspace of 
generated by all such that aex^. Then x^  is a a-irreducible o*-system of roots in 
(considered as a subspace of ^q*) with the induced involution =  o' 1 .  Put 
o^- n and ^  n then =  (^+)* ©  (^+)* and (^,-)* (or (^+)*) is 
the eigenspace of the value +1 (or — I) of o'^ . Since 0:)x)^ is of dimension I, 
generated by A as is easily seen, we have the
L emma 3.3. X^  is a a-irreducible a-system of roots o f restricted rank I.
Take a a-order in X. Let Zl be the o'-fundamental system of X relative to the 
o'-order, and Zl^ , Zl“ be fundamental systems of X^ , X“ respectively defined as in No. 
2.8. This O'-order induces a cr-order in X^  for each A eX". Let Zl^ , Zl^  and (Zl^ )~ be che 
corresponding fundamental systems of Xa, (Xx)o and (Xx)“. If >leZl“, then (Zl )^“ =  {A} . 
PkoposiTiON 3.4. Let X ^ A -, then =  A P^ Xx aiid A  ^ =  Zl^  fi X;^ .
Proof. Itissufficienttoprovethateverysimple root of Zl^  is a simple root of Zl. 
Assume that a root y e Zl^  is non-simple for the original o'-order of X. Thenthere 
exists a, ^^X  such that « > 0  and /3^0 and that y =  (x+/?-
Put a I =  fJi and =  v, then r e X "  and /^^0, ^ ^ 0 . We have two
cases: y | — O or A.
i) In case y \f)~ =  0: ju^v =  0, /^^0 and v^O. Hence ju ~ v = 0 .  And a, 
Xo- As is easily seen, <a, 7 >:t^0 or 7 ) 7^0 . I f  <a, y > ^ 0 , then a  is connected 
with Xx and contained in Xo- Hence aeXx» Since X^  is closed in X, /Jex^. Similarly 
7 ) ^ 0” implies also that a, /3eXx- A contradiction.
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ii) In case y\^~ = A : ju+v =  ju^O and v^O, Since I  is simple for Zl 
^ =  O or r == 0. We may consider as =  0, then a G and/3G Hence /SeX^ , 
and aeX x by the closed-ness of X;^  inx, which contradicts to the assumption that y e  
A .^ q.e.d.
By this proposition we see easily the
P ropo sitio n  3.5. When we are given a a-jundamental system A of x, then con­
sists o f pr“ l(jl) n A plus all elements o f A^  which are Affconnected with pr~l(A) fl A for  
each A~, where pr: Zl -Zl^ Zl“ is the restriction map.
For the definition of “Zlo-connected,” cf., [7], No.1.3., p.81.
3.3. Let X be a a-system of roots in Using the notations of the above
No. and choosing a (T-order in X, let denote the semi-simple part of the centralizer of 
the plane
A  =  {H ^% \ a{H) =  O for all aGX^} 
in for each A eZl“, i.e.,
9x0' ”  (^ A)a S  9a5* 
aerx
is a Cartan subalgebra of X^  the root system of with respect to 
aeX xl a Weyl base of relative to is invariant under r. Put r  |
for A e z l- . Then == is a compact form of such that T;v(I)a)(7
and =  E_^ for aex^. Further we put =  dx-
THEOREm 3.6. Let x he a a-system of root in Using the above notations  ^ x
is normally extendable with respect to (g^ , if and only i f  X^  ‘coith is normally 
extendable with respect to (flx)c;)/or each X^A~.
Proof, “only if” part is clear.
Assume that each dx^  A^  ^ is extended to an anti-involution of such that it 
is normally relat i^d to f'^ x)o)- Put
Zl'^  -  Zl"-Zl," for A ezl-.
Then, zl is decomposed into a disjoint union
A = A , U {  U
Zl"3A
by a reason of Prop. 3.4. Next we put
OxEc =  for all a e  X;,, a e  Zl -.
Then
=  I for all Ctezl^, A ezl-.
Hence, if we define dE^ =  by putting =  I for aezl^ and for aeZl'^,
then is defined for all aeZ i and d is extended uniquely to an anti-automorphism of 
by (3.3) and Prop. 3.1, which coincides with on g^^^ for all A eZl“. Now 
GdE  ^ =  E  ^ for all aeZ l, 
by our definition and the assumption that a d^x = 1  for all A e Z]-.
Therefore
UO =  the identity automorphism of g^  
by the uniqueness of (3.3). q.e.d.
This theorem reduces our problem to the classification of normally extendable
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or-systems of roots of restricted rank I.
By Prop.3.5 and Theo.3.6 we see easily the
P roposition  3.7. Let A be a a-fundamental system of a normally extendable a- 
system of roots. Let A~ and A' be Zl-Zl^ plus all elements o f A^  which are A -^ 
connected to an element of A —A .^ Then A' is also a a-fundamental system of a normally 
extendable a-system of roots.
This proposition will be used frequently in §5.
R em ark . In case o' =  r* , X =  Xo and A =  Ao- Hence A~ =  ^ and the condi­
tion “normally extendable” of Theo. 3.6 is trivially satisfied. Actually we have that
Hence and the corresponding symmetric space is reduced to “a point” .
This trivial case will be omitted out of our subsequent discussions, i.e., hereafter 
CT always and g- is non-compact if a  is normally extendable.
§4. Classification (Case of rank I).
4.1 First we classify o'-fundamental systems of o'-irreducible normal o'-systems 
of roots of restricted rank I. Let r be such a o'-systemof roots. Choosing a o'-order 
in X, put A~ =  {X} . By discussions of §2  we have the following three cases:
i) m (A) is odd, then x~ =  { —X, X} :
ii) m (A) is even and 2A^X“, then X“ =  { —A, X} ;
iii) m (A) is even and 2A^X“, then X“ =  { —2A, —A, A, 2X}.
As a O'-order in x we use a lexicographic order with respect to a linear base {H i,  
. . . . , H j }  of 1^0 such that thioughout this paragraph. T h e  convenience o f
usage o f this order is that x_x<^Xo<^Xx in cases i) and ii), and x _ 2\<Ct_x<CXo<^Xx<^ 
X2A in case iii).
The next lemma will be used sometimes in the sequel.
L emma 4 .L  Every root y of Xq is connected with some root o f X^  U (where Xg^  =  
(f) in cases i) and ii) ).
Proof. Since X is o'-rreducible and hence o'-connected, there exists a chain
-----> Wn} in which connects y to some root a'eXp^UXax, i.e., <y,
for ^  /2 — 1 and a ' } 7^0 . Assume that /^>0, and put y == I f  
a ')  ^  0, then the length n of this chain can be reduced by I. I f  ol'} =
0, we put a "  — a ' 'GX^ and a">:7^ 0 . Thus {^1, -----,
^w-i} is a chain in Xq to connect y to a"eX xU X 2\, and the length of the chain is 
reduced by L Continue this process up to tz=0, then the Lemma is proved.
4.2. Case i). Put m == m{X) and m — 2m' —L Let the roots of
(4 .2 .1 ) Xx =  { « 1  , ------ , »-------, «ml
be arranged in the increasing order with respect to the given o'-order, i.e., ai<^aj if 
i<^j. Since a^+aai =  a j+ a a j  =  21 for a^ , a^ex^,
(4 .2 .2 ) CLi< a^j i f  and only if  a a i^ a a y  
In particular.
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(4.2.3) Om-i+i for I ^  i ^  m, 
a a ^ ,  =  a^r =  I .
By Prop.2.6 we see that
(4 .2 .4 )
<am', «m'> =  ih 
and by Pr op. 2.7 we see that
(4.2.5) (a ,^ «j> >  O if/ + jV m + l; 
in particular,
(4.2.6) ^  tti+i —«i e  for l^ i< ^ m  
(X^  denotes the set of positive roots of Xq). And
(4.2.7) if * < « '  - I ,
Further, from (4.2.3) and (4.2.6) we see that
(4 .2 .8 ) Ym'+i =  Ym '-i-i for O ^  - I -
By the property of the used o-order stated at the middle of the above No., we 
see that
(4.2.9) Gim-i+i ”^th root from the highest root for i 
Then (4.2.6), (4.2.8) and (4.2.9) prove that
(4.2.10) 7 i , . . . . ,  y^f-i are simple roots.
On the other hand.
(4.2.11) «1 is a simple root,
since it is the lowest root of x^ . By (4.2.4)-(4.2.7) we see easily that {a^ , .. .y 
7m'-i} form a fundamental system of roots of type B r^ if m '^2. Cleaily every root 
of Xx is expressed as a linear combination of yj, . . . .  e.g.,
a™, = ai+2(yi+----+7™,'_i).
Let y^Xo ; by Lemma 4.1 there exist a^ , ajGXx such that — aj. Then
7 =  y i+ — +7i+j_i, 
i.e., it is expressed as a linear combination of 7i , - . • •, 7m'-i if ^ '^ 2 . Thuswe 
obtain the
P ro position  4 .2 . Normal a-systems of roots of restricted rank I of case i) are clas^  
sified by their a-fundamental systems described by Satake figures as follows.
A ii) O <i^ ith aai =  and m{K) — I,
______________
B^ i) O---- • ------------• = ^ #  for all / ^  2
_____________ «1 7i________7?-2 7i-i
with aa  ^ — ai +  2{y^  +  . .. . +  y^ _^  and m{X) — 2/ —I, where the arrow = 1:^  directs 
from the longer root to the shorter one.
As is easily seen, thus defined a are involutive automorphisms of X and the or-sys- 
tems of roots defined by the above o'-fundamental systems are actually normal.
4.3. Case ii). Put m{X) =. m =  Im'. By Prop. 2.5. ii) all roots of X^  have the 
same length and
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(4.3.1) <a, a> =  2<A, ;i> for all
Let the roots of — {«1,- . • be arranged in the increasing order with respect 
to the given cr-order, and discuss of them in a parallel way to No. 4.2 using Prop. 2.7. 
Then first we obtain:
for
if i-\-j ^  m + 1 .
for i m',
(4.3.2) aui =
(4.3.3) <a„ a ,> > 0  
Here we put
4^ 3 4^  ~  7i
^ m '+ 1 ^ m '- I  ■ Ym'y
then
(4.3.5) and <y„ y,> =  2<A, A> for I ^  i ^ m '.
Now all differences a^— { j  ^  i) are expressed as a linear combination of . .  ., 
in particular
Om =  =  ax+2(n+ ..........  + y m '-2 )+ Y m '- l+ y m '-
Next, every element of r/ is expressed as a linear combination of y^,. . . by a 
reasoning of use of Lemma 4.1. Finally, discussing <(y^ , and <(ai, y^ )> by (4.3.3)-
(4.3.4), we see that y^ , . .. ., y^,} form the fundamental system with respect to 
the given cr-oider if ^  I. They are of type +i if  m' ^  3 and of type if 
m' =  2. I f  m' =  I, then =  <j> and X^  =  {%, o'ai} is not connected. Thus we 
obtain a classification of or-fundamental systems of case ii). It is easy to see thus 
obtained a are involutive automorphisms of X and that the or-systems of roots defined 
by these cr-fundamental systems are all normal.
P r o p o s it io n  4.3. Normal a-sytems of roots of restricted rank I of case ii) are clas-^  
sified hy their a-fundamental systems described hy Satake figures as follows:




-O — •  
«1 Y2
with aai =  «2 m{K) =  2,
with aa^ — a i+ y i+ y 2 M^) =  4,
D,ii) O- - -  . < V -2
O i Yi >’« X . -I
Z aa  ^ =  a i + 2 ( y i + .  . ■ ■ +Yi--s) + Y i-2 + Y i-i M ( I )
4.4. Case iii).. Put m(A) == 2m' and m{2K) = 2m "-
•I) Ix = { « 1 ,  •• • • > 0.2m'} 5 2^X \h> • ■ • •
fo r all 1 ^ 4 -
• > p2m"-l}
be arranged in the increasing order with respect to the given cr-order. By Prop. 2.13 
Xx and X^ x are connected. Hence X must be connected since it is o'-irreducible. As in 
No. 4.2 we see that
a a i  =  a2m'+i-i for 2m',
(T^J== for I ^ i  ^  2m"— I.
(4.4.2)
By Prop. 2.5. i) and Prop. 2.6 we see that
(4.4.3)  ^ foi' all 
<ft. =  O h r j ^m",
(4 .4 .4 )  2A =  /3^.. =  a i + a 2™.+i_t for 
Then we see that
(-4 4  S') «i> =  /?m"> =  4<^, A> for all /,
L em m a  4.4. In case m" =  I x /V simply-laced, and in case m " ^  I X is doubly-laced 
of type (2 :1).
Proof, The assertion for the case is clear from (4.4.5).
In case m" =  I, assume that x is not simply-laced. Since the roots of U have the 
same length, there must exist a root 7 G such that <(y, y )  {a j, a i). Then, by 
Lemma 4.1 there exists a root aeXxU ^2\ such that <(y, a }  7^0 . We may assume that 
{y , a )< ^ 0  by replacing y by —y i f  necessary. Now put 
<5 y — y^,O^ a e  XxUXsx, 
then (3) =  <y, y ) <ai, tti) which contradicts to the fact that all roots of X^  U 
have the same length. q.e.d.
Now the case iii) is further divided into two cases; case a) m" =  I, and^ :<a!^  ^ b) 
m " >  I.
4.4.a. Case iiia). ^^  is the highest root, and is a simple root since it is the 
lowest root of X;^  U Let n be the coefficient of ai in the expression of as a 
linear combination of simple roots. Since /?i | =  2A and ai | ^" =  A, w =  I or 2. 
And, in case 7t= 2  all simple roots other than ai must belong to Xq; in case n =  l only 
one simple root differing from belongs to X^  and all other simple roots must be- 
long to r„.
Further we note that 
(4 .4 .6 )  a , » 0
since /?i =  a-^+oa^. This determines the possible simple roots which can be aj in 
the given Schlafli figure. Simple roots of Xo will be denoted by
In the present case X is simply-laced by Lemma 4.4, hence of type or Ej.
Type Aj. By (4.4.6) ai must be the one of the external roots in the Schlafli 
figure of A^ . Then n =  l. Let a' be another simple root of X^ , then </?i, a ')  ^  O 
since =  a'+era'. Hence a' must be the another external root than aj in the 
Schlafli figure of A^ , Therefore the possible or-fundamental system is determined uni­
quely. It is described by Satake figure as follows:
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fo r  every I I
with CTtti =  a' +  (7 i +  . . . .  + 7 -^2) m{X) =  2(Z—I), m{2X) =  I.
It is easy to see that each one of the above o'-fundamental systems determines 
a normal cr-system of roots.
Type D^ . By (4.4.6) is determined uniquely in the Schlafli figure of and 
^ = 2. Hence the possible cr-fundamental system is determined uniquely, which is des­
cribed by
• y ! - 2
D i i i i )  ®  O  •  j g y  e v e r y  / > 4
Yi «1 Y2 7 i - s \  -
^Yi-I
with o-ai =  7i+ a i+ 2(y2+ ..........+Yi-i)+Yi-i+7i-i. =  2(2/—4).
As is easily seen each one of the above ff-fundamental systems atcually makes x
a normal cr-system of roots.
Type Ej. Discuss parallelly to the above ones, then the possible cr-fundamental
system is determined uniquely for each /=6, 7 and 8, which is described as follows;
Yi Yi Ys Yi Ys 
E^iii) • ----- • ------• ------• ------•
0 «i
with ffoi =  a i + y i + 2 y 2 + 3 7 8 + 2 y 4 + 7 6 ;
«1 Yi Y2 Ys Yt Yi 
E^iii) O ----- • ------• ------• ------• ------•
with O-Oi =  « 1 + 3 7 1 + 4 7 3 + 3 7 3 + 2 7 4 + 7 5 + 2 7 , ,
«1 Yi 72 Ys Yi Yi Ye 
Esiii) O ----- • ------• ------• ------• ------• ------•
•Y7
with aai =  ai +  3 7 i + 4 7 2 + 5 7 j + 6 7 4 + 4 7 5 + 2 7 , + 3 7 7 .
These a-fundamental systems gives normal a-systems of roots as is easily checked.
4.4.b. Case iii b). r is doubly-laced of type (2:1) by Lemma 4.4, hence is of type 
A , Q  or F 4 . highest root and from the highest
root for I ^  ^  m" with respect to the given cr-order. For roots of X2X we can apply 
Prop. 2.7, and we see that
(4.4.7) > 0  for I ^  J ^  m".
Hence
(4.4.8) Yi =  ( e O  ^ root fo r  I ^  / <  m".
Sinqe I ^   ^  ^ roots and ^ is a short root, by (4.4.7) we see
that
(4.4.9) . .  .5  Cire long roots, and ^ short root.
Furthermore,
(4.4.10) ai is a short simple root, 
since it is the lowest root of and
(4.4.11) >  O 
since  ^ =  a^+aa^.
Type By the above generality ai and ym"-i are different short simple roots, 
and every fundamental system of roots of type contains only one short root. Hence 
there does not exist any normal or-system of roots of type belonging to the considered
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case.
Type Cj. The Schlafli figure of type C, is described as
O-----O------------------ 0 4 = 0
Vl <pi f l -1  Vl-
The highest root
Am"-1 =  2(99i+---.+9?,_i)+95j.
By (4.4.7)-(4.4.8) 7 i }  >   ^ 7 i is simple. Hence is uniquely
determined as =  (p^ . Here we note that (p^  is a short root, then by (4.4.9) m" —I 
=  I, i. e., only ' ‘m" =  2” is possible. Hence
Pm" — /?2m'^ -2 =  9^ 1+ 2(992+ . . . . +(fi-i)+(pi- 
Now, by (4.4.11) a i is uniquely determined as ai — 993. Since the coefficient of ai is
2 in the above expression of as a linear combination of simple roots, the possible 




7 2 7 i- 2 7 i- i
with aa^ y i+ oc i+ ^ y ^ + -----+ 7z-2)+yz-i> M^) =  4(/~2) and m{2X) =  3.
This figure gives certainly a normal cr-system of roots for every / ^  3 as is easily
seen.
Type F 4 . The Sclafli figure of type F is described as
O - O = = ^ O ------O
9^ 2 9^ 3 9^ 4
with the highest root
ftm'--! =  2991+ 3992+499g+29:'4.
By (4.4.7)-(4.4.8) <^ 2^7n,"-i} Yi) >  O Vi is simple. Hence =  cp-^ , a long root. 
Next
p2m"-2  =  =  (Pi +  ^ (p2+^ CPs +  '^ (P4y
and, by (4.4.7)-(4.4.8) (^ 2m"-2y 72}  >  O and is simple. Hence y^  =  993, a long root. 
Then
“  p2m"-l 9^ 2 “  9^1+2992+4( 3^-1-2( 4^.
By (4.4.7)-(4.4.8) 7 3 }  >  O and y^  is simple. Hence y^  =  99^ , a short root.
Now, by (4.4.9) m" — l =  3, i.e., only “m "=4” is possible. And
Pyn" =  2^m--4 =  (Pl+'^ (P2 +  ‘^ Z^ +  '^ (P4-
Then, by (4.4.11) ai is uniquely determined as ai =  994. And the possible cr-funda- 
mental system is determined uniquely, which is described by Satake figure as follows :
F 4 iii)
7 i 72 7s
-O
(^ i
with aa-^  =  71+ 272+ 3^3+ « 1» 
m{X) =  8 and m{2X) — 7.
This figure determines certainly a normal cr-system of roots as is easily checked. 
Summarizing the discussions of No. 4.4 we obtain the following 
P ro po sitio n  4.5. Normal a-systems of roots of restricted rank I o f case Hi) are 
classified as follozvs: A i^ii) for  /^2, D{iii) for  /^4, Ejiii) fo r  1=6, I  and 8, C^ iii) for  
/ ^ 3, and F^iii),
4.5. In Nos. 4.2, 4.3 and 4.4 we classified all normal or-systems of roots of res­
tricted rank I by their cr-fundamental systems. Now we shall determine whether they 
are normally extendable or not. For this we need tw^ o lemmas (Lemmas 4.6 and 4.7).
First we quote two propositions about the structure constants  ^ (a, /3 ^ r )  of a 
complex semi-simple Lie algebra with respect to a Weyl base aG X} which are
well known since H. Weyl. We use the convention that =  O if O and ^ r .
(4.5.1) Let a, jS, y he non-zero roots such that a +/3 + 7  =  0, then
(4.5.2) Let a , /3, y and d he non-zero roots such that 
a + ^ + y + d  =  0 , ^ + 7 7 0^ , y + 8 7 ^ 0  and 8 + ^ ^ ^ , then
iV .A +^^.,v^^8,^+iV.,8^ ^^ ,v =  0 .
Let X be a normal cr-system of roots of restricted rank I, be any anti-automor­
phism of Qq extending a in the sense of Prop. 3.1.
Put
for each a GX.
Then — I for any a G X^ .
Lemma 4.6. Let aeX;^ and y, such that { a + y ,  a + 8 } dX , y+d^^O,
S =  O a  a  =  a + y + 8 . Theii
=  I-
Lemma 4.7. Let a^X^ and y, (3, s^x^ such that a  a  — a + y + (5 + e ,
{ a + y ,  a + d ,  a + £ ,  era— 7 , a a —dy a a  — e )  C  X, y + d ^ O ,  y - ^ s ^ O  and
N ,^8 =  ^ 8,2 =  ^ 7,s =  O- Then
QaQa-OC, ~  I*
Proof o f Lemma 4.6. Apply rj on both sides of
And compare the coefficients of both sides remarking that I  Q a  \
— I, =  I- Then we obtain
QaQa-Ob — \^ '^ a+y+8,-y^ '^ a+8,-8) /  K^ a^,y^ a+y,8)'
Here, apply (4.5.2) to the 4-ple { a + y + d ,  —a, —7 , —d }, then we see that
Na+y+8^ y^N_8,-a-i~^a+y+8,- 8^ -a,-y  =  0 .
Therefore
(4.ii) N^+y+8,-y/^a,y =  N^+y+8,~8/^ a ,8-
Next, apply (4.5.1) to triples { a + y + d , —8 , —a —y} and {a-\-Sy —(5, —a } .  Then 
we see that
(4.iii) A^ a5+Y+s,_8 — -£6-y =  ^a+y,8y
and that
(4.iv) N^+8,-8 =  N - 8,-a =  —^a,8-
From (4.i)-(4.iv) we conclude that
QaQaa =  I- q.e.d.
Proof o f Lemma 4.7. Apply rj on both sides of
,y^a+y,8^ a+y+8,s^ o-ai
and compare the coefficients of both sides. Then we obtain
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(4.v) =  (A^ c.+7+S4-s,~7^ a^  + S + 8,-S '^aJ+8,-s)/(^ a^^ ,7^c.+7.8^ a^ +7+8.s)*
Apply (4.5.2) to the 4-ple {a + y + ^ + e , —a —d, —7 , —s},  then we see that
a^>+y+8 + s,-y^-s,-oi-B~\~^oi+y+8 + s,-E -^c(>-S,-y ~  5^
hence
^a+y+B + 2,~y/^a+B,y — c^c+y+8+ ,^-2/^oi+8,s'
Next apply (4.5.1) to the triple {a+y+d-\-£, —e, —a —y —S}, then we see that
(4-vi') iV»+v+a+3.-s =  -^ V-e._«_Y-s =  -A^»+y+s,.-
From (4.vi) and (4.vi') we obtain
(4-vii)
Similarly, applying (4.5.2) to the 4-ple {a+^+£> —cc, —<3, —e} and then applying
(4.5.1) to the triple {a+(5+e, —e, —a —<5}, we see that
(4-viii)
Further, apply (4.5.1) to the triple {a+ e , —£, —a ] , then we obtain 
(4.ix)
Finally, since £"5]  =  O we have the equality
which implies that
(4.x) N^J{N^,yN,,y,s) =  l/ ^ ».s.r
Multiply (4.vii)-(4.x) side by side, and then compare with (4.v). Then we con­
clude that
eoigcr* =  - I -  q-e-d.
4 .6  T heorem  4 .8 . a) The following normal a-systems of roots o f restricted rank I ;  
A ^iJ, B i^), A ^ X A li i )  ^ A ^ii), D^ ii), A i^ii), C^ii) and F^iii) , are normally extendable.
b) The following ones: D i^ii) and E i^ii) (6 ^  ^^^)» not normally extendable.
Proof. For the o'-fundamental system A of the normal o'-system of roots X of res­
tricted rank I of each type, choose an anti-automorphism rj satisfying Prop. 3.1 such 
that Q^ {^\ Qa^l= I) is arbitrary, and that for X A ii i J , =  {N '^,y
/K u ',-v )ea ^  for t4;mV) by putting y  =  ^ j + .  . . .  + 7 i - 2- 
First we see easily that
=  I for A^i),
=  0 ^*2 ^ » 2   ^ for A l  X A 1«),
=  I for Aiii)-
Further, applying Lemma 4.6 for a =  ai, we see that
by putting y = S  =  y^  + -----+ y i- i  foi' 7  =V i and d-=y^ for A^ii), y =  y^J^------
+ r j - 3+ n -2 and d =-71 + -----+ y i-z+ y i-i  for r = 7 i and d -= ! {y ^ + -----+ 7 -^2)
+V i-I for Cjiii), y =  71+ 72+73 and d 72+273 for F^iii). Hence
YjYjE^  =  E^
for every simple root of each former type. Therefore
TjTj =  the identity automorphism of 
for each former type by the uniqueness of (3.3).
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Next apply Lemm 4.7 for A of Diiii) by putting a  — a ,^ y —yv (5 = 72+ -  • • • +
Y i-s+yi-i and £= ^ 2+ -----+ n - s + n - i ;  for E qUi ) by putting a = a i ,  y= y s, «3= 72+7s
+ 7  ^ and S =  7 i + 72+ 7s + 74+ 76; ^ r Ejut) by putting a  =  «i, 7  =  71+ 72+ 7s. =  
n + 72+ 7e and e =  71+ 272+ 273+ 274+ 75+ 7J; iot E^iii) by putting «  =  7  =  7  ^
+ 72+ 75+ 74+ 76.  ^ =  y\ + n + ys+ y i+ 7T  and e =  7 i+ 272+ 37s+ 474+ 376+ 276+  
2yj, Then we see that
Qa-OijQa^  =  — I
for each latter type. Hence rj cannot be involutive for any choice of for each lat­
ter type.
By the above Theorem we obtain a classification of irreducible infinitesimal 
symmetric pairs of rank I by their o'-fundamental systems.
§5. Classification (General case).
5.1 In this paragraph we classify cr-fundamental systems A of cr-irreducible 
normally extendable (y-systems of roots. This will give us a classification of infinitesi­
mal irreducible symmetric pairs via Prop. 1.2 and Cor. 2.15. Let X be such a cr-system 
of roots. X consists at most of two components.
I f  X consists exactly of two components and X2 , then ax  ^ “ X2 , and a a- 
fundamental system consists of two connected-ness components A 1 and A 2 such that 
Ai forms a fundamental system of X^ for each i =  I, 2 , and aA± =  A 2 - Hence A~ =  
Ai, and A  ^ is of type X A i^i) for each AgZI" by a notation of No.3.2. Therefore 
X is normally extendable by Theorems 3.6 and 4.8. This is the case that the cor­
responding compact symmetric space is the space of a compact simple Lie group of 
the same type as Zl“ .
In subsequent Nos. we discuss the cases of X being connected, and hence of 
being simple.
Theorem 3.6 is the key theorem for our classification, by which only o'-fundamental 
systems of normally extendable ones are possible as Zl^ ,
In the sequel we use the following arguments frequently: under some assumptions 
about a o'-fundamental system A, ocpi and acpj are determined for two simple roots 
(pi, (pj of A in such a way that
{a(p(, acpj) ^  ( f t ,  cpj}, 
which contradicts to “o' is isometric’'; hence there exists no o'-fundamental system 
which is normally extendable and satisfies the given assumptions. This type of argu­
ment is called an “isometry argument” for the sake of simplicity.
To describe the types of real simple Lie algebras we use the usual notation due 
to E.Cartan.
5 .2 . TypeA ,. Schlafli figure of Zl: ^ - O  •
Since A ^dA  for each ?l^ A ~, A^  must be of types A^i), A^ii), A^iii) or A^ xA-^ii). 
Our discussion is divided in four cases.
a) The case that at least one external root of A belongs to A .^ We may assume 
that 9^ 1 e ZlO- A^yX^A~, containing must be of type A ^ii) since in the remaining
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possible three types every external root does not belong to then and cp4^-
Zlo by Prop. 3.5. Next Zl^ , AgZI“, containing cp^  must be of type A ^u) by the same 
reason as above since it contains by Prop. 3.5, and 9^ 5^Zl^, (^ q^ / I the same 
arguments continue iteratedly; finally I must be odd, and we obtain a normally exten­
dable (7-fundamental system
• ------O ------• ------O ----------------------# ------ O — #
9^1 9^2 (P2V 9^2r + i-
In particular: / == 2/' +  l (I
(yq^2i == 9^2i-i+9^2i+9^2t+i 
The corresponding real simple Lie algebra g. is of type AU.
In the remaining cases two external roots of A belong to A -A ^ , We put (p^  \
=  K  i-e.,
b) The case that Zl^ i is of type AJiii). If  m<il, then 99^ +1^  Zl^  by Prop. 3.5. 
Since
0 > < 9 9 m + i ,  9 ? m >  =  {0<Pm+l> 0<Pm} =  <<79>m+l. 9 ^ 1 + -----+ ? > m - l > .
there exists an z 1 such that
which becomes impossible after discussing possible types of A  ^ such that Zl^ 399 +^^  
Hence I — m, and A =  A^  ^ with /^2. The corresponding is of type AIV.
c) T hecasethat Zl^ i is of type A iX A ^ii). PutZl^i =  [cp^ , 99^ }, then m >  2. 
{9^ 2, 9^ m-i} CI/I -Zlo (and 99,^+iGZl —Zl^  ifm < / ) by Prop. 3.5. Here
and, if then
<0*99^ +!, 99i><0
similarly as in the above case. Putting \ and 99^ +1 1 we see
from the above formula that
A '  - = ^ 2  I ^o-
by checking the possible types of A^ ' and of A^ '\ But this is impossible. Hence it 
must be that m = l.
Now Zl-Zl^i is a normally extendable cr-fundamental system by Prop. 3.7, and
(pi I =  (pl-1 I
I f  / =  3, then =  {<p^  is of type A^i). I f  />3, then A '^ is of type Ai_2ui) by 
b) or A ^ x A  with />4. In case being of type X^iw ) we can iterate the 
sanae discussion as above. Continue the same discussions iteratedly. Finally we ob­
tain the following cr-fundamental systems normally extendable:
<Pl 9 2  f s - l  <Ps
O ---------O -------------------------------O - - J '
f  f  ^
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for 2 ^ s ^ l j 2 ,
0 — 0 -------------------- O ------O
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9?i <Pi <Pi'
O ------O ---------------------- O
\ r .W + i  in case / =  2/ '+ l.
V . ^  v, / 0
O ------O ----------------------O
The corresponding are of type AIII.
d) The case that zl i^ is o f type A^i). =  [cp  ^ and =  cp^ , Hence (p^
by Prop. 3.5, and
<9^ 1, acp^ y <  0 .
Since  ^ =  (p2 \^ o  ^ is of type A^i), A iX A iii)  ox A Jlu), the above formula 
impHes immediately that
/1^ 2 =  [^2} and (T992 =  <^2- 
Similarly we see that acp^  == 99^ , and so on; thus we obtain a normally extendable a- 
fundamental system
A : O-----O----------- 0 — 0  .
The corresponding is of type Al (normal form of g^ .).
5.3. TypeB,. Schlafli figure of z l: O . . .  (jzzzzpQj •
A ,^ AG /I” , can be only of types A x A i i i ) ,  Aqu), A^m) or B^i). Our discussion 
is divided in two cases.
a) The case (p-^^A  ^ Put (pi\^o == Ai- Zl^ i must be of type A^i) as is easily 
seen. Then A — is of type Ai_-^ , and is a normally extendable o'-fundamental sys­
tem by Prop. 3.7. Since
<0-992, 9?1> =  <?>2, (pi} <  0 ,
-we see easily that A’^ , containing cp^ , is of type A^i) and aq>2 =  (p^ - Then, as in No.
5.3.d), we see that
acp^  =  Cpi
for all i  ^  I. Thus we have a normally extendable cr-fundamental system
A: O-----O----------- 0 = ^ 0 .
The corresponding is the normal form of g^ , and is a special case of type BI.
b) The case cp-^^A^. There exists 2in m I such that . .  . ,  99J  C  and
Then, putting 99^ +1 1 =X ,^ must be of type Nowdiscuss
parallelly to the above case, then we see immediately that 
acpj =  (pj for m+ 1  <Cj
Thus we have normally extendable cr-fundamental systems
^  ^m+l (Pm <pT^(Pl rn < 1.
Corresponding g^  are of type BI for ?^<Z—I, and of type BH for
5.4 Type C,. Schlafli figure of Zl:  ^ ^
CJ . . .  L)\-~ . 0
A^ y A e z l" , can be only of types A^i), A iX A iu)^  A^ii), AJlU)^ B 2t) or CJiii). The 
discussion is divided in three cases.
a) The case cp^^A^. There is an m ^ 2  such that ..  ., 99^_i} Czl^ 
Then, putting must be of type Hence,
=  {9>1. -------» 95^+1}. ’^m+iezlo and N o w '{95^+1, 99^+2,...., 99J is a
O '-fundamental system of type such that 9 9 ^ + ie z l o ,  which is normally extenda­
ble by Prop. 3.7. Therefore the remaining discussions are reduced to the case of No. 
5.2. a). For each A~ suet that A7 A^l, is of type A3ii). Thus we obtain a 
normally extendable cr-fundamental system
 ^ • — O— • ----------O— • — O— • ----------
<Pl (fm +2 fm + 1  (Pm ^Pl
for such that l—m is odd. The corresponding is of type CU.
In the remaining cases 9?! ^ Zlo- Putting 9^ 1 1 =  Ai, must be of type B 2 1} 
or A- i^).
b) The case Zl^ i being of type B 2 1). Then Zl^ i =  {cp^ , cp^, 9^ 2^ and 993. 
^Aq. {^2»* •• *5 ^orm a cr-fundamental system of type Ai_i which is normally 
extendable by Prop. 3.7. Since the remaining discussions are reduced to 
the case of No. 5.2.a). Zl\ AeZl“ — {AJ , are all of type A^n)- Thus we obtain a 
normally extendable cr-fundamental system
A : • ---- O-----• -----------O-----# ^ 0
for I even. The corresponding g~ is a special case of type CU.
c) The case Zl^ i being of type A^i), By a discussion similar as in No. 5.3.a), we 
obtain a normally extendable o'-fundamental sytem
A : O-----------------O ^ O  .
The corresponding is of type Cl (normal form of g^ .).
y O ^ P l- l
5.5 Type D^ . Schlafli figure of A : Q---------------- Q<^
( P i - 2 ^ Q ( P i  •
Zl^ , can be only of types A^i), A^XAiii), A qU), A^iii) or DJ,i). The dis­
cussion is divided in three cases.
a) The case 9^ 1 eZl^. When / >  4, the possible type of A  ^ containing (p^  is 
only A ^ii), Hence the same discussion as in No. 5.2.a) continue until acpi_^  is 
determined.
I f  I is even, then (Pi_2 ^Aq, Put q)i^ 2 \^ o Since cpi_^^Aq, A '^ must be
of type A^ii). Therefore, and cpi^A ,^, or and (pi^A^, Thus
we obtain a normally extendable o'-fundamentsl system
/ •
A : • ---- O-----• -----O------------ • -----0 (
.
I f  I is odd, then 99^ .2e  Zl^ . And {99^ .1, 9?^ _2, 99J  is a o’-fiindamental system of 
type -^3 which is normally extendable by Prop. 3.7. Therefore it must be of restricted 
rank I and of type A^iii) as is easily checked. We obtain a normally extendable 
O '-fundamental system
A : • ---- O---- • ------------O-----• (  ^
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The corresponding are of type Dili for the above two cr-fundamental systems.
In the remaining two cases 9^ 1 ^  Put (p^  \ =  Ai-
b) The case must of type AJ^ii) or D i^i). If Zl^ i is of type A^ 
m), then Zl^ i =  { 9^ 1,. . .  99J . First we see that m ^ l—2, since otherwise m = /—I 
and A  ^ containing 99^ has by Prop. 3.5 the following Satake figure:
•----------------•--- O
9^ 2 9^ i-2 (pi >
to which there corresponds no normal cr-fundamental system of roots of restricted 
rank I by discussions of §4. Now 99^ +1 ^ Zl ,^ and applying an “isometry argument” 
to the pair (99^ ,^ 9^ m+i) we arrive to a contradiction. Hence Zl^ i can not be of type 
AJiii), and must be of type Thus we see that
/ •
Zl=Zl^i : O-----• -------------• <
The corresponding g. is of type DU.
c) The case cp^^A ,^ Zl^ i must be of type A- i^) or A^ 'xA^ii). If A i^ is of type 
X ^ 1«) such that Zl^ i =  {(p^ , 99J  , then discussing <(79?^_i, 991)  and <(799^ +1,
we arrive readily to a contradiction. Hence Zl^ i must be of type A^i). Then, A — 
is by Prop.3.7 a normally extendable or-fundamental system with 993^ Zl^ and 
of type if /> 4 , or of type A^ if /= 4 . In case /= 4 , by the classification of No. 
5.2, the Satake figure of Zl — {(p  ^ must be
^ ^
• -----O-----•  , O-----O-----O or O-----O-----O .
In case / >  4, the discussions of b) and c) can be applied again to Zl — {991} . Con­
tinue these arguments iteratedly, then finally we obtain the following normally exten­
dable O ' - fundamental systems:
O-----O------------- O-----• -------------for 2 ^  ^ < 1 - 2 ,
/ •  / ‘O'S 




The corresponding are of type DI.
9^ 1 9^ 2 9^ 3 9^ 4 9^ 6 
5.6 Type E 0. Schlafii figure of Zl: O O O O O
O^'
Zl^ , Ag ZI”, can be only of types A ii), A-^  xA iii), A^ii), or DJii),
Assume that (p-^ ^A^ , then Zl^  containing 99^  must be of type 4^3w); hence 993e Zl^  
and {992, 994, 99J C Z I —zlo by Prop. 3.5. Then, putting 99g | ==  ^
be of type A^iii) such that acp^  =  9^ 3+ 9^ 4, and (p^^A^\ finally, putting 9951
A^ " — [cp  ^ must be of type A ii). Now, applying an ‘‘isometry argument” to the 
pair (994, 995) we arrive easily to a contradiction. Therefore we see that
(5.6.1)
Similarly we see that
(5.6.2) 9^ 5 ^
Here we put cp^ \^ o — Ai- Subsequent discussions are divided in two cases 
according as or not.
a) The case I f  we assume that (p^^A^y then must be of type 
{994, ( p ^ d A —Zl Q, and acp^  is a linear combination of 994, 995 and cp^ . Now
an “isometry argument” of the pair (993, 995) leads to a contradiction. Hence
993GZI0.
Next, if we assume that 994 ^  Zl^ , then Zl^ i must be of type and 995 ^  Zl^ .
Then we must have a >leZl~, such that the figure of A  ^ is O-----• -----•  by Prop.
3.5, which is impossible. Hence
(fi^Ao.
Thus we obtain the following two normally extendable o'-fundamental systems 
according as cp^^A  ^ or not.
o — — • — • — O  O — • ------ • -----------------O
I . and
•  O
The former figure corresponds to of type EVI, and the latter to that of type EIII.
b) The case (P2^Aq. I f  994e Zl^ , then by a discussion parallel to that of a) we 
must conclude that 993 ^  Zl^ , which is impossible by our assumption. Therefore
994^ZIo.
Ifw e assume that cp^^Ao, then, putting ^2 \^ o =  must be of type
Hi), and 995^ Zl^ . Then we must have a “ such that the figure of A  ^ is O—  
by Prop. 3.5, which is impossible. Hence
933 ^  4 -
Further we see readily that
(Pq^ A o-
Thus Ao =  <f), and a  | Zl must be an iiivolutive automorphism of A so that we 
obtain the following two normally extendable o'-fundamental systems
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O-----O-----O-----O— O O-----0 — 0 ----- O-----O
and
O O
The former figure corresponds to g ~  of type EI (normal form of E q), and the latter to 
that of type EU.
(Pl (P2 (Ps (Pi (p 5 9^6
5.7. Type E 7 . Schlafli figure o fz l: ^  ^  ^
(p,
O
First, the same discussion as in the proof of (5.6.1) shows that
(5.7.1)
a) The case cp^^A^, containing (p-^  must be of type A^ii)\ (p^  
GZlo and 9 4^^ Zl^ . Then Zl^  containing (p^  must be of type -^3«), and or 
(prj^Afy. I f  we assume that cp^^A^y then Zl^ ', (p l^^o =  must have a figure 
O-----•  by Prop. 3.5 which is impossible. Therefore
99, ^Zlo and 997^ Zlo •
Thus we obtain a normally extendable o'-fundamental system 
Zl: • -----O-----• -----O-----0 — 0
The corresponding is of type EVI.
b) The case op-^ ^A^ . Put 99^  | )^ " =  If  we assume that cp^^A^y then 
the possible type of Zl^ i is A Jii)y  3^/n^6, or DqU). In case zl i^ is of type DQii)y 
A^'y =  99e I must have the figure
•-#-•-•-O
•
by Prop. 3.5, which is impossible. Similar arguments or “isometry arguments” show 
that all other possible types of Zl^ i do not occur, and hence we obtain
(5.7.2) cp.^A,.
Now Zl^ i must be of type A ^i) or A x A i i i ) .  Checking all possibilities of Zl^ i 
being of type A i x A iii )  by “isometry arguments”, we see that
(5.7.3) Zl^ i is of type
Then A — {cp  ^ is a normally extendable o-fundamental system by Prop. 3.7, and 
must have one of the four figures of No. 5.6, two of which become impossible after 
applying “isometry arguments” to the pair (99^ , 993).
Thus we obtain the following two normally extendable o'-fundamental systems Zl:
O — O — • — • — • ------- O  O --------O --------O --------O --------O --------O
I and
% O
The former corresponds to of type EVII, and the latter to that of type EV (normal 
form of Erj),
(fi n  (Pb (Pi (Ps (Ps (Pt
I? ■ Q u T -fl- f  /I O ------- O --------O --------O --------O --------O --------O5.8. Type Eg. Schlafii figure of Zl:
0(Ps
In the same way as in the proof of (5.6.1), first we see that
(5.8.1) and
Next, parallelly to the discussions of No. 5.7. b), we see that
(5.8.2) (Pi^A^ and q^s^A^, 
and that
(5.8.3) , 9?i I =  Zi, is of type A^i).
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Then zl — is a normally extendable o'-fundamental system by Prop. 3.7, which 
must have one of the two figures of No. 5.7. b) since (5.8.2).
Thus we obtain the following two normally extendable o'-fundamental systems A :
O-----O-----O— • — # -----• -----O O-----O-----O-----O-----0 — 0 -----O
I and
•  O
The former corresponds to of type EIX, and the latter to that of type EVIII (nor­
mal form of E q).
5.9. T ypeF4. Schlafli figure of Zl: ^  ^  ^  .
?i^A~, can be only of types A^i), A 2 iii), B^i) {m =  2 or 3), or
a) In Case q)-^ ^AQ. Then only F^iii) is possiblle as a type of A  ^ as is easily 
checked; hence we obtained a normally extendable (7-fundamental system
Zl -  -----O
which corresponds to of type FII,
b) In case q)^ Aq. I f  we assume that then cp^^A  ^ since otherwise we
have a figure O-----•  for Zl^  containing cp-^  by Prop. 3.5, which is impossible. Then
9^ 4 ^ zlO since otherwise we obtain a figure O—— -----•  which is impossible.
Now Zl^  containing <p^  has the figure -----O which is also impossible. Hence
(5.9.1) cp.^A,.
And Zl*^ !, K  =  must be of type A^i) necessarily. Then, Zl — {99J  form a
normally extendable o'-fundamental system by Prop.3.7.
By the classification of No.5.4 and (5.9.1), Zl — {991} must be of type Cl, 
Thus we obtain a normally extendable o'-fundamental system
Zl: O-----O = ^ O -----O
which corresponds to of type FI (normal form of F 4).
5.10. Type G 2. Schlafli figure of Zl: *^7 ^^2 ‘ every normal o'-sys-
tem of roots of restricted rank I is simply-laced or doubly-laced of type (2 :1), we see 
immediately that (pi^A^ and 993^ zIq; and we obtain only one normally extendable 
or-fundamental system with Satake figure.
O ^ O  .
The corresponding g- is of type G (normal form of G2).
5.11. Finally we give a table of o'-fundamental systems described by Satake figure, 
and multiplicities m{X) and m{2X) of simple roots for all irreducible symme­
tric spaces such that are simple. Some simple roots of Zl —Zl^ , are denoted by 
letters and simple root of zl“ which is obtained as a restriction of ai to is 
denoted by I denotes the rank of Zl.
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