Abstract. This paper addresses an initial boundary value problem for the damped Burgers equation in weighted Sobolev spaces on half line. First, it introduces two normed spaces and present relations between them, which in turn enables us to analysis the existence and uniqueness of a local mild solution and of a global strong solution in these weighted spaces. The paper also studies the well-posedness of this equation in a semi-infinite interval.
Introduction
Nonlinear partial differential equations arise in a large number of mathematical and engineering problems [1, 2, 6, 7, 17, 25, 27] . A number of problems arising in science and engineering are set in semi-infinite domains, such as fluid flows in an infinite strip, nonlinear wave equations in quantum mechanics and so on. Burgers equation is one of the well-known equations in mathematics and physics, which is used to describe various kinds of phenomena such as mathematical model of turbulence [3] and the approximate theory of flow through a shock wave traveling in a viscous fluid [4] .
In this work, we consider the space variable x in Ω = [0, ∞), and the damped Burgers equation [20, 23, 28] in the following form ϕ t − ϕ xx + ϕϕ x + λϕ = 0, (x, t) ∈ Ω × Ω, (1.1) with the initial condition ϕ(x, 0) = ϕ 0 (x), x ∈ Ω, (1.2) and the boundary conditions ϕ(0, t) = lim x→∞ ϕ(x, t) = lim x→∞ ϕ x (x, t) = 0, t ∈ Ω, (1.3) where λ is positive constant. The analytical and numerical methods for solving (1.1) including the Pseudospectral methods [24] , mixed finite difference and Galerkin methods [5] , Taylor-Galerkin and Taylor-collocation methods [10] , Chebyshev spectral collocation methods [15] , modified extended backward differentiation formula [13] and modified Legendre rational spectral methods among others [19] have received much attention.
For more details see [11, 12, 16, 21, 26] , among others. But, less attention has been paid to the study of existence and uniqueness of solution for Burgers equation.
Moreover, the study of solutions for the partial differential equations in bounded domains have achieved great success and popularity in recent years, while the study of solutions for the partial differential equations in unbounded domains have only received limited attention. In [8] , Goubet and Shen studied the third-order KdV equation in a framework based on the dual-Petrov-Galerkin method on finite interval. Also in [14] Khanal et al. studied the fifth-order Kawahara equation in weighted Sobolev spaces on finite interval. This work deals with the existence and uniqueness of local mild solutions and of global strong solutions for the even-order equation posed on semi-infinite domains. Lu and Li [19] employed an algebraic mapping of the
and proposed a set of Legendre rational functions which are orthogonal in (0, ∞). In this paper, two normed spaces with the weight function χ(x) = 
The existence and uniqueness of solutions to the above formulation is established with any g in these weighted spaces. Furthermore, by applying fixed-point argument we present the uniqueness of a local mild solution of
The outline of this paper is as follows. Section 2 addresses, the special case of (1.1) in the form (1.4), then two normed spaces are introduced and their properties are investigated. Section 3 presents well-posedness results in the weighted spaces and describe the uniqueness of a local mild solution in these spaces. Finally, Section 4 addresses the existence of a global strong solution in weighted spaces.
Hardy inequalities in weighted Sobolev spaces and representation of bilinear forms
In this section, a weak formulation of the boundary value problem for the linear equation is presented as follows: 
We define the bilinear form in Ψ × Ψ by
for any ϕ and φ in Ψ. Thus, for any g ∈ P the weak form of (2.1) is defined by
In addition, we write P (Ω) for L 2 χ (Ω) and denote the inner product in P by (., .) P . We present the existence and uniqueness results for (2.1). For this purpose, we first present the following two Lemmas. 
In this case, for any test function φ, we
, it can be concluded that a = 0. Integrating once again, we get ϕ(x) = b. Then the boundary condition ϕ(0) = 0 leads to b = 0. This
In a similar manner, it can be shown that C ∞ 0 (Ω) is dense in Φ(Ω). We now prove the Hardy inequality (2.6). Let z ∈ I = (−1, 1), x = 1+z 1−z and ψ(z) = ϕ(x). To prove the first inequality, it suffices to show that
With letting z → 1, we get (2.8). Moreover, we have
Hence, by combining (2.8) and (2.9), we obtain the first result. To see that Ψ → Φ, one can apply (2.6),
The bound for sup x∈Ω |ϕ(x) 1 x+1 | can be obtained as follows. 
Then for each G ∈ V * (the dual space of V ), there exists v ∈ V such that
This theorem is useful in showing the existence and uniqueness of a solution for a given differential equation. This general version of Lax-Milgram Theorem is due to Lions [18] ; see also Lemma 4.4.4.1 in [9] .
Theorem 2.1. Let λ ≥ 3. Then, for each g ∈ P , there exists a unique solution ϕ ∈ Ψ such that, for all
Therefore, we able define an operator S : D(S) → P given by
14)
where D(S) = {ϕ ∈ Ψ, Sϕ ∈ P }.
Proof. For ϕ ∈ Ψ and φ ∈ Ψ, we check that b(ϕ, φ) as defined in (2.4) satisfies the conditions set in Lemma 2.2. Hence, form (2.4) we can write
By using (2.6) and (2.7), the various terms of (2.15) on the right can be written in the following way.
Combining these three results, we have
In order to prove the weak coercivity (2.11), for all ϕ ∈ Ψ we have
Thus, by the Lemma 2.2, there exists ϕ ∈ Ψ such that b(ϕ, φ) defines a linear functional G on Ψ:
From (2.16),
Hence, the functional G is continuous. Thanks to Riesz Representation Theorem, there exists a unique g such that G(φ) = (g, φ) P . Since, g depends on ϕ, so we can write this dependence as Sϕ = g, where S : D(S) → Φ is a linear operator. Therefore 19) and Sϕ P ≤ M ϕ Ψ which means that S is continuous. Also we have
Hence, S is bounded below. We now show that the range R(S) of S is closed. Indeed, if {Sϕ n } ∈ P is a Cauchy sequence then so is {ϕ n } ∈ Ψ and by (2.20) we obtain
So that {ϕ n } converges to some ϕ ∈ Ψ. Since S is continuous, {Sϕ n } converges to Sϕ which proves that 
We now show that there is at most one element ϕ ∈ Ψ satisfying (2.17). Assume the contrary, i.e., that
Then by linearity,
According to Lemma 2.1, as C ∞ 0 (Ω) is densely embedded in Ψ, there is a sequence ϕ n C ∞ 0 (Ω) such that
Letting n → ∞, one has ϕ n → 0 in Ψ and consequently
Therefore, ϕ 1 = ϕ 2 in Ψ.
The damped Burgers equation
In this section, we consider the damped Burgers equation (1.1) with initial and boundary values (1.2) and (1.3). We study the mild solutions of this equation. To this end, we show that −S is an infinitesimal generator of a semi-group where S is defined in Theorem 2.1. Using classical theory of linear semi-group and the Hille-Yosida Theorem as presented in [22] we establish the following theorem for the operator S.
Theorem 3.1. Let P, S and D(S) be defined as in the previous section. Then operator −S in the infinitesimal generator of a semi-group of contraction e −tS in P .
Proof. According to the Hille-Yosida Theorem it is sufficient to check that S is closed, D(S) is dense in P and (λ − S) −1 g P ≤ 1 λ g P for any λ > 0. From (2.21) it follows that S −1 is one to one. Thus, S is closed.
−1 g where g ∈ P . Then (λ + S)ϕ = g and
From (2.20) it immediately follows that (Sϕ, ϕ) P ≥ 0. Then by (3.1) we have
Before studying the mild solution, lets define the bilinear form on Ψ × Ψ as
A mild solution of the initial boundary value problem (
where ϕ 0 ∈ P and T > 0. Let K(t) = e −tS where S is defined in the previous section. We plan to apply a fixed-point argument to the integral equation
For this purpose, we show that if T is small enough, then
is a contraction H, where the right side of (3.4) is denoted by F (ϕ(t)).
Theorem 3.2. For any given ϕ 0 ∈ P , there exists T > 0 such that the problem (1.1) has a unique mild solution in H. Furthermore, the following energy identity holds for all t ≥ 0:
Proof. We first prove that for any (ϕ, φ) ∈ Ψ × Ψ,
Let ψ ∈ Ψ, one obtains by integrating by parts
By using Cauchy-Schwarz inequality to bound the first term on the right-hand side of this equality, we have
To bound sup x∈Ω |φ(x) 1 x+1 |, apply (2.6) in Lemma 2.1 to obtain
By using (2.6) in Lemma 2.1, the second term in (3.8) can be bounded similarly.
Hence, by inserting (3.10) and (3.11) into (3.8), we obtain (3.7). Similar process show that
We now prove that
Taking the L 2 -inner product of (1.1) with ϕ(x) over the interval (0, ∞), we obtain
Using mainly integration by parts, we can write the various terms as
Substituting (3.15)-(3.17) into (3.14), we obtain
Using the Poincare inequality on the right-hand side of inequality (3.18), we attain
Integrating inequality (3.19) with respect to time from 0 to t, we get
Since ϕ 0 ∈ L 2 (Ω) and t ∈ [0, T ],then (3.13) is achieved. Now, let us introduce the Banach space P with
We now prove that if T is small enough, then F maps
According to the proof of Theorem 2.1, we get
By using (3.7),
If we choose T > 0 such that
To show F is a contraction, first note that
Using once again (3.7) and (3.12) for A(ϕ − φ, ϕ) and A(φ, ϕ − φ), respectively
If T is further restricted to δ 2 = 2C √ T < 1, then
Applying the contraction mapping principle completes the proof of the theorem.
Strong solutions
In this section, we study solutions of the boundary initial value problem (1.1) in a stronger sense and establish the global existence and uniqueness of such solutions.
Theorem 4.1. Let T 0 > 0 and ϕ 0 ∈ P (Ω) be given. Then there exists T ∈ (0, T 0 ] such that it possesses a unique solution Proof. For ϕ 0 ∈ P , Theorem 3.2 assures that (1.1) admits the unique solution
For the global existence, we only have to show that the solution cannot blow up at any finite time T . For this purpose, we apply (3.13) to show that, for t ∈ [0, T ], ϕ(t) P ≤ C(T ) ϕ 0 P . The terms on the right-hand can be bounded as On the other hand, since ϕ P ≤ ϕ Ψ , we conclude that
Applying the Gronwall's inequality completes the proof of this theorem.
