We consider the dynamics of two-phase fluids, in particular the moving contact line, on a solid substrate. The dynamics are governed by the sharp-interface model consisting of the incompressible Navier-Stokes/ Stokes equations with the classical interface conditions, the Navier boundary condition for the slip velocity along the wall and a contact line condition which relates the dynamic contact angle of the interface to the contact line velocity. We propose an efficient numerical method for the model. The method combines a finite element method for the Navier-Stokes/Stokes equations on a moving mesh with a parametric finite element method for the dynamics of the fluid interface. The contact line condition is formulated as a timedependent Robin-type of boundary condition for the interface so it is naturally imposed in the weak form of the contact line model. For the Navier-Stokes equations, the numerical scheme obeys a similar energy law as in the continuum model but up to an error due to the interpolation of numerical solutions on the moving mesh. In contrast, for Stokes flows, the interpolation is not needed so we can prove the global unconditional stability of the numerical method in terms of the energy. Numerical examples are presented to demonstrate the convergence and accuracy of the numerical methods.
Introduction
When two immiscible fluids or two phases of one fluid move on a solid substrate, a moving contact line (MCL) forms at the intersection of the fluid interface and the solid wall. Modeling and simulation of the MCL have attracted much attention in recent years, not only because of many interesting physical phenomena and associated scientific questions in the problem, but also due to its importance in industrial applications, such as ink-jet printing, coating, etc. The main difficulty in the problem arises from the well-known stress singularity at the MCL in classical hydrodynamic models, e.g. the Navier-Stokes equations coupled with the conventional no-slip boundary condition [1, 2] . A lot of efforts have been devoted to resolving this difficulty, and different models have been proposed. These include molecular dynamics models [3] [4] [5] [6] , the molecular kinetic theory [7, 8] , diffuse interface models [9] [10] [11] [12] [13] , the interface breaking/formation model [14] , and hydrodynamic models [15] [16] [17] [18] [19] [20] [21] [22] [23] . We refer to the review articles [24] [25] [26] [27] [28] , the collected volume [29] and the monographs [30, 31] for details of these different models and discussions of the MCL problem.
In addition to the work on modelling MCLs, there also exists a large body of numerical work in the literature, e.g., [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] . The readers are referred to the review article [49] for detailed discussions. These methods use different methods to represent the fluid interface and/or different contact line conditions as well as their numerical implementations. For example, in Refs. [32] [33] [34] , the volume of fluid method was used to deal with the moving interface and the contact angle condition was imposed on the gradient of the volume fraction function at the contact line. Traditional interface-capturing methods have been extended to systems with MCLs, including the level set method [35] [36] [37] [38] [39] [40] and the diffuse interface approach [41] [42] [43] [44] . Li et al. proposed an augmented immersed interface method and employed a prescribed profile for the slip velocity near the MCL [35] . Spelt proposed a macroscale approach to simulate MCLs with hysteresis where the contact line only moves when the dynamic contact angle is not within a prescribed region [37] . Bao et al. proposed a finite element method for the coupled Cahn-Hillard and Navier-Stokes equations with generalized Navier boundary condition for the MCLs [42] . The front tracking method, in which the interface was represented by a number of markers, can be found in Refs. [46] [47] [48] , and the contact line position is updated according to either the fluid velocity at the contact line or the contact angle.
In this work, we will restrict ourselves to the contact line model proposed by Ren et al. [5, 19, 20] . This is a sharp interface model and was developed based on molecular dynamics simulations and the consideration of thermodynamics laws. It consists of the incompressible Navier-Stokes equations with the classical interface conditions, the Navier slip condition at the wall and a contact line condition. The contact line condition can be viewed as a force balance, in which the friction force at the contact line is balanced by the stress resulted from the deviation of the dynamic contact angle from its equilibrium value. The latter is usually referred to as the unbalanced Young stress. In the earlier work [36, 39] , the contact line condition was unified with the Navier slip condition by applying a singular force at the contact line. The resulting condition was then applied to the Navier-Stokes equations to determine the velocity field including the slip velocity along the whole solid wall. This approach is similar to the continuum force method for the simulation of multiphase flows where the interface conditions are imposed by applying singular forces along the interface in the momentum equation.
In the current work, we propose a finite element method (FEM), based on the earlier work of Barrett et al. [50] . The earlier work dealt with multi-phase flows with closed interfaces. Here we extend it systems to with moving contact lines. In the numerical method, an efficient finite element discretization for the Navier-Stokes/Stokes equations is coupled with a parametric finite element approximation for the fluid interface. The contact line condition is naturally imposed by using the weak form of the governing equations. The contact line model obeys an energy law: The total energy, including the kinetic energy and the interface energies, is dissipated due to the viscous stress in the bulk of the fluids, the friction force on the wall and the contact line friction. So it is desirable that the numerical method has a similar property. Indeed, for the FEM we can establish a similar energy law but up to interpolation errors. We use a moving mesh approach so that the mesh remain fitted to the evolving fluid interface. This requires the interpolation of the velocity and density fields which were solved on the mesh at the previous time step to the new mesh at the current time step. The induced interpolation error pollutes the numerical solution; as a result, we can only establish an energy bound locally at each time step. In contrast, for Stokes equations, the interpolation of the solutions is not needed, and the corresponding FEM enjoys a global energy bound.
The rest of the paper is organized as follows. In section 2, we review the contact line model, including the governing equations and boundary/interface conditions, and then propose a weak formulation for the model. In section 3, we propose the numerical method based on the weak form of the model, prove the wellposedness and an energy bound for the numerical scheme and a moving mesh approach for the generation of the fitted mesh. Subsequently, in section 4 we report some numerical results to demonstrate the convergence and accuracy of the numerical method. In section 5, we consider the case when the flow is modelled by the time-independent Stokes equations. We present the corresponding numerical method and demonstrate its convergence and accuracy using numerical examples. Finally, we draw the conclusion in section 6.
The contact line model and its weak formulation
In this section, we first review the moving contact line model proposed by Ren et al [19] and introduce the dimensionless governing equations with dimensionless boundary and interface conditions. We then present a weak formulation for the dimensionless model. 
Governing equations
Without loss of generality, we consider the dynamics of a liquid droplet on a stationary solid substrate in the 2d space, as shown in Fig. 1 . We use Cartesian coordinates, where the substrate is on the x axis. The physical domain Ω consists of two regions: one is occupied by the droplet and denoted by Ω 1 , the other is occupied by the fluid outside the droplet and denoted by Ω 2 .
Let ρ i (i = 1, 2) denote the density of the fluids, u(x, t) : Ω × [0, T ] → R 2 be the fluid velocity, and p(x, t) : Ω × [0, T ] → R be the pressure. The dynamics of the system is governed by the standard incompressible Navier-Stokes equations in Ω i (i = 1, 2),
is the viscous stress with D(u) = 1 2 (∇u + (∇u) T ), and η i (i = 1, 2) are the viscosities of the fluids.
On the fluid interface Γ(t), we have the following conditions hold
2c)
where · 2 1 denotes the jump from fluid 1 to fluid 2, I ∈ R 2×2 is the identity matrix, γ is the surface tension of the fluid interface, n and κ are the unit normal vector and curvature of the fluid interface Γ respectively, andẋ Γ denotes the velocity of the fluid interface. Eq. (2.2a) states that the fluid velocity is continuous across the interface, Eq. (2.2b) is the balance of the normal stress jump of the fluids and the capillary force, and Eq. (2.2c) is the kinematic condition for the interface.
At the lower solid wall Γ 1 ∪ Γ 2 , the fluid velocity satisfies the no-penetration condition and the Navier boundary condition
3b)
where n w = (0, −1) T and t w = (1, 0) T are unit normal and tangent vectors of the wall, respectively; β i (i = 1, 2) are the friction coefficients of the fluids at the solid wall, and u s = u · t w is the slip velocity of the fluids. The dynamic contact angles θ l d and θ r d that the fluid interface forms with the solid wall satisfy
where β * is the friction coefficient of the fluid interface at the solid wall,ẋ l andẋ r are the velocities of the contact points, and θ Y is the equilibrium contact angle satisfying the Young's relation
5)
where γ 1 and γ 2 are the surface tension coefficient at the interface Γ 1 and Γ 2 , respectively. We note that since the fluid interface evolves with the fluid velocity according to Eq. (2.2c), we haveẋ l,r = u s x=x l,r . Finally, we use the no-slip condition at the upper wall Γ 4 and periodic conditions at Γ 3 .
The total energy of the system is given by
where |Γ 1 (t)| and |Γ(t)| denote the arc length of the line segment Γ 1 (t) and the curve Γ(t), respectively. The three terms represent the kinetic energy of the fluids, the interracial energy at the solid wall and the interfacial energy of the fluid interface, respectively. The dynamical system obeys the following energy dissipation law [5, 20, 36] :
Dimensionless equations
Next, we write the governing equations and boundary/interface conditions in their dimensionless form. We rescale the physical quantities aŝ
where L and U are the characteristic length and velocity, respectively. We define the Reynolds number Re, the Capillary number Ca, the slip length l s , and the Weber number W e as follows,
Then the governing equations in Ω i (i = 1, 2) can be rewritten as (dropping the hats):
where σ = pI − 1 Re τ d . The above governing equations are coupled with the following boundary/interface conditions:
(i) The interface conditions on Γ(t):
where s is the arc-length parameter of the fluid interface.
(ii) The boundary conditions on Γ 1 (t) ∪ Γ 2 (t):
The condition for the dynamic contact angles:
The no-slip condition on the upper wall Γ 4 :
In terms of the dimensionless variables, the total energy (rescaled by ρ 2 U 2 L 2 ) of the system becomes 14) and the system obeys the energy dissipation law
Weak formulation
In order to propose the weak formulation for equations (2.8) -(2.13), we define the following function space for the fluid velocity, 16) and the following function spaces for the pressure, P := ϕ ∈ L 2 (Ω) ,P := ϕ ∈ P :
We parameterize the fluid interface as X(α, t) = (X(α, t), Y (α, t)), where α ∈ I = [0, 1], and α = 0, 1 correspond to the left and right contact point, respectively. We define the following function space with respect to the interface,
We take the inner product of Eq. (2.8a) with ω, for ∀ω ∈ U. Using the boundary/interface conditions in (2.9), (2.10), (2.12) and (2.13), as well as ∇ · u = 0, we have [50, 51] 
For the viscous term, take the inner product with ω ∈ U. We use σ = pI − 1 Re τ d , and apply integration by parts, which yields
, ω s = ω · t w , and we have used the boundary and interface conditions and the fact that ω = (ω · t w ) t w = ω s t w on Γ 1 ∪ Γ 2 . Equation (2.9c) for the curvature can be rewritten as κ n = ∂ ss X. Multiplying this equation by a test function g = (g 1 , g 2 ) ∈ H 1 (I) × H 1 0 (I) then integrating over Γ(t) yields
where we have used fact that g 2 (0) = g 2 (1) = 0 in the second equality, and ∂ s X| α=0 = cos θ l d , ∂ s X| α=1 = cos θ r d and the contact angle condition (2.11) in the last equality. From these results, we obtain the weak formulation for the dynamic system Eqs. (2.8)-(2.13) as follows: Given the initial fluid velocity u 0 and interface X 0 (α), find the fluid velocity u(·, t) ∈ U, the pressure p(·, t) ∈P, the fluid interface Γ(t) := X(·, t) ∈ H 1 (I) × H 1 0 (I), and the curvature κ(·, t) ∈ L 2 (I) such that 
The system (2.23a) -(2.23d) is an extension of the weak formulation introduced in Ref. [50] for twophase flows. Here we have extended it two-phase flows with moving contact lines. One can prove the energy dissipation and mass/area conservation properties within the weak formulation in a similar manner as did in Ref. [50] .
The numerical method
Next, we present a finite element method (FEM) based on the weak formulation (2.23a)-(2.23d) and show the well-posedness and stability for the discretized system. Moreover, we propose a moving mesh approach for the construction of the mesh such that the fluid interface remains fitted to the mesh at each time step.
The finite element method
We partition the time domain [0, T ] as 0 = t 0 < t 1 < t 2 < · · · < t M = T with the time steps τ m = t m+1 −t m (m = 0, · · · , M −1) and the reference domain I = [0, 1] for the fluid interface as I = J Γ j=1 I j , where I j = [α j−1 , α j ] with α j = jh and h = 1/J Γ . We use the following finite-dimensional spaces to approximate H 1 (I) and H 1 0 (I), respectively,
where P 1 denotes the space of polynomials with degrees at most 1. 
where u(α ± j ) are the one-sided limits of u at α j and α j− 1 2 = 1 2 (α j−1 + α j ). Let n m and κ m be the numerical approximations to the normal vector and the curvature of Γ(t m ), respectively. On each interval I j , the normal vector n m is a constant vector and is computed as
where (·) ⊥ denotes the counterclockwise rotation by π 2 . In the following, we shall assume ∀0 ≤ m ≤ M , Γ m has no self-intersections, . We use a fitted mesh such that the interface Γ m is fitted to the triangular mesh T m . Specifically, the line segments of Γ m are edges of triangles from the mesh, i.e., Γ m ⊂ N j=1 ∂o m j . We define the following finite element spaces over T m ,
where k ∈ N + , and P k (o m j ) denotes the space of polynomials of degree k on o m j . The interface Γ m divides the domain Ω into Ω m 1 and Ω m 2 . Correspondingly, the mesh T m is divided into T m 1 and T m 2 , which consist of triangles in Ω m 1 and Ω m 2 , respectively. Based on the spatial discetization, we define the friction coefficient β m and the viscosity η m ∈ S m 0 as
Moreover, we define the density ρ m ∈ S m 1 such that at the vertices {q m k } JΩ k=1 it takes the value
We note that the density ρ m is a continuous function instead of a piecewise constant function. This facilitates the interpolation of ρ m from the mesh T m to the mesh T m+1 which is required in the numerical method. Let U m andP m denote the finite element spaces for the numerical solution for the velocity and pressure, respectively. We use the following two pairs of elements for U m ,P m ,
where U andP are defined in (2.16) and (2.17), respectively. These two choices satisfy the inf-sup stability condition [50, 52] ,
where · 0 and · 1 denote the L 2 and H 1 -norm on Ω respectively, and C 0 is a constant. The finite element spaces for the pressure can catch the discontinuity of the pressure across the fluid interface. We use V h × V h 0 and V h as the finite element space for the fluid interface and its curvature, respectively. The finite element method is given as follows. Let Γ 0 := X 0 (·) ∈ V h × V h 0 and T 0 be the discretization of the initial interface Γ(0) and the triangulation of the domain Ω(0), respectively, and u 0 = I 0 2 u 0 ∈ U 0 be the discretization of the initial fluid velocity u 0 . For m ≥ 0, find u m+1 ∈ U m , p m+1 ∈P m , X m+1 ∈ V h × V h 0 , and κ m+1 ∈ V h by solving the linear system 1 2 The numerical scheme is an extension of the earlier work by Barrett et. al. [50] to systems with the moving contact lines. We note that the special treatment of the inertia term in Eq. (2.20) is to maintain the discrete stability for the fluid kinetic energy. Another remark is on the disretization of the temporal
The density ρ m+1 depends on the mesh T m+1 (see the definition in Eq. (3.8)), thus is unknown before the interface Γ m+1 is computed. Therefore, in the above discretization we avoided using ρ m+1 by lagging the density by one time step. This yields a linear system for the solutions at t = t m+1 . The numerical scheme is a combination of the finite element method for the incompressible Navier-Stokes equations and the parametric finite element method for the interface evolution. The curvature is introduced as a new variable and treated implicitly in the scheme. This helps to yield the discrete stability for the interfacial energy as discussed next. The different numerical quadratures have been utilized to approximate the inner product over Γ m , and the approximation by the mass-lumped norm is essential to the property of the equal mesh distribution, which has been discussed in detail in [53] .
Properties of the FEM
Next we show that the numerical method (3.11a) -(3.11d) yields a unique solution (Theorem 3.1), and is energy stable (Theorem 3.2). Theorem 3.1 (Well-posedness). Let (U m ,P m ) satisfy the inf-sup stability condition (3.10), the interface X m (·) satisfy the conditions in (3.5) . Then the numerical method (3.11a)-(3.11d) admits a unique solution.
Proof. It suffices to show that the corresponding homogeneous system has only zero solution. Thus we consider solving the following homogeneous system for u h , p h ,
W e κ h and g h = 1 W e X h , then combinning these equations yields
By Korn's inequality, we have
we immediately obtain u h = 0. By noting x h r = x h l = 0, we also have X h = 0. Next, by substituting X h = 0 into Eq. (3.13d), we obtain
Choosing the test function g h such that
By the assumptions in (3.5) and the norm in (3.3), we obtain κ h (α j ) = 0, ∀0 ≤ j ≤ J Γ , which implies κ h = 0. We then substitute u h = 0 and κ h = 0 into Eq. (3.13a) and obtain
Using the stability condition in Eq. (3.10), we consequently obtain p h = 0. This shows that the homogeneous linear system (3.13a) -(3.13d) has only the zero solution. Thus, the numerical scheme (3.11a)-(3.11d) admits a unique solution.
We next show that the numerical scheme satisfies a stability bound in terms of a discrete energy corresponding to Eq. (2.14).
Theorem 3.2 (Stability bound). Let u m+1 , p m+1 , X m+1 , κ m+1 be the solution to the numerical scheme (3.11a)-(3.11d). Then the following stability bound holds
It is easy to see that the following equality/inequality holds: 
, due to the interpolation errors. Nevertheless, we did observe the decay of the energy in numerical simulations, which will be shown in section 4.
The moving mesh
The fitted mesh is generated using a moving meshg method. At the mth time step (m ≥ 0), a new mesh T m+1 = N j=1ō m+1 j is obtained by adapting the mesh at the previous time step so that it fits to the newly obtained interface Γ m+1 , i.e.
(3.23)
Specifically, suppose we have solved for X m+1 on T m . This gives Γ m+1 , the numerical solution for the interface at t = t m+1 . Then we construct the new mesh T m+1 based on T m , where the mesh connectivity and topology remain unchanged. This is achieved by updating the vertices of the triangular mesh as 27) and it is used to limit the distortion of small elements. Instead of the moving mesh approach, one may use fixed mesh in the discretization [50] . This avoids the interpolation between the meshes, thus the global energy stability can be achieved. The drawback is that, at each time step, one needs to determine the intersections of the line segments of the interface with the triangles, since the computational mesh for the moving interface is decoupled from the mesh for the Naiver-Stokes equation. This is rather complicated, especially in high dimensions. Moreover, additional work needs to be done to capture the pressure jump across the interface and to ensure the area conservation in the unfitted mesh approach.
The overall procedure of the numerical method is summarised as follows. Given the initial velocity u 0 = I m 2 u 0 and the interface Γ 0 , let T 0 be a triangulation of Ω, ρ −1 = ρ 0 , and m = 0. Then (1) Solve the linear system Eq. (3.11a)-(3.11d) on T m for u m+1 , p m+1 , Γ m+1 := X m+1 and κ m+1 ;
(2) Solve Eq. (3.26) on T m for the displacement vector η, and construct the new mesh T m+1 according to Eq. (3.24);
(3) Perform interpolations from T m to T m+1 to obtain I m+1 2 u m+1 and I m+1 1 ρ m , and go to step (1) with m= m+1.
Numerical results
In this section, we present the convergence test and some numerical examples for the proposed FEM method. In the simulations, we use Re = 10, l s = 0.1 unless otherwise stated. Other parameters will be specified later. The initial velocity of the fluids is u 0 = 0. 
Convergence test
We first investigate the convergence of the proposed numerical method by carrying out simulations with different mesh sizes and time steps. The computational domain is Ω = [−1, 1] × [0, 1] (i.e. L x = L y = 1). Initially, the region occupied by fluid 1 is the rectangle Ω 1 (0) = [−0.5, 0.5] × [0, 0.25]. The parameters are chosen as ρ 1 = 0.1, β 1 = 0.1, η 1 = 10, β * = 0.1, θ Y = 2π/3 and Ca = 0.01.
Let X m (α) be the numerical solution for the interface at t = t m (m ≥ 0) obtained with the time step τ and mesh size h = 1/J Γ . We define the approximate solution in any time interval t m ≤ t < t m+1 using the linear interpolation: 
(4.2)
In Table. 1, we report the error of the numerical solution at the three different times t = 0.2, 1.0, 4.0 for the two choices of elements P2-P0 and P2-(P1+P0), respectively. We observe that the error decreases with refined mesh size and time step. However, the order of convergence is unstable. This is due to the accumulation of the errors induced in the interpolations of the density and velocity fields, which are carried out at each time step. In Fig. 3 , we present the relative area change of the droplet (left panels) and the dynamic contact angle (right panels) obtained using four different mesh sizes. The relative area change is defined as
As can be seen from the numerical results, by refining the mesh the area loss is significantly reduced for both pairs of elements. We also observe the convergence of the dynamic contact angle as the mesh is refined. A more quantitative assessment for the area change and the contact angle is provided in Table 2 , where we show the area change and the convergence of contact angle to its equilibrium value θ Y = 2π/3 after the steady state is reached (t = 4). We observe that both errors decrease as the mesh is refined. The convergence order for ∆V is about 2, and the convergence order for |θ l d − θ Y | is about 1. The later can be understood as Table 1 : Error of the numerical solution and the rate of convergence for the fluid interface modelled using the Navier-Stokes equations. h = 1/J Γ and τ are the mesh size in the discretization of the interface and the time step, respectively, where h 0 = 1/36 and τ 0 = 0.01. The numerical results are obtained using the P2-P0 elements (upper panel) and the P2-(P1+P0) elements (lower panel).
(h, τ ) e h,τ (t = 0.2) order e h,τ (t = 1.0) order e h,τ (t = 4.0) order (h, τ ) follows. By choosing the test function g h = (φ 0 (α), 0) in (3.11d), where φ 0 (α) ∈ V h is the piecewise linear function taking the value 1 at α 0 = 0 and 0 at other nodes (i.e. the hat function at α 0 ), we obtain
At the steady state, we have X m+1 = X m and ∂αX m+1
where the subscript h denotes the numerical solution at the steady state. This explains the order of convergence for the contact angle shown in Table 2 . We note that in this example (and examples below), the parameter α is chosen as the normalized arc length of the initial interface Γ(0). Thus the mesh points are evenly distributed along Γ(0). Since an implicit tangential velocity has been introduced for the interface evolution, and the mesh points tend to be uniformly distributed [53, 56] , thus the quality of the mesh is well-preserved and no re-meshing is needed in the computation. 
Numerical examples
Next we present two numerical examples. The first is similar to the one used in the convergence test but with different parameters, and the second is the transport of a droplet on solid substrate due to a surface tension gradient. The numerical results obtained using the P2-P0 elements and P2-(P1+P0) elements are indistinguishable in visualization, thus we will only present the results obtained using the P2-(P1+P0) elements.
Example 1. We first consider the evolution of a droplet on solid substrates with different equilibrium contact angles: θ Y = 2π 3 and θ Y = π 3 . The initial configuration of the droplet is given by a rectangle. The computational domain is Ω = [−1, 1] × [0, 1], which is discretized by the triangular mesh with N = 3348 triangles and J Ω = 1716 vertices; the interface contains J Γ = 120 line segments. The time step is τ = 5×10 −4 . Other parameters are chosen as ρ 1 = 10, β 1 = 0.1, η 1 = 10, β * = 0.1, and Ca = 0.1.
Snapshots of the interface and the velocity field at several times are shown in Fig. 4 and Fig. 5 for the two cases , respectively. In both cases, we can clearly observe the development of a pair of vortices in the velocity field associated with the evolution of the interface. In the dewetting case (θ Y = 2π/3), inward velocities are generated at the contact points due to the unbalanced Young stress, causing the contact points to retreat so that the contact angle converges to its equilibrium value. On the other hand, outward velocities are generated at the contact points in the wetting case (θ Y = π/3), which drives the droplet to spread on the substrate. The slip velocities along the substrate at time t = 0.1 are shown in Fig. 6 . We can observe that the slip velocity takes the maximal value (in magnitude) at the contact points in both cases.
In Fig. 7 , we show the total and kinetic energies against time. In particular, we observe the decay of the total energy in time.
Example 2. We next consider the migration of a droplet on a solid substrate with surface tension gradients. The equilibrium contact angle θ Y depends on the position of the contact point: with lower value of cos θ Y to the region with higher value of cos θ Y in order to lower the interfacial energy on the solid surface. The decay of the energy is shown in Fig. 9 . In the figure we also show the area of the droplet and the contact angles versus time. We can see that the area is very well preserved.
Stokes flow
In this section, we consider the case in which the Reynolds number is small so that the flow is modeled by the time-independent Stokes equations in Ω i (i = 1, 2), ∇p − ∇ · τ d = 0, (5.1a)
with the interface conditions on Γ, Proof.
Choosing ω h = u m+1 , q h = p m+1 , ψ h = 1 Ca κ m+1 and g h = 1 Ca (X m+1 − X m ) in (5.3a)-(5.3d), then combining the equations yields In contrast to the numerical scheme in (3.11a)-(3.11d) for the Navier-Stokes equations, the interpolation step of the velocity and density fields from T m to the new mesh T m+1 is not needed for Stokes flow. This allowed us to prove the global energy dissipation law in (5.5) . Similar work for the two-phase Stokes flow without contact lines has been done in Ref. [52] ; there the method was shown to be unconditionally stable.
Convergence test
We investigate the accuracy and the convergence rate of the numerical method using the same example in section 4.1, with the parameters β 1 = 0.1, η 1 = 10, β * = 0.1, θ Y = 2π/3, l s = 0.1 and Ca = 0.01. The numerical results are summarized in Table. 3, where the errors of the fluid interface are computed using Eq. (4.2). We can clearly observe the convergence for both P2-P0 and P2-(P1+P0) elements. The convergence rates approach 2 as the mesh is refined.
Conclusions
In this work, we have developed an efficient energy-stable numerical method for two-phase fluids with moving contact lines. The method combines the finite element method for the Navier-Stokes/Stokes equations with a semi-implicit parametric finite element method for the dynamics of the fluid interface. We used the moving mesh approach such that the evolving fluid interface remains fitted to the triangular mesh. At each time step, the new mesh is constructed based on the mesh at the previous time step by solving an elastic equation with proper boundary conditions for the displacements of the internal nodes.
The contact line condition in the model relates the dynamic contact angle of the interface to the contact line velocity. It is a non-trivial task to properly impose this condition in numerical simulations. In this work, we formulated it as a time-dependent Robin-type of boundary condition for the fluid interface so it is naturally imposed in the weak form of the governing equations.
For the Navier-Stokes equations, we showed that the numerical scheme obeys a similar energy law as the continuum model but up to an error due to the interpolation of the numerical solutions on the moving mesh. For Stokes flow, the interpolation is not needed so we were able to prove the global unconditional stability in terms of the energy. Numerical simulations have demonstrated the convergence and accuracy of the numerical methods. For Stokes flows, the convergence rate for the interface dynamics reaches about 2 as the mesh is refined. However, for Navier-Stokes equations, the numerical solution is polluted by the interpolation error, and the order of convergence is unstable.
The current work focused on systems in two dimensions. In the future, we intend to extend the numerical method to systems in three dimensions and also more challenging problems such electro-wetting, contact line dynamics on elastic substrate, etc.
