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a b s t r a c t
Let R ∈ Cm×m and S ∈ Cn×n be nontrivial unitary involutions, i.e., RH = R = R−1 6= Im
and SH = S = S−1 6= In. We say that G ∈ Cm×n is a generalized reflexive matrix if
RGS = G. The set of all m × n generalized reflexive matrices is denoted by GRCm×n. In
this paper, a sufficient and necessary condition for the matrix equation AXB = D, where
A ∈ Cp×m, B ∈ Cn×q and D ∈ Cp×q, to have a solution X ∈ GRCm×n is established, and if it
exists, a representation of the solution set SX is given. An optimal approximation between
a given matrix X˜ ∈ Cm×n and the affine subspace SX is discussed, an explicit formula for the
unique optimal approximation solution is presented, and a numerical example is provided.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we shall adopt the following notation. Cm×n denotes the set of all m × n complex matrices. UCn×n denotes
the set of all unitary matrices in Cn×n. AH and ‖A‖ stand for the conjugate transpose and the Frobenius norm of a complex
matrix A, respectively. For A, B ∈ Cm×n, we define an inner product in Cm×n : 〈A, B〉 = trace(BHA); then Cm×n is a Hilbert space.
The matrix norm ‖ · ‖ induced by the inner product is the Frobenius norm. In represents the identity matrix of size n. For
A = (aij), B = (bij) ∈ Cm×n, A ∗ B represents the Hadamard product of the matrices A and B, i.e., A ∗ B = (aijbij) ∈ Cm×n.
Throughout this paper R ∈ Cm×m and S ∈ Cn×n are nontrivial unitary involutions, i.e., RH = R = R−1 6= Im and
SH = S = S−1 6= In. We say that G ∈ Cm×n is a generalized reflexive matrix [1] if RGS = G. Let Jn = (ji,k) represent the
exchange matrix of order n defined by ji,k = δi,n−k+1 for 1 ≤ i, k ≤ n, where δi,k is the Kronecker delta, i.e., Jn is a matrix with
ones on the cross-diagonal and zeros elsewhere. By taking m = n, R = S = Jn, the generalized reflexive matrices reduce
to the centrosymmetric matrices which play an important role in many areas [2–6]. Therefore, centrosymmetric matrices,
whose special properties have been under extensive study [2,7–12], are a special case of the generalized reflexive matrices.
Chen [1] discussed applications that give rise to these matrices and considered least squares problems involving them. In
the following, we denote the set of all m× n generalized reflexive matrices by GRCm×n.
The linear matrix equation
AXB = D (1)
has been considered by many authors. In [13], Penrose provided a sufficient and necessary condition for the consistency of
this equation and, for the consistent case, gave a representation of its general solution. Yuan [14,15], Khatri andMitra [16] got
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necessary and sufficient conditions for the existence of symmetric solutions and symmetric positive semidefinite solutions,
as well as explicit formulae using generalized inverses. Wang and Chang [17] studied least squares symmetric solutions to
the equation using the generalized singular value decomposition, and a sufficient and necessary condition for its solvability
and a representation of its general solution were also established therein.
In the present paper, we will consider generalized reflexive solutions of the matrix Eq. (1), where A ∈ Cp×m, B ∈ Cn×q and
D ∈ Cp×q, and an associated optimal approximation problem:
min
X∈SX
‖X − X˜‖, (2)
where X˜ is a given matrix in Cm×n and SX is the solution set of the Eq. (1).
Using the generalized singular value decomposition, we give a necessary and sufficient condition for the Eq. (1) to have
a solution X ∈ GRCm×n and construct the solution set SX explicitly when it is nonempty. We show that there exists a unique
solution to the matrix optimal approximation problem (2) if the set SX is nonempty and present an explicit formula for the
unique solution. Clearly, the results obtained are shown to include those given in [18–20] as particular cases.
2. The solution of the matrix Eq. (1)
If λ is an eigenvalue of J ∈ Cm×m, let VJ(λ) denote the eigenspace of J corresponding to the eigenvalue λ. We will say that
a vector z ∈ Cm is R-symmetric (R-skew symmetric) if Rz = z(Rz = −z); thus, VR(1) and VR(−1) are the subspaces of Cm×m
consisting respectively of R-symmetric and R-skew symmetric vectors. Let r = dim[VR(1)], s = dim[VR(−1)]. Since a unitary
involution is diagonalizable and R 6= ±Im, we have r, s ≥ 1, and r+ s = m. Let {p1, . . . , pr} and {q1, . . . , qs} be the orthonormal
bases for VR(1) and VR(−1) respectively, and define
P = [p1, . . . , pr] ∈ Cm×r, Q = [q1, . . . , qs] ∈ Cm×s.
Then [P,Q] is a unitary matrix and R has the following spectral decomposition:
R = [P,Q]
[
Ir 0
0 −Is
] [
PH
QH
]
. (3)
Similarly, there are positive integers k and l such that k + l = n and the matrices U ∈ Cn×k and V ∈ Cn×l whose column
vectors form the orthonormal bases for the eigenspaces VS(1) and VS(−1), respectively. Thus, [U, V] is a unitary matrix and
S has the spectral decomposition:
S = [U, V]
[
Ik 0
0 −Il
] [
UH
VH
]
. (4)
In the following P,Q,U, V are always defined by (3) and (4).
(3) and (4) yield the following characterizations of m × n generalized reflexive matrices, which are the special cases of
[21, Theorem 1].
Lemma 1. G is a generalized reflexive matrix if and only if
G = [P,Q]
[
GPU 0
0 GQV
] [
UH
VH
]
, (5)
where GPU = PHGU,GQV = QHGV.
For given matrices A1 ∈ Cp×r and A2 ∈ Cp×s, let the generalized singular value decomposition (c.f. [22–24]) of the matrix
pair [A1, A2] be
A1 = MΣ1EH, A2 = MΣ2FH, (6)
where M ∈ Cp×p is a nonsingular matrix, and
Σ1 =

I 0 0
0 Λ 0
0 0 0
0 0 0

a− b
b
t − a
p− t
a− b b r − a
,
Σ2 =

0 0 0
0 Θ 0
0 0 I
0 0 0

a− b
b
t − a
p− t
c b t − a
,
E ∈ UCr×r, F ∈ UCs×s, c = s+ a− b− t, a = rank(A1), t = rank([A1, A2]) and
Λ = diag(λ1, . . . ,λb), Θ = diag(θ1, . . . , θb)
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with
1 > λ1 ≥ λ2 ≥ · · · ≥ λb > 0, 0 < θ1 ≤ θ2 ≤ · · · ≤ θb < 1, λ2i + θ2i = 1 (i = 1, . . . , b).
Likewise, for givenmatrices B1 ∈ Ck×q and B2 ∈ Cl×q, suppose that the generalized singular value decomposition of thematrix
pair [BH1 , BH2 ] is
BH1 = NΩ1KH, BH2 = NΩ2WH, (7)
where N ∈ Cq×q is a nonsingular matrix, and
Ω1 =

I 0 0
0 Γ 0
0 0 0
0 0 0

d− f
f
h− d
q− h
d− f f k− d
,
Ω2 =

0 0 0
0 ∆ 0
0 0 I
0 0 0

d− f
f
h− d
q− h
g f h− d
,
K ∈ UCk×k,W ∈ UCl×l, g = l+ d− f − h, d = rank(B1), h = rank([BH1 , BH2 ]) and
Γ = diag(γ1, . . . , γf ), ∆ = diag(δ1, . . . , δf )
with
1 > γ1 ≥ γ2 ≥ · · · ≥ γf > 0, 0 < δ1 ≤ δ2 ≤ · · · ≤ δf < 1, γ2i + δ2i = 1 (i = 1, . . . , f ).
Theorem 1. For given matrices A ∈ Cp×m, B ∈ Cn×q and D ∈ Cp×q, denote AP, AQ,UHB and VHB by A1, A2, B1 and B2, respectively.
Suppose that the GSVDs of the matrix pairs [A1, A2] and [BH1 , BH2 ] are (6) and (7). Partition M−1D(N−1)H into the following form:
M−1D(N−1)H =

D11 D12 D13 D14
D21 D22 D23 D24
D31 D32 D33 D34
D41 D42 D43 D44

a− b
b
t − a
p− t
d− f f h− d q− h
. (8)
Then the matrix Eq. (1) has a solution X ∈ GRCm×n if and only if
D13 = 0, D31 = 0, Di4 = 0, D4j = 0, for i = 1, 2, 3, 4; j = 1, 2, 3, (9)
in which case, the solution set SX can be expressed as
SX =
{
X = [P,Q]
[
Y 0
0 Z
] [
UH
VH
]}
, (10)
where
Y = E
 D11 D12Γ−1 Y13Λ−1D21 Λ−1(D22 − ΘZ22∆)Γ−1 Y23
Y31 Y32 Y33
 KH, (11)
Z = F
Z11 Z12 Z13Z21 Z22 Θ−1D23
Z31 D32∆
−1 D33
WH, (12)
and Yi3, Zi1, Y3j, Z1k (i = 1, 2, 3; j = 1, 2; k = 2, 3), Z22 are arbitrary matrices.
Proof. If X ∈ GRCm×n, it follows from Lemma 1 that there exist Y ∈ Cr×k, Z ∈ Cs×l satisfying
X = [P,Q]
[
Y 0
0 Z
] [
UH
VH
]
. (13)
Therefore, the matrix equation AXB = D has a solution X ∈ GRCm×n if and only if the equation
A1YB1 + A2ZB2 = D (14)
admits a solution (Y, Z), where Y ∈ Cr×k and Z ∈ Cs×l. Using the GSVDs of the matrix pairs [A1, A2] and [BH1 , BH2 ], the equation
of (14) is equivalent to
MΣ1E
HYKΩH1 N
H +MΣ2FHZWΩH2 NH = D. (15)
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Write
EHYK =
Y11 Y12 Y13Y21 Y22 Y23
Y31 Y32 Y33
 a− bb
r − a
d− f f k− d
, (16)
FHZW =
Z11 Z12 Z13Z21 Z22 Z23
Z31 Z32 Z33
 cb
t − a
g f h− d
. (17)
Inserting (8), (16) and (17) into (15), we get
Y11 Y12Γ 0 0
ΛY21 ΛY22Γ + ΘZ22∆ ΘZ23 0
0 Z32∆ Z33 0
0 0 0 0
 =

D11 D12 D13 D14
D21 D22 D23 D24
D31 D32 D33 D34
D41 D42 D43 D44
 .
Therefore, the above equation holds if and only if
Y11 = D11, Y12Γ = D12, ΛY21 = D21, ΘZ23 = D23, Z32∆ = D32, Z33 = D33, (18)
ΛY22Γ + ΘZ22∆ = D22, (19)
D13 = 0, D14 = 0, D24 = 0, D31 = 0, D34 = 0, D4j = 0, j = 1, 2, 3, 4. (20)
Thus, from (18)–(20) the sufficient and necessary condition (9) under which SX is nonempty and the expression of the
solution set SX are obtained. 
3. The solution of the optimal approximation problem (2)
In the preceding section we have shown that if the condition (9) is satisfied, the solution set SX is nonempty. It is easy to
verify that SX is a closed convex set in Hilbert space Cm×n. Therefore, for a given matrix X˜ ∈ Cm×n, it follows from the best
approximation theorem (See Aubin [25]) that there exists a unique solution Xˆ in SX such that ‖Xˆ − X˜‖ = minX∈SX ‖X − X˜‖.
Now, we shall focus our attention on seeking the unique solution of the optimal approximation problem (2) in SX . For the
given matrix X˜ ∈ Cm×n and any matrix X ∈ SX , we have
‖X − X˜‖2 =
∥∥∥∥∥
[
Y 0
0 Z
]
−
[
PH
QH
]
X˜[ U V ]
∥∥∥∥∥
2
= ‖Y − PHX˜U‖2 + ‖Z − QHX˜V‖2 + ‖PHX˜V‖2 + ‖QHX˜U‖2, (21)
where Y, Z are given by (11) and (12). Upon substitution, we see that
‖X − X˜‖2 =
∥∥∥∥∥∥∥
 D11 D12Γ−1 Y13Λ−1D21 Λ−1(D22 − ΘZ22∆)Γ−1 Y23
Y31 Y32 Y33
− EHPHX˜UK
∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥
Z11 Z12 Z13Z21 Z22 Θ−1D23
Z31 D32∆
−1 D33
− FHQHX˜VW
∥∥∥∥∥∥∥
2
+ ‖PHX˜V‖2 + ‖QHX˜U‖2. (22)
Write
EHPHX˜UK =
Y˜11 Y˜12 Y˜13Y˜21 Y˜22 Y˜23
Y˜31 Y˜32 Y˜33
 a− bb
r − a
d− f f k− d
, (23)
FHQHX˜VW =
Z˜11 Z˜12 Z˜13Z˜21 Z˜22 Z˜23
Z˜31 Z˜32 Z˜33
 cb
t − a
g f h− d
. (24)
It follows (22)–(24) that ‖X − X˜‖ = min if and only if
Y13 = Y˜13, Y23 = Y˜23, Y31 = Y˜31, Y32 = Y˜32, Y33 = Y˜33, (25)
Z11 = Z˜11, Z12 = Z˜12, Z13 = Z˜13, Z21 = Z˜21, Z31 = Z˜31 (26)
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and
f (Z22) := ‖Λ−1(D22 − ΘZ22∆)Γ−1 − Y˜22‖2 + ‖Z22 − Z˜22‖2 = min . (27)
Let Z22 = [zij] ∈ Cb×f , Y˜22 = [y˜ij] ∈ Cb×f ,D22 = [dij] ∈ Cb×f and Z˜22 = [z˜ij] ∈ Cb×f . From (27) we have
f (Z22) =
b∑
i=1
f∑
j=1
(
θiδj
λiγj
zij + y˜ij − dij
λiγj
)2
+
b∑
i=1
f∑
j=1
(zij − z˜ij)2. (28)
Clearly, f (Z22) is a differentiable function of bf variables zij(i = 1, . . . , b; j = 1, . . . , f ). It is easy to verify that the function
f (Z22) attains the smallest value at
zij = 1
(λ2i γ
2
j + θ2i δ2j )
(λ2i z˜ijγ
2
j + θidijδj − λiθiy˜ijγjδj) (i = 1, . . . , b; j = 1, . . . , f ). (29)
Let Φ = [ 1
λ2i γ
2
j +θ2i δ2j
] ∈ Cb×f ; then (29) may be expressed as
Z22 = Φ ∗ (Λ2Z˜22Γ 2 + ΘD22∆− ΛΘ Y˜22Γ∆). (30)
By now, we have proved the following result.
Theorem 2. Given an m × n matrix X˜, assume that the solution set SX ⊆ GRCm×n is nonempty; then the matrix optimal
approximation problem (2) has a unique solution Xˆ ∈ SX . Furthermore, let the partitions of EHPHX˜UK and FHQHX˜VW be (23)
and (24); then the unique solution Xˆ can be expressed as
Xˆ = [P,Q]

E
 D11 D12Γ
−1 Y˜13
Λ−1D21 Y22 Y˜23
Y˜31 Y˜32 Y˜33
 KH 0
0 F
Z˜11 Z˜12 Z˜13Z˜21 Z22 Θ−1D23
Z˜31 D32∆
−1 D33
WH

[
UH
VH
]
, (31)
where Z22 is given by (30) and Y22 = Λ−1(D22 − ΘZ22∆)Γ−1.
4. A numerical example
Based on Theorems 1 and 2 we can state the following algorithm.
Algorithm 1 (An Algorithm for Solving the Optimal Approximation Problem (2)).
1. Input R, S, A, B,D and X˜.
2. Form the matrices P,Q,U and V , respectively, by the orthonormal bases of eigenspaces VR(1), VR(−1), VS(1) and VS(−1).
3. Compute A1 = AP, A2 = AQ, B1 = UHB and B2 = VHB.
4. Compute the GSVDs of the matrix pairs [A1, A2] and [BH1 , BH2 ] by (6) and (7), respectively.
5. Partition matrix M−1D(N−1)H as in (8) to get Dij (i, j = 1, 2, 3, 4).
6. If the condition (9) is satisfied, then the solution set SX is nonempty and we continue. Otherwise we stop.
7. Partition matrices EHPHX˜UK and FHQHX˜VW as in (23) and (24).
8. Compute Z22 by (30).
9. Compute Y22 = Λ−1(D22 − ΘZ22∆)Γ−1.
10. Compute Xˆ according to (31).
Example 1. Let m = 8, n = 7, p = 4, q = 3. Given
R =

−0.6537 −0.1864 0.3072 0.2857 −0.2851 0.2797 −0.3271 −0.3089
−0.1864 0.8109 0.4180 −0.1165 −0.0592 −0.2980 −0.1142 0.1188
0.3072 0.4180 −0.4018 0.0647 −0.5639 0.4437 −0.1281 −0.1844
0.2857 −0.1165 0.0647 0.1009 −0.2308 −0.6321 −0.0742 −0.6574
−0.2851 −0.0592 −0.5639 −0.2308 −0.0380 −0.3560 −0.6063 0.2196
0.2797 −0.2980 0.4437 −0.6321 −0.3560 0.1194 −0.2640 0.1610
−0.3271 −0.1142 −0.1281 −0.0742 −0.6063 −0.2640 0.5971 0.2534
−0.3089 0.1188 −0.1844 −0.6574 0.2196 0.1610 0.2534 −0.5348

,
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S =

0.1345 −0.1908 −0.7237 −0.4601 −0.4275 −0.0087 0.1650
−0.1908 0.6675 0.3311 −0.5513 −0.3227 0.0145 0.0071
−0.7237 0.3311 −0.4412 0.4036 −0.0280 −0.0157 0.0898
−0.4601 −0.5513 0.4036 −0.0556 −0.3523 −0.0574 0.4370
−0.4275 −0.3227 −0.0280 −0.3523 0.1497 0.1658 −0.7337
−0.0087 0.0145 −0.0157 −0.0574 0.1658 0.9452 0.2743
0.1650 0.0071 0.0898 0.4370 −0.7337 0.2743 −0.4002

,
A =

0.5371 0.5984 0.7547 −0.1720 −0.2265 0.3253 −1.2597 −0.5686
0.2539 0.3499 0.4164 −0.1509 −0.1894 0.1563 −0.4910 −0.3253
0.6532 1.6533 1.4905 0.7335 −1.7832 −0.3601 0.3783 −1.1179
−0.1010 −0.0857 −0.2689 0.7993 0.1261 −0.2246 0.4161 −0.0077
 ,
B =

19.6222 33.6354 −16.4193
−0.1379 0.3513 −0.3301
0.1111 5.4233 13.4907
3.9559 4.0319 9.6282
−16.6806 −15.6748 −0.1265
−8.9669 −15.8480 24.3547
13.2905 24.3723 −19.3501

,
D =

−7.8173 −9.5958 5.0475
−2.5357 −2.3937 −0.2692
−11.8277 −12.3008 −10.6070
−6.8320 −10.2490 2.8678
 ,
X˜ =

1.7100 3.5100 −1.7640 1.1880 0.0540 0.2700 0
0.4860 1.2960 −0.5040 −0.1080 0.0180 0.2160 0
−2.3940 −3.2400 4.7880 0 −2.4480 2.8080 0.0540
0.3420 −0.3780 0 2.8080 −0.3600 −0.6480 0.0180
0.0540 −0.2700 −2.4480 −2.8080 4.7880 0 −2.4480
−0.0180 0.2160 0.3600 −0.6480 0 2.8080 −0.3600
0 0 0.0540 −0.2700 −2.4480 −2.8080 4.7880
0 0 −0.0180 0.2160 0.3600 −0.6480 0

.
It is easy to verify that the condition (9) holds. According to Algorithm 1, we obtain the unique solution of the optimal
approximation problem (2) as follows.
Xˆ =

0.2713 1.4017 −1.8208 2.3942 1.1827 0.2993 1.2665
0.1461 0.8696 −1.0159 −0.2833 1.7247 −1.0629 −1.1649
−0.6349 −1.2225 2.3085 −2.1812 −1.7698 0.3148 0.2522
−0.2406 −0.2939 0.5980 1.1620 −0.1355 −0.8839 −1.0451
0.8037 −0.6536 −0.4941 −1.7569 0.7952 0.5531 −0.5341
0.7276 0.8143 −0.2630 0.9589 −0.8962 1.8258 0.5931
−1.2587 0.3334 0.9202 1.2867 −0.3442 −1.9649 0.4833
0.7508 0.5646 −0.2824 0.4649 0.0695 0.3460 −1.0253

.
Also, we can figure out
‖AXˆB− D‖ = 1.7183e− 013, ‖X˜ − Xˆ‖ = 10.5148.
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