This paper examines the factors influencing the gender wage gap by using an unbalanced cross-country aggregated panel data set for a sample covering 53 economies for the period 1995-2010. Using robust estimators proposed by Lewbel (2012) to correct for heterogeneity and endogeneity, results suggest that a higher female share in the industry sector tends to widen the gender wage gap regardless of a country's development stage. While having more children widens the gender wage gap, as expected, the effect is only statistically significant for developing countries. In developed countries, more labor force participation by women seems to narrow the gender wage gap, probably due to the number of female labor market entrants taking up higher-paying service sector jobs. For developing countries, closing the gender gaps in labor force participation and education is not sufficient to achieve gender wage parity. Higher-paying jobs should be created by developing the service sector in these economies.
INTRODUCTION
The male-female wage gap is a persistent global phenomenon. In the Organisation for Economic Cooperation and Development (OECD) countries, for example, women still earn 84% of men's hourly earnings on average (OECD 2002) . Country studies consistently show that the wage gap remains even after controlling for gender differences in qualifications and type of work. Moreover, progress in closing the gap is sporadic. In the United States (US), the gap narrowed in the 1980s after a stable period following the 1960s (Blau and Kahn 2000) , but wage convergence then slowed with the gap remaining almost constant since the early 1990s (Blau and Kahn 2006) . Similar findings are presented for other advanced economies, such as Sweden's (Edin and Richardson 2002 ) and Denmark's (Datta Gupta, Oaxaca, and Smith 2006) . As the wage gap may discourage women from investing in human capital or participating in the labor market-essentially creating a vicious cycle that hinders women's future progress toward equality-understanding its root cause is important.
Gender gap studies using micro data are plentiful for both developed and developing countries, though data limitations make cross-country comparisons difficult. Wage and earning indicators tend to be developed based on country-(or region-) specific criteria that are not always comparable. For example, Blau and Kahn (2003) conducted a study looking for international comparison in gender pay gap, but their sample is limited mostly to developed economies. Weichselbaumer and Winter-Ebmer (2005) use meta-analysis to generalize the results from more than 260 country studies. We contribute to this strand of the literature by augmenting wage data compiled by the International Labour Organization (ILO) to create a data set of 53 economies during 1995-2011. Taking advantage of the panel aspects of the data, this paper models cross-country gender wage gap differences by both micro and macro-level factors. We use robust estimators following Lewbel (2012) to address heterogeneity and endogeneity issues. Further, the paper investigates if the factors influencing the gender gap behave differently across developed and developing countries to highlight developing country-specific issues and policy implications.
Results suggest that both micro and macro factors affect the gender wage gap. In particular, higher female share in the industry sector matters in widening the female workers' wage below their male counterparts. This result holds for both developing and developed countries. Meanwhile, having more children would result in widening the gender wage gap, as expected, but we find that this is significant only in developing countries. Further, for developing countries, we find that more labor market participation or more years in schooling by women alone would not lead to narrow the gender wage gap. In fact, the gender wage gap could widen as more women are recruited for low-paying jobs in developing countries. Higher-paying jobs should be created such as through developing the service sector in these economies. In developed countries, on the other hand, more labor force participation by women does seem to narrow the gender wage gap, probably due to more organized labor union made available regardless of gender and female workers taking up higher-paying service sector jobs.
The remainder of the paper is organized as follows. The next section reviews the theoretical and empirical literature analyzing gender wage differences. Section III describes the wage data set used in this paper, and discusses trends in gender wage gaps across countries and regions in this date. The fourth section presents the empirical framework, estimation strategy, and nonwage variables used in the analysis. The fifth section presents the empirical results. The final section concludes with some thoughts on policy implications.
II. THEORETICAL AND EMPIRICAL LITERATURE
The seminal work by Mincer (1974) utilizes a model of investment in human capital, and claims that the wage gap is predominantly driven by the gender productivity gap. Its empirical investigation is conducted through estimating a linear equation of wage as a function of education and variables capturing experience. In this scenario, the wage gap between different genders arises because of the difference between investments in individual human capital.
A large body of empirical literature using household-or individual-level data confirms the claim using various proxy variables. An important feature of the gender wage gap is its evolution over the life cycle as a function of labor market experience. The gender wage gap is relatively small when workers are young, and it increases with workers' age as women, on average, tend to drop out of the labor market at a younger age. In contrast, the gender wage gap for workers who work continuously full time decreases with age. An increase in aggregate productivity in professional occupations is found to play a major role in the increase in women's labor force participation, professional-occupation representation, and hours worked. Labor market experience is considered as one of the most important ones (Gayle and Golan 2011) . Variants of explanatory variables are also used to capture the so-called family gap: women who marry and have children experience a wider wage gap than unmarried women with no children (Ginther 2004 , Waldfogel 1998 , and Winder 2004 ; higher levels of occupational segregation, i.e., men and women are allocated gender-specific categories for occupations that differ in wages paid (Meyersson Milgrom, Petersen, and Snarland 2001) ; and more self-selection of women into sectors with lower wage growth (Rosholm and Smith 1996) .
The literature developed as Becker (1985) brings the increasing returns to specialization and gains from a division of labor into the picture of the gender wage gap. Becker (1985) explains gender wage gap as a Pareto efficient outcome through the intrahousehold decision on division of labor. Further extensions have been made on the time allocation between genders following Becker's work. A significant extension is the introduction of a framework, where households operate with both spouses providing time inputs instead of only one person earning wages in the labor market. Wage gap endogenously arises after selective time allocation in this framework. The major difference between earlier works, such as Becker and those that take into account the time allocation, is that the expected gender wage gap or some forms of belief in the wage gap is a determining factor in the time allocation, labor participation, and hence wages. In studies such as Chichilinsky and Frederiksen (2008) and Frederiksen (2006) , beliefs about the inferiority of women's productivity are shown to be self-fulfilling, and, in these studies, addressing endogeneity is even more important in estimating a reduced form equation.
While the productivity factors at individual and household levels have been the primary factors driving the gender wage gap variation, existing literature also identifies macro-level factors that can explain cross-country wage gap variation. Those include factors such as family-friendly policies that may have adverse effects on female wages (Datta Gupta, Oaxaca, and Smith 2006) . Also, industry structure and its demand mix for particular skill sets are important. Olivetti and Petrongolo (2014) show that differences in the service share are important determinants of the cross-country variation in women's labor market outcomes. Blau and Kahn (2003) look at the role of wage-setting institution and unionization, and find that the extent of collective-bargaining coverage in a country is significantly negatively related to the gender wage gap. The wage data used in this paper are taken from the Global Wage Report 2012 of the ILO, which publishes nominal and real wage indicators, minimum wages, and wage inequality indicators. The ILO data is augmented to achieve a sample of 53 economies for the period 1995-2010. The list of countries included in the sample is in Table 2 .
In this paper, the gender wage gap is calculated as the ratio of female to male gross average nominal monthly wages. The wage data is defined as total gross remuneration, including regular bonuses received during a specified period by all employees (wage earners and salaried employees), full-time workers, 2 and other types of employees 3 (ILO 2012) . The wage data are converted to monthly, either from annual, biannual, quarterly, weekly, daily, or hourly, data regardless of the wage calculation coverage. 4 The wage data covers all sectors, manufacturing and services, both public and private sectors; except for a small fraction of the total sample where the sample includes only earnings by workers in the private sector. For some countries, the wage data are based on the national average, while, in some, this pertains only to wages of workers employed in urban areas.
B.
Trends in Gender Wage Gap
For the 53 economies with comparable data, the wage ratio, measured as the log of average female to male monthly nominal wage, is mostly negative-female workers receive lower wages than male workers ( Figure 1 ). This is true in most developed 5 and developing economies. 6 In 2010, average female workers are paid about 17 percentage points less than their male counterparts in the world. This is an improvement from an estimated 22 percentage points difference in 2005 and 24 percentage points in 2000.
2
In some cases, "full time" refers to employees working between 30 and 40 hours per week, or more than 8 hours in a day, whereas in some, the data pertain to those employees whose working hours account for over 90% of total working hours in that industry.
3
For example, production and nonsupervisory employees in the case of the US, nonmanual workers in Sweden, and nonsupervisory employees in Indonesia. 4 There are cases where a country's wage bill is divided by the absolute number of employees, whereas in other cases, an adjustment is made for differences in the number of hours worked between employees to get the full-time equivalent. An example would be part-time workers, in which case, the rates are converted to their full-time equivalent; and part-year workers, in which case, their wages are calculated with a weight corresponding to the proportion of the year that they were counted as employees (ILO Global Wage Database 2012).
5
Developed economies here refers to high-income OECD economies, based on the July 2016 definition and groupings by the World Bank. https://datahelpdesk.worldbank.org/knowledgebase/articles/906519-world-bank-country-and-lendinggroups. The Republic of Korea has been reclassified as a developing country per the definition of the Asian Development Bank; while Mexico and Turkey are reclassified as nondeveloped countries, as both are upper-middle-income countries as of July 2016.
While the mean values all cluster below zero, female workers in developing countries are surprisingly paid more than their male counterparts compared with female workers in developed economies. Female workers in developed countries earn only about 75% of their male counterparts, whereas it is about 83% in developing countries during the period 2005-2010. The difference can be attributed to the distinctive variations in gender wage gap among developing countries (Figure 2 ). Female workers are paid the highest in Southeast Asia, and the Middle East and North Africa (MENA) region, at more than what their male workers receive, followed by those in upper-middle-income OECD countries and non-OECD Europe. The least paid can be found in Central Asia and East Asia, though the latter pertains only to data for Taipei,China and the Republic Korea. The gender wage disparity issue in the Republic of Korea is well-documented and the theoretical underpinnings that explain its occurrence abound. In addition to the large wage gap, what is more worrisome is the persistency of this gap. This is true for both developed and developing countries. Wage gap narrowed globally, but very slowly. In the US, ever since women entered the labor force, the gender wage gap has been closing. The gap narrowed in the 1980s after a stable period following the 1960s (Blau and Kahn 2000) . Since then the convergence of male and female wages has slowed. The gender wage gap has remained almost constant since the early 1990s (Blau and Kahn 2006) . Similar findings are presented for other advanced economies, such as Sweden's (Edin and Richardson 2002) and Denmark's (Datta Gupta, Oaxaca, and Smith 2006) .
In developing countries included in the sample, the trend varies across regions. In Latin America, the gap widened a bit from 81% in the 1996-2000 period to 79% in 2001-2005 then narrowed to 82% in 2006-2010, while it consistently lessened since 1996-2000 in developing Asia, non-OECD Europe, MENA, and upper-middle-income OECD. The gap narrowed the most in developing Asia and MENA in 2006 -2010 , improving by 16% since 1996 -2000 , while it stagnated in Latin America, improving only by 1.3% during the same period. In the rest of the developing economies, the gap narrowed by about 8%.
However, the narrowing of the gap in developing countries since the 1990s is slightly faster than the rate of convergence in developed countries (Figure 3 Gender Pay Gap: A Macro Perspective | 5
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IV. EMPIRICAL INVESTIGATION OF THE GENDER WAGE GAP

A. Estimation Framework
The approach we take to understanding the macro-level gender pay gaps is analogous to the microlevel Oaxaca-Blinder wage gap decomposition (Oaxaca 1973 and Blinder 1973) . That decomposition relates gender pay differences to male-female differences in observable productivity characteristicssuch as education, experience, occupation, industry, and location-and a residual. The market returns to observables are derived from estimated human capital earnings functions using micro data on workers from household or firm surveys. The residual wage gap captures the portion from compensation differences between the sexes for the same observable characteristics. While this residual is often attributed to discrimination, it also encompasses the effect of unmeasured or omitted characteristics that affect worker productivity.
However, the focus of this study is not measuring the extent of discrimination, but rather gauging how macro-level pay gaps relate to gender differences in aggregate productivity characteristics. Using the logic of the Oaxaca-Blinder decomposition, let Γ �� denote some measure of the gender earnings gap for country c at time t and � ��� the jth observable aggregate productivity difference. The relationship to be estimated takes the following form: 
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A quick look at the unconditional means of gender wage gap suggests that the gap is still significant. The usual suspects for observable characteristics that would drive the gap include (i) longer work hours associated with male workers widening the gap (Gayle and Golan 2011) ; and (ii) married female workers with child-rearing and childbearing responsibilities receiving lower wage (Ginther 2004 , Waldfogel 1998 , and Winder 2004 . Female workers tend to be younger relative to male workers across the countries, which indicates a shorter work experience widening the gap as well. Average years of schooling are included to capture productivity differences. Female concentration in lower-paying industry or occupation can widen the gap (Meyersson Milgrom, Petersen, and Snarland 2001) . The lower-paying industries, however, vary depending on the industry mix and the stage of development of a country. Expected impacts, therefore, are ambiguous.
Cross-sectional regression analyses of wage gaps require attention to data problems such as self-selection, heterogeneity, and endogeneity. Self-selection exists if the employed workers do not form a random subgroup of the sampled population, but differ systematically from those who are unemployed. However, since the wage data used in this paper are at the country level, this issue becomes less of a concern. The heterogeneity-biased estimates of the factors affecting wage rate may occur if wage per se is related to unobserved individual characteristics, such as motives or skills, that are, in turn, correlated with observed independent variables. Endogeneity becomes a problem if explanatory variables, such as public sector employment or educational choices, are not given exogenously but subject to an individual's decision and, hence, also at risk of being correlated with unobserved factors. Their impact on the wage rate is, therefore, likely to be biased if not modeled properly (Beblo et al. 2003) .
To address these issues, multiple estimation methodologies are used as well as simpler estimators. This paper contributes to the literature by applying a rigorous methodology suggested by Lewbel (2012) , which can take account of the methodological issues mentioned. This methodology implements the estimator that uses heterogeneity to do instrumental variables estimation when no or limited instruments are available.
B.
Data Descriptions Table 1 provides a descriptive statistic of the data used in the study. As discussed earlier, the gender wage gap is calculated as the ratio of female to male gross average nominal monthly wages. It is defined as total gross remuneration, including regular bonuses, received during a specified period by all employees (either wage earners or salaried employees), full-time workers, and other types of employees.
A wage ratio less than or greater than 1 indicates the presence of a gap, while a ratio of 1 indicates parity. A ratio less than 1 means women are paid lower than men, while a ratio greater than 1 indicates the opposite. Based on the sample, the average ratio of female monthly earnings relative to male is 0.78, indicating that women are paid lower than men, but there are also countries where men are paid lower than women. Women are mostly in the service sector compared with other industries, and there seems to be high labor force participation by young female workers. Female participation in part-time jobs are much higher relative to men. The wage data generally pertains to those earned by full-time workers. But, for some countries in this study (full list in Table 2 ), the wage data refers to earnings by part-time workers at their full-time equivalent. Because wages by part-time workers converted to their full-time equivalent are likely to affect average earnings, we introduced part-time employment as an additional variable. The use of parttime employment in this study is based on (i) its rapid growth in the past few decades across economies, (ii) increased participation by female workers, and (iii) policies that attempt to raise labor market flexibility in reaction to changes in the work organization within industries and to the rapid rise of the service sector. Female part-time employment has been observed to be positively correlated with gender wage gap in some economies, and the gap tends to be wider in countries where female part-time employment is higher (see, for example, Matteazzi, Pailhé, and Solaz 2013) . Part-time jobs are generally lower paid. Hence, an increase in the number of women participating in part-time jobs widens the gap.
There are cases, however, where total pay for part-time work is just as well as those working full time. To analyze if the overrepresentation of women in jobs other than full-time increases wage disparity on a wider scale, we used part-time employment data for a set of 53 economies, calculated as a ratio to total employment and covers individuals whose total working hours are less than full time. Then, we calculated the ratio of female to male part-time employment. [1998] [1999] [2000] [2001] [2002] [2003] [2005] [2006] [2007] [2008] [2009] [2010] Austria (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) Armenia (2008) Belgium ( [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] Ecuador (1995, (1998) (1999) (2000) (2001) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) Iceland (1998 -2010 ) El Salvador (2000 -2010 Ireland ( , 2006 ( -2007 ( ) Honduras (1995 ( -1999 ( , 2001 Israel ( New Zealand (1998 -2009 ) Panama (1995 -2010 Norway (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) Paraguay (1995, 1997, 1999, 2000, (2002) (2003) (2004) (2005) (2006) (2007) (2008) Poland (1997 -1999 , 2001 , 2006 , 2010 ) Peru (2001 -2009 ) Portugal (1995 -2000 -2009 China (1995 -2010 ) Switzerland (1996 , 1998 , 2000 , 2006 , 2010 Turkey (2006, 2010) United Kingdom (1997 Kingdom ( -2010 Uruguay (2000) (2001) (2002) (2003) (2005) (2006) (2007) Venezuela, Bolivarian Republic of (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) ILO explains, however, that there is no agreed international definition as to the minimum number of hours in a week that constitute full-time work. Hence, the dividing line is determined either on a country-by-country basis or using special estimations. Dividing lines are typically somewhere between 30 and 40 hours a week (ILO 2014). Thus, people who work for, say, 35 hours or more per week may be considered full-time workers, and those working less than 35 hours part-time workers. This can be a source of bias, especially when the share of part-time employment converted to full-time work is high, skewing mean wages either upwards or downwards. In the sample, the mean ratio of female to male part-time employment is 3.4, and this ratio is highest in Luxembourg at 19.8 and Austria at 9.5, and in MENA region at 3.9. In the case of Luxembourg, female part-time employment ratio is high because part-time workers can perform overtime work, which increases take-home pay, thus, encouraging more women to take part-time jobs, while balancing family and work life. Moreover, the country has high state allocations for childcare; and the marginal tax rate for working women in the household, however low, is based on the wage of the husband, discouraging women to work full time. Another potential source of bias is the coverage or work location of workers. For instance, in some European Union countries, the labor force survey covers the total population residing in other member states, but excludes foreign residents working in the country; while in others foreign workers who have stayed in the country for at least 1 year are included. This can make a sizable difference in small countries with relatively high cross-border workers, such as Luxembourg. In other countries, such as the Philippines, labor force surveys exclude residents working in other countries.
Occupation segregation also plays an important role in the disparity (Blau and Kahn 2007; and Meyersson Milgrom, Petersen, and Snarland 2001) . But, due to the lack of good data on occupations by gender for the sample countries looked at, it is difficult to determine whether the degree of movement of women through the ranks is sufficient to confirm or disprove beliefs that women are paid lower than men. To capture wage disparity across occupations, we used sector segregation, measured as the proportion of women to men working in a specific sector (agriculture, industry, or services), to determine if increased participation by women in traditionally low-paying or women-dominated industries or sectors widens the gap. The differences in wages across major sectors can provide us an idea as to the degree of occupation segregation and the role it plays on gender pay gap. Some researchers find that there is a clear wage penalty for working in female-dominated occupations or industries than in maledominated ones (see, for example, Hegewisch and Hartmann 2014, and Baron and Clark 2008) . This paper also accounts for the impact of differences in years of schooling or educational participation on the wage disparity. The examination of female participation in education from primary to advanced level of education provides an idea where, in the female worker's cycle, the wage gap is more disproportionate. While education per se does not close the gender pay gap, greater education increases overall earnings of both men and women. Generally, the gender pay gap widens for persons with advanced degrees compared with people with high school or college education. To check how this varies across gender and/or affects the gender pay gap, we looked at the years of schooling of female workers aged 25 years old and above relative to the years of schooling of male workers in the same age bracket. Data on years of schooling are taken from the August 2014 version of the Barro-Lee Educational Attainment Dataset (http://www.barrolee.com/). Work experience, most often proxied by actual age less estimated age at completion of schooling, can also affect earnings (see, for example, Mincer 1974) . But, while most literature analyzing this relationship utilizes micro data, for example, population surveys matched or combined with longitudinal data on earnings or employment records, or labor force surveys that contain data on earnings and levels of education of respondents, measures of actual experience at the macro level are hard to estimate. For lack of a better measure, we used two proxy variables to capture potential work experience or the time spent in the labor force-the relative age of the work force and fertility rate. The relative age of the work force is calculated as the ratio of young workers aged 15-24 to workers aged 15-64. A higher ratio indicates a relatively young workforce; hence, work experience tends to be lower. A lower ratio indicates a relatively aging workforce; hence, higher experience. The gender disparity among young workers would be the ratio of female to male young workers. The fertility rate can also proxy for work experience as it shows women's lifetime work behavior. There is a great body of work that analyzes the inverse relationship between the fertility rate and female labor force participation (and earnings). Generally, the greater the number of children in a family, the greater the time spent by women on childbearing and child-rearing. More often than not, women are expected to drop out of the labor force earlier and more frequently than men. A higher fertility rate means lower or disrupted work experience as it indicates an early exit by female workers from the labor force. These indicators, however, tend to be biased in the sense that they do not capture work interruptions, continuous participation, or the quality of work experience.
We also examined the effect of increased participation by women in the labor force relative to men on the wage gap. While the direction seems to be from wage rate to participation rate (Fair 1971) , in the sense that potential income creates a likely element of money illusion in the short run, female labor force participation can also affect gender wage gap, especially if most of them enter low-paying jobs or sectors.
V. EMPIRICAL RESULTS
A. Full Sample Results
Estimation bias can arise if unobserved individual characteristics which affect wages, such as motivation or ability, are correlated with the explanatory variables, such as work continuity. For example, a more intermittent worker with less motivation could earn less, if interruptions reduce remuneration.
Column (a) of Table 3 shows that, with the fixed effects estimator, only the labor force participation ratio turns out to be significant and negative. The result suggests that the wage gap widens as more female workers enter the labor market relative to male, possibly because female workers are generally paid low or have low entry rates. This result, however, may suffer from biased estimator as possible heteroskedasticity or endogeneity problems are not controlled for.
Heteroskedasticity can arise for various reasons such as variations in sample size by country or sample coverage. For example, in some countries, the wage data refers to those working in the private sector as a whole; while, in some, it refers only to those in the manufacturing sector or the industry sector as a whole, or in both industry and service sectors. Those working in the service sector may have greater variance around their conditional-mean earnings than those working in the industry sector, which is mostly comprised of manufacturing companies.
To test for the presence of heteroskedasticity in the fixed effect regression model, we run the Breusch-Pagan/Cook-Weisberg test for heteroskedasticity. The results rejected the null of constant variance and concluded the presence of heteroskedasticity. To address this, the model is fitted again using the feasible generalized least squares (FGLS) model. FGLS allows models with heteroskedasticity and autocorrelation between the error terms. Results after controlling for the heteroskedasticity using FGLS are not shown in this paper, as the results are virtually the same as the fixed effects model. The postestimation Wald test suggests, however, that the estimated coefficients are not significantly different from zero. Therefore, the FGLS does not seem to be a good estimator.
Next, endogeneity issue is tackled. Controlling for endogeneity appears important both from theoretical and empirical considerations. The endogeneity becomes a problem if explanatory variables are not given exogenously but subject to an individual's decision and unobserved characteristics that create gap in productivity, preferences, and traits. For example, if women value job flexibility more than men they may choose to accept a lower wage job but with flexible hours. The impact on the wage rate is therefore likely to be estimated with bias when using simple estimators. However, existing studies that address the issue properly are limited. We test the hypothesis of number of years in schooling and the labor force participation ratio being endogenous, for example, to expected wage gap. In this paper, a panel two-stage least squares (2SLS) regression analysis is used with expected wages and region dummy as instrumental variables (IVs).
7 Postestimation test results suggest that the gender ratio of the number of years in schooling is exogenous to the gender wage ratio in our sample.
8 This is contrary to our prior that the decision on how much education one takes up may depend on his or her perception about the return on education. But this claim may be more applicable to higher education than primary education, which is more of an issue for developed countries.
Because of this, we will only show the estimation results, where the labor force participation rate is considered to be endogenous, and expected earnings and regional dummies are shown to be valid and strong instruments. Column (b) shows the 2SLS estimation results. In addition to the experience proxy variables and the labor force participation ratio, the gender ratios in each of the economic sectors, the macro-level factor, are also found to matter in accounting for the gender wage gap variations. More entry of female workers into the industry sector relative to male workers would widen the wage gap, while its effect is opposite for the agriculture sector. This is, to some extent, as expected and consistent with the existing literature. One of the explanations for this result in the industry sector may be the lower unionization rate of female workers, which leads to weaker bargaining power by female workers for higher pay (Blau and Kahn 2003) . The negative effects entering to the service sector may be due to the underdeveloped sector offering low-paying jobs for female workers.
While the postestimation tests validate the choice of instrumental variables, and the estimation results appear intuitive, limitations remain. The expected wage gap and regional dummy were used as the IVs in the second 2SLS regression, and left out other important unobservable variables; hence, the estimates are likely to be mismeasured. Also, other variables such as proximity to schools, or parent's education that are likely to affect levels of education, are not available for the set of countries we looked at, hence, not modeled into the equation, increasing the degree of heteroskedasticity in the error process. To address the issue of unobserved heterogeneity and lack of instruments, we fit the model further using Lewbel's (2012) method.
Lewbel's technique allows the identification of structural parameters in regression models with endogenous or mismeasured regressors in the absence of traditional identifying information, such as external instruments or repeated measurements. A common feature in many models is when regressors are correlated with the error term due to an unobserved common factor. The greater the degree of heteroskedasticity in the error process, the higher will be the correlation of the generated instruments with the included endogenous variables. Unlike single-equation IV regression models, Lewbel's (2012) method can be applied: (i) when no external instruments are available, and/or (ii) to supplement external instruments to improve the efficiency of the IV estimator.
7
The expected wage is constructed as the wage gap of one period ahead, t+1. Wooldridge's score test of exogeneity, F-statistics for joint significance, Cragg and Donald (1993) Instrumental variables (IV) specified Not applicable The results, with the robust option, are in Table 3 , columns (c) and (d). The data is standardized prior to the estimations so the country fixed effects are controlled for. The results in column (c) are with the additional instrument, and those in column (d) are the estimation results using only the internally generated instruments. The Hansen J statistic for overidentification accepted the null, giving us the confidence that the instruments set are appropriate. The estimation results show the indicators to be more precisely estimated now as the standard errors are much smaller using Lewbel's (2012) method.
When we use the Lewbel estimator that can control for the heterogeneity, heteroskedasticity, and endogeneity issues at the same time, the employment in the service and agriculture sectors and the young worker ratio are no longer significant indicating some mismeasurement. Only three variables, the ratios of part-time workers, ratio of employment in the industry sector, and fertility rate, turned out to be robust and are consistently significant in explaining the gender wage gap. This result indicates that simultaneously controlling for the endogeneity and heteroskedasticity is crucial, which could not have been done by the three estimators used previously. Relatively more female in part-time position in the industry sector and having more births would widen the wage gap. The results are generally consistent with what we expect.
The comparison of the results of the four different estimators confirms that controlling for mismeasurement and biases is crucial in understanding the factors driving the gender wage gap. The results can identify the driving factors only after the methodological issues are properly controlled for. The results suggest that both micro-and macro-level factors are important in explaining the cross-country variations in gender wage gap; namely, the ratio of industry sector employment and the fertility ratio.
B. Does Level of Development Matter?
We then divide the sample into developed and developing countries to examine if the factors affecting the gender wage gap vary across different income groups or the levels of development. The results are intuitive and interesting. The Lewbel (2012) estimation results are in Table 4 . Consistent with the results for the whole sample, Table 4 shows that relatively more female workers in the industry sector widen the gender wage gap regardless of the income levels of the country though the effect appears larger in developed country subsample (column a). The fertility rate, on the other hand, seems to matter only in the developing country group (column b). In the developing country group, the higher the average birth rate, the lower the average income is of female workers relative to male workers, but this is not evident with the developed country sample.
In addition, there are findings that were not evident in the whole sample results. In the developed country sample, both relatively more young female workers and also higher female labor force participation ratio would lead to higher gender pay gap. Given that the pay gap is mostly negative, i.e., female workers are paid less, more entry of female workers means closing of this pay gap. This is probably due to some high-skilled high-paid professions that female workers take up in developed countries, such as in the areas of financial and legal sectors. The service sector as a whole is not found to be significant, probably because the sector includes lower-paying jobs, such as in retail or medical care sectors.
On the other hand, in the developing country group, relatively more female workers in the labor market would lead to wider wage gap. This is consistent with the negative coefficient for fertility rate, which causes a break in female workers' career and shorter work experience. Another notable finding is the negative impact of the years of schooling. For the developing country group, more years spent in school does not seem to help the girls to close the pay gap. This could be due to overeducated workers in jobs that offer very low returns to education and that underwent little technological change (see, for example, Mehta et.al. 2011 ); skills mismatch; or job polarization induced by technological changes that eliminate jobs in the middle of the wage distribution (Mehta et al. 2009 ). 
VI. CONCLUSION AND POLICY IMPLICATIONS
This paper examines the gender wage gap using average wage data at the country level for a sample of 53 economies spanning over the period 1995-2010. It contributes to the literature by covering both developed and developing economies, and examining both microeconomic and macroeconomic factors affecting the gender wage gap. Robust estimators such as Lewbel (2012) are used to address empirical issues to uncover unbiased findings-factors affecting the wage gap after addressing heterogeneity and endogeneity issues. The unbiased estimators suggest that both micro and macro factors affect the gender wage gap, and that in particular, a higher female share in the industry sector is a significant factor dampening the female workers' wage below their male counterparts. This result is robust and holds both for developed and developing economies; the result is consistent with the existing studies. One of the reasons for this to happen is often unorganized labor unions for female workers in low-technology industry sector, which is usually the first place for female workers to find their jobs either moving from the agriculture sector or from household work. Male workers tend to be better placed to negotiate their pay with the employers than their female counterparts.
Meanwhile, having more children would widen the gender wage gap as expected, but this result can only be found in developing countries while it is not the case for developed countries. Further, for developing countries, we find that more labor market participation or more years of schooling by women alone would not lead to narrow the gender wage gap. These results point to issues related to industry structure and job quality. Higher-paying jobs should be created through developing the service sector, for example, in these economies. Otherwise, more years in school would not narrow the pay gap. In developed countries, on the other hand, more labor force participation by women does seem to narrow the gender wage gap, probably due to female workers entering the labor market to take up higher-paying service sector jobs, which tend to be available only in selected developed economies. For some countries, the aggregation depends on available data. In cases where there are only one or two data points per year, the monthly wage is based on the available data or is derived as the average of two data points. In cases where there are two overlapping similar wage series, the data are spliced by applying the growth rate of one series to the preferred or longer series.
As most countries have incomplete data sets, all wage data used are standardized to the degree possible to allow comparability across countries and regions. Nominal monthly wage data reported in index terms are excluded from the analysis. For countries that report more than one series of wage data, preference is given to those sourced from national sources. If unavailable, those from other sources, such as the International Labour Organization (ILO) and Eurostat, in the case of European Union member and candidate countries, are used. The data generally covers all types of workers and sectors. For some countries, the data refer to those working in the private sector as a whole; while for some, it refers only to those in the manufacturing sector, industry sector, or in both industry and service sectors. In terms of firm size, most countries did not report it. But those that did, the firm size is mostly 10 employees up. For countries that gave the same response or category for employment cover, sector, and firm size, for all wages series provided, preference is given to the longer series.
The wage generally pertains to those aged 15 and above, but for some countries, this includes those aged 12-14. This indicator pertains to the number of individuals whose total working hours is less than "full time," as a proportion of total employment by gender. For countries with one missing data point, such as Argentina, Ecuador, Panama, Paraguay, and Uruguay, the part-time ratios are estimated using the average of the ratios at t-1 and t+1.
ILO. Key Indicators of the Labour Market, 8th edition
Sector employment (SEC i,t ):
Ratio of share of female workers in services to share of male workers in services (servemployratioln)
Ratio of share of female workers in industry to share of male workers in industry (indemployratioln) This is the ratio of female to male employment in the agriculture, service, or industry sectors (calculated as the share of female employment in a specific sector to total female employment) in the same sector (calculated as the share of male employment in a specific sector to total male employment). For countries with one missing data point, such as Argentina, Ecuador, Panama, Paraguay, and Uruguay, the sector employment ratios are estimated using the average of the ratios at t-1 and t+1. Ratio of female to male average years of schooling (yrschln) This is the ratio of female to male average years of schooling attained by those aged 25 years and above.
Calculations:
The original data set is presented in 5-year intervals. The annual series are extrapolated using the compounded annual growth rate approach. For a more detailed discussion about the estimation methodology, see Barro and Lee (2013 This refers to total births per woman. Total fertility rate represents the number of children that would be born to a woman if she were to live to the end of her childbearing years and bear children in accordance with age-specific fertility rates of the specified year. 
