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Abstract
A (k, r)-arc is a set of k points of a projective plane such that some r, but no r + 1 of them, are collinear. The maximum size of a
(k, r)-arc in PG(2, q) is denoted by mr(2, q). In this paper we prove that mr(2, q)(r − 1)q + r − (q + 3)/2 for r > (q + 3)/2 and
q = 17, 19, 23, 29.As a consequence the nonexistence of 34 three-dimensional codes over GF(q), q = 17, 19, 23, 29, is proved.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Projective plane; Arc; Blocking set; Linear codes
1. Introduction
Let GF(q) denote the Galois ﬁeld of q elements and V (3, q) = {(a1, a2, a3)|ai ∈ GF(q)} be the respective vector
space of row vectors of length three with entries in GF(q). With the vector space V (3, q) we associate a combinatorial
structure PG(2, q) consisting of points and lines. The points of PG(2, q) are the one-dimensional subspaces of V (3, q).
The lines of PG(2, q) are the two-dimensional subspaces of V (3, q). The point P is said to belong to (or lie on) the
line L if and only if P is a subspace of L. PG(2, q) is called the projective geometry of dimension two over GF(q).
The projective geometry PG(2, q) is called also a projective plane over GF(q). The points of PG(2, q) are the
non-zero vectors of V (3, q) with the rule that X= (a1, a2, a3) and Y = (a1, a2, a3) represent the same point, where
 ∈ GF(q)\{0}.
The next elementary properties of PG(2, q) are well known:
(i) the number of points is q2 + q + 1;
(ii) any two points lie on exactly one line;
(iii) each line contains exactly q + 1 points;
(iv) each point lies on q + 1 lines.
Deﬁnition 1.1. A (k, r)-arc is a set of k points of a projective plane such that some r, but no r+1 of them, are collinear.
The maximum size of a (k, r)-arc in PG(2, q) is denoted by mr(2, q).
Deﬁnition 1.2. An {l, n}-blocking set S in PG(2, q) is a set of l points such that every line of PG(2, q) intersects S in
at least n points, and there is a line intersecting S in exactly n points.
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Note that a (k, r)-arc is the complement of a {q2 + q + 1 − k, q + 1 − r}-blocking set in a projective plane and
conversely.
Deﬁnition 1.3. Let M be a set of points in any plane. An i-secant is a line meeting M in exactly i points. Deﬁne i as
the number of i-secants to a set M.
The i satisfy the next three diophantine equations in any projective plane, which are known as the standard equations
[5].
Lemma 1.1. For any set of k points in PG(2, q) the following hold:
1.
∑q+1
i=0 i = q2 + q + 1,
2.
∑q+1
i=1 ii = k(q + 1),
3.
∑q+1
i=2 i(i − 1)i = k(k − 1).
2. The nonexistence of some arcs in PG(2, q)
In [2,1] the next theorem is proved:
Theorem 2.1. Let K be a (k, r)-arc in PG(2, q) where q is prime.
1. If r(q + 1)/2 then mr(2, q)(r − 1)q + 1.
2. If r(q + 3)/2 then mr(2, q)(r − 1)q + r − (q + 1)/2.
For r=(q+3)/2 the bound is achieved by theBarlotti construction [3]. In this paperwe shall prove that if r > (q+3)/2
then mr(2, q)(r − 1)q + r − (q + 3)/2 for q = 17, 19, 23, 29.
Theorem 2.2. Let K be a (k, r)-arc in PG(2, q) with r > (q + 3)/2 and q = 17, 19, 23, 29. Then
mr(2, q)(r − 1)q + r − (q + 3)/2.
Proof. Finding a maximum ((r − 1)q + r − (q + 1)/2, r)-arc is equivalent to ﬁnding a {q2 + q + 1− (r − 1)q − r +
(q + 1)/2, q + 1 − r}-blocking set B. Since
q2 + q + 1 − (r − 1)q − r + (q + 1)/2 = (q + 1)(2q + 3 − 2r)
2
then B is a {(q + 1)(2q + 3 − 2r)/2, q + 1 − r}-blocking set.
From the proof of Theorem 3.1 in [2] the following slight improvement of [2, Theorem 4.2] holds (for more details
see also [2] Lemmas 5.4, 6.7 and 6.8).
Theorem 2.3. Let B be an {l, n}-blocking set in PG(2, q) (q a prime).
(1) If n<q/2 and q > 3, then ln(q + 1) + (q + 1)/2.
(2) If l = n(q + 1) + (q + 1)/2, then each point of B has exactly (q + 3)/2 lines through it that are not n-secants
and exactly (q − 1)/2 lines that are n-secants. So the total number of n-secants is l(q − 1)/2n.
Applying Theorem 2.3 for a {(q + 1)(2q + 3 − 2r)/2, q + 1 − r}-blocking setB it follows that the total number of
(q + 1 − r)-secants is
T = (q
2 − 1)(2q + 3 − 2r)
4(q + 1 − r) .
Let t be the length of the longest secant for the blocking set B.
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If t = q + 1 then B contains a line and we can apply the next theorem (this is Theorem 2.5 in [2]):
Theorem 2.4. LetB be an {l, n}-blocking set in PG(2, q) that contains a line. If (n−1, q)=1, then |B|= lq(n+1).
It follows from this theorem that if t = q + 1 then |B|q(q + 2 − r), which cannot occur since r > (q + 3)/2 ⇐⇒
0> 1 − r + (q + 1)/2 ⇒ l = q2 + 2q − rq >q2 + 2q + 1 − rq − r + (q + 1)/2 = (q + 1)(2q + 3 − 2r)/2 = |B|.
If 3(q + 1)/2 − r < tq then considering lines through a point on the longest secant but not in B, B must have at
least q(q + 1 − r) + t points. Now we have a contradiction, since t > 3(q + 1)/2 − r ⇒ q(q + 1 − r) + t > q(q +
1) − qr + 3(q + 1)/2 − r = (q + 1)(2q + 3 − 2r)/2.
Let
ti = 3q + 12 − r − i, i = 0, 1, . . . ,
q − 1
2
.
Now consider the intersection of the (q + 1 − r)-secants with the longest secant.
Let t = ti . Suppose that P is a point on a ti-secant l and P is not inB. Of the q other secants that P is on, let s of them
be (q + 1 − r)-secants and q − s be longer secants. Then
|B| ti + s(q + 1 − r) + (q − s)(q + 2 − r) = ti + q(q + 2 − r) − s,
so that
|B| − ti = q(q + 2 − r) − q + iq(q + 2 − r) − s
making sq − i. Then by Theorem 2.3 (2),
q+1−r ti
q − 1
2
+ (q + 1 − ti )(q − i) = Mi .
The inequality
Mi >T (1)
is equivalent to
f (r) = 2(q − 2i + 1)r2 − (3q2 − 8iq + 6q + 4i2 − 8i + 3)r
+ q3 + 4q2 + 3q − 4iq2 + 4i2q − 8iq + 4i2 − 4i < 0.
It is clear that if f ((q + 5)/2)< 0 and f (q − 1)< 0 for some values of i, then for these values condition (1) will be
fulﬁlled for r = (q + 5)/2, . . . , q − 1 and we shall have a contradiction.
f
(
q + 5
2
)
< 0 ⇐⇒ 2(q − 3)i2 − (q − 3)2i − q2 + 4q + 5< 0, (2)
f (q − 1)< 0 ⇐⇒ 8i2 − 16i − q2 + 4q + 5< 0. (3)
The solutions of inequalities (2) and (3) are as follows:
i ∈
(
(q − 3)2 −√q4 − 4q3 − 2q2 − 52q + 201
4(q − 3) ,
(q − 3)2 +√q4 − 4q3 − 2q2 − 52q + 201
4(q − 3)
)
,
i ∈
(
1 − 1
4
√
2q2 − 8q + 6, 1 + 1
4
√
2q2 − 8q + 6
)
.
It is easy to show that
1 − 1
4
√
2q2 − 8q + 6< 0 and (q − 3)
2 −√q4 − 4q3 − 2q2 − 52q + 201
4(q − 3) < 0
for q7.
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Let now
i1 = 1 + 14
√
2q2 − 8q + 6, i2 = (q − 3)
2 +√q4 − 4q3 − 2q2 − 52q + 201
4(q − 3) .
When q7 the inequality i1 i2 is equivalent to
q4 − 4q3 − 6q2 + 4q + 5 = (q − 1)(q − 5)(q + 1)20.
The last inequality is fulﬁlled for q7 and so for each q7 inequalities (2) and (3) are true when 0 i < 1 +
1
4
√
2q2 − 8q + 6.
Furthermore
1 + 1
4
√
2q2 − 8q + 6 q − 5
2
⇐⇒ (q − 5)(q − 19)0. (4)
Hence
i1 = 1 + 14
√
2q2 − 8q + 6 q − 5
2
for q19. (5)
Let i = (q − 3)/2. In this case we shall use the standard equations for the set B. Let x = q−r+1, y = q−r+2,
z = q−r+3, a1 = q − r + 1, b1 = q − r + 2, c1 = q − r + 3, a2 = (q − r + 1)(q − r), b2 = (q − r + 2)(q − r + 1)
and c2 = (q − r + 3)(q − r + 2). Then the standard equations are∣∣∣∣∣∣∣
x + y + z = q2 + q + 1,
a1x + b1y + c1z = (q + 1)2(q − r + 3/2),
a2x + b2y + c2z = (q + 1)(q − r + 3/2)((q + 1)(q − r + 3/2) − 1).
The unique solution of this system is
x = [q2(4r − 7) − 4q(r2 − 4r + 3) + 3]/8,
y = [4qr2 − 4q(q + 3)r + 9q2 + 12q + 3]/4,
z = [q2(4r − 3) − 4q(r − 1)2 − 1]/8.
Let us consider the function
g(r) = 4qr2 − 4q(q + 3)r + 9q2 + 12q + 3.
This function increases when (q + 3)/2<r <q. Therefore g(r)g(q − 1) = −7q2 + 28q + 3< 0 if q5. So
y = q−r+2 < 0, a contradiction.
Let i= (q −1)/2.We shall use again the standard equations for the setB. Let x=q−r+1, y=q−r+2, a=q − r +1,
b = q − r + 2, c = (q − r + 1)(q − r) and d = (q − r + 2)(q − r + 1). Then the standard equations are∣∣∣∣∣∣∣
x + y = q2 + q + 1,
ax + by = (q + 1)2(q − r + 3/2),
cx + dy = (q + 1)(q − r + 3/2)((q + 1)(q − r + 3/2) − 1).
From the ﬁrst two equations we obtain
x = −q
2 + 2q(1 − r) − 1
2
, y = 3q
2 + 2q(2 − r) + 1
2
.
The difference between the left-hand side and the right-hand side of the third equation now is
D(r) = qr2 − q(q + 2)r + 3q2/4 + q + 1/4.
The functionD(r) is an increasing function when (q+3)/2<r <q.HenceD(r)D(q−1)=(−9q2+16r+1)/4< 0
when q > (8 + √73)/9 ≈ 1.83 and so the system of standard equations has no solutions.
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On the basis of our observations up to now we can conclude that
mr(2, q)(r − 1)q + r − (q + 3)/2
for r > (q + 3)/2 and 7q17.
If q19 then i1(q − 5)/2 (see (5)) and we have to check directly only the cases when
i1 i
q − 5
2
.
For q = 19, 23, 29 the results are as follows.
If q=19 then i1=7, (q−5)/2=7 and condition (1) is fulﬁlled for i=7 and r =12, . . . , 17. If r =18 thenM7=225,
T = 225 and inequality (1) is not satisﬁed for i = 7. Then t7 = 5 and the respective system of standard equations in
unknowns 2, 3, 4 and 5 is∣∣∣∣∣∣∣
2 + 3 + 4 + 5 = 381,
22 + 33 + 44 + 55 = 1000,
22 + 63 + 124 + 205 = 2450.
The solution of this system in terms of 5 is
2 = 511 − 5, 3 = −498 + 35, 4 = 368 − 35.
But now 3 + 4 = −130 and we have a contradiction.
If q = 23 then i1 = 1 +
√
55 ≈ 8, 41, (q − 5)/2 = 9 and we check directly that inequality (1) is fulﬁlled for i = 9
and r = 14, . . . , 21. If r = 22 then M9 = 321, T = 330 and inequality (1) is not satisﬁed for i = 9. Then t9 = 5 and the
respective system of standard equations in unknowns 2, 3, 4 and 5 is∣∣∣∣∣∣∣
2 + 3 + 4 + 5 = 553,
22 + 33 + 44 + 55 = 1440,
22 + 63 + 124 + 205 = 3540.
The solution of this system in terms of 5 is
2 = 768 − 5, 3 = −764 + 35, 4 = 549 − 35.
It follows now that 3 + 4 = −215 and we have a contradiction.
If q = 29 then i1 = 1 +
√
91 ≈ 10, 54, (q − 5)/2 = 12 and we check directly that inequality (1) is fulﬁlled for
i = 11, 12 and r = 17, . . . , 27. If r = 28 then M11 = 516, M12 = 495, T = 525 and inequality (1) is not satisﬁed for
i = 11, 12. If i = 11 then t11 = 6 and the respective system of standard equations in unknowns 2, 3, 4, 5 and 6 has
no solutions in nonnegative integers. More precisely, the standard equations are∣∣∣∣∣∣∣
2 + 3 + 4 + 5 + 6 = 871,
22 + 33 + 44 + 55 + 66 = 2250,
22 + 63 + 124 + 205 + 306 = 5550.
The solution of this system in terms of 5 and 6 is
2 = 1251 − 5 − 36, 3 = −1268 + 35 + 86, 4 = 888 − 35 − 66.
From 3 + 40 it follows that 6190. However, 40 implies that 6148 and we have a contradiction.
If i = 12 then t12 = 5 and the respective system of standard equations in unknowns 2, 3, 4 and 5 is∣∣∣∣∣∣∣
2 + 3 + 4 + 5 = 871,
22 + 33 + 44 + 55 = 2250,
22 + 63 + 124 + 205 = 5550.
570 R. Daskalov / Discrete Mathematics 308 (2008) 565–570
The solution of this system in terms of 5 is
2 = 1251 − 5, 3 = −1268 + 35, 4 = 888 − 35.
It follows now that 3 + 4 = −340 and we have a contradiction again. 
Remark. For q =31, an analogous result is obtained for (q +3)/2<r <q −1. The only unresolved case is r =q −1.
3. The related linear codes
Let GF(q) denote the Galois ﬁeld of q elements, and let V (n, q) denote the vector space of all ordered n-tuples over
GF(q). A linear code C over GF(q) of length n and dimension k is a k-dimensional subspace of V (n, q). The vectors
of C are called codewords. The Hamming distance between two codewords is deﬁned to be the number of coordinate
places in which they differ. Theminimum distance of a code is the smallest of the distances between distinct codewords.
Such a code is called an [n, k, d]q -code if its minimum Hamming distance is d. The code C is called projective if no
two coordinate functions on C are scalar multiples of each other.
A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the
other two and q ﬁxed. Two versions are:
Problem 1. Find dq(n, k), the largest value of d for which there exists an [n, k, d]q -code.
Problem 2. Find nq(k, d), the smallest value of n for which there exists an [n, k, d]q -code.
A code which achieves one of these two values is called optimal.
The Griesmer bound states that
nq(k, d)gq(k, d) =
k−1∑
j=0
 d
qj
	.
Codes with parameters [gq(k, d), k, d]q , are called Griesmer codes.
There is a close relationship between (n, r)-arcs in PG(2, q) and [n, 3, d]q -codes, given by the next theorem [4].
Theorem 3.1. There exists a projective [n, 3, d]q -code if and only if there exists an (n, n − d)-arc in PG(2, q).
We know also that every Griesmer code with dqk−1 is projective [4]. Let d = (r − 1)q − (q + 1)/2 and (q +
3)/2<r <q. Since d	 + d/q	 + d/q2	 = (r − 1)q + r − (q + 1)/2, using Theorems 2.2 and Theorem 3.1 we can
formulate the following:
Corollary 3.1. There do not exist Griesmer codes with parameters
[(r − 1)q + r − (q + 1)/2, 3, (r − 1)q − (q + 1)/2]q ,
where (q + 3)/2<r <q and q = 7, 11, 13, 17, 19, 23, 29.
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