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Abstract
In order to gain a deeper understanding of the Standard Model of particle physics and test its
limitations, it is necessary to carry out accurate calculations to compare with experimental
results. Event shapes provide a convenient way for compressing the extremely complicated
data from each collider event into one number. Using effective theories and studying the
appropriate limits, it is possible to probe the underlying physics to a high enough precision
to extract interesting information from the experimental results.
In the initial sections of this work, we use a particular event shape, C-parameter, in
order to make a precise measurement of the strong coupling constant, αs. First, we compute
the e+e− C-parameter distribution using the Soft-Collinear Effective Theory (SCET) with a
resummation to N3LL′ accuracy of the most singular partonic terms. Our result holds for C
in the peak, tail, and far-tail regions. We treat hadronization effects using a field theoretic
nonperturbative soft function, with moments Ωn, and perform a renormalon subtraction
while simultaneously including hadron mass effects.
We then present a global fit for αs(mZ), analyzing the available C-parameter data in
the resummation region, including center-of-mass energies between Q = 35 and 207 GeV.
We simultaneously also fit for the dominant hadronic parameter, Ω1. The experimental
data is compared to our theoretical prediction, which has a perturbative uncertainty for the
cross section of ' 2.5% at Q = mZ in the relevant fit region for αs(mZ) and Ω1. We find
αs(mZ) = 0.1123 ± 0.0015 and Ω1 = 0.421 ± 0.063 GeV with χ2/dof = 0.988 for 404 bins
of data. These results agree with the prediction of universality for Ω1 between thrust and
C-parameter within 1-σ.
The latter parts of this study are dedicated to taking SCET beyond leading power in
order to further increase the possible precision of calculations. On-shell helicity methods
provide powerful tools for determining scattering amplitudes, which have a one-to-one cor-
respondence with leading power helicity operators in SCET away from singular regions of
phase space. We show that helicity based operators are also useful for enumerating power
suppressed SCET operators, which encode subleading amplitude information about singu-
lar limits. In particular, we present a complete set of scalar helicity building blocks that
are valid for constructing operators at any order in the SCET power expansion. We also
describe an interesting angular momentum selection rule that restricts how these building
blocks can be assembled.
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Title: Professor of Physics
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Chapter 1
Introduction
1.1 Effective Theories
Physics lives at many different scales. There are hierarchies in energy, distance, time and
numerous other measurables. We have to apply very different intuition and reasoning at
each scale that we study. By focusing only on the degrees of freedom that are important for
the physical system we want to study, we can simplify the physics to its core components.
When looking at gravity in the galaxy, we can treat the stars and planets as mere pointlike
objects. In the physics of our everyday life, we do not care about the individual motion of
atoms inside a baseball. As we zoom in further, atoms and even nuclei can no longer be
viewed as having simple pointlike interactions with each other. Our comprehension for the
physics that governs everyday scales is not appropriate for understanding the interactions
that take place between fundamental particles on the order of 10−15 meters. At this scale,
physics is governed by field theory, specifically the standard model, made up of matter and
the forces of Quantum Chromodynamics (QCD), Quantum Electrodynamics (QED), and
the weak force.
The field theories that directly govern the Standard Model can be computationally
intractable. Due to this, we turn to effective theories to isolate the most important physical
aspects of a system. A key component of an effective field theory is a definite power counting:
the ability to expand in a small power counting parameter that allows us to control the size
of corrections to our calculation. Often times, this power counting parameter is related to
an energy scale. If we are studying dynamics at a particular energy scale µ, we do not need
the detailed behavior of the system at a much higher energy Q  µ and can expand our
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theory in µ/Q. By doing this expansion, we pick out only the most important degrees of
freedom for the process we are studying, and capture the leading (and most crucial) part
of the calculation.
Particle colliders are our most powerful tool for probing physics at the high energy (or
short distance) scales that are governed by the strong force, QCD. In addition to a plethora
of data from older colliders such as LEP and the Tevatron, there are large amounts of data
coming out of the LHC every day. In many cases, the precision of the experimental mea-
surement exceeds the accuracy of a theoretical prediction for that measurement. Effective
theories provide a controlled way of approaching calculations to higher precision. Addition-
aly, every collision has a variety of scales associated with it. These include the center of
mass energy (usually denoted Q), the masses mi of the particles involved in the collision
(both incoming and outgoing), as well as many different measurements of the separation
between particles, which can be converted into effective energies for the groups of particles
known as jets. These hierarchies of scales lend themselves naturally to an effective field
theory approach. In the rest of this section, we will introduce a specific type of measure-
ment at colliders and discuss Soft-Collinear Effective Theory (SCET), an effective theory
that has proved fruitful for making high precision calculations for collider measurements.
These tools are the basis for the work done in the remainder of this thesis. The broad
goal is to use and improve SCET in order to push the precision boundary for theoretical
predictions of collider physics. First, we will apply SCET to increase precision on the
calculation of the C-parameter cross section, with the result of improving the accuracy of
the measurement of the strong coupling. Then, we will develop a formalism using helicity
operators which will simplify applying the SCET power expansion to cross sections at
subleading power in a well controlled way.
1.2 Event Shapes at Particle Colliders
Particle colliders provide detailed particle tracking data on a scale that is not feasible to
deal with individually. Rather than computing theoretical results for individual particle
tracks and motion, it makes sense to combine this information into one number for each
collision, called an event shape. These observables are designed to measure the geometrical
properties of momentum flow for a collision event. The classic example of an event shape
16
Multijet Limit:
⌧ ! 1
2
⌧ ! 0
Dijet Limit:
Figure 1-1: Schematic drawing of particle flow in two limits of thrust. As τ → 0, the
particles are all closely aligned in two back-to-back jets. As τ → 1/2, the particles cover
the full region of phase space in the multijet region
is thrust in e+e− colliders [2], which we will take to be
τ = 1− T = min
~n
(
1−
∑
i |~n · ~pi|∑
j |~pj |
)
, (1.1)
where the sum is over all of the particles in an event and ~n is called the thrust axis. It
follows from the above equation that 0 ≤ τ ≤ 1/2 and we can see that these two limits give
very different kinematic structures for the event. As τ → 0, all of the particles are aligned
with the thrust axis and the event will be two thin back-to-back dijets. As τ → 1/2, the
particles are spread over all available phase space, creating a spherical event. The different
structure of the particle flow in the two extremes is illustrated in Fig. 1-1. While the exact
limits are unique to thrust, the idea behind all event shapes is to separate such geometric
regimes using one number. Additionally, we will focus in this work on event shapes that go
to zero in the dijet limit.
Experimentally, we can measure the differential cross section as a function of this event
shape,
dσ
dτ
, counting how many events occur for a given range of thrust values. An example
of this data is show in Fig. 1-2, with the experimental values taken from SLD [3], L3 [4],
DELPHI [5], OPAL [6] and ALEPH [7]. In this plot we can see the typical form that event
shape cross sections take at e+e− colliders. For small values of τ , we are in the peak region,
where the physics is dominated by nonperturbative effects. This region can be roughly
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Figure 1-2: Plot of thrust data from various e+e− collider experiments. The colors in-
dicate different experiments and the error bars are a combined statistical and systematic
uncertainty.
defined by Qτ & ΛQCD. To the right of this, we have the tail region, where τ is still small,
but is out of the regime where nonperturbative physics dominates. Finally, there is the
far-tail, where τ ∼ 1/2.
Like many event shapes, it is interesting to study the limit where thrust goes to zero,
which forces us into the dijet configuration. In this limit, all of the particles in the event
are either collinear, meaning that they lie extremely close to one of the two jets, or soft,
meaning that their energy is low enough that they contribute only negligibly to the value
of thrust. If we perform a fixed order calculation of the cross section, it will contain logs of
thrust, which come suppressed by the strong coupling constant as
dσ
dτ
∼ αns
1
τ
log2n−1 τ for
various integers n > 0. These logs capture the singular behavior of QCD in the soft and
collinear limits. As we move to smaller τ , theses logs become more and more important.
At some point, the value of log τ will be large enough that αs log τ ∼ 1. Once this happens,
a fixed order expansion in αs is no longer enough to capture the leading behavior of the
distribution, as if we truncate all terms of O(αns ) we are potentially missing large pieces of
the form αns
1
τ
log2n−1 τ . To appropriately deal with these pieces, we need to sum the entire
tower of logs, using a process known as resummation. In order to understand the various
orders of resummation, we can look at a schematic expansion of the cross section. The best
18
way to separate the structure of the large logs is to take the cumulant of the cross section,
Σ(τ) ≡
∫ τ
0
dτ ′
1
σ0
dσ
dτ ′
. (1.2)
The towers of large logs are most easily seen in the expansion of the log of this cumulant,
which is schematically given by
log Σ(τ) ∼ αs( log2 τ + log τ + 1) (1.3)
+α2s( log
3 τ + log2 τ + log τ + 1)
+α3s( log
4 τ + log3 τ + log2 τ + log τ + 1)
+ · · · .
For small τ , all of the terms that scale as αns log
n+1 τ are of the same order and adding
all logs of this form is called Leading Log (LL) resummation. Similarly, if we can resum
all of the terms of the form αn+1s log
n+1 τ , this is known as Next-to-Leading Log (NLL)
resummation. Generically, we will have that NiLL resummation will capture all terms of
the form αn+is log
n+1 τ . Additionally, it often makes sense to include one further fixed order
piece, particularly when we look at a region in τ where we are transitioning between the
regime with large logs and the regime where only the fixed order expansion is important.
We denote the inclusion of that extra piece by an additional prime. So, for example, N2LL′
will contain all of the pieces that scale up to αn+2s log
n+1 τ and will additionally have the α2s
non-logarithmic piece. As we will discuss in the next section, SCET is an ideal framework
for performing this resummation.
One important application of event shapes has been the measurement of the strong
coupling constant, αs. As this coupling runs with the energy scale, it is standard to report
a determination of αs(mZ), measured at the mass of the Z-boson. Event shapes, particularly
at e+e− colliders, have several nice properties that make them a good choice for performing
the coupling extraction. Since we generally look at event shapes that sum over all of the
particles in an event, they have global nature, which gives them nice theoretical properties
and makes accurate QCD predictions possible. Additionally, their leading order term comes
with an αs, which gives them high sensitivity to the coupling. In contrast, an inclusive cross
section (such as e+e− → hadrons) will only contain αs in the correction terms. Thanks to
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these benefits, there is a long history of event shape determinations of αs (see the review [8]
and the workshop proceedings [9]), including recent analyses which include higher-order
resummation and corrections up to O(α3s) [1, 10–18].
The procedure for extracting the strong coupling from an event shape cross section is
deceptively simple. First, calculate the cross section as a function of αs. Then, compare
that calculation with the available data and perform a χ2 analysis to determine which
value of αs gives you the best fit. Of course, constructing a theoretical cross section with
uncertainties that are similar to the experimental error is extremely difficult. As we will
see in Secs. 2 and 3, one must work to high order in both the fixed order calculation and
the resummation to get a precise prediction. There is also the key issue of nonperturbative
effects which must be addressed and included.
It is important to compare with other methods of determining the strength of the strong
coupling. See the PDG [19] for a thorough review, which calculates a world average of
αs(mZ) = 0.1185 ± 0.0006. This is dominated by the lattice QCD determination [20].
Recent higher-order event-shape analyses [1, 11, 16, 17, 17] have found values of αs(mZ)
significantly lower than this number. This includes the determination carried out for thrust
at N3LL′+O(α3s) in Ref. [1]1, which is also consistent with analyses at N2LL +O(α3s) [17, 21]
which consider the resummation of logs at one lower order. In Ref. [22] a framework for a
numerical code with N2LL precision for many e+e− event shapes was found, which could
also be utilized for αs fits in the future. In Ref. [1] it was pointed out that including a proper
fit to power corrections for thrust causes a significant negative shift to the value obtained for
αs(mZ), and this was also confirmed by subsequent analyses [17]. Recent results for αs(mZ)
from τ decays [23], DIS data [24], the static potential for quarks [25], as well as global PDF
fits [26, 27] also find values below the world average. This tension in the accepted value of
the strong coupling motivates further analysis of event shapes to high precision in order to
either confirm or refute the earlier results. This will be the goal of Chapters 2 and 3.
1Note that results at N3LL require the currently unknown QCD four-loop cusp anomalous, but conser-
vative estimates show that this has a negligible impact on the perturbative uncertainties. Results at N3LL′
also technically require the unknown 3-loop non-logarithmic constants for the jet and soft functions which
are also varied when determining our uncertainties, but these parameters turn out to only impact the peak
region which is outside the range of their αs(mZ) fits in the resummation region.
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Figure 1-3: Kinematics of soft particles (green) and collinear particles (blue) in SCET. The
red dot indicates the off-shell hard modes that are integrated out in the effective theory.
1.3 Review of SCET
The collider events that we most often study restrict particles to be in collimated jets or
have low energy. The Soft-Collinear Effective Theory (SCET) is an effective field theory
of QCD describing the interactions of collinear and soft particles in the presence of a hard
interaction [28–32]. A physical picture of a typical dijet event that would be well described
by this theory is shown in Fig. 1-3. Since SCET describes collinear particles (which are
characterized by a large momentum along a particular light-like direction), as well as soft
particles, it is convenient to use light-cone coordinates. For each jet direction we define two
light-like reference vectors nµi and n¯
µ
i such that n
2
i = n¯
2
i = 0 and ni ·n¯i = 2. One typical
choice for these quantities is
nµi = (1, ~ni) , n¯
µ
i = (1,−~ni) , (1.4)
where ~ni is a unit three-vector. Given a choice for n
µ
i and n¯
µ
i , any four-momentum p can
then be decomposed in light-cone coordinates as
pµ = ni ·p n¯
µ
i
2
+ n¯i ·p n
µ
i
2
+ pµni⊥ ≡ (ni · p, n¯i · p, pni⊥) ≡ (p+, p−, p⊥) . (1.5)
An “ni-collinear” particle has momentum p close to the ~ni direction, so that the components
of p scale as (ni·p, n¯i·p, pni⊥) ∼ n¯i·p (λ2, 1, λ), where λ 1 is a small parameter determined
by the form of the measurement or kinematic restrictions. To ensure that ni and nj refer
to distinct collinear directions, they have to be well separated, which corresponds to the
condition
ni ·nj  λ2 for i 6= j . (1.6)
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Two different reference vectors, ni and n
′
i, with ni · n′i ∼ O(λ2) both describe the same
jet and corresponding collinear physics. Thus, each collinear sector can be labelled by any
member of a set of equivalent vectors, {ni}. This freedom is manifest as a symmetry of
the effective theory known as reparametrization invariance (RPI) [33, 34]. Specifically, the
three classes of RPI transformations are
RPI-I RPI-II RPI-III
niµ → niµ + ∆⊥µ niµ → niµ niµ → eαniµ
n¯iµ → n¯iµ n¯iµ → n¯iµ + ⊥µ n¯iµ → e−αn¯iµ . (1.7)
Here, we have ∆⊥ ∼ λ, ⊥ ∼ λ0, and α ∼ λ0. The parameters ∆⊥ and ⊥ are infinitesimal,
and satisfy ni ·∆⊥ = n¯i ·∆⊥ = ni · ⊥ = n¯i · ⊥ = 0. RPI can be exploited to simplify the
structure of operator bases within SCET.
The effective theory is constructed by expanding momenta into label and residual com-
ponents
pµ = p˜µ + kµ = n¯i ·p˜ n
µ
i
2
+ p˜µni⊥ + k
µ . (1.8)
Here, n¯i · p˜ ∼ Q and p˜ni⊥ ∼ λQ are the large label momentum components, where Q
is the scale of the hard interaction, while k ∼ λ2Q is a small residual momentum. A
multipole expansion is then performed to obtain fields with momenta of definite scaling,
namely collinear quark and gluon fields for each collinear direction, as well as soft quark
and gluon fields. Independent gauge symmetries are enforced for each set of fields.
The SCET fields for ni-collinear quarks and gluons, ξni,p˜(x) and Ani,p˜(x), are labeled
by their collinear direction ni and their large momentum p˜. They are written in position
space with respect to the residual momentum and in momentum space with respect to
the large momentum components. Derivatives acting on the fields pick out the residual
momentum dependence, i∂µ ∼ k ∼ λ2Q. The large label momentum is obtained from
the label momentum operator Pµni , e.g. Pµni ξni,p˜ = p˜µ ξni,p˜. When acting on a product of
fields, Pni returns the sum of the label momenta of all ni-collinear fields. For convenience,
we define Pni = n¯ ·Pni , which picks out the large momentum component. Frequently, we
will only keep the label ni denoting the collinear direction, while the momentum labels are
summed over (subject to momentum conservation) and suppressed.
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The soft degrees of freedom separate SCET into two different effective theories. The
first is SCETI, where the low energy particles are ultrasofts, which have momenta that scale
as kµ ∼ λ2Q for all components. The second is SCETII, where the low energy particles
are called softs and have momenta that scale as kµ ∼ λQ. For a given physical process,
whether we are in SCETI or SCETII is determined by a measurement that constrains our
low energy radiation to a particular scaling. For the C-parameter applications in the paper,
we are in the SCETI theory
2. When extending SCET beyond leading power using helicity
formalism, we will include the tools needed for working in SCETII, but our main focus will
be SCETI.
For SCETI, the ultrasoft modes do not carry label momenta, but have residual momen-
tum dependence with i∂µ ∼ λ2Q. They are therefore described by fields qus(x) and Aus(x)
without label momenta. The ultrasoft degrees of freedom are able to exchange residual
momenta between the jets in different collinear sectors. Particles that exchange large mo-
mentum of O(Q) between different jets are off-shell by O(ni · njQ2), and are integrated
out by matching QCD onto SCET. Before and after the hard interaction the jets described
by the different collinear sectors evolve independently from each other, with only ultrasoft
radiation between the jets.
The various modes for our SCETI theory are summarized diagrammatically in Fig. 1-4.
Each hyperbola lives at a different overall momentum scale, and our effective theory will
allow us to separate the dynamics at these different scales. Any exchange of momentum
between modes must occur in the component that sits at a common scale (e.g. the p−
momentum for ultrasoft and n¯-collinear modes).
SCET is formulated as an expansion in powers of λ, constructed so that manifest power
counting is maintained at all stages of a calculation. As a consequence of the multipole
expansion, all fields acquire a definite power counting [30], shown in Table 1.1. The SCET
Lagrangian is also expanded as a power series in λ
LSCET = Lhard + Ldyn =
∑
i≥0
L(i)hard +
∑
i≥0
L(i) , (1.9)
where (i) denotes objects at O(λi) in the power counting. The Lagrangians L(i)hard contain
2Due to the fact that we are exclusively in the SCETI theory, in Chapters 2 and 3, we will simply call
ultrasoft particles soft.
23
ultrasoft
hard
n-collinear
n¯-collinear p
2 = Q2
p+
p 
Q
Q
Q 2
Q 2 p2 = Q2 2
p2 = Q2 4
Figure 1-4: Location of the various modes that contribute in SCETI. The axes indicate
the projection of momentum along the n and n¯ directions and each hyperbola lives at a
different overall momentum scale, p2.
the hard scattering operators O(i), whose structure is determined by the matching process to
QCD. The L(i) describe the dynamics of ultrasoft and collinear modes in the effective theory.
Expressions for the leading power Lagrangian L(0) can be found in [31], and expressions for
L(1), and L(2) can be found in [35] (see also [33, 34, 36–38]).
Much of the power of SCET comes in the ability to separate the hard, collinear and soft
scales when making calculations for particle colliders. Specifically, factorization theorems
used in jet physics are typically derived at leading power in λ. In this case, interactions
involving hard processes in QCD are matched to a basis of leading power SCET hard scat-
tering operators O(0), the dynamics in the effective theory are described by the leading
power Lagrangian, L(0), and the measurement function, which defines the action of the
observable, is expanded to leading power. Higher power terms in the λ expansion, known
as power corrections, arise from three sources: subleading power hard scattering opera-
tors O(i), subleading Lagrangian insertions, and subleading terms in the expansion of the
measurement functions which act on soft and collinear radiation. The first two sources
are independent of the form of the particular measurement, while the third depends on its
precise definition.
In SCET, collinear operators are constructed out of products of fields and Wilson lines
that are invariant under collinear gauge transformations [29, 30]. The smallest building
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Operator Bµni⊥ χni P
µ
⊥ qus D
µ
us
Power Counting λ λ λ λ3 λ2
Table 1.1: Power counting for building block operators in SCETI.
blocks are collinearly gauge-invariant quark and gluon fields, defined as
χni,ω(x) =
[
δ(ω − Pni)W †ni(x) ξni(x)
]
, (1.10)
Bµni⊥,ω(x) =
1
g
[
δ(ω + Pni)W †ni(x) iDµni⊥Wni(x)
]
.
By considering the case of no emissions from the Wilson lines, we can see that with this
definition of χni,ω we have ω > 0 for an incoming quark and ω < 0 for an outgoing antiquark.
For Bni,ω⊥, ω > 0 (ω < 0) corresponds to outgoing (incoming) gluons. In Eq. (1.10),
iDµni⊥ = P
µ
ni⊥ + gA
µ
ni⊥ , (1.11)
is the collinear covariant derivative and
Wni(x) =
[ ∑
perms
exp
(
− gPni
n¯·Ani(x)
) ]
, (1.12)
is a Wilson line of ni-collinear gluons in label momentum space. In general the structure
of Wilson lines must be derived by a matching calculation from QCD. These Wilson lines
sum up arbitrary emissions of ni-collinear gluons off of particles from other sectors, which,
due to the power expansion, always appear in the n¯i direction. The emissions summed in
the Wilson lines are O(λ0) in the power counting. The label operators in Eqs. (1.10) and
(1.12) only act inside the square brackets. Since Wni(x) is localized with respect to the
residual position x, we can treat χni,ω(x) and Bµni,ω(x) as local quark and gluon fields from
the perspective of ultrasoft derivatives ∂µ that act on x.
The complete set of collinear and ultrasoft building blocks for constructing hard scat-
tering operators or subleading Lagrangians at any order in the power counting is given in
Table 1.1. All other field and derivative combinations can be reduced to this set by the
use of equations of motion and operator relations [39]. Since these building blocks carry
vector or spinor Lorentz indices they must be contracted to form scalar operators, which
also involves the use of objects like {nµi , n¯µi , γµ, gµν , µνστ}. As we will see in Ch. 4 a key
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advantage of the helicity operator approach discussed below is that this is no longer the
case; all the building blocks will be scalars.
As shown in Table 1.1, both the collinear quark and collinear gluon building block fields
scale as O(λ). For the majority of jet processes there is a single collinear field operator for
each collinear sector at leading power. (For fully exclusive processes that directly produce
hadrons there will be multiple building blocks from the same sector in the leading power
operators since they form color singlets in each sector.) Also, since P⊥ ∼ λ, this operator will
not typically be present at leading power (exceptions could occur, for example, in processes
picking out P-wave quantum numbers). At subleading power, operators for all processes
can involve multiple collinear fields in the same collinear sector, as well as P⊥ operator
insertions. The power counting for an operator is obtained by adding up the powers for the
building blocks it contains. To ensure consistency under renormalization group evolution
the operator basis in SCET must be complete, namely all operators consistent with the
symmetries of the problem must be included.
Dependence on the ultrasoft degrees of freedom enters the operators through the ultra-
soft quark field qus, and the ultrasoft covariant derivative Dus, defined as
iDµus = i∂
µ + gAµus , (1.13)
from which we can construct other operators including the ultrasoft gluon field strength. All
operators in the theory must be invariant under ultrasoft gauge transformations. Collinear
fields transform under ultrasoft gauge transformations as background fields of the appro-
priate representation. The power counting for these operators is shown in Table 1.1. Since
they are suppressed relative to collinear fields, ultrasoft fields typically do not enter factor-
ization theorems in jet physics at leading power. An example where ultrasoft fields enter
at leading power is B → Xsγ in the photon endpoint region, which is described at leading
power by a single collinear sector, and an ultrasoft quark field for the b quark.
One of the most powerful aspects of SCET is the ability to fully decouple the ultrasoft
and collinear degrees of freedom. Specifically, this is done through BPS field redefinition
defined by [32]
Baµn⊥ → Yabn Bbµn⊥, χαn → Y αβn χβn, (1.14)
and is performed in each collinear sector. Here Yn, Yn are fundamental and adjoint ultrasoft
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Wilson lines, respectively, and we note that
YnT
aY †n = T
bYban . (1.15)
For a general representation, r, the ultrasoft Wilson line is defined by
Y (r)n (x) = P exp
−ig ∞∫
0
ds n ·Aaus(x+ sn)T a(r)
 , (1.16)
where P denotes path ordering. The BPS field redefinition has the effect of decoupling the
ultrasoft degrees of freedom from the leading power collinear Lagrangian [32]. When this
is done consistently for S-matrix elements it accounts for the full physical path of ultrasoft
Wilson lines [40, 41]. After the BPS field redefinition, the collinear fields Bn⊥, and χn are
ultrasoft gauge singlets, but still carry a global color index. As we will see in Ch. 4, we can
use the BPS field redefinition to define ultrasoft quark and gluon fields that are ultrasoft
gauge invariant.
Post BPS field redefinition, the separation of the hard, collinear and soft modes in SCET
leads us naturally into a factorization framework. Using event shapes as an example, we
focus on a certain class of e+e− → dijet observables, determined by specifying a function
fe according to
e(X) =
1
Q
∑
i∈X
fe(ηi)|pTi | , (1.17)
where the sum is over final state particles, ηi gives the rapidity of each with respect to
the beam axis and |pTi | gives the magnitude of the transverse momentum of each. If we
have this particular decomposition, we can write the cross section as a factorized product
of SCET functions [42],
1
σ0
dσ
de
= H(µ)
∫
de1de2J1(e1, µ)J2(e2, µ)S(e, µ)δ(e− e1 − e2) . (1.18)
Here H is the hard function, which is related to the Wilson coefficients of the matching
between SCET and QCD and is perturbatively calculable. J1 and J2 are jet functions,
which incorporate the collinear radiation from each of the final state jets and are given
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by the expectation of collinear quark fields at leading power. The soft function S is given
by a matrix element of ultrasoft Wilson lines and encodes the behavior of the ultrasoft
radiation. Additionally, as we will see later, the leading nonpertubative physics is included
in this function.
The equation above ignores power suppressed terms, which scale with our power counting
parameter λ. For a SCETI type observable, we have the relationship e ∼ λ2. From this
power counting, we see that each of these factorized objects (which incorporates separated
modes from our theory) has a different natural energy scale. We usually consider the hard
scale to be µH ∼ Q, the center of mass energy of the collision. The jet functions live at the
scale µJ ∼ Q
√
e and the soft function lives at the lowest scale, µS ∼ Qe. Another way to
see this is to observe the logs that show up in the perturbative calculation of each function.
The hard function will contain logn(µ/Q), the jet function will have logn(µ/(Q
√
e)) and
the soft function will carry logn(µ/(Qe)).
In order to have a well behaved cross section, we want the logs in each of these functions
to be small. Obviously, this is not possible with a single choice of the scale µ. In order to set
each function to its own natural scale and minimize the logs, we must calculate how each
object runs with the resolution scale, µ. By calculating and solving the renormalization
group equations for each function to a given order, we resum a specific tower of the large
logs shown in Eq. (1.3). After solving these equations, the resummed factorization formula
can be written as
1
σ0
dσ
de
= H(µH)UH(µH , µ)
∫
de1de2
(
J1(e1, µJ)⊗ UJ1(µJ , µ)
)(
J2(e2, µ)⊗ UJ2(µJ , µ)
)
× (S(e, µS)⊗ US(µS , µ))δ(e− e1 − e2) , (1.19)
where each U is simply the appropriate function that solves the running equations in order
to take the hard, jet or soft functions from their natural scale to the common scale µ. As
is shown schematically by the ⊗ symbol, these evolution kernels are convolved with the
associated function evaluated at the appropriate scale. This running scheme is summarized
in Fig. 1-5. The state of the art in precision calculations does this resummation at Next-to-
next-to-next-to leading log (N3LL), meaning that it includes all logs that scale as αn+2s log
n e
in the log of the cumulant of our distribution.
From both a formal and a phenomenological perspective, we can see that SCET is a
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Scale Hierarchy
µS ⇠ Qe
µJ ⇠ Q
p
e
µH ⇠ Q
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UH
UJ
µ
Figure 1-5: Schematic drawing of of the hierarchy of scales for e+e− → dijets resummation
in SCET. The U factors resum the large logs between different scales. The exact location
of the common scale µ is arbitrary.
powerful tool. The fields involved capture only the most important soft and collinear degrees
of freedom. Due to this, it is extremely useful for doing precise calculations in situations
(such as e+e− → dijets), where these degrees of freedom dominate. We will now turn to
the main purpose of this work: using and expanding this tool for further precision in the
realm of collider physics.
1.4 Outline
Chapter 2 gives the theoretical results necessary for calculation the N3LL′ resummed C-
parameter cross section. We begin by explaining the properties and kinematics related to
C-parameter. Next, we give a detailed explanation of the factorization and resummation.
The full range of effects that are included to give the most accurate result for the cross
section are then described, including the nonsingular terms, the extraction of 2 loop soft
parameters, the power corrections (including hadron mass effects) and the profile functions
required for proper resummation. The final part of this chapter enumerates the theoretical
results for the precise calculation of the C-parameter cross section, including plots that
show the convergence and predictions, at the highest order of resummation. Formula that
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are required to calculate the cross section are given in App. A and a general calculation
of the one loop soft function for an event shape of the form given in Eq. (1.17) is given in
App. B. This work has been published in [18].
In chapter 3, we present the extraction of αs(MZ) from experimental data. First, we
explain the data used in the measurement. Then, we go through the fit procedure. Finally,
we present results for the values of αs(MZ) and the first hadronic moment Ω1. These
results are compared with earlier thrust measurements to show universality in event shapes.
Additionally, in App. C we compare our final fits to those done with alternate renormalon
subtractions as well as with older thrust profiles. This determination of αs(MZ) was first
published in [43].
The content of chapter 4 is a discussion of subleading helicity building blocks for SCET.
First, we review the use of helicity fields at leading power in SCET. We then give the
complete set of helicity based building blocks to construct operators at subleading power.
Following, we discuss the angular momentum constraints that can arise at subleading power
and how they limit the allowed helicity field content in each collinear sector. We conclude
this chapter with an example of a process with two collinear directions, which illustrates
the improvement that these helicity building blocks give in organizing and constructing
operator bases. Associated with this chapter are our helicity conventions and several useful
identities in App. D. This work has been submitted for publicaiton in [44]. We conclude in
chapter 5.
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Chapter 2
C-Parameter at N3LL′
In this chapter we give the calculation of the cross section for C-parameter at an e+e−
collider, resumming the large logs to Next-to-next-to-next-to-leading order (N3LL′). This
calculation was first presented in [18]. After motivating this study in Sec. 2.1, we define
the C-parameter and enumerate some of its important properties in Sec. 2.2. Then, in
Secs. 2.3 and 2.4 we develop a factorization formula in the dijet limit. Sec. 2.5 is devoted
to understanding the kinematically nonsingular terms while Sec. 2.6 contains an extraction
of the two loop pieces of the soft function. Other effects, including power corrections, the
renormalon free scheme and hadron mass effects are discussed in Secs. 2.7 and 2.7.1. The
profile functions used to set the renormalization scales are presented in Sec. 2.8. Finally,
we present the full set of results of this calculation in Sec. 2.9.
There are seven sections of appendices associated with this chapter: Appendix A.1 pro-
vides all needed formulae for the singular cross section beyond those in the main body of
the chapter. In App. A.2 we present a comparison of our SCET prediction, expanded at
fixed order, with the numerical results in full QCD at O(α2s) and O(α3s) from EVENT2
and EERAD3, respectively. In App. A.3 we give analytic expressions for the Bi and Gij
coefficients of the fixed-order singular logs up to O(α3s) according to the exponential for-
mula of Sec. 2.9.1. The R-evolution of the renormalon-free gap parameter is described in
App. A.4. Appendix A.5 is devoted to a discussion of how the Rgap scheme is handled in
the shoulder region above Cshoulder = 3/4. In App. A.6 we show results for the perturbative
gap subtraction series based on the C-parameter soft function. Finally, in App. B we give a
general formula for the one-loop soft function, valid for any event shape which is not recoil
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sensitive.
2.1 Motivation and Background
As discussed in 1.2, SCET has been used for high accuracy calculations of several event
shapes, most notably thrust, which provided a high precision extraction of αs(mZ) [1]. Our
main motivations for studying the C-parameter distribution are to:
a) Extend the theoretical precision of the logarithmic resummation for C-parameter from
next-to-leading log (NLL) +O(α3s) to N3LL +O(α3s).
b) Implement the leading power correction Ω1 using only field theory and with sufficient
theoretical precision to provide a serious test of universality between C-parameter and
thrust.
c) Determine αs(mZ) using N
3LL′+O(α3s)+Ω1 theoretical precision for C, to make this
independent extraction competitive with the thrust analysis carried out at this level
in Refs. [1, 16].
In this chapter we present the theoretical calculation and analysis that yields a N3LL′+O(α3s)+
Ω1 cross section for C-parameter, and we analyze its convergence and perturbative uncer-
tainties. The next chapter will be devoted to a numerical analysis that obtains αs(mZ) from
a fit to a global C-parameter dataset and investigates the power correction universality.
A nice property of C-parameter is that its definition does not involve any minimiza-
tion procedure, unlike thrust. This makes its determination from data or Monte Carlo
simulations computationally inexpensive. Unfortunately, this does not translate into a sim-
plification of perturbative theoretical computations, which are similar to those for thrust.
The resummation of singular logarithms in C-parameter was first studied by Catani and
Webber in Ref. [45] using the coherent branching formalism [46], where NLL accuracy was
achieved. Making use of SCET, we achieve a resummation at N3LL order. The relation
between thrust and C-parameter in SCET discussed here has been used in the Monte
Carlo event generator GENEVA [47], where a next-to-next-to-leading log primed (N2LL′)
C-parameter result was presented. Nonperturbative effects for the C-parameter distribution
have been studied by a number of authors: Gardi and Magnea [48], in the context of the
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dressed gluon approximation; Korchemsky and Tafat [49], in the context of a shape function;
and Dokshitzer and Webber [50], in the context of the dispersive model.
Catani and Webber[45] showed that up to NLL the cross sections for thrust and the
reduced C-parameter
C˜ =
C
6
, (2.1)
are identical. Gardi and Magnea [48] showed that this relation breaks down beyond NLL
due to soft radiation at large angles. Using SCET we confirm and extend these observations
by demonstrating that the hard and jet functions, along with all anomalous dimensions, are
identical for thrust and C˜ to all orders in perturbation theory. At any order in perturbation
theory, the perturbative non-universality of the singular terms appears only through fixed-
order terms in the soft function, which differ starting at O(αs).
There is also a universality between the leading power corrections for thrust and C-
parameter which has been widely discussed [50–53]. This universality has been proven
nonperturbatively in Ref. [53] using the field theory definition of the leading power correction
with massless particle kinematics. In our notation this relation is
ΩC1 =
3pi
2
Ωτ1 . (2.2)
Here Ωe1 is the first moment of the nonperturbative soft functions for the event shape e and,
in the tail of the distribution acts to shift the event shape variable
σˆ(e)→ σˆ(e− Ωe1/Q) , (2.3)
at leading power. The exact equality in Eq. (2.2) can be spoiled by hadron-mass ef-
fects [54], which have been formulated using a field theoretic definition of the Ωe1 parameters
in Ref. [55]. Even though nonzero hadron masses can yield quite large effects for some event
shapes, the universality breaking corrections between thrust and C-parameter are at the
2.5% level and hence for our purposes are small relative to other uncertainties related to
determining Ω1. Since relations like Eq. (2.2) do not hold for higher moments Ω
e
n>1 of the
nonperturative soft functions, these are generically different for thrust and C-parameter.
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Figure 2-1: Plot of d/dC ln[(1/σ)dσ/dC] ' h′(C)/h(C), computed from experimental data
at Q = mZ . The derivative is calculated using the central difference with neighboring points.
Following Ref. [1], a rough estimate of the impact of power corrections can be obtained
from the experimental data with very little theoretical input. We write (1/σ) dσ/dC '
h(C − ΩC1 /Q) = h(C)− h′(C) ΩC1 /Q+ . . . for the tail region, and assume the perturbative
function h(C) is proportional to αs. Then one can easily derive that if a value αs is extracted
from data by setting ΩC1 = 0 then the change in the extracted value δαs when Ω
C
1 is present
will be
δαs
αs
' Ω
C
1
Q
h′(C)
h(C)
, (2.4)
where the slope factor h′(C)/h(C) should be constant at the level of these approximations.
By looking at the experimental results at the Z-pole shown in Fig. 2-1, we see that this is true
at the level expected from these approximations, finding h′(C)/h(C) ' − 3.3± 0.8. This
same analysis for thrust T = 1− τ involves a different function h and yields [h′(τ)/h(τ)]τ '
− 14 ± 4 [1]. It is interesting to note that even this very simple analysis gives a value
[h′(τ)/h(τ) ]τ/[h′(C)/h(C) ]C ' 4.2 that is very close to the universality prediction of
3pi/2 = 4.7. In the context of Eq. (2.2), this already implies that in a C-parameter analysis
we can anticipate the impact of the power correction in the extraction of the strong coupling
to be quite similar to that in the thrust analysis [1], where δαs/αs ' − 9%.
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In Ref. [56] it was shown that within perturbation theory the C-parameter distribution
reaches an infinite value at a point in the physical spectrum 0 < C < 1, despite being an
infrared and collinear safe observable. This happens for the configuration that distinguishes
planar and non-planar partonic events and first occurs at O(α2s) where one has enough
partons to create a non-planar event at the value Cshoulder = 3/4. However, this singularity
is integrable and related to the fact that at O(αs) the cross section does not vanish at the
three-parton endpoint Cshoulder. In Ref. [56] this deficiency was cured by performing soft
gluon resummation at Cshoulder to achieve a smooth distribution at leading-log (LL) order.
Since Cshoulder is far away from the dijet limit (in fact, it is a pure three-jet configuration),
we will not include this resummation. In our analysis the shoulder effect is included in the
non-singular contributions in fixed-order, and when the partonic distribution is convolved
with a nonperturbative shape function, the shoulder effect is smoothed out, providing a
continuous cross section across the entire C range.
2.2 Definition and properties of C-parameter
C-parameter is defined in terms of the linearized momentum tensor [57, 58],
Θαβ =
1∑
i |~pi|
∑
i
pαi p
β
i
|~pi| , (2.5)
where α = 1, 2, 3 are spacial indices and i sums over all final state particles. Since Θ
is a symmetric positive semi-definite matrix 1, its eigenvalues are real and non-negative.
Let us denote them by λi, i = 1, 2, 3. As Θ has unit trace,
∑
i λi = 1, which implies
that the eigenvalues are bounded 0 ≤ λi ≤ 1. Without loss of generality we can assume
1 ≥ λ1 ≥ λ2 ≥ λ3 ≥ 0. The characteristic polynomial for the eigenvalues of Θ is:
x3 − x2 + (λ1λ2 + λ1λ3 + λ2λ3)x− λ1λ2λ3 = 0 . (2.6)
C-parameter is defined to be proportional to the coefficient of the term linear in x:
C = 3 (λ1λ2 + λ1λ3 + λ2λ3) (2.7)
1This property follows trivially from Eq. (2.5), since for any three-vector ~q one has that qαqβΘ
αβ ∝∑
i(~q · ~pi)2/|~pi| ≥ 0.
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= 3 [ (λ1 + λ2)(1− λ1)− λ22 ] ,
where we have used the unit trace property to write λ3 in terms of λ1 and λ2 in order to
get the second line. Similarly one defines D-parameter as D = 27λ1λ2λ3, proportional to
the x-independent term in the characteristic equation. Trivially one also finds that
Tr [ Θ2 ] =
∑
i
λ2i = 1 −
2
3
C , (2.8)
where again we have used λ3 = 1 − λ1 − λ2. We can easily compute Tr [ Θ2 ] using Eq. (2.5)
Tr [ Θ2 ] =
1
(
∑
i |~pi|)2
∑
ij
(~pi · ~pj)2
|~pi||~pj | (2.9)
=
1
(
∑
i |~pi|)2
∑
ij
|~pi||~pj | cos2 θij
= 1 − 1
(
∑
i |~pi|)2
∑
ij
|~pi||~pj | sin2 θij .
From the last relation one gets the familiar expression:
C =
3
2
∑
i,j |~pi||~pj | sin2 θij
(
∑
i |~pi|)2
. (2.10)
From Eq. (2.10) and the properties of λi, it follows that C ≥ 0, and from the second line
of Eq. (2.7), one finds that C ≤ 1, and the maximum value is achieved for the symmetric
configuration λ1 = λ2 = λ3 = 1/3. Hence, 0 ≤ C ≤ 1. Planar events have λ3 = 0. To see
this simply consider that the planar event defines the x − y plane, and then any vector
in the z direction is an eigenstate of Θ with zero eigenvalue. Hence, planar events have
D = 0 and C = 3λ1 (1−λ1), which gives a maximum value for λ1 = λ2 = 1/2, and one has
0 ≤ Cplanar ≤ 3/4. Thus C > 3/4 needs at least four particles in the final state. C-parameter
is related to the first non-trivial Fox–Wolfram parameter [59]. The Fox–Wolfram event
shapes are defined as follows:
H` =
∑
ij
|~pi||~pj |
Q2
P`(cos θij) . (2.11)
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One has H0 = 1, H1 = 0, and
H2 = 1− 3
2
1
Q2
∑
ij
|~pi||~pj | sin2 θij , (2.12)
which is similar to Eq. (2.10). It turns out that for massless partonic particles they are
related in a simple way: H2 = 1 − Cpart. As a closing remark, we note that for massless
particles C-parameter can be easily expressed in terms of scalar products with four vectors:
Cpart = 3− 3
2
1
Q2
∑
ij
(pi · pj)2
EiEj
. (2.13)
2.3 C-Parameter Kinematics in the Dijet Limit
We now show that in a dijet configuration with only soft 2, n-collinear, and n¯-collinear
particles, the value of C-parameter can, up to corrections of higher power in the SCET
counting parameter λ, be written as the sum of contributions from these three kinds of
particles:
Cdijet = Cn + Cn¯ + Cs +O(λ4) . (2.14)
To that end we define
Cdijet = Cn,n + Cn¯,n¯ + 2Cn,n¯ + 2Cn,s + 2Cn¯,s + Cs,s ,
Ca,b ≡ 3
2
1
(
∑
i |~pi|)2
∑
i∈a,j∈b
|~pi||~pj | sin2 θij . (2.15)
The various factors of 2 take into account that for a 6= b one has to add the symmetric term
a↔ b.
The SCETI power counting rules imply the following scaling for momenta: p
µ
s ∼
Qλ2, pn ∼ Q (λ2, 1, λ), pn¯ ∼ Q (1, λ2, λ), where we use the light-cone components pµ =
(p+, p−, p⊥). Each one of the terms in Eq. (2.15), as well as Cdijet itself, can be expanded
in powers of λ:
Ca,b =
∑
i=0
C
(i)
a,b , C
(i)
a,b ∼ O(λi+2) . (2.16)
2In this chapter, for simplicity we denote as soft particles what are called ultrasoft particles in SCETI.
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The power counting implies that Cdijet starts at O(λ2) and Cs,s is a power correction since
C
(0)
s,s = 0, while C
(2)
s,s 6= 0. All n− and n¯-collinear particles together will be denoted as the
collinear particles with c = n ∪ n¯. The collinear particles have masses much smaller than
Qλ and can be taken as massless at leading power. For soft particles we have perturbative
components that can be treated as massless when Qλ2  ΛQCD, and nonperturbative
components that always should be treated as massive. Also at leading order one can use∑
i |~pi| =
∑
i∈c |~pi|+O(λ2) = Q+O(λ2) and |~pi∈c| = Ei∈c +O(λ2).
Defining Cs ≡ 2Cn,s + 2Cn¯,s we find,
Cs =
3
Q2
∑
i∈c,j∈s
|~pi||~pj | sin2 θij (2.17)
=
3
Q2
∑
i∈c
|~pi|
∑
j∈s
|~pj |
[
sin2 θj +O(λ
2)
]
=
3
Q
∑
j∈s
(p⊥j )
2
|~pj | +O(λ
4) =
3
Q
∑
j∈s
p⊥j
cosh ηj
+O(λ4) ,
where the last displayed term will be denoted as C
(0)
s . Here θj is the angle between the three-
momenta of a particle and the thrust axis and hence is directly related to the pseudorapidity
ηj . Also p
⊥
j ≡ |~p⊥j | is the magnitude of the three-momentum projection normal to the thrust
axis. To get to the second line, we have used that sin θij = sin θj + O(λ
2), and to get the
last line, we have used sin θj = p
⊥
j /|~pj | = 1/ cosh ηj . In order to compute the partonic soft
function, it is useful to consider C
(0)
s for the case of massless particles:
C(0)s
∣∣∣
m=0
=
6
Q
∑
j∈s
p+j p
−
j
p+j + p
−
j
. (2.18)
Let us next consider Cn,n and Cn¯,n¯. Using energy conservation and momentum con-
servation in the thrust direction one can show that, up to O(λ2), En = En¯ = Q/2. All
n-collinear particles are in the plus-hemisphere, and all the n¯-collinear particles are in the
minus-hemisphere. Here the plus- and minus-hemispheres are defined by the thrust axis.
For later convenience we define Pµa =
∑
i∈a p
µ
i and Ea = P0a with a ∈ {n, n¯} denoting the
set of collinear particles in each hemisphere. We also define sa = P2a.
38
For Cn,n one finds
Cn,n =
3
2Q2
∑
i,j∈n
|~pi||~pj |(1− cos θij)(1 + cos θij) (2.19)
= [ 1 +O(λ2) ]
3
Q2
∑
i,j∈n
pi · pj = 3
Q2
(∑
i∈n
pi
)2
+O(λ4)
=
3
Q2
sn +O(λ
4) =
3
Q
∑
i∈n
p+i +O(λ
4)
=
3
Q
P+n +O(λ4) ,
and we can identify C
(0)
n,n = 3P+n /Q. To get to the second line, we have used that for
collinear particles in the same direction cos θij = 1 + O(λ2). In the third line, we use the
property that the total perpendicular momenta of each hemisphere is exactly zero and that
~0 =
∑
i∈+ ~p
⊥
i =
∑
i∈n ~p
⊥
i +O(λ2) and sn = QP+n . In a completely analogous way, we get
C
(0)
n¯,n¯ =
3
Q
∑
i∈n¯
p−i =
3
Q
P−n¯ . (2.20)
The last configuration to consider is Cn,n¯:
2Cn,n¯ =
3
Q2
∑
i,j∈n,n¯
|~pi||~pj |(1− cos θij)(1 + cos θij) (2.21)
=
6
Q2
∑
i,j∈n
(2EiEj − pi · pj)[ 1 +O(λ2) ]
=
3
Q2
(P+n P+n¯ + P−n P−n¯ − 2P⊥n · P⊥n¯ ) +O(λ4)
=
3
Q
(P+n + P−n¯ ) +O(λ4) = C(0)n,n + C
(0)
n¯,n¯ +O(λ
4).
In the second equality, we have used that for collinear particles in opposite directions
cos θij = − 1 + O(λ2); in the third equality, we have written 2E = p+ + p−; and in the
fourth equality, we have discarded the scalar product of perpendicular momenta since it is
O(λ4) and also used that at leading order P−n = P+n¯ = Q + O(λ2) and P−n ∼ λ2, P+n¯ ∼ λ2.
For the final equality, we use the results obtained in Eqs. (2.19) and (2.20). Because the
final result in Eq. (2.21) just doubles those from Eqs. (2.19) and (2.20), we can define
C(0)n ≡ 2C(0)n,n , C(0)n¯ ≡ 2C(0)n¯,n¯ . (2.22)
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Using Eqs. (2.19), (2.20), and (2.21), we then have
C(0)n =
6
Q
P+n , C
(0)
n¯ =
6
Q
P−n¯ . (2.23)
Equation (2.17) together with Eq. (2.23) finalize the proof of Eq. (2.14). As a final comment,
we note that one can express p± = p⊥ exp(∓ η), and since for n-collinear particles 2 cosh η =
exp(η)[ 1 + O(λ2) ] whereas for n¯-collinear particles 2 cosh η = exp(− η)[ 1 + O(λ2) ], one
can also write
C(0)n =
3
Q
∑
i∈n
p⊥i
cosh ηi
, C
(0)
n¯ =
3
Q
∑
i∈n¯
p⊥i
cosh ηi
, (2.24)
such that the same master formula applies for soft and collinear particles in the dijet limit,
and we can write
C
(0)
dijet =
3
Q
∑
i
p⊥i
cosh ηi
. (2.25)
2.4 Factorization and Resummation
The result in Eq. (2.14) leads to a factorization in terms of hard, jet, and soft functions.
The dominant nonperturbative corrections at the order at which we are working come from
the soft function and can be factorized with the following formula in the MS scheme for the
power corrections [49, 60, 61]:
1
σ0
dσ
dC
=
∫
dp
1
σ0
dσˆ
dC
(
C − p
Q
)
FC(p) , (2.26)
dσˆ
dC
=
dσˆs
dC
+
dσˆns
dC
.
Here FC is a shape function describing hadronic effects, and whose first moment Ω
C
1 is
the leading nonperturbative power correction in the tail of the distribution. ΩC1 and Ω
τ
1
are related to each other, as will be discussed further along with other aspects of power
corrections in Sec. 2.7. The terms dσˆ/dC, dσˆs/dC, and dσˆns/dC are the total partonic
cross section and the singular and nonsingular contributions, respectively. The latter will
be discussed in Sec. 2.5.
After having shown Eq. (2.14), we can use the general results of Ref. [42] for the factor-
ization theorem for the singular terms of the partonic cross section that splits into a sum
40
of soft and collinear components. One finds
1
σ0
dσˆs
dC
=
1
6
1
σ0
dσˆs
dC˜
(2.27)
=
Q
6
H(Q,µ)
∫
ds Jτ (s, µ)SˆC˜
(
QC˜ − s
Q
, µ
)
,
where in order to make the connection to thrust more explicit we have switched to the
variable C˜ = C/6. Here Jτ is the thrust jet function which is obtained by the convolution
of the two hemisphere jet functions and where our definition for Jτ coincides with that of
Ref. [1]. It describes the collinear radiation in the direction of the two jets. Expressions up
to O(α2s) and the logarithmic terms determined by its anomalous dimension at three loops
are summarized in App. A.1.
The hard factor H contains short-distance QCD effects and is obtained from the Wilson
coefficient of the SCET to QCD matching for the vector and axial vector currents. The
hard function is the same for all event shapes, and its expression up to O(α3s) is summarized
in App. A.1, together with the full anomalous dimension for H at three loops.
The soft function S
C˜
describes wide-angle soft radiation between the two jets. It is
defined as
SC(`, µ) =
1
Nc
〈
0
∣∣ tr Y Tn¯Ynδ(`−QĈ)Y †nY ∗n¯ ∣∣ 0 〉 , (2.28)
S
C˜
(`, µ) =
1
Nc
〈
0
∣∣ tr Y Tn¯Ynδ(`− QĈ6 )Y †nY ∗n¯ ∣∣ 0 〉
= 6SC(6 `, µ),
where Y †n is a Wilson line in the fundamental representation from 0 to ∞ and Y †n¯ is a
Wilson lines in the anti-fundamental representation from 0 to ∞. Here Ĉ is an operator
whose eigenvalues on physical states correspond to the value of C-parameter for that state:
Ĉ |X〉 = C(X) |X〉. Since the hard and jet functions are the same as for thrust, the
anomalous dimension of the C-parameter soft function has to coincide with the anomalous
dimension of the thrust soft function to all orders in αs by consistency of the RGE. This
allows us to determine all logarithmic terms of SC up to O(α3s). Hence one only needs to
determine the non-logarithmic terms of SC . We compute it analytically at one loop and use
EVENT2 to numerically determine the two-loop constant, sC˜2 . The three-loop constant s
C˜
3
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is currently not known and we estimate it with a Pade´, assigning a very conservative error.
We vary this constant in our theoretical uncertainty analysis, but it only has a noticeable
impact in the peak region.
In Eq. (2.27) the hard, jet, and soft functions are evaluated at a common scale µ. There
is no choice that simultaneously minimizes the logarithms of these three matrix elements.
One can use the renormalization group equations to evolve to µ from the scales µH ∼ Q,
µJ ∼ Q
√
C˜, and µS ∼ QC˜ at which logs are minimized in each piece. In this way large
logs of ratios of scales are summed up in the renormalization group factors:
1
σ0
dσˆs
dC
=
Q
6
H(Q,µH)UH(Q,µH , µ)
∫
ds ds′ dkJτ (s, µJ)U τJ (s− s′, µ, µJ)U τS(k, µ, µS)
×e− 3pi
δ(R,µs)
Q
∂
∂C Sˆ
C˜
(
QC − 3pi∆¯(R,µS)
6
− s
Q
− k, µS
)
.
(2.29)
The terms δ and ∆¯ are related to the definition of the leading power correction in a
renormalon-free scheme, as explained in Sec. 2.7 below.
2.5 Nonsingular Terms
We include the kinematically power suppressed terms in the C-parameter distribution using
the nonsingular partonic distribution, dσˆns/dC. We calculate the nonsingular distribution
using
dσˆns
dC
(Q,µns) =
dσˆFOfull
dC
(Q,µns) − dσˆ
FO
s
dC
(Q,µns) . (2.30)
Here dσˆFOs /dC is obtained by using Eq. (2.29) with µ = µH = µJ = µS = µns. This
nonsingular distribution is independent of the scale µns order by order in perturbation theory
as an expansion in αs(µns). We can identify the nontrivial ingredients in the nonsingular
distribution by choosing µns = Q to give
1
σ0
dσˆns
dC
=
αs(Q)
2pi
f1(C) +
(
αs(Q)
2pi
)2
f2(C) +
(
αs(Q)
2pi
)3
f3(C) + . . . (2.31)
We can calculate each fi(C) using an order-by-order subtraction of the fixed-order singular
distribution from the full fixed-order distribution as displayed in Eq. (2.30). At one loop,
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Figure 2-2: O(αs) nonsingular C-parameter distribution, corresponding to Eq. (2.33).
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Figure 2-3: O(α2s) nonsingular C-parameter distribution. The solid line shows our recon-
struction, whereas dots with error bars correspond to the EVENT2 output with the singular
terms subtracted. Our reconstruction consists of fit functions to the left of the red dashed
line at C = 0.15 and between the two red dashed lines at C = 0.75 and C = 0.8 and
interpolation functions elsewhere.
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Figure 2-4: O(α3s) nonsingular C-parameter distribution. The solid line shows our recon-
struction, whereas dots with error bars correspond to the EERAD3 output with the singular
terms subtracted. Our reconstruction consists of two fit functions, one for C < 0.75 and
another one for 0.75 < C < 0.835, and an interpolation for C > 0.835 (to the right of the
red dashed vertical line).
we can write down the exact form of the full distribution as a two-dimensional integral [62]
1
σ0
∣∣∣∣ dσˆdC
∣∣∣∣1−loop =αs2pi CF
∫ 1
0
dx1
∫ 1
0
dx2 θ(x1 + x2 − 1) x
2
1 + x
2
2
(1− x1)(1− x2) (2.32)
× δ
(
C − 6 (1− x1)(1− x2)(x1 + x2 − 1)
x1x2(2− x1 − x2)
)
,
which has support for 0 < C < 3/4 and jumps to zero for C > 3/4. After resolving the delta
function, it becomes a one-dimensional integral that can be easily evaluated numerically.
After subtracting off the one-loop singular piece discussed in Sec. 2.4, we obtain the result for
f1 shown in Fig. 2-2. For C > 3/4 the nonsingular distribution at this order is simply given
by the negative of the singular, and for practical purposes one can find a parametrization
for f1 for C < 3/4, so we use
f1(C < 0.75) = − 2.25168 + 0.506802C + 0.184585C2 + 0.121051C3
+ (0.890476− 0.544484C − 0.252937C2 − 0.0327797C3) ln(C) ,
f1(C > 0.75) =
4
3C
[
3 + 4 ln
(
C
6
)]
. (2.33)
For an average over C, this result for f1(C) is accurate to 10
−7 and at worst for a particular
C is accurate at 10−5. An exact closed form in terms of elliptic functions for the integral
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in Eq. (2.32) has been found in Ref. [48].
The full O(α2s) and O(α3s) fixed-order distributions can be obtained numerically from
the Fortran programs EVENT2 [63, 64] and EERAD3 [14, 65], respectively. At O(α2s) we
use log-binning EVENT2 results for C < 0.2 and linear-binning (with bin size of 0.02)
results for 0.2 < C < 0.75. We then have additional log binning from 0.75 < C < 0.775
(using bins in ln[C − 0.75]) before returning to linear binning for C > 0.775. We used runs
with a total of 3 × 1011 events and an infrared cutoff y0 = 10−8. In the regions of linear
binning, the statistical uncertainties are quite low and we can use a numerical interpolation
for f2(C). For C < 0.15 we use the ansatz, f2(C) =
∑3
i=0 ai ln
iC + a4C lnC and fit the
coefficients from EVENT2 output, including the constraint that the total fixed-order cross
section gives the known O(α2s) coefficient for the total cross section. The resulting values
for the ai are given as functions of s
C˜
2 , the non-logarithmic coefficient in the partonic soft
function. Details on the determination of this fit function and the determination of sC˜2 can
be found below in Sec. 2.6. We find
sC˜2 = − 43.2 ± 1.0 , (2.34)
whose central value is used in Figs. 2-3, 2-4, 2-5, and 2-11, and whose uncertainty is
included in our uncertainty analysis. For 0.75 < C < 0.8 we employ another ansatz,
f2(C) =
∑1
i=0
∑2
k=0 bik (C − 0.75)i lnk[ 8 (C − 0.75)/3]. We use the values calculated in
Ref. [56], b01 = 59.8728, b02 = 43.3122, and b12 = − 115.499 and fit the rest of the co-
efficients to EVENT2 output. The final result for the two-loop nonsingular cross section
coefficient then has the form
f2(C) + 
low
2 δ
low
2 (C) + 
high
2 δ
high
2 (C) . (2.35)
Here f2(C) gives the best fit in all regions, and δ
low
2 and δ
high
2 give the 1-σ error functions for
the lower fit (C < 0.75) and upper fit (C > 0.75), respectively. The two variables low2 and
high2 are varied during our theory scans in order to account for the error in the nonsingular
function. In Fig. 2-3, we show the EVENT2 data as dots and the best-fit nonsingular
function as a solid blue line. The uncertainties are almost invisible on the scale of this plot.
In order to determine the O(α3s) nonsingular cross section f3(C), we follow a similar
procedure. The EERAD3 numerical output is based on an infrared cutoff y0 = 10
−5 and
45
calculated with 6× 107 events for the three leading color structures and 107 events for the
three subleading color structures. The results are linearly binned with a bin size of 0.02
for C < 0.835 and a bin size of 0.01 for C > 0.835. As the three-loop numerical results
have larger uncertainties than the two-loop results, we employ a fit for all C < 0.835 and
use interpolation only above that value. The fit is split into two parts for C below and
above 0.75. For the lower fit, we use the ansatz f3(C) =
∑5
i=1 ai ln
i(C). The results for
the ai depend on the O(α2s) partonic soft function coefficient sC˜2 and a combination of the
three-loop coefficients in the partonic soft and jet function, sC˜3 + 2 j3. Due to the amount of
numerical uncertainty in the EERAD3 results, it is not feasible to fit for this combination,
so each of these parameters is left as a variable that is separately varied in our theory scans.
Above C = 0.75 we carry out a second fit, using the fit form f3(C) =
∑4
i=0 bi ln
i(C − 0.75).
We use the value b4 = 122.718 predicted by exponentiation in Ref. [56]. The rest of the b’s
depend on sC˜2 . The final result for the three-loop nonsingular cross section coefficient can
once again be written in the form
f3(C) + 
low
3 δ
low
3 (C) + 
high
3 δ
high
3 (C) , (2.36)
where f3(C) is the best-fit function and the δ3’s give the 1-σ error function for the low
(C < 0.75) and high (C > 0.75) fits. Exactly like for the O(α2s) case, the 3’s are varied in
the final error analysis. In Fig. 2-4, we plot the EERAD3 data as dots, the best-fit function
f3 as a solid line, and the nonsingular results with 
low
3 = 
high
3 = ± 1 as dashed lines. In
this plot we take sC˜2 to its best-fit value and j3 = s
C˜
3 = 0.
In the final error analysis, we vary the nonsingular parameters encoding the numerical
extraction uncertainty i’s, as well as the profile parameter µns. The uncertainties in our
nonsingular fitting are obtained by taking low2 , 
high
2 , 
low
3 , and 
high
3 to be − 1, 0, and 1
independently. The effects of low2 , 
high
2 and 
high
3 are essentially negligible in the tail region.
Due to the high noise in the EERAD3 results, the variation of high3 is not negligible in the
tail region, but because it comes in at O(α3s), it is still small. We vary the nonsingular
renormalization scale µns in a way described in Sec. 2.8.
In order to have an idea about the size of the nonsingular distributions with respect to
the singular terms, we quote numbers for the average value of the one-, two-, and three-
loop distributions between C = 0.2 and C = 0.6: 5, 21, 76 (singular at one, two, and three
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loops); − 0.4,− 1,− 4 (nonsingular at one, two, and three loops). Hence, in the region to be
used for fitting αs(mZ), the singular distribution is 12 (at 1-loop) to 20 (at two and three
loops) times larger than the nonsingular one and has the opposite sign. Plots comparing
the singular and nonsingular cross sections for all C values are given below in Fig. 2-5.
2.6 Determination of Two-Loop Soft Function Parameters
In this section we will expand on the procedure used to extract the O(α2s) non-logarithmic
coefficient in the soft function using EVENT23. For a general event shape, we can separate
the partonic cross section into a singular part where the cross section involves δ(e) or
lnk(e)/e, 4 and a nonsingular part with integrable functions, that diverge at most as lnk(e).
Of course, when these are added together and integrated over the whole spectrum of the
event shape distribution, we get the correct fixed-order normalization:
σˆhad =
∫ emax
0
de
(
dσˆs
de
+
dσˆns
de
)
. (2.37)
Here emax is the maximum value for the given event shape (for C-parameter, emax = 1).
Using SCET, we can calculate the singular cross section at O(α2s), having the form
1
σ0
dσˆ
(2)
s
de
= Aδ δ(e) +
3∑
n=0
Dn
[
lnn e
e
]
+
. (2.38)
To define dσˆ
(2)
s /de we factor out α2s/16pi
2 and set µ = Q. The only unknown term at O(α2s)
for the C-parameter distribution is the two-loop constant sC˜2 in the soft function, which
contributes to Aδ. The explicit result for the terms in Eq. (2.38) can be obtained from
H(Q,µ)P (Q,QC/6, µ) which are given in App. A.1. This allows us to write the singular
integral in (2.37) as a function of sC˜2 and known constants.
We extract the two-loop nonsingular portion of the cross section from EVENT2 data.
Looking now at the specific case of C-parameter, we use both log-binning (in the small
C region, which is then described with high accuracy) and linear binning (for the rest).
3After this work was originally published, the exact two loop C-parameter soft function constant was
calculated in [66]. In our notation, they find sC˜2 = −42.921, which agrees with the result we give in
Eq. (2.34).
4The numerical outcome of a parton-level Monte Carlo such as EVENT2 contains only the power of logs,
but the complete distributions can be obtained from knowledge of the SCET soft and jet functions.
47
By default we use logarithmic binning for C < Cfit = 0.2, but this boundary is changed
between 0.15 and 0.25 in order to estimate systematic uncertainties of our method. In the
logarithmically binned region we use a fit function to extrapolate for the full behavior of the
nonsingular cross section. In order to determine the coefficients of the fit function we use
data between Ccut and Cfit. By default we take the value Ccut = 10
−4, but we also explore
different values between 5×10−5 and 7.625×10−4 to estimate systematic uncertainties. We
employ the following functional form, motivated by the expected nonsingular logarithms
1
σ0
dσˆnsfit
dC
=
3∑
i=0
ai ln
iC + a4C ln
nC , (2.39)
taking the value n = 1 as default and exploring values 0 ≤ n ≤ 3 as an additional source of
systematic uncertainty.
For the region with linear binning, we can simply calculate the relevant integrals by
summing over the bins. One can also sum bins that contain the shoulder region as its
singular behavior is integrable. These various pieces all combine into a final formula that
can be used to extract the two-loop constant piece of the soft function:
σˆ
(2)
had =
∫ 1
0
dC
dσˆ
(2)
s
dC
+
∫ Cfit
0
dC
dσˆnsfit
dC
+
∫ 1
Cfit
dC
dσˆnsint
dC
. (2.40)
Using Eq. (2.40) one can extract sC˜2 , which can be decomposed into its various color com-
ponents as
sC˜2 = C
2
F s
[C2F ]
2 + CF CAs
[CFCA]
2 + CF nfTF s
[nf ]
2 . (2.41)
The results of this extraction are
s
[C2F ]
2 = −0.46± 0.75 , s[CFCA]2 = −29.08± 0.13 , s[nf ]2 = 21.87± 0.03 . (2.42)
The quoted uncertainties include a statistical component coming from the fitting procedure
and a systematical component coming from the parameter variations explained above, added
in quadrature. Note that the value for s
[C2F ]
2 is consistent with zero, as expected from
exponentiation [67]. For our analysis we will always take s
[C2F ]
2 = 0. We have cross-checked
that, when a similar extraction is repeated for the case of thrust, the extracted values are
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consistent with those calculated analytically in Refs. [68, 69]. This indicates a high level of
accuracy in the fitting procedure. We have also confirmed that following the alternate fit
procedure of Ref. [67] gives compatible results, as shown in App. A.2.
2.7 Power Corrections and Renormalon-Free Scheme
The expressions for the theoretical prediction of the C-parameter distribution in the dijet
region shown in Eqs. (2.26) and (2.27) incorporate that the full soft function can be written
as a convolution of the partonic soft function SˆC and the nonperturbative shape function
FC [60]
5:
SC(k, µ) =
∫
dk′ SˆC(k − k′, µ)FC(k′,∆C) . (2.43)
Here, the partonic soft function SˆC is defined in fixed order in MS. The shape function
FC allows a smooth transition between the peak and tail regions, where different kinematic
expansions are valid, and ∆C is a parameter of the shape function that represents an offset
from zero momentum and that will be discussed further below. By definition, the shape
function satisfies the relations FC(k,∆C) = FC(k − 2∆C) and FC(k < 0) = 0. In the tail
region, where QC/6 ΛQCD, this soft function can be expanded to give
SC(k, µ) = SˆC(k)− dSˆC(k)
dk
Ω
C
1 +O
(αsΛQCD
QC
,
Λ2QCD
Q2C2
)
, (2.44)
where Ω
C
1 is the leading nonperturbative power correction in MS which effectively introduces
a shift of the distribution in the tail region [1]. The Ω
C
1 power correction
Ω
C
1 (µ) =
1
Nc
〈
0
∣∣tr Y Tn¯Yn(QĈ)Y †nY ∗n¯∣∣0〉 , (2.45)
is related to Ω
τ
1 , the first moment of the thrust shape function, as given in Eq. (2.2). In
addition to the normalization difference that involves a factor of 3pi/2, their relation is
further affected by hadron-mass effects which cause an additional deviation at the 2.5%
level (computed in Sec. 2.7.1). The dominant contributions of the O(αsΛQCD/QC) cor-
rections indicated in Eq. (2.44) are log enhanced and will be captured once we include
5Here we use the relations SˆC(`, µ) = SˆC˜(`/6, µ)/6 and FC(`) = FC˜(`/6)/6.
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the µ-anomalous dimension for ΩC1 that is induced by hadron-mass effects [55]. There are
additional O(αsΛQCD/QC) corrections, which we neglect, that do not induce a shift. We
consider hadron-mass effects in detail in Sec. 2.7.1.
From Eq. (2.43) and the OPE of Eq. (2.44), we can immediately read off the relations
∫
dk′k′FC(k′,∆C) = 2 ∆C +
∫
dk′k′FC(k′) = Ω
C
1 ,
∫
dk′FC(k′) = 1 , (2.46)
which state that the first moment of the shape function provides the leading power correction
and that the shape function is normalized. In the peak, it is no longer sufficient to keep
only the first moment, as there is no OPE when QC/6 ∼ ΛQCD and we must keep the full
dependence on the model function in Eq. (2.43).
The partonic soft function in MS has an O(ΛQCD) renormalon, an ambiguity which is
related to a linear sensitivity in its perturbative series. This renormalon ambiguity is in
turn inherited to the numerical values for Ω
C
1 obtained in fits to the experimental data.
It is possible to avoid this renormalon issue by switching to a different scheme for ΩC1 ,
which involves subtractions in the partonic soft function that remove this type of infrared
sensitivity. Following the results of Ref. [60], we write ∆C as
∆C =
3pi
2
[ ∆¯(R,µ) + δ(R,µ) ] . (2.47)
The term δ(R,µ) is a perturbative series in αs(µ) which has the same renormalon behavior as
Ω
C
1 . In the factorization formula, it is grouped into the partonic soft function SˆC through the
exponential factor involving δ(R,µ) shown in Eq. (2.29). Upon simultaneous perturbative
expansion of the exponential together with SˆC , the O(ΛQCD) renormalon is subtracted.
The term ∆¯(R,µ) then becomes a nonperturbative parameter which is free of the O(ΛQCD)
renormalon. Its dependence on the subtraction scale R and on µ is dictated by δ(R,µ)
since ∆C is R and µ independent. The subtraction scale R encodes the momentum scale
associated with the removal of the linearly infrared-sensitive fluctuations. The factor 3pi/2
is a normalization coefficient that relates the O(ΛQCD) renormalon ambiguity of the C soft
function SC to the one for the thrust soft function. Taking into account this normalization
we can use for δ(R,µ) the scheme for the thrust soft function already defined in Ref. [1],
δ(R,µ) =
R
2
eγE
d
d ln(ix)
[
lnSpartτ (x, µ)
]
x=(iReγE )−1 , (2.48)
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where Spartτ (x, µ) is the position-space thrust partonic soft function. From this, we find that
the perturbative series for the subtraction is
δ(R,µ) = ReγE
∞∑
i=1
αis(µ) δ
i(R,µ) . (2.49)
Here the δi≥2 depend on both the adjoint Casimir CA = 3 and the number of light flavors
in combinations that are unrelated to the QCD beta function. Using five light flavors the
first three coefficients have been calculated in Ref. [67] as
pi
2
δ1(R,µ) = − 1.33333LR ,
pi
2
δ2(R,µ) = − 0.245482− 0.732981LR − 0.813459L2R ,
pi
2
δ3(R,µ) = − 0.868628 − 0.977769LR
− 1.22085L2R − 0.661715L3R , (2.50)
where LR = ln(µ/R). Using these δ’s, we can make a scheme change on the first moment
to what we call the Rgap scheme:
ΩC1 (R,µ) = Ω
C
1 (µ)− 3pi δ(R,µ) . (2.51)
In contrast to the MS scheme Ω
C
1 (µ), the Rgap scheme Ω
C
1 (R,µ) is free of the ΛQCD renor-
malon. From Eq. (2.46) it is then easy to see that the first moment of the shape function
becomes ∫
dk k FC
(
k − 3pi∆(R,µ)) = ΩC1 (R,µ) . (2.52)
The factorization in Eq. (2.43) can now be written as
SC(k, µ) =
∫
dk′ e− 3piδ(R,µ)
∂
∂k SˆC(k − k′, µ)FC
(
k′ − 3pi∆(R,µ)) . (2.53)
The logs in Eq. (2.50) can become large when µ and R are far apart. This imposes a
constraint that R ∼ µ, which will require the subtraction scale to depend on C in a way
similar to µ. On the other hand, we also must consider the power counting Ω
C ∼ ΛQCD,
which leads us to desire using R ' 1 GeV. In order to satisfy both of these constraints in the
tail region, where µ ∼ QC/6 1 GeV, we (i) employ R ∼ µ for the subtractions in δ(R,µ)
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that are part of the Rgap partonic soft function and (ii) use the R-evolution to relate the gap
parameter ∆¯(R,µ) to the reference gap parameter ∆¯(R∆, µ∆) with R∆ ∼ µ∆ ∼ O(1 GeV)
where the ΛQCD counting applies [67, 70, 71]. The formulae for the R-RGE and µ-RGE are
R
d
dR
∆¯(R,R) = −R
∞∑
n=0
γRn
(
αs(R)
4pi
)n+1
,
µ
d
dµ
∆¯(R,µ) = 2ReγE
∞∑
n=0
Γcuspn
(
αs(µ)
4pi
)n+1
, (2.54)
where for five flavors the Γcuspn is given in App. A.1 and the γR coefficients are given by
γR0 = 0, γ
R
1 = − 43.954260 , γR2 = − 606.523329 . (2.55)
The solution to Eq. (2.54) is given, at NkLL, by
∆¯(R,µ) = ∆¯(R∆, µ∆) +Re
γEω [ Γcusp, µ,R ] +R∆e
γEω [ Γcusp, R∆, µ∆ ]
+ Λ
(k)
QCD
k∑
j=0
(−1)jSjeipibˆ1
[
Γ(− bˆ1 − j, t1)− Γ(− bˆ1 − j, t0)
]
≡ ∆¯(R∆, µ∆) + ∆diff(R∆, R, µ∆, µ) . (2.56)
For the convenience of the reader, the definition for ω is provided in Eq. (A.19), and the
values for bˆ1 and the Sj are given in Eq. (A.31). In order to satisfy the power counting
criterion for R, we specify the parameter ∆¯(R∆, µ∆) at the low reference scales R∆ = µ∆ =
2 GeV. We then use Eq. (2.56) to evolve this parameter up to a scale R(C), which is given
in Sec. 2.8 and satisfies the condition R(C) ∼ µS(C) in order to avoid large logs. This
R-evolution equation yields a similar equation for the running of ΩC1 (R,µS), which is easily
found from Eqs. (2.47) and (2.51).
We also apply the Rgap scheme in the nonsingular part of the cross section by using the
convolution
∫
dk′ e− 3pi
δ(R,µs)
Q
∂
∂C
dσˆns
dC
(
C − k
′
Q
,
µns
Q
)
× FC
(
k′ − 3pi ∆¯(R,µS)
)
. (2.57)
By employing the Rgap scheme for both the singular and nonsingular pieces, the sum
correctly recombines in a smooth manner to the fixed-order result in the far-tail region.
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Figure 2-5: Singular and nonsingular components of the fixed-order C-parameter cross
section, including up to O(α3s) terms, with Ω1 = 0.25 GeV and αs(mZ) = 0.1141.
Note that by using Eq. (2.47) we have defined the renormalon-free moment parameter
ΩC1 (R,µ) in a scheme directly related to the one used for the thrust analyses in Refs. [1, 16].
This is convenient as it allows for a direct comparison to the Ω1 fit results we obtained in
both these analyses. However, many other renormalon-free schemes can be devised, and
all these schemes are perturbatively related to each other through their relation to the MS
scheme ∆C . As an alternative, we could have defined a renormalon-free scheme for Ω
C
1
by determining the subtraction δ directly from the C˜ soft function S
C˜
using the analog to
Eq. (2.48). For future reference we quote the results for the resulting subtraction function
δ
C˜
in App. A.6.
In close analogy to Ref. [1], we parametrize the shape function FC in terms of the basis
functions introduced in Ref. [61]. In this expansion the shape function has the form
FC(k, λ, {ci}) = 1
λ
[
N∑
n=0
cnfn
(
k
λ
)]2
, (2.58)
where the fn are given by
fn(z) = 8
√
2z3(2n+ 1)
3
e−2zPn[ g(z) ],
g(z) =
2
3
[
3− e−4z(3 + 12z + 24z2 + 32z3)]− 1 , (2.59)
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Figure 2-6: Singular and nonsingular components of the fixed-order thrust cross section,
including up to O(α3s) terms, with Ω1 = 0.25 GeV and αs(mZ) = 0.1141.
and Pn denote the Legendre polynomials. The additional parameter λ is irrelevant when
N →∞. For finite N it is strongly correlated with the first moment ΩC1 (and with c1). The
normalization of the shape function requires that
∑N
n=0 c
2
n = 1. When plotting and fitting
in the tail region, where the first moment of the shape function ΩC1 is the only important
parameter, it suffices to take c0 = 1 and all ci>0 = 0. In this case the parameter λ directly
specifies our ΩC1 according to
ΩC1 (R∆, µ∆) = λ+ 3pi ∆¯(R∆, µ∆) . (2.60)
In the tail region where one fits for αs(mZ), there is not separate dependence on the nonper-
turbative parameters λ and ∆¯(R∆, µ∆); they only appear together through the parameter
ΩC1 (R∆, µ∆). In the peak region, one should keep more ci’s in order to correctly parametrize
the nonperturbative behavior.
In Fig. 2-5 we plot the absolute value of the four components of the partonic fixed-order
C distribution at O(α3s) in the Rgap scheme at Q = mZ . Resummation has been turned
off. The cross section components include the singular terms (solid blue), nonsingular terms
(dashed blue), and separately the contributions from terms that involve the subtraction co-
efficients δi, for both singular subtractions (solid red) and nonsingular subtractions (dashed
red). The sum of these four components gives the total cross section (solid black line). One
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can observe that the nonsingular terms are significantly smaller than the singular ones in
the tail region below the shoulder, i.e. for C < 0.7. Hence the tail region is completely dom-
inated by the part of the cross section described by the SCET factorization theorem, where
resummation matters most. Above the shoulder the singular and nonsingular C results have
comparable sizes. An analogous plot for the thrust cross section is shown in Fig. 2-6. We
see that the portion of the C-parameter distribution where the logarithmic resummation in
the singular terms is important, is substantially larger compared to the thrust distribution.
2.7.1 Hadron Mass Effects
Following the analysis in Ref. [55], we include the effects of hadron masses by including the
dependence of ΩC1 on the distributions of transverse velocities,
r ≡ p⊥√
p2⊥ +m
2
H
, (2.61)
where mH is the nonzero hadron mass and p⊥ is the transverse velocity with respect to
the thrust axis. For the massless case, one has r = 1. However, when the hadron masses
are nonzero, r can take any value in the range 0 to 1. The additional effects of the finite
hadron masses cause non-trivial modifications in the form of the first moment of the shape
function,
Ω
e
1(µ) = ce
∫ 1
0
dr ge(r) Ω1(r, µ) , (2.62)
where e denotes the specific event shape that we are studying, ce is an event-shape-
dependent constant, ge(r) is an event-shape-dependent function
6 that encodes the depen-
dence on the hadron-mass effects and Ω1(r) is a universal r-dependent generalization of the
first moment, described by a matrix element of the transverse velocity operator. Ω1(r, µ) is
universal for all recoil-insensitive event shapes. Note that once hadron masses are included
there is no limit of the hadronic parameters that reduces to the case where hadron masses
are not accounted for.
6As discussed in Ref. [55], event shapes with a common ge function belong to the same universality class.
This means that their leading power corrections are simply related by the ce factors. In this sense ge is
universality-class dependent rather than event-shape dependent.
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For the cases of thrust and C-parameter, we have
cC = 3pi , gC(r) =
2r2
pi
K(1− r2) , (2.63)
cτ = 2 , gτ (r) = 1− E(1− r2) + r2K(1− r2) ,
where E(x) andK(x) are complete elliptic integrals, whose definition can be found in Ref. [54,
55]. Notice that gC(r) and gτ (r) are within a few percent of each other over the entire r
range, so we expect the relation
2 Ω
C
1 (µ) = 3piΩ
τ
1(µ)
[
1 +O(2.5%)] , (2.64)
where the O(2.5%) captures the breaking of universality due to the effects of hadron masses.
We have determined the size of the breaking by
∫ 1
0 dr
[
gC(r)− gτ (r)
]∫ 1
0 dr
[
gC(r) + gτ (r)
]
/2
= 0.025. (2.65)
All r ∈ [ 0, 1] contribute roughly an equal amount to this deviation, which is therefore well
captured by this integral.
As indicated in Eq. (2.62) the moment Ω1(r, µ) in the MS scheme is renormalization-scale
dependent and at LL satisfies the RGE of the form [55]
Ω1(r, µ) = Ω1(r, µ0)
[
αs(µ)
αs(µ0)
]γˆ1(r)
. (2.66)
In App. A.4 we show how to extend this running to the Rgap scheme in order to remove
the O(ΛQCD) renormalon. The result in the Rgap scheme is
gC(r) Ω
C
1 (R,µ, r) =gC(r)
[
αs(µ)
αs(µ∆)
]γˆ1(r)
ΩC1 (R∆, µ∆, r) +Re
γE
(
αs(µ)
αs(R)
)ˆγ1(r)
ω [ Γcusp, µ,R ]
+R∆e
γE
(
αs(µ)
αs(R∆)
)ˆγ1(r)
ω [ Γcusp, R∆, µ∆]
+ Λ
(k)
QCD
(
β0αs(µ)
2pi
)ˆγ1(r) k∑
j=0
Srj (r)(−1)jeipi[bˆ1−γˆ1(r)]
× [Γ(− bˆ1 + γˆ1(r)− j, t1)− Γ(− bˆ1 + γˆ1(r)− j, t0) ]
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≡ gC(r)
[
αs(µ)
αs(µ∆)
]γˆ1(r)
Ω1(R∆, µ∆, r) + ∆
diff(R∆, R, µ∆, µ, r) . (2.67)
Here the formula is resummed to NkLL, and Λ
(k)
QCD is the familiar N
kLO perturbative
expression for ΛQCD. We always use R∆ = µ∆ = 2 GeV to define the initial hadronic
parameter. The values for bˆ1, γ1(r), t1, t0,and the Sj can all be found in App. A.4 and the
resummed ω is given in Eq. (A.19).
In order to implement this running, we pick an ansatz for the form of the moment at
the low scales, R∆ and µ∆, given by
Ω1(R∆, µ∆, r) =
[
a(R∆, µ∆)fa(r) + b(R∆, µ∆)fb(r)
]2
,
fa(r) = 3.510 e
− r2
1−r2 , (2.68)
fb(r) = 13.585 e
− 2 r2
1−r2 − 21.687 e− 4 r
2
1−r2 .
The form of Ω1(R∆, µ∆, r) was chosen to always be positive and to smoothly go to zero at
the endpoint r = 1. In the Rgap scheme, Ω1 can be interpreted in a Wilsonian manner
as a physical hadronic average momentum parameter, and hence it is natural to impose
positivity. As r → 1 we are asking about the vacuum-fluctuation-induced distribution
of hadrons with large p⊥ which is anticipated to fall off rapidly. We also check other
ansa¨tze that satisfied these conditions, but choosing different positive definite functions
has a minimal effect on the distribution. The functions fa and fb were chosen to satisfy∫ 1
0 drgC(r)fa(r)
2 =
∫ 1
0 drgC(r)fb(r)
2 = 1 and
∫ 1
0 drgC(r)fa(r) fb(r) = 0. This allows us to
write
ΩC1 (R∆, µ∆) = cC
∫ 1
0
dr gC(r) Ω1(R∆, µ∆, r)
= 3pi
[
a(R∆, µ∆)
2 + b(R∆, µ∆)
2
]
, (2.69)
and to define an orthogonal variable,
θ(R∆, µ∆) ≡ arctan
(
b(R∆, µ∆)
a(R∆, µ∆)
)
. (2.70)
The parameters a and b can therefore be swapped for ΩC1 (R∆, µ∆) and θ(R∆, µ∆). This
θ is defined as part of the model for the universal function Ω1(R,µ, r) and so should also
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exhibit universality between event shapes. In Sec. 2.9.4 below, we will demonstrate that θ
has a small effect on the cross section for the C-parameter, and hence that ΩC1 (R∆, µ∆) is
the most important hadronic parameter.
2.8 Profile Functions
The ingredients required for cross section predictions at various resummed perturbative
orders are given in Table 2.1. This includes the order for the cusp and non-cusp anomalous
dimensions for H, Jτ , and SC ; their perturbative matching order; the beta function β[αs] for
the running coupling: and the order for the nonsingular corrections discussed in Sec. 2.5. It
also includes the anomalous dimensions γ∆ and subtractions δ discussed in this section. In
our analysis we only use primed orders with the factorization theorem for the distribution.
For the unprimed orders, only the formula for the cumulant cross section properly resums
the logarithms, see Ref. [72], but for the reasons discussed in Ref. [1], we need to use
the distribution cross section for our analysis. The primed order distribution factorization
theorem properly resums the desired series of logarithms for C, and was also used in Refs. [1,
16] to make predictions for thrust.
The factorization formula in Eq. (2.29) contains three characteristic renormalization
scales, the hard scale µH , the jet scale µJ , and the soft scale µS . In order to avoid large
logarithms, these scales must satisfy certain constraints in the different C regions:
1) nonperturbative: C . 3pi ΛQCD
Q
µH ∼ Q, µJ ∼
√
ΛQCDQ, µS∼R∼ΛQCD ,
2) resummation: 3pi
ΛQCD
Q
 C < 0.75 (2.71)
µH ∼ Q, µJ ∼ Q
√
C
6
, µS∼R∼QC
6
 ΛQCD ,
3) fixed-order: C > 0.75
µH = µJ = µS = R ∼ Q ΛQCD .
In order to meet these constraints and have a continuous factorization formula, we make
each scale a smooth function of C using profile functions.
When one looks at the physical C-parameter cross-section, it is easy to identify the
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cusp non-cusp matching β[αs] nonsingular γ
µ,R,r
∆ δ
LL 1 - tree 1 - - -
NLL 2 1 tree 2 - 1 -
N2LL 3 2 1 3 1 2 1
N3LL 4pade 3 2 4 2 3 2
NLL′ 2 1 1 2 1 1 1
N2LL′ 3 2 2 3 2 2 2
N3LL′ 4pade 3 3 4 3 3 3
Table 2.1: Loop corrections required for specified orders.
peak, tail, and far-tail as distinct physical regions of the distribution. How much of the
physical peak belongs to the nonperturbative vs resummation region is in general a process-
dependent statement, as is the location of the transition between the resummation and
fixed-order regions. For example, in b → s γ the entire peak is in the nonperturbative
region [61], whereas for pp → H + 1 gluon initiated jet with pT ∼ 400 GeV, the entire
peak is in the resummation region [73]. For thrust with Q = mZ [1], and similarly here for
C-parameter with Q = mZ , the transition between the nonperturbative and resummation
regions occurs near the maximum of the physical peak. Note that, despite the naming, in the
nonperturbative region, where the full form of the shape function is needed, resummation
is always important. The tail for the thrust and C-parameter distributions is located in the
resummation region, and the far-tail, which is dominated by events with three or more jets,
exists in the fixed-order region.
For the renormalization scale in the hard function, we use
µH = eH Q , (2.72)
where eH is a parameter that we vary from 0.5 to 2.0 in order to account for theory
uncertainties.
The profile function for the soft scale is more complicated, and we adopt the following
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Figure 2-7: Solid lines are the central results for the profile functions for the renormalization
scales µH , µJ(C), µS(C) at Q = mZ . The bands and up-down arrow indicate the results of
varying the profile parameters. The result for R(C) is identical to µS(C) at the resolution
of this figure, differing only at small C. Above C = ts ' 0.8 all the scales merge, µH =
µJ = µS = R.
form:
µS =

µ0 0 ≤ C < t0
ζ(µ0, 0, 0,
rs µH
6 , t0, t1, C) t0 ≤ C < t1
rs µH
C
6 t1 ≤ C < t2
ζ(0, rs µH6 , µH , 0, t2, ts, C) t2 ≤ C < ts
µH ts ≤ C < 1
. (2.73)
Here the 1st, 3rd, and 5th lines satisfy the three constraints in Eq. (2.71). In particular, µ0
controls the intercept of the soft scale at C = 0. The term t0 controls the boundary of the
purely nonperturbative region and the start of the transition to the resummation region,
and t1 represents the end of this transition. As the border between the nonperturbative
and perturbative regions is Q dependent, we actually use n0 ≡ t0(Q/1 GeV) and n1 ≡
t1(Q/1 GeV) as the profile parameters. In the resummation region t1 < C < t2, the
parameter rs determines the linear slope with which µS rises. The parameter t2 controls
the border and transition between the resummation and fixed-order regions. Finally, the ts
parameter sets the value of C where the renormalization scales all join. We require both
µS and its first derivative to be continuous, and to this end we have defined the function
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ζ(a1, b1, a2, b2, t1, t2, t) with t1 < t2, which smoothly connects two straight lines of the form
l1(t) = a1 + b1 t for t < t1 and l2(t) = a2 + b2 t for t > t2 at the meeting points t1 and
t2. We find that a convenient form for ζ is a piecewise function made out of two quadratic
functions patched together in a smooth way. These two second-order polynomials join at
the middle point tm = (t1 + t2)/2:
ζ(a1, b1, a2, b2, t1, t2, t)
=
 aˆ1 + b1(t− t1) + e1(t− t1)2 t1 ≤ t ≤ tmaˆ2 + b2(t− t2) + e2(t− t2)2 tm ≤ t ≤ t2 ,
aˆ1 = a1 + b1 t1 , aˆ2 = a2 + b2 t2 ,
e1 =
4 (aˆ2 − aˆ1)− (3 b1 + b2) (t2 − t1)
2 (t2 − t1)2 ,
e2 =
4 (aˆ1 − aˆ2) + (3 b2 + b1) (t2 − t1)
2 (t2 − t1)2 . (2.74)
The soft scale profile in Eq. (2.73) was also used in Ref. [74] for jet-mass distributions in
pp→ Z + 1-jet.
In Ref. [1] slightly different profiles were used. For instance there was no region of
constant soft scale. This can be reproduced from our new profiles by choosing t0 = 0.
Moreover, in Ref. [1] there was only one quadratic form after the linear term, and the slope
was completely determined by other parameters. These new profiles have several advan-
tages. The most obvious is a variable slope, which allows us to balance the introduction of
logs and the smoothness of the profiles. Additionally, in the new set up, the parameters for
different regions are more independent. For example, the n0 parameter will only affect the
nonperturbative region in the new profiles, while in the old profiles, changing n0 would have
an impact on the resummation region. This independence makes analyzing the different
regions more transparent.
For the jet scale, we introduce a “trumpeting” factor that modifies the natural relation
to the hard and soft scales in the following way:
µJ(C) =

[
1 + eJ(C − ts)2
]√
µH µS(C) C ≤ ts
µH C > ts
. (2.75)
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parameter default value range of values
µ0 1.1 GeV -
R0 0.7 GeV -
n0 12 10 to 16
n1 25 22 to 28
t2 0.67 0.64 to 0.7
ts 0.83 0.8 to 0.86
rs 2 1.78 to 2.26
eJ 0 − 0.5 to 0.5
eH 1 0.5 to 2.0
ns 0 − 1, 0, 1
Γcusp3 1553.06 − 1553.06 to + 4659.18
sC˜2 − 43.2 − 44.2 to − 42.2
j3 0 − 3000 to + 3000
sC˜3 0 − 500 to + 500
low2 0 − 1, 0, 1
high2 0 − 1, 0, 1
low3 0 − 1, 0, 1
high3 0 − 1, 0, 1
Table 2.2: C-parameter theory parameters relevant for estimating the theory uncertainty,
their default values, and range of values used for the scan for theory uncertainties.
parameter default value range of values
µ0 1.1 GeV -
R0 0.7 GeV -
n0 2 1.5 to 2.5
n1 10 8.5 to 11.5
t2 0.25 0.225 to 0.275
ts 0.4 0.375 to 0.425
rs 2 1.77 to 2.26
eJ 0 − 1.5 to 1.5
eH 1 0.5 to 2.0
ns 0 − 1, 0, 1
j3 0 − 3000 to + 3000
sτ3 0 − 500 to + 500
2 0 − 1, 0, 1
3 0 − 1, 0, 1
Table 2.3: Thrust theory parameters relevant for estimating the theory uncertainty, their
default values, and range of values used for the scan for theory uncertainties.
The parameter eJ is varied in our theory scans.
The subtraction scale R(C) can be chosen to be the same as µS(C) in the resummation
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region to avoid large logarithms in the subtractions for the soft function. In the nonpertur-
bative region we do not want the O(αs) subtraction piece to vanish, see Eq. (2.50), so we
choose the form
R(C) =

R0 0 ≤ C < t0
ζ(R0, 0, 0,
rs µH
6 , t0, t1, C) t0 ≤ C < t1
µS(C) t1 ≤ C ≤ 1
. (2.76)
The only free parameter in this equation, R0, simply sets the value of R at C = 0. The
requirement of continuity at t1 in both R(C) and its first derivative are again ensured by
the ζ function.
In order to account for resummation effects in the nonsingular partonic cross section,
which we cannot treat coherently, we vary µns. We use three possibilities:
µns(C) =

1
2
[
µH(C) + µJ(C)
]
ns = 1
µH ns = 0
1
2
[
3µH(C)− µJ(C)
]
ns = − 1
. (2.77)
Using these variations, as opposed to those in Ref. [1], gives more symmetric uncertainty
bands for the nonsingular distribution.
The plot in Fig. 2-7 shows the scales for the default parameters for the case Q = mZ
(thick lines). Also shown (gray dashed lines) are plots of QC/6 and Q
√
C/6. In the
resummation region, these correspond fairly well with the profile functions, indicating that
in this region our analysis will avoid large logarithms. Note that the soft and jet scales in
the plot would exactly match the gray dashed lines in the region 0.25 < C < 0.67 if we took
rs = 1 as our default. For reasons discussed in Sec. 2.9.2 we use rs = 2 as our default value.
We also set as default values µ0 = 1.1 GeV, R0 = 0.7 GeV, eH = 1, eJ = 0, and ns = 0.
Default central values for other profile parameters for C are listed in Table 2.2.
Perturbative uncertainties are obtained by varying the profile parameters. We hold
µ0 and R0 fixed, which are the parameters relevant in the region impacted by the entire
nonperturbative shape function. They influence the meaning of the nonperturbative soft
function parameters in FC . The difference of the two parameters is important for renormalon
subtractions and hence should not be varied (µ0 − R0 = 0.4 GeV) to avoid changing the
meaning of FC . Varying µ0 and R0 keeping the difference fixed has a very small impact
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compared to variations from FC parameters, as well as other profile parameters, and hence is
also kept constant. We are then left with eight profile parameters to vary during the theory
scan, whose central values and variation ranges used in our analysis are rs = 2 × 1.13±1,
n0 = 12 ± 2, n1 = 25 ± 3, t2 = 0.67 ± 0.03, ts = 0.83 ± 0.03, eJ = 0 ± 0.5, eH = 2±1,
and ns = 0 ± 1. The resulting ranges are also listed in Table 2.2, and the effect of these
variations on the scales is plotted in Fig. 2-7. Since we have so many events in our EVENT2
runs, the effect of low2 is completely negligible in the theory uncertainty scan. Likewise, the
effect of high2 is also tiny above the shoulder region.
Due to the advantages of the new profile functions, we have implemented them for the
thrust predictions from Refs. [1] as well. For thrust we redefine rs → 6 rs, which eliminates
all four appearances of the factor of 1/6 in Eqs. (2.73) and (2.76). After making this
substitution, we can specify the theory parameters for thrust, which are summarized in
Table 2.3.These choices create profiles and profile variations that are very similar to those
used in Ref. [1]. The only noticeable difference is the flat µS in the nonperturbative region
(which is relevant for a fit to the full shape function but is irrelevant for the αs tail fit).
2.9 Results
In this section we present our final results for the C-parameter cross section, comparing
to the thrust cross section when appropriate. We will use different levels of theoretical
accuracy for these analyses. When indicating the perturbative precision, and whether or
not the power correction Ω1 is included and at what level of precision, we follow the notation
O(αks) fixed order up to O(αks)
NkLL′+O(αks) perturbative resummation
NkLL′+O(αks)+Ω1 MS scheme for Ω1
NkLL′+O(αks)+Ω1(R,µ) Rgap scheme for Ω1
NkLL′+O(αks)+Ω1(R,µ, r) Rgap scheme with
hadron masses for Ω1 .
In the first three subsections, we discuss the determination of higher-order perturbative
coefficients in the cross section, the impact of the slope parameter rs, and the order-by-
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Figure 2-8: Theory scan for C-parameter [ panels (a) to (f) ] and Thrust [ panels (g) to (l) ]
cross section uncertainties at various orders, for few center-of-mass energies Q and slopes
rs. The theoretical predictions include log resummation and are purely perturbative. The
respective upper and lower rows use rs = 1 and rs = 2, respectively. The left, center, and
right columns correspond to Q = 40 GeV, 91.2 GeV, and 200 GeV, respectively. Here we
use αs(mZ) = 0.1141.
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Resummation Order Calculable Gij ’s and Bi’s
LL Gi, i+1
NLL′ Gi, i and B1
N2LL′ Gi,i−1 and B2
N3LL′ Gi,i−2 and B3
Table 2.4: By doing resummation to the given order, we can access results for the entire
hierarchy of Gij ’s listed.
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Figure 2-9: C-parameter (left panel) and thrust (right panel) cross section predictions at
N3LL′ + O(α3s) + Ω1(R,µ) for rs = 1 (blue) and rs = 2 (red). For these plots we use our
most complete setup, with power corrections in the renormalon-free Rgap scheme. Here we
use αs(mZ) = 0.1141 and Ω1(R∆, µ∆) = 0.33 GeV.
order convergence and uncertainties. Since the effect of the additional running induced by
the presence of hadron masses is a relatively small effect on the cross section, we leave their
discussion to the final fourth subsection.
2.9.1 Gij expansion
Our N3LL′ resummed predictions can be used to compute various coefficients of the most
singular terms in the cross section. In this determination only perturbative results are used.
In order to exhibit the terms that are determined by the logarithmic resummation, one can
take µ = Q and write the cumulant function as:
Σ0(C) =
1
σ0
∫ C
0
dC ′
dσ
dC ′
=
(
1 +
∞∑
m=1
B[0]m
(
αs(Q)
2pi
)m)
exp
 ∞∑
i=1
i+1∑
j=1
Gij
(
αs(Q)
2pi
)i
lnj
(
6
C
),
(2.78)
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where σ0 is the tree-level total cross section. A different normalization with respect to the
total cross section including all QCD corrections is also used in the literature and reads
Σ(C) =
1
σhad
∫ C
0
dC ′
dσ
dC ′
=
(
1 +
∞∑
m=1
Bm
(
αs(Q)
2pi
)m)
exp
 ∞∑
i=1
i+1∑
j=1
Gij
(
αs(Q)
2pi
)i
lnj
(
6
C
).
(2.79)
Notice that the different normalizations do not affect the Gij ’s and only change the non-
logarithmic pieces. Our N3LL′ result allows us to calculate the B[0]m ’s and Bm’s to third
order and entire hierarchies of the Gij coefficients as illustrated in Table 2.4.
The results for these coefficients through G34 are collected in App. A.3. Note that, due
to the equivalence of the thrust and C-parameter distributions at NLL (when using C˜), we
know that the Gi, i+1 and Gi, i series are equal for these two event shapes [45]. From our
higher-order resummation analysis, we find that the Gi,i−1 and Gi,i−2 coefficients differ for
the C-parameter and thrust event shapes because the fixed-order sC˜,τ1 and s
C˜,τ
2 constants
differ and enter into the resummed results at N2LL′ and N3LL′ respectively. The values of
all the Bi coefficients are also different. (If we had instead used the unprimed counting for
logarithms, NkLL, there is less precision obtained at a given order, and each index of a Bi
in Table 2.4 would be lowered by 1.)
The Gij and Bm serve to illustrate the type of terms that are included by having
resummation and fixed-order terms at a given order. They are not used explicitly for
the resummed analyses in the following sections, which instead exploit the full resummed
factorization theorem in Eq. (2.29).
2.9.2 The slope rs for C-parameter and Thrust
In the profiles of Sec. 2.8, the parameter rs was defined as the dimensionless slope of µS
in the resummation region. It would seem natural to pick rs = 1 to eliminate the powers
of ln(6µS/(QC)) and ln(µS/(Qτ)) that appear in the cross section formula for C and
τ . However, having a slightly steeper rise may also yield benefits by smoothing out the
profile. Using an rs that is larger than 1, such as rs = 2, will only shift small ln(rs) factors
between different orders of the resummed cross section. Just like other profile parameters
the dependence on rs will decrease as we go to higher orders in perturbation theory, but
the central value choice may improve the accuracy of lower-order predictions.
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Figure 2-10: Total hadronic cross section obtained from integrating the resummed cross
section. The top two panels show the prediction for rs = 1 and rs = 2 for C-parameter,
respectively. Likewise, the bottom two panels show the thrust results. Green squares
correspond to the prediction with log resummation and the power correction in the MS
scheme, whereas red triangles have log resummation and the power correction in the Rgap
scheme. The blue points correspond to the fixed-order prediction, and the blue line shows
the highest-order FO prediction.
In order to determine whether rs = 1 or rs = 2 is a better choice for the slope parameter,
we examine the convergence of the cross section between different orders of resummation.
For this analysis we will compare the three perturbative orders N3LL′ + O(α3s), N2LL′ +
O(α2s), and NLL′ +O(αs). We also fix αs(mZ) = 0.1141, which is the value favored by the
QCD only thrust fits [1]. [Use of larger values of αs(mZ) leads to the same conclusions that
we draw below.] In Fig. 2-8 we show the perturbative C-parameter cross section (upper two
rows) and thrust cross section (lower two rows) with a scan over theory parameters (without
including Ω1 or the shape function) for both rs = 1 (first respective row) and rs = 2 (second
respective row). Additionally, we plot with different values of Q, using Q = 40 GeV in the
first column, Q = 91.2 GeV in the second column, and Q = 200 GeV in the third column.
The bands here correspond to a theory parameter scan with 500 random points taken from
Tabs. 2.2 and 2.3. We conclude from these plots that rs = 2 has better convergence between
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Figure 2-11: Components of the C-parameter cross section with resummation at N3LL′ +
O(α3s) + Ω1(R,µ) with Ω1(R∆, µ∆) = 0.33 GeV and αs(mZ) = 0.1141.
different orders than rs = 1. For all of the values of Q, we can see that in the slope 1 case
the N2LL′ band lies near the outside of the edge of the NLL′ band, while in the slope 2
plots, the scan for N2LL′ is entirely contained within the scan for NLL′. A similar picture
can be seen for the transition from N2LL′ to N3LL′. This leads us to the conclusion that
the resummed cross section prefers rs = 2 profiles which we choose as our central value for
the remainder of the analysis. (In the thrust analysis of Ref. [1], the profiles did not include
an independent slope parameter, but in the resummation region, their profiles are closer to
taking rs = 2 than rs = 1.)
At the highest order, N3LL′+O(α3s), the choice of rs = 1 or rs = 2 has very little impact
on the resulting cross section, both for C-parameter and thrust. Indeed, the difference
between these two choices is smaller than the remaining (small) perturbative uncertainty at
this order. This is illustrated in Fig. 2-9, which shows the complete N3LL′+O(α3s)+Ω1(R,µ)
distributions for rs = 1 (blue) and rs = 2 (red) for C-parameter in the left panel, and for
thrust in the right panel. Here we use Ω1(R∆, µ∆) = 0.33 GeV. Thus, the choice of rs is
essentially irrelevant for our highest-order predictions, but has a bit of impact on conclusions
drawn about the convergence of the lower to highest orders. Another thing that is clear
from this figure is that the perturbative uncertainties for the C-parameter cross section at
Q = mZ , which are on average ± 2.5% in the region 0.25 < C < 0.65, are a bit larger than
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Figure 2-12: Theory scan for cross section uncertainties in C-parameter. The panels are
(a) fixed order, (b) resummation with no nonperturbative function, (c) resummation with
a nonperturbative function using the MS scheme for Ω
C
1 without renormalon subtraction,
and (d) resummation with a nonperturbative function using the Rgap scheme for ΩC1 with
renormalon subtraction.
those for thrust where we have on average ± 1.8% in the region 0.1 < τ < 0.3. This ± 1.8%,
obtained with the profile and variations discussed here, agrees well with the ± 1.7% quoted
in Ref. [1].
One can also look at the effect that the choice of rs has on the total integral over the
C-parameter and thrust distributions at NkLL′+O(αks)+Ω1(R,µ), which should reproduce
the total hadronic cross section. For C-parameter, the outcome is shown in the first row
of Fig. 2-10, where green squares and red triangles represent resummed cross sections with
power corrections in the MS and Rgap schemes, respectively. In blue we display the fixed-
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order prediction. Comparing the predictions for rs = 1 (left panel) and rs = 2 (right panel),
we observe that the former achieves a better description of the fixed-order prediction at
N2LL′, in agreement with observations made in Ref. [47]. For the case of thrust (second
row of Fig. 2-10), similar conclusions as for C-parameter can be drawn by observing the
behavior of the total cross section. Again, at the highest order the result is independent
of the choice of the slope within uncertainties for both C and thrust. Since our desired fit
to determine αs(mZ) and Ω
C
1 requires the best predictions for the shape of the normalized
cross section, we do not use the better convergence for the normalization as a criteria for
using rs = 1. Our results for cross section shapes are self-normalized using the central
profile result.
In Fig. 2-11 we present a plot analogous to Fig. 2-5 but including resummation at
N3LL′+O(α3s) + Ω1(R,µ) with rs = 2 (a similar plot for thrust can be found in Ref. [1]). The
suppression of the dashed blue nonsingular curve relative to the solid upper blue singular
curve is essentially the same as observed earlier in Fig. 2-5. The subtraction components
are a small part of the cross section in the resummation region but have an impact at the
level of precision obtained in our computation. Above the shoulder region, the singular
and nonsingular terms appear with opposite signs and largely cancel. This is clear from
the figure where the individual singular and nonsingular lines are larger than the total
cross section in this region. The same cancellation occurs for the singular subtraction and
nonsingular subtraction terms. The black curve labeled total in Fig. 2-11 shows the central
value for our full prediction. Note that the small dip in this black curve, visible at C ' 0.75,
is what survives for the log-singular terms in the shoulder after the convolution with FC .
2.9.3 Convergence and Uncertainties: Impact of Resummation and Renor-
malon Subtractions
Results for the C-parameter cross sections at Q = mZ are shown at various levels of theo-
retical sophistication in Fig. 2-12. The simplest setup is the purely perturbative fixed-order
O(αks) QCD prediction (i.e. no resummation and no power corrections), shown in panel
(a), which does not make use of the new perturbative results in this chapter. Not unex-
pectedly, the most salient feature at fixed order is the lack of overlap between the O(αs)
(green), O(α2s) (blue), and O(α3s) (red) results. This problem is cured once the perturba-
tive resummation is included with NkLL′+O(αks) predictions shown in panel (b): the NLL′
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Figure 2-13: Effects of hadron masses on the differential cross section for C-parameter
(left) and thrust (right). Curves correspond to the percent difference between the cross
section with and without hadron-mass effects, for three center-of-mass energies: Q =
91.2 GeV (solid red), 200 GeV (dashed blue), and 40 GeV (dotted green). The cross section
with hadron-mass effects uses θ(R∆, µ∆) = 0 and Ω1(R∆, µ∆) = 0.32 (0.30) GeV for C-
parameter (thrust), while the cross section without hadron-mass effects has Ω1(R∆, µ∆) =
0.33 GeV. We set αs(mZ) = 0.1141.
(green), N2LL′ (blue), and N3LL′ (red) bands now nicely overlap. To achieve this conver-
gence and overlap with our setup, it is important to normalize the cross section bands with
the integrated norm at a given order using the default profiles. (The convergence for the
normalization in Fig. 2-10 was slower. Further discussion of this can be found in Ref. [1].)
The panel (b) results neglect power corrections. Including them in the MS scheme,
NkLL′ + O(αks) + Ω1, as shown in panel (c), does not affect the convergence of the series
but rather simply shifts the bands toward larger C values. This was mentioned above in
Eq. (2.3).
In panel (d) we show our results, which use the Rgap scheme for the power correction,
at NkLL′ + O(αks) + Ω1(R,µ). In this scheme a perturbative series is subtracted from the
partonic soft function to remove its O(ΛQCD) renormalon. This subtraction entails a corre-
sponding scheme change for the parameter Ω1 which becomes a subtraction-scale-dependent
quantity. In general the use of renormalon-free schemes stabilizes the perturbative behavior
of cross sections. The main feature visible in panel (d) is the noticeable reduction of the
perturbative uncertainty band at the two highest orders, with the bands still essentially
contained inside lower-order ones.
We can see the improvement in convergence numerically by comparing the average
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Figure 2-14: Effects of θ(R∆, µ∆) on the cross section for C-parameter (left) and thrust
(right). The lines correspond to the largest variation achievable by varying θ(R∆, µ∆) in
both directions (which happen for θ = 0.23pi and θ = − 0.27pi), with respect to the cross
section with θ(R∆, µ∆) = 0. The solid (red), dashed (blue), and dotted (green) lines cor-
respond to Q = 91.2, 200, and 40 GeV, respectively. We use Ω1(R∆, µ∆) = 0.32 (0.30) GeV
for C-parameter (thrust), and αs(mZ) = 0.1141.
percent uncertainty between different orders at Q = mZ . If we first look at the results
without the renormalon subtraction, at NkLL′ + O(αks) + Ω1, we see that in the region of
interest for αs(mZ) fits (0.25 < C < 0.65) the NLL
′ distribution has an average percent error
of ± 11.7%, the N2LL′ distribution has an average percent error of ± 7.0%, and the highest-
order N3LL′ distribution has an average percent error of only ± 4.3%. Once we implement
the Rgap scheme to remove the renormalon, giving NkLL′ +O(αks) + Ω1(R,µ), we see that
the NLL′ distribution has an average percent error of ± 11.8%, the N2LL′ distribution has
an average percent error of ± 4.9%, and the most precise N3LL′ distribution has an average
percent error of only ± 2.5%. Although the renormalon subtractions for C-parameter induce
a trend toward the lower edge of the perturbative band of the predictions at one lower order,
the improved convergence of the perturbative series makes the use of these more accurate
predictions desirable.
2.9.4 Impact of Hadron Mass Effects
In this section we discuss the impact of adding hadron-mass effects, which gives the orders
denoted NkLL′ +O(αks) + Ω1(R,µ, r). Hadron masses induce an additional anomalous di-
mension for Ω1 and an associated series of logarithms of the form ln(QC/ΛQCD) that need
to be resummed. They also impact the definition of Ω1 and its RGE equations in the MS
73
and Rgap schemes. Since the overall effect of hadron masses on C-parameter and thrust
are rather small, they do not change the perturbative convergence discussed in the previ-
ous section. Therefore, we study these effects here making use of only the highest-order
perturbative results at N3LL′ +O(α3s).
In Fig. 2-13 we show the effect of hadron-mass running on the cross section. We compare
differential cross sections with and without hadron masses, at the same center-of-mass ener-
gies. When the running effects from hadron masses are turned off, the value of Ω1(R∆, µ∆)
preferred by the experimental data will attempt to average away these effects by absorbing
them into the value of the initial parameter. (The running of Ω1 with and without hadron
masses is shown below in Fig. A-4.) Therefore, the specific values used in Fig. 2-13 are
obtained by fixing αs(mZ) and then fitting for Ω1(R∆, µ∆) to minimize the difference be-
tween the cross section with and without hadron masses in the tail region. As the values
for αs(mZ) and Ω1 in the case of no hadron-mass effects come from a fit to data (from
Ref. [1]), choosing Ω1(R∆, µ∆) with the outlined procedure is similar to a full fit to data
and will give results that allow comparison between the two cases. With hadron masses on,
we fix θ(R∆, µ∆) = 0, so the effects observed in Fig. 2-13 are related to the additional log
resummation for Ω1. The effect is largest at Q = 40 GeV where it varies between a − 1.25%
and + 1.25% shift for C-parameter and between a − 1.5% and + 0.5% shift for thrust. For
Q = mZ it amounts to a 1.0% shift for C-parameter and a shift of 0% to 1.3% for thrust.
With hadron masses the additional hadronic parameter θ(R∆, µ∆) encodes the fact
that the extra resummation takes place in r space, and therefore induces some dependence
on the shape of the Ω1(R,µ, r) parameter. In contrast the dominant hadronic parameter
Ω1(R∆, µ∆) is the normalization of this r-space hadronic function. In Fig. 2-14 we show
the effect that varying −pi/2 < θ(R∆, µ∆) < pi/2 has on the cross section for three center-
of-mass energies, fixing Ω1(R∆, µ∆) = 320 MeV for C-parameter and 300 MeV for thrust.
The sensitivity of ∆σ here is proportional to Ω1(R∆, µ∆). In these plots we pick the value
of θ that gives the largest deviation from the θ = 0 cross section (these values are listed in
the figure caption). This maximum deviation is only 1.5% for C-parameter and occurs at
Q = 40 GeV at larger C. For thrust, the largest deviation also occurs for Q = 40 GeV and
for higher values of τ and is . 2.0% for τ ≤ 0.3. For Q = mZ the effect is roughly ±1.0%
for C-parameter and around 1.0% for thrust when τ < 0.25, growing to 2% by τ = 0.33.
We conclude that the effect of hadron masses on log resummation should be included if
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one wishes to avoid an additional ∼ 1.5% uncertainty on the cross section. Furthermore,
one should consider fitting θ(R∆, µ∆) as an additional parameter if one wants to avoid
another ∼ 1% uncertainty in the cross section that it induces. (Recall that Fig. 2-14 shows
the worst-case scenario.)
75
76
Chapter 3
Precision αs Measurements from
C-parameter
This chapter contains the extraction of αS(mZ) using the calculation of the C-parameter
cross section given in Ch. 2 and was first presented in [43]. In Sec. 3.1 we begin by
discussing the experimental data used in the extraction. The fit procedure is presented in
Sec. 3.2. In Sec. 3.3, we present the results of our analysis and discuss various sources of
uncertainty. The final extraction gives αs(mZ) = 0.1123±0.0002exp±0.0007hadr±0.0014pert
and Ω1(R∆, µ∆) = 0.421±0.007exp±0.019αs(mZ)±0.060pert GeV. In Sec. 3.4 we discuss the
predictions of our theory outside of the fit region and in Sec. 3.5 we compare our result with
earlier results from thrust analyses and find universality between the two event shapes. In
App. C, we compare with some alternate fit choices.
3.1 Experimental Data
Data on the C-parameter cross section are given by several experiments for a range of Q
from 35 to 207 GeV. We use data from ALEPH 1 with Q = {91.2, 133, 161, 172, 183, 189,
200, 206} GeV [7], DELPHI with Q = {45, 66, 76, 89.5, 91.2, 93, 133, 161, 172, 183, 189,
192, 196, 200, 202, 205, 207} GeV [5, 75–77], JADE with Q = {35, 44} GeV [78], L3 with
Q = {91.2, 130.1, 136.1, 161.3, 172.3, 182.8, 188.6, 194.4, 200.2, 206.2} GeV [4, 79], OPAL
with Q = {91, 133, 177, 197} GeV [6], and SLD with Q = 91.2 GeV [3]. As each of these
1The ALEPH dataset with Q = 91.2 GeV has two systematic uncertainties for each bin. The second of
these uncertainties is treated as correlated while the first one is treated as an uncorrelated uncertainty and
simply added in quadrature to the statistical uncertainty.
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datasets is given in binned form we integrate the full cross section from Ch. 2 is integrated
over each bin before being compared to the data. The default range on C used in fitting the
data is 25 GeV/Q ≤ C ≤ 0.7. A lower limit of 25 GeV/Q eliminates the peak region where
higher nonperturbative moments ΩCn>1 become important. The upper limit is chosen to be
0.7 in order to avoid the far-tail region as well as the Sudakov shoulder at C = 0.75. Any
bin that contains one of the end points of our range (C = 25 GeV/Q or 0.7) is included if
more than half of that bin lies within the range. Using the default range and datasets gives
a total of 404 bins. As a further test of the stability of our analysis, both this C-parameter
range and the selection of datasets is varied in the numerical analysis contained in Sec. 3.3.
In our fitting procedure, we consider both the statistical and systematic experimental
uncertainties. The statistical uncertainties can be treated as independent between bins. The
systematic experimental uncertainties come from various sources and full documentation of
their correlations are not available, so dealing with them in our χ2 analysis is more compli-
cated, and we have to use a correlation model. For this purpose we follow the LEP QCD
working group [6, 7] and use the minimal overlap model. Within one C-parameter dataset,
which consists of various C-parameter bins at one Q value for one experiment, we take for
the bin i, bin j off-diagonal entry of the experimental covariance matrix [min(∆sysi ,∆
sys
j )]
2.
Here ∆sysi,j are the quoted systematic uncertainties of the bins i and j. Within each dataset,
this model implies a positive correlation of systematic uncertainties. In addition to this
default model choice, we also do the fits assuming uncorrelated systematic uncertainties,
in order to test whether the minimal overlap model introduces any bias. See Sec. 3.3.2 for
more details on the correlation matrix.
3.2 Fit Procedure
In order to accurately determine both αs(mZ) and the leading power correction in the same
fit, it is important to perform a global analysis, that is, simultaneously fitting C-spectra
for a wide range of center-of-mass energies Q. For each Q, effects on the cross sections
induced by changes in αs(mZ) can be partly compensated by changes in Ω1, resulting in
a fairly strong degeneracy. This is resolved by the global fit, just as in the thrust analysis
of Ref. [1]. Fig. 3-1 shows the difference between the theoretical prediction for the cross
section at three different values of Q, when αs(mZ) or Ω1 are varied by ± 0.001 and ± 0.05
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Figure 3-1: Difference between the default cross section and the cross section varying only
one parameter. We vary αs(mZ) by ± 0.001 (solid red), 2 Ω1 by ± 0.1 (dashed blue) and
ΩC2 by ± 0.5 (dotted green). The three plots correspond to three different center of mass
energies: (a) Q = 35 GeV, (b) Q = 91.2 GeV, (c) Q = 206 GeV.
GeV, respectively. It is clear that the potential degeneracy in these parameters is broken by
having data at multiple Q values. In Fig. 3-1 we also vary the higher-order power correction
parameter ΩC2 , which clearly has a much smaller effect than the dominant power correction
parameter Ω1.
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To carry out a fit to the experimental data we fix the profile and theory parameters
to the values shown in Tab. 2.2. The default values are used for our primary theory cross
section. We integrate the resulting theoretical distribution over the same C-parameter
bins as those available experimentally, and construct a χ2 function with the uncorrelated
statistical experimental uncertainties and correlated systematic uncertainties. This χ2 is a
function of αs(mZ) and Ω1, and is very accurately described by a quadratic near its global
minimum, which therefore determines the central values and experimental uncertainties.
The value of Ω1 and its associated uncertainties encode the dominant hadronization effect
as well as the dominant residual uncertainty from hadronization.
To obtain the perturbative theoretical uncertainty we consider the range of values shown
for the theory parameters in Tab. 2.2. Treating each of these as a flat distribution, we
randomly generate values for each of these parameters and then repeat the fit described
above with the new χ2 function. This random sampling and fit is then repeated 500 times.
We then construct the minimum ellipse that fully contains all 500 of the central-fit values
by first creating the convex envelope that contains all of these points within it. Then, we
find the equation for the ellipse that best fits the points on the envelope, with the additional
restrictions that all values lie within the ellipse and its center is the average of the maximum
and minimum values in each direction. This ellipse determines the perturbative theoretical
uncertainty, which turns out to be the dominant uncertainty in our fit results. In our
final results the perturbative and experimental uncertainties are added in quadrature. This
procedure is similar to that discussed in the Appendix of Ref. [16].
3.3 Results
In this section we discuss the results from our global analysis. We split the presentation
into several subsections. In Sec. 3.3.1 we discuss the impact that resummation and the
inclusion of power corrections have on the fit results. In Sec. 3.3.2 we present the analysis
which yields the perturbative uncertainty in detail, cross-checking our method by analyzing
the order-by-order convergence. We also analyze the impact of removing the renormalon.
In Sec. 3.3.3 we discuss the experimental uncertainties obtained from the fit. Section 3.3.4
discusses the impact that varying the theory parameters one by one has on the best-fit
points, allowing us to determine which parameters dominate the theoretical uncertainty.
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Figure 3-2: The evolution of the value of αs(mZ) adding components of the calculation.
An additional ∼ 8% uncertainty from not including power corrections is not included in the
two left points.
The impact of hadron-mass resummation is discussed in detail in Sec. 3.3.5. We examine
the effects of changing the default dataset in Sec. 3.3.6. The final fit results are collected
in Sec. 3.3.7. When indicating the perturbative precision, and whether or not the power
correction Ω1 is included and at what level of precision, we use the following notation:
O(αks) fixed order up to O(αks)
NkLL′+O(αks) perturbative resummation
NkLL′+O(αks)+Ω1 MS scheme for Ω1
NkLL′+O(αks)+Ω1(R,µ) Rgap scheme for Ω1
NkLL′+O(αks)+Ω1(R,µ, r) Rgap scheme with
hadron masses for Ω1 .
3.3.1 Impact of Resummation and Power Corrections
In Fig. 3-2 we show αs(mZ) extracted from fits to the tail of the C-parameter distribution
including sequential improvements to the treatment of perturbative and nonperturbative
components of our code, using the highest perturbative accuracy at each stage. The se-
quence from left to right shows the fit results using: O(α3s) fixed-order results only, adding
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N3LL resummation, adding the Ω1 power correction, adding renormalon subtractions and
using the Rgap power correction parameter Ω1(R∆, µ∆), and adding hadron-mass effects.
These same results together with the corresponding χ2/dof are also collected in Tab. 3.1.
The fit with only fixed-order O(α3s) results has a relatively large χ2/dof and also its cen-
tral value has the largest value of αs(mZ). Including the resummation of large logarithms
decreases the central αs(mZ) by 8% and also decreases the perturbative uncertainty by
∼ 50%. Due to this smaller perturbative uncertainty it becomes clear that the theoretical
cross section has a different slope than the data, which can be seen, for example, at Q = mZ
for 0.27 < C < 0.35. This leads to the increase in the χ2/dof for the “N3LL′ no power
corr.” fit, and makes it quite obvious that power corrections are needed. When the power
correction parameter Ω1 is included in the fit, shown by the third entry in Tab. 3.1 and the
result just to the right of the vertical dashed line in Fig. 3-2, the χ2/dof becomes 1.004 and
this issue is resolved. Furthermore, a reduction by ∼ 50% is achieved for the perturbative
uncertainty in αs(mZ). This reduction makes sense since some of the perturbative uncer-
tainty of the cross section is now absorbed in Ω1, and a much better fit is achieved for any
of the variations associated to estimating higher-order corrections. The addition of Ω1 also
caused the fit value of αs(mZ) to drop by another 8%, consistent with our expectations
for the impact of power corrections and the estimate made in Ch. 2. Note that the error
bars of the first two purely perturbative determinations, shown at the left-hand side of the
vertical thick dashed line in Fig. 3-2 and in the last two entries in Tab. 3.1, do not include
the ∼ 8% uncertainties associated with the lack of power corrections.
The remaining corrections we consider are the use of the R-scheme for Ω1 which includes
the renormalon subtractions, and the inclusion of the log-resummation effects associated
to the hadron-mass effects. Both of these corrections have a fairly small impact on the
determination of αs(mZ), shifting the central value by +0.5% and − 0.3% respectively.
Since adding the − 0.3% shift from the hadron mass corrections in quadrature with the
' 1.2% perturbative uncertainty does not change the overall uncertainty we will use the
R-scheme determination for our main result. This avoids the need to fully discuss the extra
fit parameter θ(R∆, µ∆) that appears when hadron masses are included. Further discussion
of the experimental uncertainties and the perturbative uncertainty from the random scan
are given below in Secs. 3.3.2 and 3.3.4, and a more detailed discussion of the impact of
hadron-mass resummation is given below in Sec. 3.3.5.
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αs(mZ) χ
2/dof
N3LL′ + hadron 0.1119(13)(06) 0.991
N3LL′ with Ω1(R,µ) 0.1123(14)(06) 0.988
N3LL′ with Ω1 0.1117(16)(06) 1.004
N3LL′ no power corr. 0.1219(28)(02) 2.091
O(α3s) fixed order
no power corr.
0.1317(52)(03) 1.486
Table 3.1: Comparison of C-parameter tail fit results for analyses when we add various
components of the theoretical result (from the bottom to top). The first parentheses gives
the theory uncertainty, and the second is the experimental and hadronic uncertainties added
in quadrature for the first three rows, and experimental uncertainty for the last two rows.
The values of Ω1 obtained from the fits discussed above can be directly compared to
the Ω1 power correction obtained from the thrust distribution. Values for Ω1 from the
C-parameter fits are given below in Secs. 3.3.2 and 3.3.4 and the comparison with thrust is
considered in Sec. 3.5.
3.3.2 Perturbative Uncertainty from the Scan
To examine the robustness of our method of determining the perturbative uncertainty by
the random scan, we consider the convergence and overlap of the results at different per-
turbative orders. Figure 3-3 shows the spread of best-fit values at NLL′, N2LL′ and N3LL′.
The upper left panel, Fig. 3-3(a), shows results from fits performed in the Rgap scheme,
which implements a renormalon subtraction for Ω1, and the upper right-panel, Fig. 3-3(b),
shows results in the MS scheme without renormalon subtractions. Each point in the plot
represents the outcome of a single fit, and different colors correspond to different orders
in perturbation theory. Not unexpectedly, fits in the Rgap scheme show generally smaller
theory uncertainties.
In order to estimate correlations induced by theoretical uncertainties, each ellipse in
the αs-2Ω1 plane is constructed following the procedure discussed in Sec. 3.2. Each theory
ellipse constructed in this manner is interpreted as an estimate for the 1-σ theoretical
uncertainty ellipse for each individual parameter (39% confidence for the two parameters),
and is represented by a dashed ellipse in Fig. 3-3. The solid lines represent the combined
(theoretical plus experimental) standard uncertainty ellipses at 39% confidence for two
parameters, obtained by adding the theoretical and experimental error matrices from the
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Figure 3-3: The first two panels show the distribution of best-fit points in the αs(mZ)-2Ω1
and αs(mZ)-2Ω1 planes. Panel (a) shows results including perturbation theory, resumma-
tion of large logs, the soft nonperturbative function and Ω1 defined in the Rgap scheme
with renormalon subtractions. Panel (b) shows the results as in panel (a), but with Ω1
defined in the MS scheme without renormalon subtractions. In both panels the dashed
lines corresponds to an ellipse fit to the contour of the best-fit points to determine the
theoretical uncertainty. The respective total (experimental + theoretical) 39% CL standard
uncertainty ellipses are displayed (solid lines), which correspond to 1-σ (68% CL) for ei-
ther one-dimensional projection. The big points represent the central values in the random
scan for αs(mZ) and 2 Ω1. Likewise, the two panels at the bottom show the distribution
of best-fit points in the αs(mZ)-χ
2/dof plane. Panel (c) shows the χ2/dof values of the
points given in panel (a), whereas panel (b) shows the χ2/dof values of the points given in
panel (b).
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order αs(mZ) (with Ω1) αs(mZ) (with Ω1(R∆, µ∆))
NLL′ 0.1071(60)(05) 0.1059(62)(05)
N2LL′ 0.1102(32)(06) 0.1100(33)(06)
N3LL′ (full) 0.1117(16)(06) 0.1123(14)(06)
Table 3.2: Central values for αs(mZ) at various orders with theory uncertainties from
the parameter scan (first value in parentheses), and experimental and hadronic uncertainty
added in quadrature (second value in parentheses). The bold N3LL′ value is our final result.
order Ω1 [GeV] Ω1(R∆, µ∆) [GeV]
NLL′ 0.533(154)(18) 0.582(134)(16)
N2LL′ 0.443(119)(19) 0.457(83)(19)
N3LL′ (full) 0.384(91)(20) 0.421(60)(20)
Table 3.3: Central values for Ω1 at the reference scales R∆ = µ∆ = 2 GeV and for Ω1 and
at various orders. The parentheses show first the theory uncertainties from the parameter
scan, and second the experimental plus the uncertainty due to the imprecise determination
of αs (added in quadrature). The bold N
3LL′ value is our final result.
individual ellipses, where the experimental ellipse corresponds to ∆χ2 = 1. Figure 3-3
clearly shows a substantial reduction of the perturbative uncertainties when increasing the
resummation accuracy, and given that they are 39% confidence regions for two parameters,
also show good overlap between the results at different orders.
The results for αs(mZ) and Ω1 from the theory scan at different perturbative orders are
collected in Tabs 3.2 and 3.3. Central values here are determined from the average of the
maximal and minimal values of the theory scan, and are very close to the central values
obtained when running with our default parameters. The quoted perturbative uncertainties
are one-parameter uncertainties.
In Tab. 3.1 above we also present αs(mZ) results with no power corrections and either
using resummation or fixed-order perturbative results. Without power corrections there is
no fit for Ω1, so we take the central value to be the average of the maximum and minimum
value of αs(mZ) that comes from our parameter scan. Our estimate of the uncertainty is
given by the difference between our result and the maximum fit value. For the fixed-order
case, since there is only one renormalization scale, we know that the uncertainties from our
parameter variation for eH , s
C˜
2 , 
low
2 and 
low
3 are uncorrelated. So, we take the fit value for
αs(mZ) with the default parameters as our result and add the uncertainties from variations
of these parameter in quadrature to give the total uncertainty.
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An additional attractive result of our fits is that the experimental data is better described
when increasing the order of the resummation and fixed-order terms. This can be seen by
looking at the minimal χ2/dof values for the best-fit points, which are shown in Fig. 3-3. In
Figs. 3-3(c) and 3-3(d) we show the distribution of χ2min/dof values for the various αs(mZ)
best-fit points. Figure 3-3(c) displays the results in the Rgap scheme, whereas Fig. 3-3(d)
shows the results in the MS scheme. In both cases we find that the χ2min values systematically
decrease with increasing perturbative order. The highest-order analysis in the MS scheme
leads to χ2min/dof values around unity and thus provides an adequate description of the
whole dataset, however one also observes that accounting for the renormalon subtraction in
the Rgap scheme leads to a substantially improved theoretical description having χ2min/dof
values below unity essentially for all points in the random scan. Computing the average
of the χ2min values we find at N
3LL′ order for the Rgap and MS schemes 0.988 and 1.004,
respectively (where the spread of values is smaller in the Rgap scheme). Likewise for N2LL′
we find 1.00 and 1.02, and for NLL′ we find 1.09 and 1.14. These results show the excellent
description of the experimental data for various center-of-mass energies. They also validate
the smaller theoretical uncertainties obtained for αs and Ω1 at N
2LL′ and N3LL′ orders in
the Rgap scheme.
3.3.3 Experimental Fit Uncertainty
Next we discuss in more detail the experimental uncertainty in αs(mZ) and the hadroniza-
tion parameter Ω1 as well as the combination with the perturbative uncertainty done to
obtain the total uncertainty.
Results are depicted in Fig. 3-4 for our highest order fit including resummation, power
corrections and renormalon subtractions. The inner green dotted ellipse, blue dashed ellipse,
and solid red ellipse represent the ∆χ2 = 1 uncertainty ellipses for the experimental, theo-
retical, and combined theoretical and experimental uncertainties respectively. These ellipses
correspond to the one-dimensional projection of the uncertainties onto either αs(mZ) or Ω1
(39% confidence ellipse for two parameters). The correlation matrix of the experimental,
theory, and total uncertainty ellipses are (for i, j = αs, 2 Ω1),
Vij =
 σ2αs 2σαsσΩ1ραΩ
2σαsσΩ1ραΩ 4σ
2
Ω1
 , (3.1)
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Figure 3-4: Experimental ∆χ2 = 1 standard uncertainty ellipse (dotted green) at N3LL′
accuracy with renormalon subtractions, in the αs - 2Ω1 plane. The dashed blue ellipse
represents the theory uncertainty which is obtained by fitting an ellipse to the contour of
the distribution of the best-fit points. This ellipse should be interpreted as the 1-σ theory
uncertainty for one parameter (39% confidence for two parameters). The solid red ellipse
represents the total (combined experimental and perturbative) uncertainty ellipse.
V expij =
 4.18(52) · 10−7 − 0.24(5) · 10−4 GeV
− 0.24(5) · 10−4 GeV 1.60(47) · 10−3 GeV2
,
V theoij =
 1.93 · 10−6 − 0.27 · 10−4 GeV
− 0.27 · 10−4 GeV 1.45 · 10−2 GeV2
 ,
V totij =
 2.35(5) · 10−6 − 0.51(5) · 10−4 GeV
− 0.51(5) · 10−4 GeV 1.61(5) · 10−2 GeV2
.
Note that the theoretical uncertainties dominate by a significant amount. The experimental
correlation coefficient is significant and reads
ρexpαΩ = − 0.93(15) . (3.2)
The theory correlation coefficient is small, ρtheoαΩ = − 0.16, and since these uncertainties
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Figure 3-5: Variations of the best-fit values for αs(mZ) and Ω1 from up (dark blue) and
down (light green) variations for the theory parameters according to Tab. 2.2. We do not
display those parameters which do not affect the fit region (high2 , 
high
3 , µ0, R0, n0).
dominate it reduces the correlation coefficient for the total uncertainty to
ρtotalαΩ = − 0.26(2) . (3.3)
In both Eqs. (3.2) and (3.3) the numbers in parentheses indicate a ± range that captures
all values obtained from the theory scan. The correlation exhibited by the green dotted
experimental uncertainty ellipse in Fig. 3-4 is given by the line describing the semimajor
axis
Ω1
30.84 GeV
= 0.1257− αs(mZ) . (3.4)
Note that extrapolating this correlation to the extreme case where we neglect the non-
perturbative corrections (Ω1 = 0) gives αs(mZ) → 0.1257 which is consistent with the
0.1219± 0.0028 result of our fit without power corrections in Tab. 3.1.
From V expij in Eq. (3.1) it is possible to extract the experimental uncertainty for αs(mZ)
and the uncertainty due to the imprecise determination of Ω1,
σexpαs = σαs
√
1− ρ2αΩ = 0.0002 ,
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σΩ1αs = σαs |ραΩ| = 0.0006 , (3.5)
and to extract the experimental uncertainty for Ω1 and its uncertainty due to the imprecise
determination of αs(mZ),
σexpΩ1 = σΩ1
√
1− ρ2αΩ = 0.014 GeV ,
σαsΩ1 = σΩ1 |ραΩ| = 0.037 GeV . (3.6)
The projections of the outer solid ellipse in Fig. 3-4 show the total uncertainty in our
final one-parameter results obtained from V totij , which are quoted below in Eq. (3.9).
3.3.4 Individual Theory Scan Errors
To gain further insight into our theoretical precision and in order to estimate the dominant
source for theory uncertainty from missing higher-order terms, we look at the size of the
theory uncertainties caused by the individual variation of each one of the theory parameters
included in our random scan. In Fig. 3-5 two bar charts are shown with these results
for αs(mZ) (left panel) and Ω1(R∆, µ∆) (right panel) for fits corresponding to our best
theoretical setup (with N3LL′ accuracy and in the Rgap scheme). The dark blue bars
correspond to the result of the fit with an upward variation of the given parameter from
Tab. 2.2, while the light green bars correspond to the fit result from the downward variation
in Tab. 2.2. Here we vary a single parameter keeping the rest fixed at their default values.
We do not show parameters that have a negligibly small impact in the fit region, e.g. high2
and high3 , which only have an effect on the cross section to the right of the shoulder, or n0,
which only affects the cross section in the nonperturbative region.
We see that the dominant theory uncertainties are related to variations of the profile
functions (eH , rs, eJ , t2), where eH is the largest source of uncertainty, and is particularly
dominant for Ω1. The second most important uncertainty comes from rs for αs and t2 for
Ω1, and eJ also has a significant effect on both parameters.
As expected, the parameters associated to the transitions on the sides of our fit region,
n1 and ts, hardly matter. The renormalization scale parameter ns for the nonsingular
partonic distribution dσˆns/dC also causes a very small uncertainty since the nonsingular
terms are always dominated by the singular terms in our fit region. The uncertainties
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Figure 3-6: Comparison of fits to the C-parameter tail distribution with theory prediction
which include/ignore hadron-mass effects (in red/blue). Although a direct comparison of
αs values is possible, one has to keep in mind that Ω1(µ∆, R∆) has a different meaning once
hadron mass running effects are included.
related to the numerical uncertainties of the perturbative constants (sC˜2 , s
C˜
3 , j3) as well
as the numerical uncertainties in the extraction of the nonsingular distribution for small
C values, (low2 , 
low
3 ) are – with the possible exception of j3 – much smaller and do not
play an important role. The uncertainty related to the unknown 4-loop contribution to
the cusp anomalous dimension is always negligible. Adding quadratically the symmetrized
individual uncertainties shown in Fig. 3-5, we find 0.0007 for αs and 0.05 GeV for Ω1. This
is about one half of the theoretical uncertainty we have obtained by the theory parameter
scan for αs (or five sixths for Ω1), demonstrating that incorporating correlated variations
through the theory parameter scan represents a more realistic method to estimate the theory
uncertainty.
3.3.5 Effects of Ω1 hadron-mass resummation
The fit results presented in the previous two sections ignored the small hadron-mass effects.
These effects are analyzed in greater detail in this section. We again perform 500 fits for
90
a theory setup which includes N3LL′ accuracy and a power correction in the Rgap scheme,
but this time it also includes hadron-mass-induced running.
Since the impact of hadron-mass effects is small, one finds that the experimental data
in the tail of the distribution is not accurate enough to fit for θ(R∆, µ∆) in Eq. (2.70), in
addition to αs(mZ) and Ω1(R∆, µ∆). This is especially true because it enters as a small
modification to the power correction, which by itself is not the dominant term. Indeed,
fitting for a(R∆, µ∆) and b(R∆, µ∆) as defined in Eq. (2.68) gives a strongly correlated
determination of these two parameters. The dominant hadronic parameter ΩC1 (R∆, µ∆),
which governs the normalization, is still as accurately determined from data as the Ω1 in
Tab. 3.3. However, the orthogonal parameter θ(R∆, µ∆) is only determined with very large
statistical uncertainties. As discussed in Ch. 2 [18], the specific value of θ(R∆, µ∆) has a
very small impact on the cross section, which is consistent with the inability to accurately
fit for it.
The results of our fit including hadron-mass effects are
αs(mZ) = 0.1119± 0.0006exp+had ± 0.0013pert , (3.7)
Ω1(R∆, µ∆) = 0.411± 0.018exp+αs ± 0.052pert GeV .
Note that the meaning of Ω1(R∆, µ∆) here is different from the case in which hadron-mass
running effects are ignored because there are extra evolution effects needed to translate this
value to that used in the cross section at a given value of C, compared to the no-hadron-mass
case.
In Fig. 3-6 we compare the outcome of the 500 fits at N3LL′ in the Rgap scheme. Results
with hadron-mass effects give the red ellipse on the left, and without hadron-mass effects
give the blue ellipse on the right. (The latter ellipse is the same as the one discussed above
in Sec. 3.3.2.) The effects of hadron masses on αs(mZ) are to decrease its central value
by 0.3% and reduce the percent perturbative uncertainty by 0.1%. Given that the total
perturbative uncertainties are 1.2%, these effects are not statistically significant. When
studying the effect on Ω1 one has to keep in mind that its meaning changes when hadron-
mass effects are included. Ignoring this fact we observe that hadron masses shift the central
value downwards by 2.4%, and reduce the percent theoretical uncertainty by 1.6%. Again,
given that the perturbative uncertainty for Ω1 is 14%, this shift is not significant.
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Since the theory uncertainties become slightly smaller when hadron-mass effects are in-
corporated, one could use this setup as our default. However we take a more conservative
approach and consider the 0.3% shift on the central value as an additional source of un-
certainty, to be added in quadrature to the hadronization uncertainty already discussed in
Sec. 3.3.2. This increases the value of the hadronization uncertainty from 0.0006 to 0.0007,
and does not affect the total αs uncertainty. The main reason we adopt this more con-
servative approach is that, while well motivated, the ansatz that we take in Eq. (2.68) is
not model independent. We believe that this ansatz serves as a good estimate of what the
numerical effect of hadron masses are, but should likely not be used for the central fit until
further theoretical insight on the form of Ω1(r) is gained. We do not add an additional
uncertainty to Ω1 since hadron-mass effects change its meaning and uncertainties for Ω1 are
large enough that these effects are negligible.
In App. C.1 we also consider fits performed using the Rgap scheme with C-parameter
gap subtractions, rather than our default Rgap scheme with thrust gap subtractions. The
two results are fully compatible. As discussed in Ch. 2 the thrust gap subtractions give
better perturbative convergence, and hence are used for our default cross section.
3.3.6 Dataset dependence
In this section we discuss how much our results depend on the dataset choice. Our de-
fault global dataset accounts for all experimental bins for Q ≥ 35 GeV in the intervals
[Cmin, Cmax ] = [ 25/Q, 0.7 ], (more details are given in Sec. 3.1). The upper limit in this
range is motivated by the fact that we do not want to include data too close to the shoulder,
since we do not anticipate having the optimal theoretical description of this region. The
lower limit avoids including data too close to the nonperturbative region, which is near the
cross section peak for Q = mZ , since we by default only include the leading power correction
Ω1 in the OPE of the shape function. To consider the impact of this dataset choice we can
vary the upper and lower limits used to select the data.
In Fig. 3-7 the best fits and the respective total experimental + theory 68% CL uncer-
tainty ellipses (for two parameters) are shown for global datasets based on different choices
of data ranges. The result for our default global dataset is given in red, with a thicker,
dashed ellipse. In the caption of Fig. 3-7 the data ranges and the number of bins are
specified for each one of the plotted ellipses.
92
0.109 0.110 0.111 0.112 0.113 0.114 0.115
0.6
0.7
0.8
0.9
1.0
1.1
ΑsHmZL
2W1
GeV
Figure 3-7: Global fit results for different choices of dataset, using our best theory
setup at N3LL′ with power corrections in the Rgap scheme. Considering the cen-
tral values from left to right, the datasets read [Cmin, Cmax ]# of bins: [ 29/Q, 0.7 ]371,
[ 22/Q, 0.75 ]453, [ 23/Q, 0.7 ]417, [ 0.24, 0.75 ]403, [ 24/Q, 0.7 ]409, [ 25/Q, 0.7 ]404 (default),
[ 25/Q, 0.6 ]322, [ 25/Q, 0.75 ]430, [ 27/Q, 0.7 ]386, [ 25/Q, 0.65 ]349, [ 22/Q, 0.7 ]427. We accept
bins which are at least 50% inside these fit regions. The ellipses correspond to total 1-σ
uncertainties (experimental + theory) for two variables (αs and Ω1), which are suitable for
a direct comparison of the outcome of two-parameter fits. The center of the ellipses are also
shown.
Interestingly all uncertainty ellipses have very similar correlation and are lined up ap-
proximately along the line
Ω1
41.26 GeV
= 0.1221− αs(mZ) . (3.8)
As expected, the results of our fits depend only weakly on the C range and the size of the
global datasets, as shown in Fig. 3-7. The size and tilt of the total uncertainty ellipses is very
similar for all datasets (with the exception of [ 22/Q, 0.7 ], which clearly includes too much
peak data). Since the centers and the sizes of the uncertainty ellipses are fully statistically
compatible at the 1-σ level, this indicates that our theory uncertainty estimate at N3LL′
really reflects the accuracy at which we are capable of describing the different regions of the
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Figure 3-8: C-parameter distribution at N3LL′ order for Q = mZ showing the fit result for
the values for αs(mZ) and Ω1. The blue band corresponds to the theory uncertainty as
described in Sec. 3.3.2. Experimental data is also shown.
spectrum. Therefore a possible additional uncertainty that one could consider due to the
arbitrariness of the dataset choice is actually already represented in our final uncertainty
estimates.
3.3.7 Final Results
As our final result for αs(mZ) and Ω1, obtained at N
3LL′ order in the Rgap scheme for
Ω1(R∆, µ∆), we get
αs(mZ) = 0.1123 ± 0.0002exp ± 0.0007hadr ± 0.0014pert, (3.9)
Ω1(R∆, µ∆) = 0.421 ± 0.007exp ± 0.019αs(mZ) ± 0.060pert GeV,
where R∆ = µ∆ = 2 GeV and we quote individual 1-σ uncertainties for each parameter.
Here χ2/dof = 0.99.
Equation (3.9) accounts for the effect of hadron mass running through an additional (es-
sentially negligible) uncertainty. Also, it neglects QED and finite bottom-mass corrections,
which were found to be small effects in the corresponding thrust analysis in Ref. [1].
Given that we treat the correlation of the systematic experimental uncertainties in the
minimal overlap model, it is useful to examine the results obtained when assuming that all
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Figure 3-9: C-parameter distribution below the fit region, shown at N3LL′ order for Q = mZ
using the best-fit values for αs(mZ) and Ω1. Again the blue band corresponds to the theory
uncertainty and error bars are used for experimental data.
systematic experimental uncertainties are uncorrelated. At N3LL′ order in the Rgap scheme
the results that are analogous to Eq. (3.9) read αs(mZ) = 0.1123± 0.0002exp± 0.0007hadr±
0.0012pert and Ω1(R∆, µ∆) = 0.412 ± 0.007exp ± 0.022αs ± 0.061pert GeV with a combined
correlation coefficient of ρtotalαΩ = − 0.091. The results are compatible with Eq. (3.9), indicat-
ing that the ignorance of the precise correlation of the systematic experimental uncertainties
barely affects the outcome of the fit.
In Fig. 3-8 we show the theoretical fit for the C-parameter distribution in the tail region,
at a center-of-mass energy corresponding to the Z-pole. We use the best-fit values given
in Eq. (3.9). The band corresponds to the perturbative uncertainty as determined by the
scan. The fit result is shown in comparison with experimental data from DELPHI, ALEPH,
OPAL, L3 and SLD. Good agreement is observed for this spectrum, as well as for spectra
at other center of mass values.
3.4 Peak and Far Tail Predictions
Even though our fits were performed in the resummation region which is dominated by tail
data, our theoretical results also apply for the peak and far-tail regions. As an additional
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Figure 3-10: C-parameter distribution above the fit range, shown at N3LL′ order forQ = mZ
using the best-fit values for αs(mZ) and Ω1. Again the blue band corresponds to the theory
uncertainty and the error bars are used for experimental data.
validation for the results of our global analysis in the tail region, we use the best-fit values
obtained for αs and Ω1 to make predictions in the peak and the far-tail regions where the
corresponding data was not included in the fit.
Predictions from our full N3LL′ code in the Rgap scheme for the C-parameter cross
section at the Z-pole in the peak region are shown in Fig. 3-9. The nice agreement within
theoretical uncertainties (blue band) with the precise data from DELPHI, ALEPH, OPAL,
L3, and SLD indicates that the value of Ω1 obtained from the fit to the tail region is the
dominant nonperturbative effect in the peak. The small deviations between the theory band
and the experimental data can be explained due to the fact that the peak is also sensitive
to higher-order power corrections ΩCk≥2, which have not been tuned to reproduce the peak
data in our analysis.
In Fig. 3-10 we compare predictions from our full N3LL′ code in the Rgap scheme to the
accurate DELPHI, ALEPH, L3, and SLD data at Q = mZ in the far-tail region.
2 We find
excellent agreement with the data within the theoretical uncertainties (blue band). The key
feature of our theoretical prediction that matters most in the far-tail region is the merging
of the renormalization scales toward µS = µJ = µH at C ∼ 0.75 in the profile functions.
2The OPAL data was excluded from the plot because its bins are rather coarse in this region, making it
a bad approximation of the differential cross section.
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This is a necessary condition for the cancellations between singular and nonsingular terms
in the cross section to occur above the shoulder region.3 At Q = mZ the theoretical cross
section presented here obtains accurate predictions in the region both below and above the
shoulder that agree with the data. Our analysis does not include the full O(αksΛQCD/Q)
power corrections (for k < 4), since they are not part of our master formula. Nevertheless,
and in analogy with what was found in the case of thrust, agreement with the experimental
data seems to indicate that these missing power corrections may be smaller than naively
expected.
3.5 Universality and Comparison to Thrust
An additional prediction of our theoretical formalism is the universality of Ω1 between the
thrust and C-parameter event shapes. Therefore, a nontrivial test of our formalism can
be made by comparing our result for Ω1 with the determination from the earlier fits of
the thrust tail distributions in Ref. [1] and the first moment of the thrust distribution in
Ref. [16].
Since we have updated our profiles for thrust, it is expected that the outcome of the
αs and Ω1 determination is slightly (within theoretical uncertainties) different from that of
Ref. [1]. We also have updated our code to match that of Ref. [16] (higher statistics for the
two-loop nonsingular cross sections and using the exact result for the two-loop soft function
non-logarithmic constant). In addition we have corrected the systematic uncertainty for
the ALEPH data, Q = 91.2 GeV of Ref. [7].4 When we compare thrust and C-parameter
we neglect bottom-mass and QED effects in both event shapes. In this setup, we find an
updated result for thrust:
αs(mZ) = 0.1134± 0.0002exp ± 0.0005hadr ± 0.0011pert, (3.10)
Ω1(R∆, µ∆) = 0.329± 0.009exp ± 0.021αs(mZ) ± 0.060pert GeV.
3It is worth mentioning that in the far-tail region we employ the MS scheme for Ω1, since the subtractions
implemented in the Rgap scheme clash with the partonic shoulder singularity, resulting in an unnatural
behavior of the cross section around C = 0.75. The transition between the Rgap and MS schemes is
performed smoothly, by means of a hybrid scheme which interpolates between the two in a continuous way.
This hybrid scheme has been discussed at length in Ch. 2.
4In Ref. [1], they assumed that two quoted uncertainties where asymmetric uncertainties, but it turns out
they are two sources of systematic uncertainties that need to be added in quadrature. This has no significant
effect on the results of Ref. [1].
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Figure 3-11: Comparison of determinations of αs(mZ) and Ω1 with the corresponding total
1-σ uncertainty ellipses. As an illustration we display the determination of ΩC1 obtained from
fits to the C-parameter distribution (green), which is clearly different from Ωτ1 obtained from
thrust fits (blue), and the determination of Ωτ1 as obtained from C-parameter distribution
fits (red). All fits have been performed with N3LL′ theoretical predictions with power
corrections and in the Rgap scheme. The dashed vertical lines indicate the PDG 2014 [19]
determination of αs(mZ).
For completeness we also quote an updated thrust result when both QED and bottom-mass
effects are taken into account:
αs(mZ) = 0.1128± 0.0002exp ± 0.0005hadr ± 0.0011pert, (3.11)
Ω1(R∆, µ∆) = 0.322± 0.009exp ± 0.021αs(mZ) ± 0.064pert GeV.
Both the results in Eqs. (3.10) and (3.11) are fully compatible at 1-σ with those in Ref. [1],
as discussed in more detail in App. C.2.
When testing for the universality of Ω1 between thrust and C-parameter, there is an
important calculable numerical factor of 3pi/2 = 4.7 between Ωτ1 and Ω
C
1 that must be
accounted for; see Eq. (2.64). If we instead make a direct comparison of Ωτ1 and Ω
C
1 , as
shown in Fig. 3-11 (lowest blue ellipse vs uppermost green ellipse, respectively) then the
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Figure 3-12: Distribution of best-fit points in the αs(mZ)-2Ω1 plane for both thrust (blue)
and C-parameter (red) at N3LL′ + O(α3s) + Ω1(R,µ). The outer solid ellipses show the
∆χ2 = 2.3 variations, representing 1-σ uncertainties for two variables. The inner dashed
ellipses correspond to the 1-σ theory uncertainties for each one of the fit parameters. The
dotted ellipses correspond to ∆χ2 = 1 variations of the total uncertainties. All fits have
been performed with N3LL′ theoretical predictions with power corrections and in the Rgap
scheme. This plot zooms in on the bottom two ellipses of Fig. 3-11.
results are 4.5-σ away from each other. Accounting for the 3pi/2 factor to convert from
ΩC1 to Ω
τ
1 the upper green ellipse becomes the centermost red ellipse, and the thrust and
C-parameter determinations agree with one another within uncertainties. Due to our high-
precision control of perturbative effects, the Ω1 parameters have only ∼ 15% uncertainty,
yielding a test of this universality at a higher level of precision than what has been previously
achieved.
A zoomed-in version of this universality plot is shown in Fig. 3-12. The upper red
ellipse again shows the result from fits to the C-parameter distribution, while the lower
blue ellipse shows the result from thrust tail fits. For both we show the theory uncertainty
(dashed lines) and combined theoretical and experimental (dotted lines) 39% CL uncertainty
ellipses, as well as the solid ellipses which correspond to ∆χ2 = 2.3 which is the standard 1-σ
uncertainty for a two-parameter fit (68% CL). We see that the two analyses are completely
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Figure 3-13: Distribution of best-fit points in the αs(mZ)-2Ω1 plane for both thrust (blue)
and C-parameter (red) at N3LL′ +O(α3s) + Ω1. The meaning of the different ellipses is the
same as in Fig. 3-12.
compatible at the 1-σ level. An important ingredient to improve the overlap is the fact
that we define the power corrections in the renormalon-free Rgap scheme. This is shown
by contrasting the Rgap result in Fig. 3-12 with the overlap obtained when using the MS
scheme for Ω1, as shown in Fig. 3-13.
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Chapter 4
Subleading Helicity Building
Blocks
This chapter contains an extension of the leading SCET helicity building block operators
presented in [80] to subleading power, and was submitted for publication in Ref. [44].
Examples of the type of amplitudes that are described at leading and subleading power
are shown in Fig. 4-1. For leading power amplitudes with an extra collinear or soft gluon
emission, such as those in Fig. 4-1a,b, the extra gluon is accompanied by the enhancement
from an additional nearly onshell propagator. In contrast, in the subleading amplitudes
in Fig. 4-1c,d we have an extra gluon emission without this enhancement. In order to
enumerate the operators that can contribute to these amplitudes, it is more convenient to
replace traditional SCET building blocks with helicity building blocks.
s s
a) b) c) d)
Figure 4-1: Example of scattering amplitudes with energetic particles in four distinct
regions of phase space, at leading power in a) and b), and subleading power in c) and d).
There is an extra collinear gluon in a) from splitting, and in b) there is an extra gluon
from soft emission. In c) the extra energetic gluon is collinear with the quark, but occurs
without a nearly onshell parent propagator. Likewise in d) the extra soft emission amplitude
is subleading.
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We begin this discussion with a review of leading SCET helicity fields in Sec. 4.1. The
main result of this chapter is presented in Sec. 4.2, where we show a complete set of helicity
building blocks for constructing SCET operators at subleading power. In Sec. 4.3 we give
some angular momentum constraints that can be powerful tool for reducing the number of
required subleading power operators. Finally, Sec. 4.4 is devoted to a particular example
in the case of dijets which illustrates the utility of this formalism. Our helicity conventions
and some useful identities can be found in App. D.
4.1 Helicity Fields in SCET
The use of on-shell helicity amplitudes has been fruitful for the study of scattering ampli-
tudes in gauge theories and gravity (see e.g. [81–84] for pedagogical reviews). By focusing
on amplitudes for external states with definite helicity and color configurations many sim-
plifications arise. The helicity approach to SCET operators of Ref. [80] takes advantage of
the fact that collinear SCET fields are themselves gauge invariant, and are each associated
with a fixed external label direction with respect to which helicities can naturally be de-
fined. Instead of considering operators formed from Lorentz and Dirac structures (each of
which contributes to multiple states with different helicity combinations) helicity operators
can be associated with external states of definite helicity. This approach greatly simplifies
the construction of a minimal operator bases for processes with many active partons, and
facilitates the matching to fixed order calculations which are often performed using spinor
helicity techniques.
We now briefly summarize our spinor helicity conventions. Further identities, as well
as our phase conventions, can be found in App. D. To simplify our discussion we take all
momenta and polarization vectors as outgoing, and label all fields and operators by their
outgoing helicity and momenta. We use the standard spinor helicity notation
|p〉 ≡ |p+〉 = 1 + γ5
2
u(p) , |p] ≡ |p−〉 = 1− γ5
2
u(p) , (4.1)
〈p| ≡ 〈p−| = sgn(p0) u¯(p) 1 + γ5
2
, [p| ≡ 〈p+| = sgn(p0) u¯(p) 1− γ5
2
,
with p lightlike. The polarization vector of an outgoing gluon with momentum p can be
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written
εµ+(p, k) =
〈p+|γµ|k+〉√
2〈kp〉 , ε
µ
−(p, k) = −
〈p−|γµ|k−〉√
2[kp]
, (4.2)
where k 6= p is an arbitrary lightlike reference vector.
Since the building blocks in Tab. 1.1 carry vector or spinor Lorentz indices they must be
contracted to form scalar operators, which involves the use of objects like {nµi , n¯µi , γµ, gµν ,
µνστ}. For operators describing many jet directions or for operators at subleading power,
constructing a minimal basis in this manner becomes difficult. Rather than dealing with
contractions of vector and spinor indices, one can exploit a decomposition into operators
with definite helicity, and work with building blocks that are scalars.1 For SCET operators
this approach was formalized in [80] by defining helicity building block fields for the con-
struction of leading power operators for jet processes. It takes advantage of the fact that
collinear SCET fields are themselves collinear gauge invariant, and are each associated with
a fixed external label direction with respect to which helicities can naturally be defined. We
will follow the notation and conventions of [80]. We first define collinear gluon and quark
fields of definite helicity as
Bai± = −ε∓µ(ni, n¯i)Baµni⊥,ωi , (4.3a)
χαi± =
1 ± γ5
2
χαni,−ωi , χ¯
α¯
i± = χ¯
α¯
ni,−ωi
1 ∓ γ5
2
, (4.3b)
where a, α, and α¯ are adjoint, 3, and 3¯ color indices respectively, and by convention the ωi
labels on both the gluon and quark building block are taken to be outgoing.
The lowest order Feynman rules for these fields are simple. For example, for an outgoing
gluon with polarization ±, momentum p (p0 > 0), and color a we have
〈ga±(p)|Bbi±|0〉 = δabδ˜(p˜i − p), while for an incoming quark (p0 < 0) with helicity ± and
color α we have
〈
0
∣∣χβi±∣∣qα¯±(−p)〉 = δβα¯ δ˜(p˜i − p) |(−pi)±〉ni . Here we define the spinors
with an SCET projection operator by |p±〉ni ≡ /ni /¯ni4 |p±〉 and the δ˜(p˜i − p) indicate that
the momentum label in the building block field matches that of the state. The full set of
Feynman rules are given in [80].
To take advantage of the fact that fermions always come in pairs, Ref. [80] defined the
1Generically when we say scalar building blocks, we are not accounting for their transformations under
parity. Constraints from parity transformations are easy to include, see [80].
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currents
J α¯βij± = ∓
√
2
ωi ωj
εµ∓(ni, nj)
〈nj ∓ |ni±〉 χ¯
α¯
i± γµχ
β
j± , (4.4)
J α¯βij0 =
2√
ωi ωj [ninj ]
χ¯α¯i+χ
β
j− , (J
†)α¯βij0 =
2√
ωi ωj〈ninj〉
χ¯α¯i−χ
β
j+.
These currents are manifestly invariant under the RPI-III symmetry of SCET, which takes
nµi → eαnµi and n¯µi → eαn¯µi , since ωi ∼ n¯i and the |ni〉 ∼
√
ni. In general these currents
consist of two spin-1/2 objects whose spin quantum numbers are specified along different
axes, nˆi and nˆj . If we consider back-to-back collinear directions n and n¯, then the two axes
are the same, and these currents have definite helicity, given by
h = ±1 : J α¯βnn¯± = ∓
√
2
ωn ωn¯
εµ∓(n, n¯)
〈n¯∓ |n±〉 χ¯
α¯
n± γµχ
β
n¯± , (4.5)
h = 0 : J α¯βnn¯0 =
2√
ωn ωn¯ [nn¯]
χ¯α¯n+χ
β
n¯− , (J
†)α¯βnn¯0 =
2√
ωn ωn¯〈nn¯〉
χ¯α¯n−χ
β
n¯+.
The currents J α¯βnn¯± have helicity h = ±1 along nˆ respectively. The current J α¯βnn¯0 + (J†)α¯βnn¯0
transforms as a scalar under rotations about the n axis, i.e. has helicity zero (while the
current J α¯βnn¯0 − (J†)α¯βnn¯0 transforms as a pseudoscalar). We choose to use the 0 subscript in
both the back-to-back and non-back-to-back cases, to emphasize the helicity for the former
case and conform with our notation for subleading currents below.
Together, the gluon building blocks Bai± and the current building blocks J α¯βij±, J α¯βij 0, and
(J†)α¯βij 0 suffice for the construction of leading power operators for all hard processes. (The
only exceptions are hard processes that start at a power suppressed order.) All these objects
behave like scalars under the Lorentz group, and can trivially be combined to form hard
scattering operators by simple multiplication. The construction of leading power operators
of this type was the focus of [80]. We review below the organization of color structures in
the leading power hard scattering operators and the decoupling of soft and collinear degrees
of freedom using the BPS field redefinition. Then, in the next section we will extend this
basis of building block objects to account for new structures that can appear at subleading
power.
The effective Lagrangian for hard scattering operators at any given order in the power
counting, L(j)hard, can be separated into a convolution between Wilson coefficients ~C encoding
hard physics with p2 ∼ Q2, and on-shell physics encoded in SCET operators ~O. In the hard
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scattering Lagrangian, the structure of SCET only allows convolutions between ~C and ~O
in the collinear gauge invariant O(λ0) momenta ωi,
L(j)hard =
∑
{ni}
∑
A,{λj}
[ `A∏
i=1
∫
dωi
]
~O
(j)†
A{λj}
({ni};ω1, . . . , ω`A) ~C(j)A{λj}({ni};ω1, . . . , ω`A) . (4.6)
The operators ~O
(j)
A are traditionally constructed from the SCET building blocks in Tab.
1.1, whereas here we will use helicity building blocks. The hard process being considered
determines the appropriate collinear sectors {ni}, and the relevant helicity combinations
{λj}, which are a series of ±s and 0s, {λj} = +− 0 + 0 + · · · . Different classes of operators
are distinguished by the additional subscript A. which encodes all relevant information that
is not distinguished by the helicity labels, such as particle content. This A is also used to
label the number of convolution variables `A. The number of ωi’s depends on the specific
operator we are considering since at subleading power multiple collinear fields can appear
in the same collinear sector and we must consider the inclusion of ultrasoft building blocks
with no ωi labels. At leading power the operators ~O
†
A{λj} are given by products of the gluon
and quark helicity building block operators in Eqs. (4.3a) and (4.4).
The Wilson coefficients ~C
(j)
A{λj} appearing in Eq. (4.6) are O(λ0), and can be determined
by a matching calculation. They are vectors in an appropriate color subspace. Since we will
use building blocks that are simultaneously gauge invariant under collinear and ultrasoft
transformations, the constraints of SCET gauge invariance are reduced to that of global
color, making it simple to construct a color basis for these objects. Decomposing both the
coefficients and operators in terms of color indices following the notation of [80], we have
Ca1···αnA{λj} =
∑
k
CkA{λj}T
a1···αn
k ≡ T¯ a1···αn ~CA{λj} ,
~O†A{λj} = O˜
a1···αn
A{λj} T¯
a1···αn , (4.7)
and the color space contraction in Eq. (4.6) becomes explicit, ~O†A{λj}
~CA{λj} = O˜
a1···αn
A{λj} C
a1···αn
A{λj} .
In Eq. (4.7) T¯ a1···αn is a row vector of color structures that spans the color conserving sub-
space. The ai are adjoint indices and the αi are fundamental indices. The color structures
do not necessarily have to be independent, but must be complete. This issue is discussed in
detail in [80]. Color structures which do not appear in the matching at a particular order
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will be generated by renormalization group evolution. (For a pedagogical review of the color
decomposition of QCD amplitudes see [81, 83].)
As discussed in 1.3, in SCETI, the leading power interactions between the soft and
collinear degrees of freedom, described by L(0), can be decoupled using the BPS field re-
definition of Eq. (1.14). The BPS field redefinition generates ultrasoft interactions through
the Wilson lines Y
(r)
n which appear in the hard scattering operators [32]. When this is done
consistently for S-matrix elements it accounts for the full physical path of ultrasoft Wilson
lines [40, 41], so that some ultrasoft Wilson lines instead run over (−∞, 0). We can organize
the result of this field redefinition by grouping the Wilson lines Y
(r)
n together with elements
in our color structure basis T¯ a1···αn . We will denote the result of this by T¯ a1···αnBPS . As a
simple leading power example of this, consider the operators
Oaα¯β+(±) = Ba1+ J α¯t23± , Oaα¯β−(±) = Ba1− J α¯t23± . (4.8)
In this case there is a unique color structure before the BPS field redefinition, namely
T¯ aαβ¯ = (T a)αβ¯ . (4.9)
After BPS field redefinition, we find the Wilson line structure,
T¯ aαβ¯BPS = Y
†αγ¯
n2 T
b
γσ¯Yban1Y σβ¯n3 . (4.10)
The non-local structure encoded in these ultrasoft Wilson lines is entirely determined by
the form of the operator in Eq. (4.8), and the definition of the BPS field redefinition in
Eq. (1.14). After the BPS field redefinition, the building block fields are ultrasoft gauge
invariant, but still carry global color indices. This will play an important role in defining
gauge invariant helicity building blocks at subleading power, when ultrasoft fields appear
in the hard scattering operators. In general we will use the notation
~O†{λj} = O
a1···αn
{λj} T¯
a1···αn
BPS , (4.11)
for the operators with definite color indices that are obtained after the BPS field redefinition.
After BPS field redefinition, T¯BPS contains both color generators and ultrasoft Wilson lines,
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Field: Bai± J α¯βij± J α¯βij0 J α¯βi± J α¯βi0 J α¯βi0¯ P⊥± ∂us(i)± ∂us(i)0 ∂us(i)0¯
Power counting: λ λ2 λ2 λ λ2 λ2 λ2 λ2 λ2 λ2
Equation: (4.3a) (4.4) (4.13) (4.14) (4.23)
Field: Baus(i)± Baus(i)0 J α¯βi(us)± J α¯βi(us)± J α¯βi(us)0 J α¯βi(us)0 J(us)2ij± J(us)2ij0
Power counting: λ2 λ2 λ4 λ4 λ4 λ4 λ6 λ6
Equation: (4.22) (4.24) (4.25)
Table 4.1: The complete set of helicity building blocks in SCETI, together with their power
counting order in the λ-expansion, and the equation numbers where their definitions may
be found. The building blocks also include the conjugate currents J† in cases where they
are distinct from the ones shown.
as in Eq. (4.10). This generalizes the vector of color structures used in the decomposition
of the pre-BPS hard scattering operators in Eq. (4.7), where to distinguish we included an
extra tilde on the operators with specified color indices. More examples will be given in
Sec. 4.3.
4.2 Complete Set of Helicity Building Blocks
We now carry out the main goal of this chapter, namely the extension of the scalar building
blocks of Eqs. (4.3a) and (4.4) to include all objects that are needed to describe subleading
power interactions in the hard scattering Lagrangian. This will include defining operator
building blocks involving multiple collinear fields in the same collinear sector, P⊥ insertions,
and explicit ultrasoft derivatives and fields. We will continue to exploit the conservation of
fermion number by organizing the fermions into bilinear currents.
A summary of our final results for the complete set of scalar building blocks valid to all
orders in the SCETI power expansion is shown in Table 4.1, along with the power counting
of each building block and the equation number where it is defined. The building blocks
that appeared already at leading power [80], were given above in Eqs. (4.3a) and (4.4). We
will discuss each of the additional operators in turn.
For collinear gluons, the fields Bai± suffice even at subleading power. An operator with
an arbitrary number of collinear gluons in the same sector with arbitrary helicity and color
indices can be formed by simply multiplying the Bai± building blocks with the same collinear
sector index i, such as Bai+Bbi+. On the other hand, for a quark-antiquark pair in the same
collinear sector, the bilinear current building blocks of Eq. (4.4) are not suitable. Indeed,
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the SCET projection relations
/ni /¯ni
4
χni = χni , /niχni = 0 , (4.12)
enforce that the scalar current χ¯niχni = 0, vanishes, as do the plus and minus helicity
components of the vector current χ¯niγ
±
⊥χni = 0. In other words, the SCET projection
relations enforce that a quark-antiquark pair in the same sector must have zero helicity if
they are of the same chirality. Similarly, a quark-antiquark pair in the same sector with
opposite chirality must have helicity ±1. We therefore define the helicity currents
h = 0 : J α¯βi0 =
1
2
√
ωχ¯ ωχ
χ¯α¯i+ /¯ni χ
β
i+ , J
α¯β
i0¯
=
1
2
√
ωχ¯ ωχ
χ¯α¯i− /¯ni χ
β
i− , (4.13)
h = ±1 : J α¯βi± = ∓
√
2
ωχ¯ ωχ
µ∓(ni, n¯i)(〈ni ∓ |n¯i±〉)2 χ¯α¯i± γµ /¯ni χβi∓ .
Because of the SCET projection relations of Eq. (4.12), this set of currents, when combined
with those of Eq. (4.5) provides a complete set of building blocks for constructing hard
scattering operators involving collinear fermions at all powers in the SCET expansion. Hard
scattering operators involving arbitrary numbers of collinear quarks in different sectors, with
arbitrary helicity and color indices, can be formed from products of these building blocks.
The J α¯βi0 and J
α¯β
i0¯
transform together as a scalar/pseudoscalar under rotations about the nˆi
axis, i.e. have helicity h = 0. Similarly, the operators J α¯βi± have helicity h = ±1. These four
currents with quarks in the same collinear direction are shown in the second category in
Table 4.1. These currents are again RPI-III invariant and our choice of prefactors is made
to simplify their Feynman rules. The Feynman rules are simple to obtain, but we do not
give them explicitly here. The Feynman rules for all currents in SCETI and SCETII will be
given in [85].
Subleading power operators can also involve explicit insertions of the Pµi⊥ operator.
Since the Pµi⊥ operator acts on the perpendicular subspace defined by the vectors ni, n¯i,
which is spanned by the polarization vectors ±(ni, n¯i), it naturally decomposes as
P⊥i+(ni, n¯i) = −−(ni, n¯i) · Pi⊥ , P⊥i−(ni, n¯i) = −+(ni, n¯i) · Pi⊥ . (4.14)
This decomposition is performed for the Pi⊥ operator in each sector. As we mentioned
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earlier, power counting ensures that the sector on which Pi⊥ acts is unambiguous. Hence
we can simply drop the subscript i and use P⊥± as building blocks, as shown in Table 4.1.
To see how this decomposition applies to operators written in more familiar notation,
we consider the example operator P⊥ · Bi⊥. Using the completeness relation
∑
λ=±
λµ(ni, n¯i)
[
λν (ni, n¯i)
]∗
= −g⊥µν(ni, n¯i) , (4.15)
the decomposition into our basis is given by
P⊥ · Bi⊥ = −P⊥+Bi− − P⊥−Bi+ . (4.16)
When acting within an operator containing multiple fields, square brackets are used to
denote which fields are acted upon by the P⊥± operator. For example Bi+
[P⊥+Bi−]Bi−,
indicates that the P⊥+ operator acts only on the middle field. Note that P⊥± carry helicity
h = ±1, and that the products in Eq. (4.16) behave like scalars.
To denote insertions of the P⊥± operator into the currents of Eq. (4.13) we establish a
notation where the P⊥± operator acts on only one of the two quark building block fields, by
writing it either to the left or right of the current, and enclosing it in curly brackets. For
example,
{P⊥λ J α¯βi0 } = 12√ωχ¯ ωχ
[
P⊥λ χ¯α¯i+
]
/¯niχ
β
i+ , (4.17){
J α¯βi0 (P⊥λ )†
}
=
1
2
√
ωχ¯ ωχ
χ¯α¯i+ /¯ni
[
χβi+(P⊥λ )†
]
.
If we wish to instead indicate a P⊥± operator that acts on both building blocks in a current
then we use the notation
[P⊥λ J α¯βi0 ]. The extension to multiple insertions of the P⊥± operators
should be clear. Since the P⊥± operators commute with ultrasoft Wilson lines, they do not
modify the construction of the color bases either before or after the BPS field redefinition.
The operators defined in Eq. (4.4), Eq. (4.13), and Eq. (4.14) form a complete basis of
building blocks from which to construct hard scattering operators involving only collinear
fields. As with the leading power operators, each of these subleading power operators is
collinear gauge invariant, and therefore the treatment of color degrees of freedom proceeds
as in Eq. (4.7). Subleading hard scattering operators appearing in the Lhard part of the
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SCET Lagrangian of Eq. (1.9) can be constructed simply by taking products of the scalar
building blocks. Examples demonstrating the ease of this approach will be given in Sec. 4.4.
We now consider the remaining building blocks listed in Table 4.1, which all involve
ultrasoft gluon fields, ultrasoft quark fields or the ultrasoft derivative operator ∂us. The
simplicity of the collinear building blocks does not trivially extend to ultrasoft fields, since
prior to the BPS field redefinition all collinear and ultrasoft objects transform under ultra-
soft gauge transformations. This implies that constraints from ultrasoft gauge invariance
must be imposed when forming an operator basis, and that the color organization of Sec. 4.1
cannot be trivially applied to operators involving ultrasoft fields. To overcome this issue,
we can work with the hard scattering operators after performing the BPS field redefini-
tion of Eq. (1.14). The BPS field redefinition introduces ultrasoft Wilson lines, in different
representations r, Y
(r)
n (x), into the hard scattering operators. These Wilson lines can be
arranged with the ultrasoft fields to define ultrasoft gauge invariant building blocks. The
Wilson lines which remain after this procedure can be absorbed into the generalized color
structure, T¯BPS, as was done at leading power in Eq. (4.11).
We begin by defining a gauge invariant ultrasoft quark field
ψus(i) = Y
†
niqus , (4.18)
where the direction of the Wilson line ni is a label for a collinear sector. Since the ultrasoft
quarks themselves are not naturally associated with an external label direction, ni can be
chosen arbitrarily, though there is often a convenient or obvious choice. This choice does
not affect the result, but modifies the structure of the Wilson lines appearing in the hard
scattering operators at intermediate stages of the calculation. We also perform the following
decomposition of the gauge covariant derivative in an arbitrary representation, r,
Y (r) †ni iD
(r)µ
us Y
(r)
ni = i∂
µ
us + [Y
(r) †
ni iD
(r)µ
us Y
(r)
ni ] = i∂
µ
us + T
a
(r)gBaµus(i) , (4.19)
where we have defined the ultrasoft gauge invariant gluon field by
gBaµus(i) =
[
1
ini · ∂usniνiG
bνµ
us Ybani
]
. (4.20)
In the above equations the derivatives act only within the square brackets. Again, the
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choice of collinear sector label ni here is arbitrary. This is the ultrasoft analogue of the
gauge invariant collinear gluon field, which can be written in the similar form
gBAµni⊥ =
[
1
P¯ n¯iνiG
Bνµ⊥
ni WBAni
]
. (4.21)
From the expression for the gauge invariant ultrasoft quark and gluon fields of Eqs. (4.18)
and (4.20) we see that unlike the ultrasoft fields, the operator BAµus(i) is non-local at the
scale λ2, and depends on the choice of a collinear direction ni. However the non-locality
in our construction is entirely determined by the BPS field redefinition, and we can not
simply insert arbitrary powers of dimensionless Wilson line products like (Y †n1Yn2)k into
the hard scattering operators. In practice this means that we can simply pick some ni
for the Wilson lines in the building blocks in Eqs. (4.18) and (4.20) and then the BPS
field redefinition determines the unique structure of remaining ultrasoft Wilson lines that
are grouped with the color structure into T¯ aαβ¯BPS. Determining a complete basis of color
structures is straightforward. Detailed examples will be given in [85], where the hard
scattering operators for e+e− → dijets involving ultrasoft fields will be constructed.
With the ultrasoft gauge invariant operators defined, we can now introduce ultrasoft
fields and currents of definite helicity, which follow the structure of their collinear counter-
parts. Note from Eq. (4.20), that ni · Baus(i) = 0. For the ultrasoft gluon helicity fields we
define the three building blocks
Baus(i)± = −ε∓µ(ni, n¯i)Baµus(i), Baus(i)0 = n¯µBaµus(i) . (4.22)
This differs from the situation for the collinear gluon building block in Eq. (4.3a), where
only two building block fields were required, corresponding to the two physical helicities.
For the ultrasoft gauge invariant gluon field we use three building block fields to describe
the two physical degrees of freedom because the ultrasoft gluons are not fundamentally
associated with any direction. Without making a further gauge choice, their polarization
vectors do not lie in the perpendicular space of any fixed external reference vector. If we
use the ultrasoft gauge freedom to choose Baus(j)0 = 0, then we will still have Baus(i)0 6= 0
and Baus(i)± 6= 0 for i 6= j. We could instead remove Baus(j)0 for every j using the ultrasoft
gluon equation of motion, in a manner analogous to how [W †nj inj ·DnjWnj ] is removed for
the collinear building blocks. However this would come at the expense of allowing inverse
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ultrasoft derivatives, 1/(inj · ∂us), to appear explicitly when building operators. While in
the collinear case the analogous 1/P factors are O(λ0) and can be absorbed into the Wilson
coefficients, this absorption would not be not possible for the ultrasoft case. Therefore, for
our SCETI construction we choose to forbid explicit inverse ultrasoft derivatives that can
not be moved into Wilson lines, and allow Baus(i)0 to appear. An example of a case where
the non-locality can be absorbed is given in Eq. (4.20), where the 1/(in · ∂us) is absorbed
into ultrasoft Wilson lines according to Eq. (4.19). Thus the only ultrasoft non-locality that
appears in the basis is connected to the BPS field redefinition.
We also decompose the ultrasoft partial derivative operator ∂µus into lightcone compo-
nents,
∂us(i)± = −ε∓µ(ni, n¯i) ∂µus, ∂us(i)0 = n¯iµ∂µus, ∂us(i)0¯ = niµ∂µus . (4.23)
In contrast with the collinear case, we cannot always eliminate the ni · ∂us using the equa-
tions of motion without introducing inverse ultrasoft derivatives (e.g. 1/(n¯i · ∂us)) that are
unconnected to ultrasoft Wilson lines. When inserting ultrasoft derivatives into operators
we will use the same curly bracket notation defined for the P⊥ operators in Eq. (4.17). In
other words, {i∂us(i)λJ} indicates that the ultrasoft derivative acts from the left on the first
field in J and {J(i∂us(i)λ)†} indicates that it acts from the right on the second field in J .
Gauge invariant ultrasoft quark fields also appear explicitly in the operator basis at
subleading powers. Due to fermion number conservation they are conveniently organized
into scalar currents. From Tab. 1.1, we see that ultrasoft quark fields power count like
λ3. However, for factorization theorems involving a single collinear sector, as arise when
describing a variety of inclusive and exclusive B decays (see e.g. [29–31, 86–97]), operators
involving ultrasoft quarks appear at leading power. The currents involving both collinear
and ultrasoft quarks that are necessary to define subleading power operators at any desired
order are
J α¯βi(us)± = ∓
εµ∓(ni, n¯i)
〈n¯i ∓ |ni±〉 χ¯
α¯
i± γµψ
β
us(i)± , (4.24)
J α¯βi(us)± = ∓
εµ∓(n¯i, ni)
〈ni ∓ |n¯i±〉 ψ¯
α¯
us(i)± γµχ
β
i± ,
J α¯βi(us)0 = χ¯
α¯
i+ψ
β
us(i)− , (J
†)α¯βi(us)0 = ψ¯
α¯
us(i)−χ
β
i+ ,
112
J α¯βi(us)0 = ψ¯
α¯
us(i)+χ
β
i− , (J
†)α¯βi(us)0 = χ¯
α¯
i−ψ
β
us(i)+ ,
For these mixed collinear-ultrasoft currents we choose to use the collinear sector label i in
order to specify the ultrasoft quark building block field. In addition, we need currents that
are purely built from ultrasoft fields,
J α¯β
(us)2ij± = ∓
εµ∓(ni, nj)
〈nj ∓ |ni±〉 ψ¯
α¯
us(i)±γµψ
β
us(j)± , (4.25)
J α¯β
(us)2ij0
= ψ¯α¯us(i)+ψ
β
us(j)− , (J
†)α¯β
(us)2ij0
= ψ¯α¯us(i)−ψ
β
us(j)+ .
To specify the building blocks in these ultrasoft-ultrasoft currents we use two generic choices,
i and j, with ni 6= nj so as to make the polarization vector well defined. Although the
ultrasoft quark carries these labels, they are only associated with the Wilson line structure
and, for example, the ultrasoft quark building block fields do not satisfy the projection
relations of Eq. (4.12).
The ultrasoft currents in Eq. (4.24) complete our construction of the complete set of
scalar building blocks given in Table 4.1. The objects in this table can be used to construct
bases of hard scattering operators at any order in the power counting parameter λ, by
simply taking products of the scalar building blocks.
There are several extensions to this construction that should be considered. One is the
extension to SCETII with collinear and soft fields, rather than collinear and ultrasoft fields.
A table of scalar building block operators for SCETII that is analogous to Table 4.1 will be
given in [85]. Also, the completeness of the set of helicity building blocks relies on massless
quarks and gluons having two helicities, which is specific to d = 4 dimensions. Depending
on the regularization scheme, this may or may not be true when dimensional regularization
with d = 4− 2 dimensions is used, and evanescent operators [98–100], beyond those given
in Table 4.1 can appear. While evanescent operators are not required at leading power,
(see [80] for a detailed discussion), this need no longer be the case at subleading power, and
will be discussed further in [85].
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4.3 Constraints from Angular Momentum Conservation
If we include the spin of objects that are not strongly interacting, such as electrons and
photons, then the overall hard scattering operators in Eq. (4.6) are scalars under the Lorentz
group. In this section we will show that this constraint on the total angular momentum
gives restrictions on the angular momentum that is allowed in individual collinear sectors.
These restrictions become nontrivial beyond leading power, when multiple operators appear
in the same collinear sector.
If we consider a leading power hard scattering process where two gluons collide to
produce two well separated quark jets plus an e+e− pair, then this is described by a leading
power operator with each field sitting alone in a well separated collinear direction, such as
Ba1λ1Bb2λ2J α¯β34λqJe56λe . (4.26)
Here, the leading power electron current is defined in a similar way as the quark current,
but without gluon Wilson lines,
Je± ≡ Jeij± = ∓
√
2
ωi ωj
εµ∓(ni, nj)
e¯i±γµej±
〈nj ∓ |ni±〉 . (4.27)
For notational convenience we will drop the explicit ij label on the electron current, denoting
it simply by Je±. Although the operator in Eq. (4.26) has to be a scalar, there are still no
constraints on the individual values of the λi. Each building block has spin components
that are defined with respect to a distinct axis nˆi, and yields a linear combination of spin
components when projected onto a different axis. Thus, projecting all helicities onto a
common axis we only find the trivial constraint that the angular momenta factors of 1 or
1/2 from each sector must together add to zero.2 In the example of Eq. (4.26), this is
1⊕ 1⊕ 12 ⊕ 12 ⊕ 12 ⊕ 12 = 0 for a generic kinematic configuration.3 Note that for the quark
and electron currents here, we have individual spin-1/2 fermions in different directions, so
2There are of course simple examples where this constraint reduces the basis of operators. For example,
for gluon fusion Higgs production, angular momentum conservation implies that only two operators are
required in the basis
Oab++ =
1
2
Ba1+ Bb2+ H3 , Oab−− = 1
2
Ba1− Bb2−H3 ,
where H3 is the scalar Higgs field.
3If we were in a frame where the gluons were back-to-back, there spins would be combined along a single
axis. In this example, this would still not give us any additional restrictions.
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λq and λe do not correspond to helicities. As another example, consider 4-gluon scattering,
with all gluon momenta well separated and thus in their own collinear sectors, we have the
operators
Ba11λ1B
a2
2λ2
Ba33λ3B
a4
4λ4
. (4.28)
Here we can again specify the helicities λi = ± independently, because each of these helicities
is specified about a different quantization axis. Each carries helicity h = ±1, and angular
momentum is conserved because these four spin-1 objects can add to spin-0. Therefore all
helicity combinations must be included.
To understand the constraints imposed by angular momentum conservation at sublead-
ing power, it is interesting to consider a specific example in more detail. As a simple
example, consider an e+e− collision in the center of mass frame producing two back-to-back
jets, where we label the associated jet directions as n and n¯. The leading power operators
are
O
(0)α¯t
(+;+) = J
α¯t
nn¯+Je+ , O
(0)α¯t
(+;−) = J
α¯t
nn¯+Je− , (4.29)
O
(0)α¯t
(−;+) = J
α¯t
nn¯−Je+ , O
(0)α¯t
(−;−) = J
α¯t
nn¯−Je− ,
where J α¯tnn¯± were defined in Eq. (4.5). Here, we can view J α¯tnn¯± as creating or destroying
a state of helicity h = ±1 about the n axis, and Je± as creating or destroying a state of
helicity h = ±1 about the electron beam axis. Defining θ as the angle between the quark
and electron and taking all of the particles to be outgoing, the spin projection implies that
the Wilson coefficients are proportional to the Wigner d functions,
C
(0)α¯t
(+;+) ∝ 1 + cos θ , C
(0)α¯t
(+;−) ∝ 1− cos θ , (4.30)
C
(0)α¯t
(−;+) ∝ 1− cos θ , C
(0)α¯t
(−;−) ∝ 1 + cos θ .
As expected, all helicity combinations are non-vanishing (except when evaluated at special
kinematic configurations).
Considering this same example at subleading power, the analysis of angular momentum
becomes more interesting, since multiple fields are present in a single collinear sector. For
the subleading e+e− → dijet operators with only n-collinear and n¯-collinear fields, we only
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have a single axis nˆ for all strongly interacting operators, and can simply add up their
helicities to determine the helicity hnˆ in this direction. Since the operator in the only other
direction, Je±, has spin-1, this implies that the total helicity for the n-n¯ sector must be
hnˆ = 0, 1,−1 for the operator to have a non-vanishing contribution. Any operator with
|hnˆ| > 1 must belong to a representation of spin J > 1, and is ruled out because we can
not form a scalar when combining it with the spin-1 electron current. An example of this
is shown in Fig. 4-2.
As an explicit example of the constraints that this places on the subleading power helicity
operators, consider the O(λ) back-to-back collinear operators involving two collinear quark
fields and a single collinear gluon field, which appears at O(λ). For the case that the quarks
are in different collinear sectors we can start by considering the operator list
O
(1)a α¯t
+(+;±) = Ban+ J α¯tnn¯+ Je± , O
(1)a α¯t
+(−;±) = Ban+ J α¯tnn¯− Je± , (4.31)
O
(1)a α¯t
−(+;±) = Ban− J α¯tnn¯+ Je± , O
(1)a α¯t
−(−;±) = Ban− J α¯tnn¯− Je± ,
while for the case that the quarks are in the same collinear sector we consider
O
(1)a α¯t
n¯+(0;±) = Ban+ J α¯tn¯0 Je± , O
(1)a α¯t
n¯+(0¯;±) = Ban+ J α¯tn¯0¯ Je± , (4.32)
O
(1)a α¯t
n¯−(0;±) = Ban− J α¯tn¯0 Je± , O
(1)a α¯t
n¯−(0¯;±) = Ban− J α¯tn¯0¯ Je± .
We have used the fact that chirality is conserved in massless QCD, eliminating the need to
consider J α¯tnn¯0 or J
α¯t
n¯± for the process being considered here. There are also operators with
Ban¯± that are obtained from those in Eqs. (4.31) and (4.32) by taking n↔ n¯. Furthermore,
we do not consider the color structure, as it is irrelevant for the current discussion. (Also
note that we are not attempting to enumerate all O(λ) operators here. This is done in [85].)
The constraint from conservation of angular momentum gives further restrictions, im-
plying that only a subset of the eight operators in Eqs. (4.31) and (4.32) are non-vanishing.
In Eq. (4.31) the strongly interacting operators have hnˆ = 0 or hnˆ = ±2, and only those
with hnˆ = 0 can contribute to the J = 0 hard scattering Lagrangian, leaving only
O
(1)a α¯t
+(−;±) = Ban+ J α¯tnn¯− Je± , O
(1)a α¯t
−(+;±) = Ban− J α¯tnn¯+ Je± . (4.33)
Thus angular momentum reduces the number of hard scattering operators by a factor of
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a) b)
Figure 4-2: A schematic illustration of the helicity selection rule with two axes, as relevant
for the case of e+e− → dijets. In a) the n-collinear sector carries |h| = 2, and therefore has
a vanishing projection onto the Je± current. In b), the collinear sector carries |h| = 0 and
has a non-vanishing projection onto the Je± current.
two in this case. On the other hand, for the case with both quarks in the same collinear
sector in Eq. (4.32), the operators all have hnˆ = ±1, and therefore all of them are allowed.
Having understood how the angular momentum conservation constraint appears in the
helicity operator language, it is interesting to examine how it appears if we instead work with
the traditional operators of Tab. 1.1. Here we must construct the SCET currents J µ atO(λ)
involving two collinear quarks and a collinear gluon. The Lorentz index on J µ is contracted
with the leptonic tensor to give an overall scalar, and thus preserve angular momentum.
The operators in a basis for J µ can be formed from Lorentz and Dirac structures, as well as
the external vectors, nµ and n¯µ. When the collinear quarks are each in a distinct collinear
sector, the SCET projection relations of Eq. (4.12) imply that χ¯n¯/nχn = χ¯n¯ /¯nχn = 0. To
conserve chirality we must have a γ⊥ν between the quark building blocks, and this index
must be contracted with the other free ⊥-index, ν, in the collinear gluon building block
Bν⊥n (which we again choose to be in the n direction). Therefore an n or n¯ must carry the µ
Lorentz index. After the BPS field redefinition it can be shown4 that for photon exchange
the unique O(λ) operator with collinear quark fields in distinct collinear sectors is
J (1)µ1 = rµ−χ¯n¯Y †n¯Yn/B⊥nχn , (4.34)
4Note that in constructing a complete basis of Lorentz and Dirac structures for Eqs. (4.34) and (4.36),
that all other operators can be eliminated using symmetry properties and the conservation of the current,
qµJ (1)µi = 0. Eliminating operators here is tedious compared to the helicity operator approach.
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where, defining qµ as the sum of the momenta of the colliding leptons, we have
rµ− =
n · q
2
n¯µ − n¯ · q
2
nµ . (4.35)
In the case that both collinear quark fields are in the same collinear sector, similar arguments
using the SCET projection relations can be used to show that the collinear gluon field must
carry the Lorentz index, and that the unique operator is
J (1)µ2 = χ¯n¯Y †n¯YnBµ⊥nY †nYn¯/r−χn¯ . (4.36)
We see a direct correspondence between Eqs. (4.32) and (4.36). In both equations the
collinear quark fields have h = 0 and thus form a scalar, and the collinear gluon field car-
ries the spin that is combined with the leptonic current. For photon exchange, all of the
Wilson coefficients of the operators in Eq. (4.32) are related by CP properties and angular
momentum constraints, so there is only one combination of the four operators that appears
with a nontrivial Wilson coefficient. This combination maps exactly to the single oper-
ator in Eq. (4.36). We also see a correspondence between Eqs. (4.33) and (4.34), where
both collinear quarks are contracted with the collinear gluon to form a h = 0 combina-
tion. Indeed, using the completeness relation of Eq. (4.15) for g⊥µν(ni, n¯i), the operators
of Eqs. (4.34) and (4.36) can straightforwardly be converted to the helicity operators of
Eqs. (4.32) and (4.33).
It is interesting to note that when working in terms of building blocks involving Lorentz
and Dirac structures, the SCET projection relations, which were ultimately what allowed
us to define helicity fields along given axes, played a central role in reducing the basis.
One is also forced to incorporate the constraints from the total angular momentum as
part of the analysis, by the need to keep track of the contraction of Lorentz indices. In
the helicity operator basis the same constraints appear as simple elimination rules on the
allowed helicities when taking products of building blocks in the same collinear sector (and
any back-to-back sector if one is present). These products can be classified by the minimal
total angular momentum object for which they are a component, and eliminated if this
value is too large.
We can now specify the general constraint from angular momentum on the helicities of
an operator basis. The operator basis must be formed such that J
(i)
min, the minimal angular
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momentum carried by the ni-collinear sector, satisfies
J
(i)
min ≤
∑
j with nˆj 6=nˆi
J
(j)
min . (4.37)
If the helicities in the ni-collinear sector of some operator add up to h
tot
ni , then the minimum
angular momentum for that sector is J
(i)
min = |htotni |. Therefore we can write Eq. (4.37) in a
form that is useful for constraining the helicity of operators,
|htotni | ≤
∑
j with nˆj 6=nˆi
|htotnj | . (4.38)
In cases where two of our light-like vectors are back-to-back, ni · nk = 2 +O(λ2), then the
operators in both the ni and nk collinear directions are considered simultaneously when
calculating the value of htotni (where ± for nk count as ∓ for ni), and not as distinct terms
in the sum. This includes the case where nk = n¯i. Eq. (4.38) prevents subleading power
operators from having exceedingly large angular momenta about any particular collinear
direction.
This constraint of angular momentum conservation of the hard scattering process shows
that when writing down a basis of helicity operators, not all helicity combinations should be
included in the basis. Especially when working at higher powers, this places considerable
constraints on the basis, and supplements additional constraints from parity and charge
conjugation invariance (see [80]). This reduction can be contrasted with the leading power
operators explored in [80], where most often all possible different helicity combinations had
to be included in the basis of hard scattering operators.
4.4 Example: qq¯gg Operators for n-n¯ Directions
To demonstrate the simplicity of the helicity operator approach, in this section we will
explicitly construct a basis of hard scattering operators with two back-to-back collinear
sectors, n and n¯. For simplicity, we will restrict ourselves to the channel involving two
collinear gluons, a collinear quark and a collinear antiquark. The operators to be discussed in
this section are suppressed by O(λ2) compared to the leading power operator, which involves
a quark and antiquark field in opposite collinear sectors, and contribute at subleading power
119
to e+e− → dijet event shapes, Drell-Yan, or DIS with one jet. They do not in themselves
constitute a complete basis of O(λ2) operators, but do make up a unique subset which we
can use to illustrate the power of our approach. The complete O(λ2) basis of operators will
be presented and analyzed in [85].
The angular momentum arguments of Sec. 4.3 enforce that the helicity along the single
jet axis satisfies |htotnˆ | ≤ 1. Additionally, for the particular process e+e− → dijets the quark
and antiquark have the same chirality, which provides further restrictions on the allowed
operators that we will enumerate below. Using the notation of Eq. (4.7) we write the
three-dimensional color basis for the qq¯gg channels as
T¯ abαβ¯ =
(
(T aT b)αβ¯ , (T
bT a)αβ¯ , tr[T
aT b] δαβ¯
)
. (4.39)
The color basis after BPS field redefinition will be given separately for each distinct partonic
configuration, each of which will be discussed in turn.
We begin by considering operators where the quark and antiquark fields have distinct
collinear sector labels, and the gluon fields are in the same collinear sector. In this case, a
basis of helicity operators is
(ggq)n(q¯)n¯ :
O
(2)ab α¯t
B1++(−;±) =
1
2
Ban+ Bbn+ J α¯tnn¯−Je± , O(2)ab α¯tB1−−(+;±) =
1
2
Ban− Bbn− J α¯tnn¯+Je± ,
O
(2)ab α¯t
B1+−(+;±) = Ban+ Bbn− J α¯tnn¯+Je± , O
(2)ab α¯t
B1+−(−;±) = Ban+ Bbn−J α¯tnn¯−Je± , (4.40)
(ggq¯)n(q)n¯ :
O
(2)ab α¯t
B2++(−;±) =
1
2
Ban+ Bbn+ J α¯tn¯n+Je± , O(2)ab α¯tB2−−(+;±) =
1
2
Ban− Bbn− J α¯tn¯n−Je± ,
O
(2)ab α¯t
B2+−(+;±) = Ban+ Bbn− J α¯tn¯n+Je± , O
(2)ab α¯t
B2+−(−;±) = Ban+ Bbn−J α¯tn¯n−Je± . (4.41)
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Here we have used constraints from angular momentum conservation to eliminate operators
whose non-leptonic component do not have h = 0,±1 along the nˆ axis. For example, we
have not allowed the operators Ban+ Bbn+ J α¯tnn¯+Je± which have h = +3 along the n axis and
could not be created from the intermediate vector boson. Also, we have used the n ↔ n¯
symmetry to only write operators with both gluons in the n-collinear sector, a simplification
that we will make repeatedly in this section. Operators with n¯-collinear gluons are obtained
by simply taking n ↔ n¯. The color basis for the operators in Eqs. (4.40) and (4.41) after
the BPS field redefinition is
T¯ abαβ¯BPS =
(
(T aT bY †nYn¯)αβ¯ , (T
bT aY †nYn¯)αβ¯ , tr[T
aT b] [Y †nYn¯]αβ¯
)
. (4.42)
In order to see how this is derived, we will go through the algebra explicitly for the first color
structure. Using the result for the transformations in Eq. (1.14), we see that each gluon
field from (4.40) or (4.41) contributes an adjoint Wilson line while each fermion contributes
a fundamental Wilson line. So, our color structure becomes
(T aT b)αβ¯ → (Y †nT a
′Ya′an T b
′Yb′bn Yn¯)αβ¯ = (Y †nYnT aY †nYnT bY †nYn¯)αβ¯
= (T aT bY †nYn¯)αβ¯ , (4.43)
where we have used T a
′Ya′ai = YiT aY †i . Similar manipulations give the other Wilson line
structures in Eq. (4.42).
Next we consider the operators where the quark and antiquark fields have distinct
collinear sector labels, as do the gluons. In this case, the basis of helicity operators is
(gq)n(gq¯)n¯ :
O
(2)ab α¯t
B3++(+;±) = Ban+ Bbn¯+ J α¯tnn¯+Je± , O
(2)ab α¯t
B3−−(−;±) = Ban− Bbn¯− J α¯tnn¯−Je± ,
O
(2)ab α¯t
B3++(−;±) = Ban+ Bbn¯+ J α¯tnn¯−Je± , O
(2)ab α¯t
B3−−(+;±) = Ban− Bbn¯− J α¯tnn¯+Je± , (4.44)
O
(2)ab α¯t
B3+−(−;±) = Ban+ Bbn¯− J α¯tnn¯−Je± , O
(2)ab α¯t
B3−+(+;±) = Ban− Bbn¯+ J α¯tnn¯+Je± ,
where we have used angular momentum to eliminate operators such as Ban+ Bbn¯− J α¯tnn¯+Je±
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and Ban− Bbn¯+ J α¯tnn¯−Je±. Here the post-BPS color basis is given by
T¯ abαβ¯BPS =
(
(T aY †nYn¯T
b)αβ¯ , (Y
†
nT
dYdbn¯ T cYcan Yn¯)αβ¯ , tr[T cYcan T dYdbn¯ ] [Y †nYn¯]αβ¯
)
. (4.45)
This is easily obtained following the steps described below Eq. (4.42).
The next relevant case is when the gluons are in distinct collinear sectors and the quarks
are in the same collinear sector. Here, the basis of helicity operators is
(gqq¯)n(g)n¯ :
O
(2)ab α¯t
B4++(0:±) = Ban+ Bbn¯+ J α¯tn 0Je± , O
(2)ab α¯t
B4++(0¯:±) = Ban+ Bbn¯+ J α¯tn 0¯Je± , (4.46)
O
(2)ab α¯t
B4−−(0:±) = Ban− Bbn¯− J α¯tn 0Je± , O
(2)ab α¯t
B4−−(0¯:±) = Ban− Bbn¯− J α¯tn 0¯Je± .
In writing Eq. (4.46) we have again used constraints of angular momentum conservation to
restrict the allowed operators in the basis (e.g. we have eliminated Ban+ Bbn¯− J α¯tn 0Je±). The
color basis after BPS field redefinition in this case is
T¯ abαβ¯BPS =
(
(T aY †nYn¯T
bY †n¯Yn)αβ¯ , (Y
†
nYn¯T
bY †n¯YnT
a)αβ¯ , tr[T
cYcan T dYdbn¯ ] δαβ¯
)
. (4.47)
Finally, we consider the basis of operators with both quarks in the same collinear sector,
and both gluons in the other collinear sector. Imposing angular momentum conservation
reduces the basis from four to two distinct operators
(qq¯)n(gg)n¯ :
O
(2)ab α¯t
B5+−(0:±) = Ban¯+ Bbn¯− J α¯tn 0Je± , O
(2)ab α¯t
B5+−(0¯:±) = Ban¯+ Bbn¯− J α¯tn 0¯Je± . (4.48)
Here, the color basis after BPS field redefinition is
T¯ abαβ¯BPS =
(
(Y †nYn¯T
aT bY †n¯Yn)αβ¯ , (Y
†
nYn¯T
bT aY †n¯Yn)αβ¯ , tr[T
aT b] δαβ¯
)
. (4.49)
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These operators, provide a complete basis of hard scattering operators with two back to
back collinear sectors in the qq¯gg channel. This example illustrates several key aspects of
using the subleading helicity operators: imposing the angular momentum constraints has
helped reduce the number of distinct helicity labels that we must consider, the structure of
the ultrasoft Wilson lines is determined by the BPS field redefinition and the enumeration of
a complete basis is as simple as writing down all allowed helicity choices. The analysis of this
channel only gives partial results for the O(λ2) operator basis. The full basis of subleading
operators for the back-to-back case at O(λ) and O(λ2) will be discussed in detail in [85],
including an analysis of relations that occur from parity and charge conjugation.
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Chapter 5
Conclusions and Outlook
Effective theories (SCET in particular) give an organized framework for carrying out QCD
calculations to high precision. Factorization in SCET provides a powerful tool for resum-
ming large logs and calculating cross sections for event shapes at particle colliders.
A large portion of our work has focused on extracting the value of the strong coupling
constant, αs(mZ) from the cross section for the C-parameter event shape. In order to do
this, we first computed the resummed cross section to N3LL′ order, resumming the most
important large logs. Additionally, we extracted the nonsingular pieces of the cross sec-
tion to O(α3s) and the two-loop constants for the soft function. We treated the hadronic
effects analytically, using a shape function whose first moment was given by Ω1. Further,
we switched to a short-distance scheme for this leading power correction, which removed
sensitivity from an O(ΛQCD) renormalon. We improved the calculation by including hadron
mass effects, which allowed us to test universality between various event shapes. The final
components of the theoretical calculation were profile functions that give the appropriate
physical development of the energy scales µS , µJ and µH across the C-parameter spec-
trum. By including all of these effects, we saw very good pertubative convergence, with an
uncertainty of, on average, 2.5 % in the tail of the distribution for Q = mZ .
Using this convergent cross section, we performed a fit in the tail region of the distri-
bution for αs(mZ) and Ω1. This fit was done at multiple Q values to break the degeneracy
between the fit parameters. As our final result from the C-parameter global fit we obtained,
αs(mZ) = 0.1123± 0.0015 , (5.1)
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Ω1(R∆, µ∆) = 0.421± 0.063 GeV,
where αs is defined in the MS scheme, and Ω1 in the Rgap scheme (without hadron-mass
effects) at the reference scales R∆ = µ∆ = 2 GeV. In order to test universality, we compared
this with a global fit for thrust, which gives
αs(mZ) = 0.1128 ± 0.0012 , (5.2)
Ω1(R∆, µ∆) = 0.322 ± 0.068 GeV.
From these, we conclude that our results support universality between event shapes. Our
result is significantly lower than the world average value for αs(mZ) and the source of this
disagreement is an important open question.
The remainder of our work focused on the construction of a complete set of helicity
operator building blocks which can be used to construct operators at any order in the
SCET power expansion. We have shown that using the helicity building blocks simplifies
the construction of bases of hard-scattering operators, focusing on the case of two collinear
directions as a basic example. Additionally, we developed useful selection rules from the
conservation of angular momentum that allow us to eliminate some operators from a given
basis based on their helicity field content. We expect that further exploration of these
subleading helicity methods will provide simpler approaches to factorization beyond leading
power in SCET. In particular, considering threshold resummation in DIS or Drell-Yan and
the calculation of the subleading thrust cross section are the next steps towards controlling
SCET beyond leading power. These studies will allow for higher precision understanding
of important physical processes.
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Appendix A
Formulae required for C-parameter
Cross Section
In this appendix we collect all formulae used in our analysis of the C-parameter cross section.
In A.1, we lay out the formulae required for massless quarks. Section A.2 shows how to
do the Monte Carlo comparison to extract the two loop soft constants. In A.3, we give
the fixed-order coefficients for the C-parameter cross section. In A.4, we show the formulae
required to do R-evolution with hadron mass effects and in A.5 we discuss the how we treat
the gap scheme in the fixed-order region. Finally, A.6 is devoted to explaining the Rgap
scheme based on the C-parameter soft function.
A.1 Formulae
Here we focus on our analysis for the case of massless quarks. Since we want to compare
to experimental data, which are normalized to the total number of events, we need to
calculate (1/σ)dσ/dC, our normalized cross section. To do this we can either self-normalize
our results by integrating over C or use the fixed-order result for the total hadronic cross
section, which, at three loops for massless quarks at µ = Q, is (see Ref. [103] for further
discussion)
Rhad = 1 + 0.3183099αs(Q) + 0.1427849α
2
s(Q) − 0.411757α3s(Q) . (A.1)
Throughout our analysis, we use mZ = 91.187 GeV, and all numerical results quoted
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below are for SU(3) color with nf = 5 active light flavors, for simplicity.
Singular Cross Section Formula
For the singular part of the differential cross section given in Eq. (2.29), we simplify the
numerical evaluation using our freedom to take µ = µJ . This means U
τ
J (s − s′, µJ , µJ) =
δ(s− s′), and we can write
1
σ0
∫
dk
dσˆs
dC
(
C − k
Q
)
FC
(
k − 3pi∆¯(R,µS)
)
=
Q
6
H(Q,µH)UH
(
Q,µH , µJ
) ∫
dk P
(
Q,QC/6− k/6, µJ
)
× e−3pi δ(R,µs) ddk FC
(
k − 3pi ∆¯(R,µS)
)
, (A.2)
Here σ0 is the tree-level (Born) cross section for e
+e− → qq¯. Here we have combined the
perturbative corrections from the partonic soft function, jet function, and soft evolution
factor into a single function,
P (Q, k, µJ) =
∫
ds
∫
dk′Jτ (s, µJ)U τS(k
′, µJ , µS)SˆC˜(k − k′ − s/Q, µS) . (A.3)
The large logarithms of C/6 are summed up in the evolution factors UH and U
τ
S . We can
carry out the integrals in P exactly, and the results are enumerated below. The shape
function FC(k − 3pi ∆¯) is discussed in Sec. 2.7, and we have used integration by parts in
Eq. (A.2) to have the derivative in the exponential act on FC , which is simpler than acting
the derivative on the perturbative soft function. For our numerical calculation, we expand
H, Jτ , and SˆC˜ order by order as a series in αs(µH), αs(µJ), and αs(µS) respectively, with
no large logs. Additionally, we expand exp(− 3pi δ(R,µS)d/dk) [see Eq. (2.49)] as a series
in αs(µS), which must be done consistently to cancel the renormalon present in SˆC˜ .
The hard function to O(α3s) with nf = 5 is [1, 104–110]
H(Q,µH)
= 1 + αs(µH)
(
0.745808−1.27324LQ−0.848826L2Q
)
+ α2s(µH)
(
2.27587− 0.0251035LQ − 1.06592L2Q + 0.735517L3Q + 0.360253L4Q
)
+ α3s(µH)
(
0.00050393h3 + 2.78092LQ − 2.85654L2Q − 0.147051L3Q
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+ 0.865045L4Q − 0.165638L5Q − 0.101931L6Q
)
, (A.4)
where LQ = ln
µH
Q and h3 = 8998.080 from Ref. [109].
The resummation of large logs between µH and µJ is given by UH(Q,µH , µJ), the
solution of the RGE for the hard function, which can be written as [29]
UH(Q,µH , µ) = e
2K(ΓH ,γH ,µ,µH)
(
µ2H
Q2
)ω(ΓH, µ,µH)
, (A.5)
where ω and K are given in Eqs. (A.19) and (A.20) below.
In momentum space, we can use the results from Ref. [61] to calculate the convolution
of the plus-functions in P to give the form
P
(
Q, k, µJ
)
=
1
ξ
ES
(
ξ, µJ , µS
)
×
∞∑
n,m,k,l=−1
m+n+1≥k
k+1≥l
V mnk Jm
[
αs(µJ),
ξ Q
µ2J
]
SC˜n
[
αs(µS),
ξ
µS
]
× V kl
[− 2ω(ΓS , µJ , µS)]L−2ω(ΓS ,µJ ,µS)l (kξ ) . (A.6)
Here ξ is a dummy variable that does not affect the value of the result. 1 ES(ξ, µJ , µS) is
given by [111, 112]
ES(ξ, µJ , µS) = exp
[
2K(ΓS , γS , µJ , µS)
]
(A.7)
×
( ξ
µS
)−2ω(ΓS ,µJ ,µS) exp[2γE ω(ΓS , µJ , µS)]
Γ
[
1− 2ω(ΓS , µJ , µS)
] ,
and encodes part of the running between µS and µJ . The rest of the running is included in
the V coefficients and the plus-functions, Ll.
The Jm and Sn in Eq. (A.6) are the coefficients of the momentum-space soft and jet
functions, given by
Jτ (p
−k, µJ) =
1
p−ξ
∞∑
m=−1
Jm
[
αs(µJ),
p−ξ
µ2J
]
Lm
(k
ξ
)
,
1When convolved with FC we use our freedom in choosing ξ to simplify the final numerical integration,
picking ξ = QC/6− 3pi ∆¯(R,µS).
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Sˆ
C˜
(k, µS) =
1
ξ
∞∑
n=−1
SC˜n
[
αs(µS),
ξ
µS
]
Ln
(k
ξ
)
. (A.8)
Here the C-parameter soft function coefficients are
SC˜−1[αs, x] = S
C˜
−1(αs) +
∞∑
n=0
SC˜n (αs)
lnn+1 x
n+ 1
,
SC˜n [αs, x] =
∞∑
k=0
(n+ k)!
n! k!
SC˜n+k(αs) ln
k x , (A.9)
which for nf = 5 can be written as
SC˜−1(αs) = 1 + 1.0472αs + (1.75598 + 0.012666 s
C˜
2 )α
2
s
+
(
2.59883 + 0.0132629 sC˜2 + 0.00100786 s
C˜
3
)
α3s ,
SC˜0 (αs) = 1.22136α
2
s + (2.63481− 0.0309077 sC˜2 )α3s ,
SC˜1 (αs) = −1.69765αs − 7.45178α2s
− (19.1773 + 0.021501 sC˜2 )α3s ,
SC˜2 (αs) = 1.03573α
2
s + 2.3245α
3
s ,
SC˜3 (αs) = 1.44101α
2
s + 10.299α
3
s ,
SC˜4 (αs) = − 1.46525α3s ,
SC˜5 (αs) = − 0.611585α3s . (A.10)
Note that sC˜2 and s
C˜
3 are the O(α2,3s ) coefficients of the non-logarithmic terms in the series
expansion of the logarithm of the position space C-parameter soft function. The coefficients
for the jet function are
J−1[αs, x] =J−1(αs) +
∞∑
n=0
Jn(αs)
lnn+1 x
n+ 1
,
Jn[αs, x] =
∞∑
k=0
(n+ k)!
n! k!
Jn+k(αs) ln
k x , (A.11)
and are known up to O(α3s) except for the constant j3 term [12, 113–117]. With nf = 5 we
have
J−1(αs) = 1− 0.608949αs − 2.26795α2s
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+ (2.21087 + 0.00100786 j3)α
3
s ,
J0(αs) = − 0.63662αs + 3.00401α2s + 4.45566α3s ,
J1(αs) = 0.848826αs − 0.441765α2s − 11.905α3s ,
J2(αs) = − 1.0695α2s + 5.36297α3s ,
J3(αs) = 0.360253α
2
s + 0.169497α
3
s ,
J4(αs) = − 0.469837α3s ,
J5(αs) = 0.0764481α
3
s. (A.12)
The plus-distributions, denoted by L(x), are given by
Lan(x) =
[
θ(x) lnn x
x1−a
]
+
=
dn
dan
La(x) [n ≥ 0] , (A.13)
La−1(x) = L−1(x) = δ(x), and for a > −1
La(x) =
[
θ(x)
x1−a
]
+
= lim
→0
d
dx
[
θ(x− ) x
a − 1
a
]
. (A.14)
In Eq. (A.6) we also take advantage of the shorthand for the V coefficients presented in
Ref. [61],
V nk (a) =

a
dn
dbn
V (a, b)
a+ b
∣∣∣∣
b=0
, k = −1 ,
a
(
n
k
)
dn−k
dbn−k
V (a, b)
∣∣∣∣
b=0
+ δkn , 0 ≤ k ≤ n ,
a
n+ 1
, k = n+ 1 ,
(A.15)
and the coefficients
V mnk =

dm
dam
dn
dbn
V (a, b)
a+ b
∣∣∣∣
a=b=0
, k = −1 ,
m∑
p=0
n∑
q=0
δp+q,k
(
m
p
)(
n
q
)
dm−p
dam−p
dn−q
dbn−q
V (a, b)
∣∣∣∣
a=b=0
, 0 ≤ k ≤ m+ n ,
1
m+ 1
+
1
n+ 1
, k = m+ n+ 1 ,
(A.16)
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for
V (a, b) =
Γ(a) Γ(b)
Γ(a+ b)
− 1
a
− 1
b
. (A.17)
We also need the special cases
V −1−1 (a) = 1 , V
−1
0 (a) = a , V
−1
k≥1(a) = 0 , V
−1,n
k = V
n,−1
k = δnk . (A.18)
Evolution factors and Anomalous Dimensions
The running between scales is encoded in just a few functions. In Eqs. (A.5), (A.6), and
(A.7), we use
ω(Γ, µ, µ0) = 2
∫ αs(µ)
αs(µ0)
dα
β(α)
Γ(α)
= − Γ0
β0
{
lnκ+
αs(µ0)
4pi
(Γ1
Γ0
− β1
β0
)
(κ− 1) + 1
2
α2s(µ0)
(4pi)2
(β21
β20
− β2
β0
+
Γ2
Γ0
− Γ1β1
Γ0β0
)
(κ2 − 1)
+
1
3
α3s(µ0)
(4pi)3
[
Γ3
Γ0
− β3
β0
+
Γ1
Γ0
(β21
β20
− β2
β0
)
− β1
β0
(β21
β20
− 2 β2
β0
+
Γ2
Γ0
)]
(κ3 − 1)
}
, (A.19)
and
K(Γ, γ, µ, µ0)− ω
(γ
2
, µ, µ0
)
= 2
∫ αs(µ)
αs(µ0)
dα
β(α)
Γ(α)
∫ α
αs(µ0)
dα′
β(α′)
=
Γ0
2β20
{
4pi
αs(µ0)
(
lnκ+
1
κ
− 1
)
+
(Γ1
Γ0
− β1
β0
)
(κ− 1− lnκ)− β1
2β0
ln2 κ
+
αs(µ0)
4pi
[(Γ1β1
Γ0β0
− β
2
1
β20
)
(κ− 1− κ lnκ)−B2 lnκ+
(Γ2
Γ0
− Γ1β1
Γ0β0
+B2
)(κ2−1)
2
+
(Γ2
Γ0
− Γ1β1
Γ0β0
)
(1−κ)
]
+
α2s(µ0)
(4pi)2
[[(Γ1
Γ0
− β1
β0
)
B2 +
B3
2
](κ2−1)
2
+
(Γ3
Γ0
− Γ2β1
Γ0β0
+
B2Γ1
Γ0
+B3
)(κ3 − 1
3
− κ
2 − 1
2
)
− β1
2β0
(Γ2
Γ0
− Γ1β1
Γ0β0
+B2
)(
κ2 lnκ− κ
2 − 1
2
)
− B3
2
lnκ−B2
(Γ1
Γ0
− β1
β0
)
(κ− 1)
]}
,
(A.20)
where here κ = αs(µ)/αs(µ0) requires the known 4-loop running couplings, and we have
defined B2 ≡ β21/β20 − β2/β0 and B3 ≡ −β31/β30 + 2β1β2/β20 − β3/β0.
These results are expressed in terms of the coefficients of series expansions of the QCD β
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Figure A-1: Comparison of the fixed-order analytic SCET prediction for the O(α2s) piece
with the parton level Monte Carlo EVENT2. The decomposition in the three color struc-
tures C2F , CFCA, and CFnfTf is shown in panels (a), (b), and (c), respectively. The factor
α2s/(2pi)
2 has been divided out. We use a log binning in the horizontal axis to emphasize
the dijet region.
function β[αs], Γ[αs] (which is given by a constant of proportionality times the QCD cusp
anomalous dimension) and of a non-cusp anomalous dimension γ[αs]. These expansion
coefficients are defined by the equations
β(αs) = − 2αs
∞∑
n=0
βn
(αs
4pi
)n+1
, (A.21)
Γ(αs) =
∞∑
n=0
Γn
(αs
4pi
)n+1
, γ(αs) =
∞∑
n=0
γn
(αs
4pi
)n+1
.
For nf = 5, the relevant coefficients are [117–122]
β0 = 23/3 , β1 = 116/3 , β2 = 180.907, (A.22)
β3 = 4826.16,
Γcusp0 = 16/3, Γ
cusp
1 = 36.8436, Γ
cusp
2 = 239.208 .
As was mentioned in the text, we use a Pade´ approximation for the unknown four-loop cusp
anomalous dimension, assigning a large uncertainty to this estimate:
Γcusp3 = (1± 2)
(Γcusp2 )
2
Γcusp1
. (A.23)
For the hard, jet, and soft functions, the anomalous dimensions are the same as in the
thrust case and are given by [46, 105, 107, 112, 117, 123–126]
ΓHn = −Γcuspn , ΓJn = 2 Γcuspn , ΓSn = −Γcuspn ,
135
γH0 = − 8, γH1 = 1.14194, γH2 = − 249.388,
γJ0 = 8, γ
J
1 = − 77.3527, γJ2 = − 409.631,
γSn = − γHn − γJn . (A.24)
For the 4-loop running of the strong coupling constant, we use a form that agrees very
well numerically with the solution to the beta function. For nf = 5, the value of the coupling
is given by
1
αs(µ)
=
X
αs(mZ)
+ 0.401347248 lnX (A.25)
+
αs(mZ)
X
[
0.01165228 (1−X) + 0.16107961 lnX]
+
α2s(mZ)
X2
[
0.1586117 (X2 − 1) + 0.0599722 (X
+ lnX −X2) + 0.0323244 {(1−X)2 − ln2X}],
where we have used the values from Eq. (A.22) for the βi andX = 1+αs(mZ) ln(µ/mZ)β0/(2pi).
For the singular cross section, we have implemented the formulas described in this
appendix into a Mathematica [127] code. Additionally, we have created an independent
Fortran [128] code based on a Fourier space implementation (the nonsingular distributions
have also been implemented into the two codes independently). These two codes agree with
each other at 10−6 or better.
A.2 Comparison to Parton Level Monte Carlos
A useful way to validate our results is to compare the SCET prediction, computed using the
needed formulas above, with fixed scales µH = µJ = µS = Q to the fixed-order prediction,
approaching small values of C. This serves as an important test on the accuracy of parton
level Monte Carlos such as EVENT2 and EERAD3 where they should agree with SCET.
Beginning at O(α2s) we compare our theory runs to the parton level Monte Carlo given by
EVENT2, splitting the output in the various color structures. This comparison used an
approach with logarithmically-binned EVENT2 distributions across the entire spectrum.
Details on the run parameters (number of events and cutoff parameter) have been given in
Sec. 2.5.
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Figure A-2: Comparison of the fixed-order analytic SCET prediction for the O(α3s) piece
with the parton level Monte Carlo EERAD3. The decomposition in the three color struc-
tures N2C , 1, and N
−2
C are shown in panels (a), (b), and (c), of the first row, respectively,
and NC nf , nf/NC and n
2
f are shown in panels (d), (e) and (f), respectively, on the second
row. The factor α3s/(2pi)
3 has been divided out. We use a log binning in the horizontal axis
to emphasize the dijet region.
Additionally, Fig. A-1 clearly shows that for all color structures the agreement is excel-
lent all the way to C ∼ 10−5. The very large number of events used in our runs (3× 1011)
makes the error bars here essentially invisible. Also note that the cross section shoulder at
C = 0.75 is all in the largest C bin and hence not visible in these plots.
At O(α3s) we compare to the EERAD3 parton level Monte Carlo output, again split-
ting the results in the various color structures. Once again we use logarithmically binned
distributions for this exercise. The results are shown in Fig. A-2. The comparison looks
very good for the numerically most relevant color structures (which also have the biggest
uncertainties) and quite good for other structures. Slight deviations are observed in some
cases for C < 10−3, presumably indicating systematic uncertainties due the numerical in-
frared cutoff. The dominant color structures do not have this problem and have larger
uncertainties, so one can still use the distribution even for C ∼ 10−4 as long as all color
structures are summed up.
In Fig. A-3 we compare our numerical determination of sC˜2 , that was described above
in Sec. 2.6, to the alternate method used in Ref. [67] and show that both procedures yield
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Figure A-3: Comparison of the determination of the soft function non-logarithmic constants
atO(α2s) as explained in Sec. 2.6 (shown as horizontal lines), with a determination employing
the method used in Ref. [67] (plateau at 10−4 . C . 10−3). The function sC˜2 (C) is defined
in Eq. (A.26). The CFCA and CFnfTf color structures are shown in left and right panels,
respectively. The logarithmic horizontal axis emphasizes the C → 0 extrapolation. Error
bars are included and the blue and red points correspond to data from a different binning.
very similar results. The result from Sec. 2.6 is shown as an orange line (whose width is its
uncertainty). The method of Ref. [67] gives the points. In Ref. [67] sτ2 is computed from a
relation very similar to Eq. (2.40), written in the following form for C-parameter:
sC˜2 =
1
σ0
{
σ
(2)
had − Σ(2)s (1)
∣∣∣
sC˜2 =0
− lim
C→0
[
Σ(2)ns (1)− Σ(2)ns (C)
]}
≡ lim
C→0
sC˜2 (C) , (A.26)
where we have implicitly defined the function sC˜2 (C), and used
Σ(2)s,ns(C) =
∫ C
0
dC
dσ
(2)
s,ns
dC
. (A.27)
Eq. (A.26) can be broken down into various color factors. The limit in Eq. (A.26) has
to be taken numerically from the output of EVENT2. This is best achieved if events are
distributed in logarithmic bins, such that the C → 0 region is enhanced, as can be seen in
Fig. A-3. The limit can be identified as the value at which the log-binned distribution reaches
a plateau, which in the case of C-parameter happens for 10−4 . C . 10−3. Figure A-3
shows that our determination of sC˜2 as described in Sec. 2.6, represented by an orange line,
agrees with the plateau for the two nontrivial color structures.
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A.3 Bi,Gij coefficients
The resummed cross section at N3LL′ can be used to compute various fixed-order coeffi-
cients, as in Eqs. (2.78) and (2.79). The results for coefficients up to O(α3s) in perturbation
theory are summarized here.
The Bi coefficients read
B
[0]
1 = CF
(
2pi2
3
− 1
)
, (A.28)
B
[0]
2 = C
2
F
(
− 6 ζ3 + 1− 17pi
2
24
+
11pi4
36
)
+ CACF
(
s
[CFCA]
2
4
+
283ζ3
18
− 73pi
4
360
+
85pi2
24
+
493
324
)
+ CFnfTF
(
s
[nf ]
2
4
− 22ζ3
9
− 7pi
2
6
+
7
81
)
,
B
[0]
3 = C
2
ACF
(
620179ζ3
1944
− 41pi
2ζ3
2
− 284ζ
2
3
9
− 217ζ5
18
− 51082685
209952
+
1294933pi2
34992
− 3641pi
4
7776
+
4471pi6
102060
)
+ CAC
2
F
(
5pi2s
[CFCA]
2
24
− s
[CFCA]
2
4
− 2273ζ5
9
+
2ζ23
3
+
248pi2ζ3
9
− 89ζ3
27
−14887pi
6
68040
+
23093pi4
19440
+
172585pi2
3888
− 185039
1296
)
+ CACFnfTF
(
−352ζ3
3
+
13pi2ζ3
3
− 2ζ5
3
+
1700171
13122
− 103903pi
2
4374
+
227pi4
4860
)
+ C3F
(
− 167 ζ3 + 38pi
2ζ3
3
− 4ζ
2
3
3
+ 22ζ5 − 4679
96
+
139pi2
18
− 109pi
4
40
+
42757pi6
136080
)
+ C2FnfTF
(
5pi2s
[nf ]
2
24
− s
[nf ]
2
4
+
368ζ5
9
− 94pi
2ζ3
9
+
4324ζ3
81
− 497pi
4
2430
− 35503pi
2
1944
+
112073
972
)
+ CFn
2
fT
2
F
(
808ζ3
243
− 190931
13122
+
257pi2
81
+
52pi4
1215
)
+
j3
4
+
sC˜3
8
,
B1 = CF
(
2pi2
3
− 5
2
)
, (A.29)
B2 = C
2
F
(
− 6 ζ3 + 41
8
− 41pi
2
24
+
11pi4
36
)
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+ CACF
(
s
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4
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4
360
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85pi2
24
− 8977
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+ CFnfTF
(
s
[nf ]
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4
− 58ζ3
9
− 7pi
2
6
+
905
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)
,
B3 = C
2
ACF
(
915775ζ3
1944
− 41pi
2ζ3
2
− 284ζ
2
3
9
+
113ζ5
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− 95038955
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+
1353739pi2
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.
The results for the first few Gij coefficients read
G12 =− 2CF , G11 = 3CF , (A.30)
G23 =CF
(
4nfTF
3
− 11CA
3
)
,
G22 =CF
[
CA
(
pi2
3
− 169
36
)
− 4
3
pi2CF +
11nfTF
9
]
,
G21 =CF
[
CA
(
− 6 ζ3 + 57
4
+
11pi2
9
)
+ CF
(
− 4 ζ3 + 3
4
+ pi2
)
+ nfTF
(
− 5− 4pi
2
9
)]
,
G34 =CF
(
− 847C
2
A
108
+
154
27
CAnfTF − 28
27
n2fT
2
F
)
,
G33 =CF
[
C2A
(
11pi2
9
− 3197
108
)
− 22pi
2
3
CACF + CAnfTF
(
512
27
− 4pi
2
9
)
+
64C2F ζ3
3
+ CFnfTF
(
2 +
8pi2
3
)
− 68
27
n2fT
2
F
]
,
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G32 =CF
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2
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3
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− 31pi
2
18
+
8pi4
135
)
+ CFn
2
fT
2
F
(
− 2s
[nf ]
2
3
+
176ζ3
27
+
64pi2
81
+
3598
243
)
.
Note that the entire infinite series of Gij coefficients listed in Table 2.4 is determined by
our resummation results.
A.4 R-evolution with and without Hadron Mass Effects
The result for R-evolution in the case of no hadron masses is given in Eq. (2.56). The
resummed ω appearing in this equation was given in App. A.1. The remaining coefficients
and variables that appear in this equation are
S0 =
γR0
2β0
, S1 =
γR1
(2β0)2
− (bˆ1 + bˆ2) γ
R
0
2β0
,
S2 =
γR2
(2β0)3
− (bˆ1 + bˆ2) γ
R
1
(2β0)2
,
bˆ1 =
β1
2β20
, bˆ2 =
β21 − β0β2
4β40
, (A.31)
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Figure A-4: Running of the short-distance power correction Ωh1(R,R, h) with respect to the
reference value Ωh1(R∆, R∆, 1). The scale R is set to the default profile, and the scheme
parameter h is set to the function displayed in Eq. (A.47). Red , blue, and green correspond
to center-of-mass energies of 91.2, 40, and 200 GeV, respectively. The solid lines do not
include hadron-mass effects, whereas the dashed ones do.
bˆ3 =
β31 − 2β0β1β2 + β20β3
8β60
,
t1 = − 2pi
β0αs(R)
, t0 = − 2pi
β0αs(R∆)
.
The impact of R-evolution on the value of the hadronic parameter Ω1(R,R) is shown
in Fig. A-4 (with and without hadron-mass effects). Here we have set µ = R and used the
default profile function for R(C). We actually plot the hybrid scheme Ωh1(R,R, h) which
accounts for a reasonable treatment of threshold effects at the shoulder C = 0.75 and which
is discussed in detail below in App. A.5. The effect of using the hybrid scheme rather than
the Rgap scheme is quite small in the region of this figure but does cause the bending over
of the curves that is visible at C = 0.6. Above the shoulder the hybrid scheme uses the MS
power correction, which has a flat behavior.
When we introduce hadron-mass effects, it is necessary to extent these results to account
for the value of r, the transverse velocity. Due to the running in Eq. (2.66), the scheme
change result in Eq. (2.51) now becomes
gC(r) Ω
C
1 (R,µ, r) = gC(r) Ω1(µ, r)− δ(R,µ, r) , (A.32)
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where there is additional µ dependence from the hadron-mass induced running. Our scheme
for δ now becomes
δ(R,µ, r) =
[
αs(µ)
αs(R)
]γˆ1(r)
δ(R,µ) , (A.33)
and the r dependence is encoded in the known one-loop anomalous dimension [55]
γˆ1(r) =
2CA
β0
ln(1− r2) . (A.34)
With this r-dependent scheme change, we can once again derive the equations that govern
the R evolution and µ running for ΩC1 , which following Ref. [129] become
R
d
dR
{[
gC(r) Ω
C
1 (R,µ, r)
(
αs(µ)
)−γˆ1(r)]
µ=R
}
(A.35)
= −R (αs(R))−γˆ1(r) ∞∑
n=0
γRrn (r)
(
αs(R)
4pi
)n+1
,
µ
d
dµ
{
gC(r) Ω
C
1 (R,µ, r)
(
αs(µ)
)−γˆ1(r)}
= 2ReγE
(
αs(R)
)−γˆ1(r) ∞∑
n=0
Γcuspn
(
αs(µ)
4pi
)n+1
,
for
γRr0 (r) = γ
R
0 , γ
Rr
1 (r) = γ
R
1 + 2β0γˆ1(r)γ
R
0 ,
γRr2 (r) = γ
R
2 + 2β0γˆ1(r)(γ
R
1 + 2β0γ
R
0 ) . (A.36)
Solving this set of equations gives Eq. (2.67), with the Sri given by
Sr0(r) = S0 , S
r
1(r) = S1 +
γˆ1(r)γ
R
0
2β0
, (A.37)
Sr2(r) = S2 + (γ
R
1 + 2β0γ
R
0 )
×
[
(1 + bˆ1) bˆ2 +
bˆ22 + bˆ3
2
]
γˆ1(r)
(2β0)2
.
Values for the γRi anomalous dimensions were given above in Eq. (2.55).
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A.5 Gap Scheme in the Fixed-Order Region
In the fixed-order (or far-tail) region, there is no longer a hierarchy between the hard,
jet, and soft scales, and one sets them equal to reproduce the fixed-order QCD predictions
exactly. This is done through our profiles. In this region the singular and non-singular terms
are of similar size, and hence the factorization of the cross section in a hard factor and a
convolution of jet and soft functions is no longer relevant. The issue is further complicated
by the analytic structure of the shoulder region, which is located in the fixed-order region
and contains the integrable singularity at C = 0.75 which has its own logarithmic series (see
Fig. 2-5 and the accompanying discussion there). Thus, in the far-tail region C & 0.75, the
structure of nonperturbative corrections is likely to differ from that of the shape function
FC and thus is unknown at this time. Nevertheless, we do expect a smearing by a function
whose width is ∼ ΛQCD, and hence our smearing by FC is simply a proxy for a more detailed
analysis in this region. Since fits for αs can be carried out with C < 0.75, the treatment
of this region, and the discussion below, are not relevant for predicting the shape in the fit
region. The region C ≥ 0.75 does contribute when computing the total cross section from
our resummed result, and this motivates us to use a cross section formula that still obtains
realistic results in this region.
Due to the shoulder at C = 0.75, the use of the infrared subtractions δ in this region
can cause an unphysical behavior of the cross section. The reason for this is that these
subtractions yield derivatives acting on the partonic cross section. In the shoulder region
with the singular discontinuity starting at O(α2s), these derivatives can cause an artificially
enhanced singular behavior if the subtraction is not carefully defined in this region. If this
is not done, the convolution with the shape function FC may be insufficient to achieve a
smooth cross section near C ' 0.75. In Ref. [45] it was shown that the singularities at
C = 0.75 can be cured by including soft gluon resummation which makes the cross section
smooth. However, this treatment does not resolve the question of the proper field theoretic
nonperturbative function for this region, nor any accompanying infrared subtractions due
to renormalons.
To deal with the region C & 0.75 we take an alternative approach, which is to implement
a smooth transition between the Rgap scheme in the dijet region to MS in the fixed-order
region. This avoids any subtractions at C = 0.75. To that end we define a new scheme
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that depends on a continuous parameter h which takes values between 0 and 1 and that
smoothly switches off the gap subtractions when we get near C = 0.75. We start by
rewriting Eq. (2.47) as
∆C =
3pi
2
[ ∆¯h(R,µ, h) + h δ(R,µ) ] . (A.38)
This defines a hybrid short-distance scheme for Ω1 which we call Ω
h
1 ,
Ωh1(R,µ, h) = Ω
C
1 − 3pi h δ(R,µ) , (A.39)
which becomes the MS scheme for h = 0 and the Rgap scheme for h = 1. One can easily
derive RGE equations in µ and R, for ∆¯h, which we write in the convenient form 2
R
d
dR
∆¯h(R,R, h) = −hRγR[αs(R)] , (A.40)
µ
d
dµ
∆¯h(R,µ, h) = 2RheγEΓcusp[αs(µ)] ,
and a relation to switch from different h schemes:
∆¯h(R,µ, h1)− ∆¯h(R,µ, h2) = (h2 − h1) δ(R,µ) . (A.41)
The solution to these three equations is rather simple,
∆¯h(R,µ, h) = ∆¯h(R∆, µ∆, h∆)− (h− h∆)δ(R,µ)
+ h∆ ∆
diff(R∆, R, µ∆, µ) , (A.42)
where ∆diff has been defined in Eq. (2.56). We choose to evolve first in R and µ in the h∆
scheme, where above the peak region [see Eq. (2.76)] there is only a single evolution since
µS(C) = R(C). Close to the shoulder region C ∼ 0.75, we then smoothly transform from
the h∆ scheme to the h scheme. This implements the transition from the Rgap scheme
with O(ΛQCD) renormalon subtraction to the MS scheme where this renormalon is not
subtracted. The procedure entails a residual dependence on R in the region C & 0.75 even
once h = 0, which comes from the fact that we are transforming from Rgap to MS at the
2The right-hand sides of the running equations for the power correction Ωh1 (R,µS , h) are simply 3pi times
the right-hand sides of Eqs. (A.40) and (A.41).
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Figure A-5: Convolution S = Sˆ ⊗ F combining the perturbative and nonperturbative C-
parameter soft functions in the MS scheme (left), Rgap with C-parameter subtractions
(center), and Rgap with thrust subtractions (right). The results at 1-, 2- and 3-loops are
shown in green, blue, and red, respectively, whereas the tree level result is depicted as a
gray dotted line. We use µ = 1 GeV, R = 0.8 GeV, αs(mZ) = 0.1141, and a fixed generic
shape function whose first moment is Ω1 = 0.33 GeV.
scale R > R∆. This residual dependence leads to a somewhat smaller effect of the O(ΛQCD)
renormalon even though one employs Ω1 in this region.
In the hybrid scheme described above, the first moment of the shape function reads
∫
dk k FC(k) = Ω
h
1(R∆, µ∆, h∆) − 3pi ∆¯h(R∆, µ∆, h∆) . (A.43)
For the practical implementation, we choose h∆ = 1 and thus identify ∆
h(R∆, µ∆, 1) =
∆(R∆, µ∆) as well as Ω
h
1(R∆, µ∆, 1) = Ω1(R∆, µ∆). In the numerical codes, this amounts
to inserting a factor h in front of each δ and substituting each ∆¯(R,µ) of Eq. (2.56) appearing
in any of the equations shown in the main text by ∆¯h(R,µ, h) of Eq. (A.42). Note again
that all of the changes induced by the use of the hybrid scheme rather than the Rgap scheme
only influence the shape of the C-parameter cross section for C & 0.75.
One can also easily extend the hybrid scheme to account for hadron-mass effects by
defining
gC(r) Ω
C,h
1 (R,µ, h, r) = gC(r) Ω
C
1 (µ, r)− h δ(R,µ, r) , (A.44)
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and the evolution and scheme-transformation equations simply read
R
d
dR
{[
gC(r)
(
αs(µ)
)−γˆ1(r)ΩC,h1 (R,µ, h, r)]
µ=R
}
(A.45)
= −hR(αs(R))−γˆ1(r)γRr [αs(R), r] ,
µ
d
dµ
{
gC(r)
(
αs(µ)
)−γˆ1(r)ΩC,h1 (R,µ, h, r)}
= 2hR eγE
(
αs(R)
)−γˆ1(r)Γcusp[αs(µ)] ,
gC(r)
[
ΩC,h1 (R,µ, h1, r)− ΩC,h1 (R,µ, h2, r)
]
= (h2 − h1) δ(R,µ, r) .
The solution to these equations is again simple:
gC(r) Ω
C,h
1 (R,µ, h, r) = (A.46)
gC(r)
[
αs(µ)
αs(µ∆)
]γˆ1(r)
ΩC,h1 (R∆, µ∆, h∆, r)
− (h∆ − h) δ(R∆, µ∆, r) + h∆ ∆diff(R∆, R, µ∆, µ, r) .
For phenomenological analyses that consider C & 0.75 or integrate over C to compute a
normalization, we must specify h = h(C). It must be a function of C which smoothly
interpolates between the values 1 and 0 as one transitions from the resummation to the
fixed-order region near C ∼ 0.75. To achieve this we use the following simple form:
h(C) =
1
2
− 1
pi
arctan [ η (C − C0) ] , (A.47)
C0 = 0.7 , η = 30 .
A.6 Rgap Scheme based on the C-Parameter Soft Function
As an alternative to the Rgap scheme subtraction function used in this work and defined
in Eq. (2.48), one may employ the analog relation based on the C-parameter partonic soft
function:
δ
C˜
(R,µ) = ReγE
d
d ln(ix)
[
lnSpart
C˜
(x, µ)
]
x=(iReγE )−1 . (A.48)
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In this scheme the analogue of Eq. (2.53) reads
SC(k, µ) =
∫
dk′ e− 6 δC˜
∂
∂k SˆC(k − k′, µ)FC(k′ − 6∆¯C˜) , (A.49)
with
∆
C˜
= ∆¯
C˜
(R,µ) + δ
C˜
(R,µ) . (A.50)
Here the subtraction function δ
C˜
can be written as
δ
C˜
(R,µ) = ReγE
∞∑
i=1
αis(µ) δ
i
C˜
(R,µ) , (A.51)
where the coefficients for five light flavors read
δ1
C˜
(R,µ) = − 1.69765LR ,
δ2
C˜
(R,µ) = 0.539295− 0.933259LR − 1.03573L2R ,
δ3
C˜
(R,µ) = 0.493255 + 0.0309077 sC˜2 + 0.833905LR
− 1.55444L2R − 0.842522L3R , (A.52)
for LR = ln(µ/R).
Figure A-5 shows the effect of the renormalon subtractions on the soft function SC(k, µ)
from Eqs. (2.53) and (A.49) [we will refer to using Eq. (2.53) as thrust subtractions and
to using Eq. (A.49) as C-parameter subtractions], which are compared with the result in
the MS scheme with any subtractions. The key thing to consider is the stability of the soft
function when higher orders in perturbation theory are included, illustrated by the green,
blue, and red curves at 1-, 2-, and 3-loop orders. In the leftmost panel of Fig. A-5, we show
the C-parameter soft function in the MS scheme. Here the presence of the ΛQCD renormalon
is apparent from the shifting of the soft function to the right as we increase the perturbative
order. The MS result also exhibits a large negative dip at small momentum, which makes
predictions for the cross section at small C inaccurate in this scheme. With either the
C-parameter subtractions (middle panel) or the thrust subtractions (rightmost panel), one
achieves significantly better convergence for the soft function and alleviates most of the
negative dip. Making an even closer comparison of the C-parameter and thrust subtraction
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results, it becomes evident that the thrust subtractions exhibit better convergence near the
peak (comparing the difference between the blue and red lines in the two panels) and also
more completely remove the negative dip at small momenta. (Similar conclusions hold for
the thrust soft function, where again thrust subtractions are preferred.) This improvement
for the thrust subtractions can be traced back to the fact that the sign of the non-logarithmic
2-loop term in the C-parameter subtractions in Eq. (A.52) is positive, which is opposite to
the sign of the renormalon. In the resummation region, R(τ) = µS(τ), so LR → 0, and
numerically the subtraction goes in the opposite direction to the renormalon in this scheme
at 2-loops. This term has an impact even when the logarithmic terms are active in the
small C nonperturbative region, which we can see by taking R = R0 and µS = µ0. For the
thrust subtractions, this gives pi/2{δ1, δ2, δ3} = {− 0.603,− 0.743,− 1.621}, whereas for the
C-parameter subtractions, we have {δ1
C˜
, δ2
C˜
, δ3
C˜
} = {− 0.767,− 0.094,− 0.861}. The small
value for this 2-loop C-parameter subtraction coefficient is due to the positive constant
term.
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Appendix B
Computation of 1-loop Soft
Function
In this section we present a general computation of the 1-loop soft function for any event
shape e which can be expressed in the dijet limit as
e =
1
Q
∑
i
p⊥i fe(yi) , (B.1)
where the sum is over all particles in the final state, pi is the magnitude of the transverse
momentum and yi is the rapidity of the particle, both measured with respect to the thrust
axis. 1 For thrust one has fτ (y) = exp(−|y|), for angularities one has fτa(y) = exp[−(1 −
a)|y| ], and for C-parameter one has fC(y) = 3/ cosh y and fC˜(y) = 1/(2 cosh y).
One needs to compute the four diagrams in Fig. B-1 in order to determine the soft
function. The two diagrams on the bottom are scaleless and vanish in dimensional regu-
larization. They actually convert the IR divergences in the two diagrams on the top into
UV divergences. We take the space-time number of dimensions to be d = 4− 2. A direct
computation in momentum space gives
S1−loope (`) = 4 g
2
sCF
∫
d3−2~p
(2pi)3−22|~p |
δ[`− pT fe(y)]
p+p−
. (B.2)
After integrating the angular variables, it is convenient to make a change of variables from
1For perturbative computations partons are taken as massless and hence rapidity y and pseudorapidity
η coincide.
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Figure B-1: Diagrams contributing to the soft function at one loop.
p± to (pT , y):
d3−2~p
(2pi)3−22|~p | =
2
(4pi)2−
p1−2T
Γ(1− ) dpTdy . (B.3)
Using Eq. (B.3) in Eq. (B.2) and imposing the on-shell condition p+p− = p2T , where ~p
2 =
p2z + p
2
T , we obtain
S1−loope (`) (B.4)
=
2αs(µ)CF e
γE
µpi Γ(1− )
∫
dpT dy
(pT
µ
)−1−2
δ[`− pT fe(y)]
=
2αs(µ)CF e
γE
µpi Γ(1− )
( `
µ
)−1−2
Ie() ,
where we have defined
Ie() =
∫ ∞
−∞
dy [ fe(y) ]
2 . (B.5)
Similarly in Fourier space, one gets
S˜1−loope (x) =
2αsCF
pi
Γ(−2)
Γ(1− )(i x µ)
2eγE Ie() . (B.6)
For thrust and angularities, one trivially obtains
Iτ () =
1

, Iτa() =
1
1− a
1

. (B.7)
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For C-parameter it is convenient to perform a change of variables,
y =
1
2
ln
(1 + x
1− x
)
, cosh y =
1√
1− x2 , (B.8)
obtaining for the integral:
I
C˜
() = 21−2
∫ 1
0
dx (1− x2)−1+ = 1
2
Γ()2
Γ(2)
. (B.9)
Expanding in  → 0 and upon renormalization in MS, we find for the position space soft
function
S˜1−loop
C˜
= −αs(µ)
4pi
CF
[pi2
3
+ 8 ln2(ixµeγE )
]
, (B.10)
S˜1−loopτa = −
1
1− a
αs(µ)
4pi
CF
[
pi2 + 8 ln2(ixµeγE )
]
.
Writing the logarithm of the soft function in Fourier space evaluated at the point x =
− i exp(− γE)/µ in a generic form as
ln S˜e = 2
∞∑
n=1
(αs(µ)
4pi
)n
sen . (B.11)
we obtain
sC˜1 = −
pi2
6
CF , s
τa
1 = −
1
1− a
pi2
2
CF . (B.12)
Fourier transforming the result, one obtains the renormalized momentum space soft func-
tion:
S1−loop
C˜
=
αs(µ)
4pi
CF
(
pi2 δ(`)− 16
µ
[
ln(`/µ)
`/µ
]
+
)
, (B.13)
S1−loopτa =
1
1− a
αs(µ)
4pi
CF
(
pi2
3
δ(`)− 16
µ
[
ln(`/µ)
`/µ
]
+
)
.
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Appendix C
Comparison with other fits
In this appendix, we compare the main results of the αs(mZ) extraction from the C-
parameter cross section with other possible fits.
C.1 Comparison of thrust and C-parameter subtractions
In Fig. C-1 we compare fits performed in the Rgap scheme with C-parameter gap sub-
tractions as the upper red ellipse, and for our default fits in the Rgap scheme with thrust
gap subtractions as the lower blue ellipse. At N3LL′ order with C-parameter subtractions
the results are αs(mZ) = 0.1126 ± 0.0002exp ± 0.0007hadr ± 0.0022pert and Ω1(R∆, µ∆) =
0.447± 0.007exp ± 0.018αs ± 0.065pert GeV, with χ2min/dof = 0.988. One can see that, even
though both extractions are fully compatible, the thrust subtractions lead to smaller per-
turbative uncertainties. This is consistent with the better perturbative behavior observed
for the cross section with thrust subtractions in Ch, 2.
C.2 Comparison of thrust results with Ref. [1]
In Fig. C-2 we compare global fits for the thrust distribution using the profiles of Ref. [1]
(shown by the right ellipse in blue) and the profiles used here (shown by the left ellipse
in red). As mentioned earlier, the profiles used here have several advantages over those of
Ref. [1] in terms of their ability to independently impact the different regions of the thrust
distribution, and in particular do a better job in the nonperturbative region (which is outside
our fit region). The two versions of the profiles are consistent within their variations, and
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Figure C-1: Comparison of αs determinations from C-parameter tail fits in the thrust Rgap
scheme (lower red ellipse) and the C-parameter Rgap scheme (upper blue ellipse). The
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thrust Rgap scheme in order to have a meaningful comparison. Theoretical uncertainty
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Figure C-2: Comparison of thrust αs determinations using our new profiles (left red ellipse)
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which are suitable for projection onto one dimension to obtain the 1-σ uncertainty, without
experimental uncertainties.
the fit results shown for 39% CL for two dimensions in Fig. C-2 (which is 68% CL for each
one-dimensional projection) are fully compatible.
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Appendix D
Spinor Helicity Identities and
Conventions
The four-component spinor u(p) of a massless Dirac particle with momentum p, satisfies
the massless Dirac equation,
/p u(p) = 0 , p
2 = 0 , (D.1)
as does the charge conjugate (antiparticle) spinor v(p). We can therefore choose a repre-
sentation such that v(p) = u(p). We denote the spinors and conjugate spinors for the two
helicity states by
|p±〉 = 1± γ5
2
u(p) , 〈p±| = sgn(p0) u¯(p) 1∓ γ5
2
. (D.2)
Here the sgn(p0) is included in the definition to simplify relations under crossing symmetry.
The spinors |p±〉 have an overall phase that is left free by the Dirac equation. Using
the Dirac representation,
γ0 =
1 0
0 −1
 , γi =
 0 σi
−σi 0
 , γ5 =
0 1
1 0
 . (D.3)
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If we take nµi = (1, 0, 0, 1), we get the standard solutions [81]
|p+〉 = 1√
2

√
p−√
p+eiφp√
p−√
p+eiφp

, |p−〉 = 1√
2

√
p+e−iφp
−
√
p−
−
√
p+e−iφp√
p−

, (D.4)
where
p± = p0 ∓ p3 , exp(±iφp) = p
1 ± ip2√
p+p−
. (D.5)
For negative p0 and p± we use the usual branch of the square root, such that for p0 > 0
|(−p)±〉 = i |p±〉 . (D.6)
We also define, 〈p±|, the conjugate spinors, as
〈p±| = sgn(p0) |p±〉 . (D.7)
We include the additional minus sign for negative p0 as we want to use the same branch of
the square root for both types of spinors. We see for p0 > 0
〈(−p)±| = −|(−p)±〉 = −(−i) 〈p±| = i 〈p±| . (D.8)
This makes all spinor identities correct for momenta of both signs, allowing easier utiliza-
tion of crossing symmetry. These signs will appear in expressions with explicit complex
conjugation, including the most important example,
〈p− |q+〉∗ = sgn(p0q0) 〈q + |p−〉 . (D.9)
The spinor products are denoted by
〈pq〉 = 〈p− |q+〉 , [pq] = 〈p+ |q−〉 . (D.10)
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Several useful identities satisfied by the spinor products are
〈pq〉 = −〈qp〉 , [pq] = −[qp] , [p|γµ |p〉 = 〈p| γµ|p] = 2pµ , (D.11)
|p±〉 〈p±| = 1± γ5
2
/p , /p = |p] 〈p|+ |p〉 [p|,
〈pq〉[qp] = 1
2
tr
{
(1− γ5)/p/q
}
= 2p · q , |〈pq〉| = |[pq]| =
√
|2p · q| ,
〈p| γµ|q] = [q|γµ |p〉 , [p|γµ |q〉 [k|γµ |l〉 = 2[pk]〈lq〉 ,
〈pq〉〈kl〉 = 〈pk〉〈ql〉+ 〈pl〉〈kq〉 .
Momentum conservation
∑n
i=1 pi = 0 also implies the relation
n∑
i=1
[ji]〈ik〉 = 0 . (D.12)
Under parity the spinors transform as
|pP±〉 = ±e±iφpγ0 |p∓〉 , 〈pPqP〉 = −ei(φp+φq)[pq] , [pPqP] = −e−i(φp+φq)〈pq〉 . (D.13)
The polarization vector satisfies the completeness relation
∑
λ=±
λµ(p, q)
(
λν (p, q)
)∗
= −gµν + pµqν + pνqµ
p · q . (D.14)
In SCET the projected collinear quark fields
|p±〉n =
/n/¯n
4
|p±〉 , (D.15)
satisfy the relation
/n
( /n/¯n
4
|p±〉
)
= 0 , (D.16)
and are therefore proportional to |n±〉. Working in the basis in Eq. (D.4), we find
/n/¯n
4
|p〉 =
√
p0
[
cos
(
θn
2
)
cos
(
θp
2
)
+ ei(φp−φn) sin
(
θn
2
)
sin
(
θp
2
)]
|n〉 , (D.17)
/n/¯n
4
|p] =
√
p0
[
ei(φp−φn) cos
(
θn
2
)
cos
(
θp
2
)
+ sin
(
θn
2
)
sin
(
θp
2
)]
|n] .
Here θn, φn, and θp, φp, are the polar and azimuthal angle of the n and p vectors, respectively.
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Choosing nµi = p
µ
i /p
0
i , we have
/n/¯n
4
|p±〉 =
√
n¯i · p
2
|ni±〉 . (D.18)
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