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a b s t r a c t
We consider the abstract parabolic differential equation u′(t)+ Au(t) = f (t),−∞ < t <
∞ in a Banach space E with −A the infinitesimal generator of an analytic, exponentially
decreasing semigroup exp{−tA} (t ≥ 0). The main purpose of this paper is to establish
the well-posedness of this equation in Cβ(R, Eα), (α, β ∈ [0, 1]), and the well-posedness
of the corresponding Rothe difference scheme in Cβ(Rτ , Eα), (α, β ∈ [0, 1]). Moreover,
we apply our theoretical results to obtain new coercivity inequalities for the solution of
parabolic difference equations.
Crown Copyright© 2010 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Several types of parabolic equations on the whole real line and parabolic equations on the whole real line with infinite
delays or fading memory have been studied in [1, page 19], [2,3], [4, page 398], [5–7] (see also the references therein).
As a physical application of such type of equations, we may refer to [8], where there is an application of integro-
differential equations arising in population dynamics. Moreover, parabolic equations on the whole real line are used to
describe non-classicalmodels of optics (see [9] and the references therein). Analogous situationmay appear in somephysical
problemswhen considering effects of extremely prolonged (chaotic or periodic) external actions on a body. In such a case the
subject ‘‘forgets’’ its initial conditions and they can be considered as posed at minus infinity. The exact form of the condition
is not important and the uniqueness of the solution is determined by other requirements for the behavior of the solution.
In [2], we investigated the well-posedness of the parabolic equation
u′(t)+ Au(t) = f (t), −∞ < t <∞ (1.1)
in Cβ(R, E), where E is a Banach space with −A the infinitesimal generator of an analytic, exponentially decreasing
semigroup. We proved that problem (1.1) is well-posed in the Hölder space Cβ(R, E), 0 < β < 1, and established the
well-posedness of the Rothe difference scheme for (1.1) in Cβ(Rτ , E), 0 < β < 1. It is known that from that the well-
posedness of (1.1) in Cβ(R, E) for β = 0, β = 1, and the well-posedness of the Rothe difference scheme in Cβ(Rτ , E) for
β = 0, β = 1 do not follow.
In this paper, we extend our previous results [2] to fractional spaces. The well-posedness theorems can also be proved
for β = 0 and β = 1. Furthermore, we apply our theoretical results to obtain new coercivity inequalities for solutions of
parabolic difference equations.
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The coercivity inequalities (maximal regularity, well-posedness) are one of the most powerful and popular tools in the
study of boundary value problems for parabolic and elliptic differential equations [10–12]. Themaximal regularity approach
enables one to investigate the general boundary value problems for both elliptic and parabolic differential equations. This
approach has been used by many researchers to investigate the well-posedness of local and nonlocal boundary value
problems for abstract differential and difference equations in Banach spaces (see [13–16,1,17–20,2,21–30,11], and the
references therein).
2. The differential equation
In this section, we consider the abstract parabolic differential equation
u′(t)+ Au(t) = f (t), −∞ < t <∞, (2.1)
where E is an arbitrary Banach space. Here u(t) and f (t) are, respectively, unknown and given abstract functions defined on
the setR of real numbers with values in E, A is a linear unbounded closed operator acting in E with dense domain D(A) ⊂ E.
We say that u(t) is a solution of problem (2.1), if the following are fulfilled:
1. u(t) is continuously differentiable and bounded, its derivative is bounded.
2. The element u(t) belongs to D(A) for all t ∈ R and the function Au(t) is continuous and bounded in R.
3. u(t) satisfies equation (2.1).
We refer to a solution of problem (2.1) defined in the above sense as a solution of problem (2.1) in the space C(E) = C(R, E)
of all continuously bounded functions ϕ(t) defined on Rwith values in E equipped with the norm
‖ϕ‖C(E) = sup
t∈R
‖ϕ(t)‖E .
Problem (2.1) is well-posed in C(E) if the following are conditions are satisfied:
1. For each f (t) ∈ C(E), problem (2.1) is uniquely solvable. It means that an additive and homogeneous operator u(t) ≡
u(t; f (t)) acting from C(E) to C(E) is defined and gives the solution of problem (2.1) in C(E). Furthermore, the operators
d
dt (u(t; f (t))) and Au(t; f (t)) acting in C(E) have these properties.
2. Regarded as an operator from C(E) to C(E), u(t; f (t)) is continuous. Namely, inequality
‖u(t; f (t))‖C(E) ≤ M‖f ‖C(E), (2.2)
holds for some 1 ≤ M <∞, which is independent of f (t) ∈ C(E).
It follows from the well-posedness of problem (2.1) in C(E) that the operator u(t; f (t)) is continuous in C(E), and the
operator Au(t; f (t)) is defined on the whole space C(E). The operator A, which acts in the Banach space E with domain
D(A), generates via the formula Au = Au(t) an operator A, which acts in the Banach space C(E) and is defined on the
functions u(t) ∈ C(E) with the property that Au(t) ∈ C(E). By the fact that the operator A−1 exists and is bounded, the
operator A−1 exists and is bounded, and hence A is closed in C(E). Hence, the operator Au(t; f (t)) = A(·, f ) is closed in
C(E). It follows from Banach’s theorem that this operator is continuous, i.e. for every f (t) ∈ C(E) the inequality
‖Au(t; f (t))‖C(E) ≤ M‖f ‖C(E), (2.3)
is valid, whereM is independent of f (t).
Thus, from estimates (2.2) and (2.3) it follows that the coercivity inequality
‖u′‖C(E) + ‖Au(t)‖C(E) ≤ M‖f ‖C(E)
is obtained for the solutions ofwell-posed in C(E)problem (2.1)with some1≤M<∞, which is independent of f ∈ C(E) [1].
Throughout the paper,M indicates positive constants which can be different from time to time andwe are not interested
to make precise. We shall writeM(α, β, . . .) to stress the fact that the constant depends only on α, β, . . . .
We shall assume that the operator−A generates a semigroup e−tA (t ≥ 0)with exponentially decaying norm as t →∞,
i.e. there existM ≥ 1, δ > 0 such that
‖e−tA‖E→E ≤ Me−δt . (2.4)
Let v(t) be the function defined by{
(2A)−1etAv, if t < 0,
(2A)−1e−tAv + te−tAv, if t ≥ 0.
Let v ∈ D(A). Then, v(t) is the solution C(E) of (2.1) with f (t) = e−|t|Av.
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For t > 0, from estimates (2.2)–(2.4) it follows that
‖tAe−tAv‖E ≤ ‖(2−1e−tA + tAe−tA)v‖E + ‖2−1e−tAv‖E
≤ sup
0≤t<∞
‖(2−1e−tA + tAe−tA)v‖E + M2 ‖v‖E
≤ sup
−∞≤t<∞
‖Av(t)‖E + M2 ‖v‖E
≤ M‖e−|t|Av‖E + M2 ‖v‖E ≤ M1‖v‖E . (2.5)
By the fact that D(A) is dense in E, estimate (2.5) results in Ae−tA is bounded and obeys the estimate
‖tAe−tA‖E→E ≤ M. (2.6)
Note that this means that the semigroup e−tA for t > 0 is analytic [1]. Finally, the foregoing argument proves that the
analyticity of the semigroup e−tA is a necessary condition for the well-posedness of problem (2.1) in C(E) [1].
Note also that from (2.4) and (2.6) it follows that
‖Aγ [e−tA − e−(t+τ)A]‖E→E ≤ M τ
η
tη+γ
(2.7)
for any 0 < t < t + τ , 0 ≤ γ , η ≤ 1.
By the assumption that A generates a semigroup with exponentially decreasing norm, for all f ∈ C(E) the solution u is
given [2] by
u(t) =
∫ t
−∞
e−(t−s)Af (s)ds. (2.8)
We introduce the Hölder space Cβ(E) = Cβ(R, E), β ∈ [0, 1], of all E-valued abstract functions ϕ(t) defined on R with the
norm
‖ϕ‖Cβ (E) = ‖ϕ‖C(E) + sup−∞<t<t+τ<∞
‖ϕ(t + τ)− ϕ(t)‖E
τ β
.
We call u(t) a solution of problem (2.1) in Cβ(E), if it is a solution of this problem in C(E), and u′(t), Au(t) ∈ Cβ(E). Problem
(2.1) is called well-posed in Cβ(E), if its solutions u(t) in Cβ(E) satisfy the following coercivity inequality
‖u′‖Cβ (E) + ‖Au‖Cβ (E) ≤ M(β)‖f ‖Cβ (E),
where 1 ≤ M(β) <∞ does not depend on f (t) ∈ Cβ(E).
Theorem 2.1 ([2]). Let −A be the infinitesimal generator of an analytic, exponentially decreasing semigroup. Then, for all
β ∈ (0, 1), problem (2.1) is well posed in Cβ(E). Moreover, if f ∈ Cβ(E) and u is the corresponding solution, then the following
coercivity inequality
‖u′‖Cβ (E) + ‖Au‖Cβ (E) ≤
M
β(1− β)‖f ‖Cβ (E) (2.9)
holds for some M > 0, which is independent of β and f . 
For α ∈ (0, 1), let Eα = Eα,∞(E, A) be the fractional space consisting of all v ∈ E for which the norm
‖v‖Eα = ‖v‖E + sup
λ>0
‖λ1−αAe−λAv‖E
is finite [1]. It is easy to see that
‖e−λA‖Eα→Eα ≤ ‖e−λA‖E→E ≤ Me−δλ,
‖tAe−λA‖Eα→Eα ≤ ‖tAe−λA‖E→E ≤ M.
Then, using (2.9), we get
‖u′‖Cβ (Eα) + ‖Au‖Cβ (Eα) ≤
M
β(1− β)‖f ‖Cβ (Eα). (2.10)
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Note that one can not put β = 0 and β = 1 in (2.10). However, we have the following generalization of Theorem 2.1.
Namely,
Theorem 2.2. For any α, β ∈ [0, 1], α + β 6= 0, α + β 6= 2, problem (2.1) is well-posed in Cβ(Eα) and the estimate
‖u′‖Cβ (Eα) + ‖Au‖Cβ (Eα) ≤ Mmin
{
1
β(1− β) ,
1
α(1− α)
}
‖f ‖Cβ (Eα) (2.11)
is valid for some 1 ≤ M <∞, which does not depend on α, β , and f .
Proof. We first estimate ‖Au‖C(Eα). Let us fix t ∈ R. By formula (2.8), we get
Au(t) =
∫ t
−∞
Ae−A(t−s)f (s)ds. (2.12)
Using formula (2.12), estimate (2.6), and the definition of Eα-norm, we get for each λ > 0 that
‖λ1−αAe−λAAu(t)‖E ≤ 2M
2
(1− α)‖f ‖C(Eα). (2.13)
Then, from estimates (2.13) and
‖v‖E ≤ M(δ)
α
sup
λ>0
‖λ1−αAe−λAv‖E (2.14)
it follows that
‖Au(t)‖Eα ≤
M
α(1− α)‖f ‖C(Eα).
Thus, we have
‖Au‖C(Eα) ≤
M
α(1− α)‖f ‖C(Eα). (2.15)
We shall now establish an estimate for
sup
−∞<t<t+τ<∞
‖Au(t + τ)− Au(t)‖Eα
τ β
.
Let us fix t < t + τ ∈ R. Using formula (2.12), one can write as [2].
Au(t + τ)− Au(t) = f (t + τ)− f (t)+
∫ t+τ
t−τ
Ae−(t+τ−s)A(f (s)− f (t + τ))ds−
∫ t
t−τ
Ae−(t−s)A(f (s)− f (t))ds
+
∫ t−τ
−∞
A(e−(t+τ−s)A − e−(t−s)A)(f (s)− f (t))ds+
∫ t−τ
−∞
Ae−(t+τ−s)A(f (t)− f (t + τ))ds
=
5∑
k=1
Ik.
We clearly have
‖I1‖Eα ≤ τ β ‖f ‖Cβ (Eα). (2.16)
Now,we estimate ‖I2‖Eα . Fromestimate (2.6), the definitions of Eα-normandCβ(Eα)-norm, and the fact that t−τ ≤ s ≤ t+τ
it follows that for each λ > 0
‖λ1−αAe−λAI2‖E ≤ τ βM2
2−α+β
(1− α) ‖f ‖Cβ (Eα). (2.17)
Thus, we have
sup
λ>0
‖λ1−αAe−λAI2‖E ≤ τ βM2
2−α+β
(1− α) ‖f ‖Cβ (Eα). (2.18)
Combining estimates (2.14) and (2.18), we obtain that
‖I2‖Eα ≤ τ β
M2
α(1− α)‖f ‖Cβ (Eα), (2.19)
for someM2 > 0.
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Similarly, we have
‖I3‖Eα ≤ τ β
M3
α(1− α)‖f ‖Cβ (Eα), (2.20)
for someM3 > 0.
Now, we establish an estimate for ‖I4‖Eα . Using estimate (2.7) for γ = 1 and η = β , the definitions of Eα-norm and
Cβ(Eα)-norm, we get for all λ > 0
‖λ1−αAe−λAI4‖E ≤ τ βM2
2+β−α
(1− α) ‖f ‖Cβ (Eα). (2.21)
Hence, by estimate (2.21), we have
sup
λ>0
‖λ1−αAe−λAI4‖E ≤ τ β 2
2+β−αM
(1− α) ‖f ‖Cβ (Eα). (2.22)
Estimates (2.14) and (2.22) result in
‖I4‖Eα ≤ τ β
M4
α(1− α)‖f ‖Cβ (Eα), (2.23)
for someM4 > 0.
Finally, we estimate ‖I5‖Eα . Note that we have∫ t−τ
−∞
Ae−A(t+τ−s)ds = e−2τA. (2.24)
From (2.4), (2.24), and the definitions of Eα-norm and Cβ(Eα)-norm it follows that
sup
λ>0
‖λ1−αAe−λAI5‖E ≤ τ β‖f ‖Cβ (Eα). (2.25)
Thus, using estimates (2.14) and (2.25), we get
‖I5‖Eα ≤ τ β
M5
α
‖f ‖Cβ (Eα), (2.26)
for someM5 > 0.
Combining estimates (2.16), (2.19), (2.20), (2.23) and (2.26), we obtain
sup
−∞<t<t+τ<∞
‖Au(t + τ)− Au(t)‖Eα
τ β
≤ M6
α(1− α)‖f ‖Cβ (Eα), (2.27)
for someM6 > 0.
Hence, from estimates (2.15) and (2.27) it follows that
‖Au‖Cβ (Eα) ≤
M7
α(1− α)‖f ‖Cβ (Eα), (2.28)
for someM7 > 0.
Using the triangle inequality, (2.1) and (2.28), we get
‖u′‖Cβ (Eα) ≤
M8
α(1− α)‖f ‖Cβ (Eα), (2.29)
for someM8 > 0.
Thus, estimates (2.28) and (2.29) result in
‖u′‖Cβ (Eα) + ‖Au‖Cβ (Eα) ≤
M
α(1− α)‖f ‖Cβ (Eα). (2.30)
Combining estimates (2.10) and (2.30), we get estimate (2.11).
Theorem 2.2 is proved. 
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As noted above, the well-posedness of (2.1) in Cβ(Eα) can be obtained from Theorem 2.1. However, one can not choose the
parameters α, β more freely and one can not obtain the well-posedness of (2.1) in C(Eα). In Theorem 2.2, we established
the well-posedness of (2.1) in Cβ(Eα) for any α ∈ [0, 1], β ∈ [0, 1], α + β 6= 0, α + β 6= 2. Note that we can choose the
parameters α and β freely, which increases the number of function spaces where problem (2.1) is well-posed. In particular,
Theorem 2.2 implies the well-posedness of Eq. (2.1) in C(Eα) established in [21,30].
Of course, the well-posedness of (2.1) in Lp(E) and Lp(Eα) can be obtained (see Theorem 3.5 and Theorem 4.4 of Chapter
1 in [1]).
3. The difference scheme
In this section, we consider a difference analogue (3.1) of Eq. (2.1)
uk − uk−1
τ
+ Auk = fk, k ∈ Z, (3.1)
where uk ∈ D(A) and fk ∈ E are unknown and given elements, τ > 0 small.
Let Cτ (E) = C(Rτ , E) denote the Banach space of all bounded grid functions vτ = {vk}∞−∞ defined on the grid-space
Rτ = {tk = τk; k ∈ Z} with the norm ‖υτ‖Cτ (E) = supk∈Z ‖υk‖E . Let Dτ : Cτ (E)→ Cτ (E) denote the operator defined by
vτ = Dτuτ , vk = τ−1(uk − uk−1), k ∈ Z.
Then, we can consider difference Eq. (3.1) as an operator equation
Dτuτ + Auτ = f τ (3.2)
in the Banach space Cτ (E), where Auτ = {Auk}∞−∞ and f τ = {fk}∞−∞.
Estimates (2.4) and (2.6) result in the bounded operator R = (I+ τA)−1, the resolvent of A, being defined on whole space
E. Thus, for each f τ , (3.2) is uniquely solvable and the solution uτ = uτ (f τ ) is obtained [2] by the formula for k ∈ Z
uk =
k∑
i=−∞
Rk−i+1fiτ . (3.3)
Since the semigroup e−tA obeys (2.4) and (2.6), the following estimates hold:
‖Rk‖E→E ≤ M(1+ τδ)−k, k ≥ 1, (3.4)
‖kτARk‖E→E ≤ M, k ≥ 1. (3.5)
The proof of (3.4), (3.5) uses also the fact that the resolvent is the Laplace transform of the semigroup e−tA. More precisely,
Rk = 1
(k− 1)!
∫ ∞
0
tk−1e−te−τ tAdt, k ≥ 1. (3.6)
For details, we refer the reader to [1,2].
Using (3.4) and (3.5), we get
‖Aγ (Rk − Rk+m)‖E→E ≤ M (mτ)
η
(kτ)γ+η
(3.7)
for any 1 ≤ k < k+m, 0 ≤ η, γ ≤ 1 [1].
We consider (3.1) as an operator Eq. (3.2) in the Banach space Cβτ (E) = Cβ(Rτ , E) (0 ≤ β ≤ 1) of grid functions
ϕτ = {ϕk}∞−∞ with norm
‖ϕτ‖
C
β
τ (E)
= ‖ϕτ‖Cτ (E) + sup−∞<i<i+r<∞
‖ϕi+r − ϕi‖E
(rτ)β
.
Problem (3.2) is said to be well-posed in Cβτ (E), if the solutions u
τ of (3.2) in Cβτ (E) satisfy the following coercivity inequality
‖Dτuτ‖Cβτ (E) + ‖Au
τ‖
C
β
τ (E)
≤ M(β)‖f τ‖Cατ (E)
for some 1 ≤ M(β) <∞, which does not depend of f τ and τ .
Theorem 3.1 ([2]). Problem (3.2) is well-posed in Cβτ (E) (0 < β < 1), and for its solutions following coercivity inequality
‖Dτuτ‖Cβτ (E) + ‖Au
τ‖
C
β
τ (E)
≤ M
β(1− β)‖f
τ‖
C
β
τ (E)
(3.8)
holds for some 1 ≤ M <∞, which is independent of f τ ∈ Cβτ (E), β and small positive number τ . 
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Note that from (3.8) it follows that
‖Dτuτ‖Cβτ (Eα) + ‖Au
τ‖
C
β
τ (Eα)
≤ M
β(1− β)‖f
τ‖
C
β
τ (Eα)
(3.9)
for the Banach space Eα . Clearly, one can not put β = 0 and β = 1 in (3.9). However, we have the following generalization
of Theorem 3.1. Namely,
Theorem 3.2. For any α, β ∈ [0, 1], α + β 6= 0, α + β 6= 2, problem (3.2) is well-posed in Cβτ (Eα) and the estimate
‖Dτuτ‖Cβτ (Eα) + ‖Au
τ‖
C
β
τ (Eα)
≤ Mmin
{
1
α(1− α) ,
1
β(1− β)
}
‖f τ‖
C
β
τ (Eα)
is valid, where 1 ≤ M <∞ does not depend on f τ ∈ Cβτ (Eα), α, β and τ .
Proof. Let us first estimate ‖Auτ‖Cτ (Eα). Fix k ∈ Z. Using (3.3), we have
Auk =
k∑
i=−∞
τARk−i+1fi. (3.10)
We start with ‖Auk‖Eα . Using (2.6), (3.6), (3.10), and the definition of Eα-norm, we get for each λ > 0
‖λ1−αAe−λAAuk‖E ≤ M2
2−α
(1− α)‖f
τ‖Cτ (Eα). (3.11)
Therefore, from estimate (3.11) it follows that
sup
λ>0
‖λ1−αAe−λAAuk‖E ≤ M2
2−α
1− α ‖f
τ‖Cτ (Eα). (3.12)
Combining estimates (2.14) and (3.12), we obtain
‖Auk‖Eα ≤
M
α(1− α)‖f
τ‖Cτ (Eα). (3.13)
Thus, it follows from estimate (3.13) that
‖Auτ‖Cτ (Eα) ≤
M
α(1− α)‖f
τ‖Cτ (Eα). (3.14)
Next, let us establish an estimate for
sup
−∞<k<k+r<∞
‖Auk+r − Auk‖Eα
(rτ)β
.
Let us fix k < k+ r ∈ Z. Using (3.10), it can be written as in [2]
Auk+r − Auk =
k+r−1∑
i=k−r
τARk+r−i+1(fi − fk+r)−
k−1∑
i=k−r
τARk−i+1(fi − fk)
+
k−r−1∑
i=−∞
τA
(
Rk+r−i+1 − Rk−i+1) (fi − fk)+ k−r−1∑
i=−∞
τARk+r−i+1(fk − fk+r)+ (fk+r − fk) =
5∑
k=1
Sk.
We first estimate ‖S1‖Eα . From (2.6), (3.6), the definitions of Eα-norm andCβτ (Eα)-norm, and the fact that k−r ≤ i ≤ k+r−1
it follows that for each λ > 0
‖λ1−αAe−λAS1‖E ≤ (rτ)βM2
2−α+β
(1− α) ‖f
τ‖
C
β
τ (Eα)
.
Hence, it is proved that
sup
λ>0
‖λ1−αAe−λAS1‖E ≤ (rτ)βM2
2−α+β
(1− α) ‖f
τ‖
C
β
τ (Eα)
. (3.15)
Thus, combining estimates (2.14) and (3.15), we obtain
‖S1‖Eα ≤ (rτ)β
M1
α(1− α)‖f
τ‖
C
β
τ (Eα)
, (3.16)
for someM1 > 0.
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In a similar manner, it can be proved that
‖S2‖Eα ≤ (rτ)β
M2
α(1− α)‖f
τ‖
C
β
τ (Eα)
, (3.17)
for someM2 > 0.
Let us now estimate ‖S3‖Eα . Using formula (3.6), estimates (2.6), (3.7) for η = β and γ = 0, the definitions of Eα-norm
and Cβτ (Eα)-norm, we obtain
‖λ1−αAe−λAS3‖E ≤ (rτ)βM
222−α+2β
(1− α) ‖f
τ‖
C
β
τ (Eα)
,
for each λ > 0.
Hence, it is proved that
sup
λ>0
‖λ1−αAe−λAS3‖E ≤ (rτ)βM
222−α+2β
(1− α) ‖f
τ‖
C
β
τ (Eα)
. (3.18)
Combining estimates (2.14) and (3.18), we get
‖S3‖Eα ≤ (rτ)β
M3
α(1− α)‖f
τ‖
C
β
τ (Eα)
, (3.19)
for someM3 > 0.
Next, we establish an estimate for ‖S4‖Eα . From (3.4), the definitions of Eα-norm and Cβτ (Eα)-norm, and the identity
τARm+1 = Rm − Rm+1 form ≥ 1 it follows that S4 = R2r+1(fk − fk+r).
So, we get for all λ > 0
‖λ1−αAe−λAS4‖E ≤ M‖fk − fk+r‖Eα ≤ M‖f τ‖Cβτ (Eα)(rτ)
β .
Thus, we obtain
sup
λ>0
‖λ1−αAe−λAS4‖E ≤ M‖f τ‖Cβτ (Eα)(rτ)
β . (3.20)
Estimates (2.14) and (3.20) result in
‖S4‖Eα ≤ ‖f τ‖Cβτ (Eα)
M4
α
(rτ)β (3.21)
for someM4 > 0.
Clearly, we have
‖S5‖Eα ≤ M5‖f τ‖Cβτ (Eα)(rτ)
β (3.22)
for someM5 > 0.
Hence, combining (3.16), (3.17), (3.19), (3.21) and (3.22), we get
sup
−∞<k<k+r<∞
‖Auk+r − Auk‖Eα
(rτ)β
≤ M6
α(1− α)‖f
τ‖
C
β
τ (Eα)
(3.23)
for someM6 > 0.
Therefore, it follows from estimates (3.14) and (3.23) that
‖Auτ‖
C
β
τ (Eα)
≤ M7
α(1− α)‖f
τ‖
C
β
τ (Eα)
(3.24)
for someM7 > 0.
Finally, using the triangle inequality, Eq. (3.2), and estimate (3.24), we obtain
‖Dτuτ‖Cβτ (Eα) ≤
M8
α(1− α)‖f
τ‖
C
β
τ (Eα)
(3.25)
for someM8 > 0.
Thus, estimates (3.24) and (3.25) yield that
‖Auτ‖
C
β
τ (Eα)
+ ‖Dτuτ‖Cβτ (Eα) ≤
M
α(1− α)‖f
τ‖
C
β
τ (Eα)
. (3.26)
Estimates (3.9) and (3.26) finish the proof of Theorem 3.2. 
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As in the differential case, by choosing the parameters α and β freely, we increase the number of function spaces in which
Eq. (3.2) is well-posed. In particular, Theorem 3.2 implies the well-posedness of Eq. (3.2) in Cτ (Eα) established in the papers
[15,30].
Of course, thewell-posedness of (3.2) in Lp,τ (E) and Lp,τ (Eα) can be obtained (see Theorem3.5 and Theorem4.4 of Chapter
2 in [1]).
4. Applications
In this section, we consider the 2mth-order multidimensional parabolic differential equation:
∂v(t, x)
∂t
+
∑
|r|=2m
ar(x)
∂ |r|v(t, x)
∂xr11 · · · ∂xrnn
+ σv(t, x) = f (t, x),
−∞ < t <∞, x ∈ Rn, |r| = r1 + · · · + rn,
(4.1)
where ar(x), f (t, x) are given sufficiently smooth functions, and σ is a sufficiently large positive constant.
Let
Bx =
∑
|r|=2m
ar(x)
∂ |r|
∂xr11 · · · ∂xrnn
(4.2)
be the differential operator acting on functions defined on the Euclidean space Rn.
We assume that the symbol Bx(ξ) =∑|r|=2m ar(x) (iξ1)r1 · · · (iξn)rn , of Bx satisfies the inequalities
0 < M1|ξ |2m ≤ (−1)mBx(ξ) ≤ M2|ξ |2m <∞ (4.3)
for 0 6= ξ = (ξ1, . . . , ξn) ∈ Rn [1].
In this section, we apply the abstract theorems of Sections 2 and 3 in the investigation of difference scheme for
approximate solution of (4.1). The discretization of problem (4.1) is carried out in two steps. In the first step, the grid space
Rnh (0 < h ≤ h0) is defined as the set of all points of Rn whose coordinates are given by xk = hsk, sk = 0,±1,±2, . . . , k =
1, . . . , n.
The difference operator Axh = Bxh+σ Ih is assigned to the differential operator Ax = Bx+σ I defined by (4.2). The operator
Bxh = h−2m
∑
2m≤|s|≤S
bxs∆
s1
1−∆
s2
1+ · · ·∆s2n−1n− ∆s2nn+, (4.4)
acts on functions defined on the entire space Rnh. Here s ∈ R2n is a vector with nonnegative integer coordinates,
∆k±f h(x) = ±
(
f h (x± ekh)− f h(x)
)
, (4.5)
where ek is the unit vector of the axis xk [1].
Recall that a smooth function is an infinitely differentiable function of the continuous argument y ∈ Rn that is continuous
and bounded together with all its derivatives. We say that the difference operator Axh is a λ-th order (λ > 0) approximation
of the differential operator Ax if the following inequality
sup
x∈Rnh
∣∣Axhϕ(x)− Axϕ(x)∣∣ ≤ M (ϕ) hλ
holds for any smooth function ϕ(y).
The coefficients bxs are chosen in such a way that the operator A
x
h approximates in a specified way the operator A
x. It is
assumed that the operator Axh approximates the differential operator A
x with any prescribed order [31].
Let Ax (ξh, h) be the function obtained by replacing the operator∆k± in the right-hand side of (4.4) with the expression
± (exp {±iξkh} − 1), respectively. Ax (ξh, h) is called the symbol of the difference operator Bxh [1].
It is assumed that for |ξkh| ≤ pi and fixed x the symbol Ax(ξh, h) of the operator Bxh = Axh − σ Ih satisfies the inequalities
(−1)mAx(ξh, h) ≥ M|ξ |2m, | arg Ax(ξh, h)| ≤ φ < φ0 ≤ pi2 . (4.6)
Suppose that the coefficients bxs of the operator B
x
h = Axh − σ Ih are bounded and satisfy the inequalities
|bx+ekhs − bxs | ≤ Mhε, x ∈ Rnh, ε ∈ (0, 1]. (4.7)
With the help of Axh, we arrive at the infinite system of ordinary differential equations
dvh(t, x)
dt
+ Axhvh(t, x) = f h(t, x), −∞ < t <∞, x ∈ Rnh. (4.8)
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In the second step, problem (4.8) is replaced by the difference scheme
uhk(x)− uhk−1(x)
τ
+ Axhuhk(x) = ϕhk (x), ϕhk (x) = f h(tk, x),
tk = kτ , −∞ < k <∞, x ∈ Rnh.
(4.9)
To formulate our result, we need to introduce the spaces Ch = C(Rnh) and Cβh = Cβ(Rnh) (0 < β < 1) of all bounded grid
functions uh(x) defined on Rnh, equipped with respectively the norms
‖uh‖Ch = sup
xεRnh
|uh(x)|, ‖uh‖Cβh = ‖u
h‖Ch + sup
x6=y∈Rnh
|uh(x)− uh(y)|
|x− y|β .
Theorem 4.1. Suppose that (4.6) and (4.7) for the operator Axh hold. Then, the solutions of the difference scheme (4.9) satisfy the
coercivity estimate:
‖{τ−1(uhk − uhk−1)}∞k=−∞‖Cβτ (C2mαh ) ≤ M(α, β)‖ϕτ ,h‖Cβτ (C2mαh )
0 ≤ β ≤ 1, 0 < 2mα < 1, where M(α, β) does not depend on ϕτ ,h, h and τ . 
The proof of Theorem 4.1 is based on the abstract Theorem 3.2 and the positivity of the operator Axh in Ch [31] and on the
following two theorems on the coercivity inequality for the solution of the elliptic difference equation in Cβh and on the
structure of the spaces Eβ(Ch, Axh).
Theorem 4.2 ([15,1]). Suppose that (4.6) and (4.7) for the operator Axh hold. Then, for the solutions of the difference equation
Axhu
h(x) = ωh(x), x ∈ Rnh,
the estimate∑
2m≤|s|≤S
h−2m‖∆s11−∆s21+ · · ·∆s2n−1n− ∆s2nn+uh‖Cαh ≤ M(σ , α)‖ωh‖Cαh
is valid. 
Theorem 4.3 ([15,32]). Suppose that (4.6) and (4.7) for the operator Axh hold. Then, for any 0 < α <
1
2m the norms in the spaces
Eα(Ch, Axh) and C
2mα
h are equivalent uniformly in h. 
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