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For a sample of independent observation $\documentclass[12pt]{minimal}
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                \begin{document}$X_{1}, \ldots, X_{n}$\end{document}$ on a distribution *F*, the order sample values $\documentclass[12pt]{minimal}
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                \begin{document}$X_{n(1)} \leq X_{n(2)} \leq \cdots \leq X_{n(n)}$\end{document}$ are called the order statistics. During the past many years, order statistics which is used to deal with properties and applications of ordered random variables and of functions of these variables appears in many statistical applications and are widely used in statistical modeling and inference based on some suitable functions of the order statistics. It might play a fundamental role in many diverse practical applications, for example, life-testing and reliability, robustness studies, statistical quality control, filtering theory, signal processing, image processing, radar target detection, and so on \[[@CR1], [@CR2]\].

The commonly used models of order statistics, such as the extreme values $\documentclass[12pt]{minimal}
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                \begin{document}$X_{n(n)}$\end{document}$, the median, the sample range and the linear functions of order statistics are extensively studied and widely used in many fields. Recently, some scholars have paid increasing attention to the ratios of order statistics in theory, which can be used to measure the stability of areas of interest. For the convenience of description, let $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{ni},1\leq i \leq m_{n},n\geq 1\}$\end{document}$ be an array of independent random variables drawn from distribution functions $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{n(k)}, k=1, 2, \ldots, m_{n}\}$\end{document}$ the *k*th order statistics of the random variables $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{ni},1\leq i \leq m_{n},n \geq 1\}$\end{document}$ for every given *n*, that is, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$X_{n(1)} \leq X_{n(2)} \leq \cdots \leq X_{n(m_{n})}$\end{document}$. The scholars are interested in the following ratios of order statistics: $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{n(k)},1\leq k \leq m_{n} \}$\end{document}$. $$\documentclass[12pt]{minimal}
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                \begin{document}$$ R_{nij}=\frac{X_{n(j)}}{X_{n(i)}},\quad 1\leq i< j\leq m_{n}. $$\end{document}$$

For some suitable probability distribution, there are a number of research results. We refer to Adler \[[@CR3]--[@CR5]\] for the order statistics from the Pareto distribution; refer to Miao *et al.* \[[@CR6]\] and Zhang and Ding \[[@CR7]\] for the order statistics from exponentials; refer to Adler \[[@CR8]\] and Miao *et al.* \[[@CR9]\] for the order statistics from the uniform distribution.

As is well known, the uniform distribution plays an important role in the theory of order statistics, because many problems about order statistics of samples from a general continuous distribution can be rephrased in terms of the set of order statistics from the uniform distribution by the technique which is called the quantile transformation. We refer to Chapter 6 of \[[@CR10]\] for details. It is thus especially important to study uniform order statistics.

The aim of this paper is to further study the asymptotic properties of the ratios $\documentclass[12pt]{minimal}
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                \begin{document}$R_{nij}$\end{document}$ of order statistics $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{n(k)},1\leq k \leq m _{n}\}$\end{document}$ as the array of independent random variables $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{ni},1 \leq i \leq m_{n},n\geq 1\}$\end{document}$ drawn from a sequence of uniform distributions $\documentclass[12pt]{minimal}
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                \begin{document}$U(a_{n},b_{n})$\end{document}$ on the basis of the research by Adler \[[@CR8]\] and Miao *et al.* \[[@CR9]\]. Note that the ratio $\documentclass[12pt]{minimal}
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                \begin{document}$R_{nij}$\end{document}$ takes value in $\documentclass[12pt]{minimal}
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                \begin{document}$a_{n} > 0$\end{document}$, respectively. Furthermore, as $\documentclass[12pt]{minimal}
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                \begin{document}$a_{n} > 0$\end{document}$, the moments of the ratios $\documentclass[12pt]{minimal}
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                \begin{document}$R_{nij}$\end{document}$ exist although they are cumbersome to use, so the asymptotic properties of the ratios $\documentclass[12pt]{minimal}
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                \begin{document}$R_{nij}$\end{document}$ are ordinary in this case. Thus, we will focus on the asymptotic properties of the ratios $\documentclass[12pt]{minimal}
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                \begin{document}$a_{n}=0$\end{document}$.

The layout of our work is as follows. Our main results are presented in Section [2](#Sec2){ref-type="sec"} and the proofs of the main results are provided in Section [3](#Sec6){ref-type="sec"}. This paper is then ended with a brief summary. Throughout this paper, let $\documentclass[12pt]{minimal}
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                \begin{document}$\log x =\ln \max \{e,x\}$\end{document}$ where ln is the natural logarithm, the symbol *C* denote a generic positive real number which is not necessarily the same in each appearance, and $\documentclass[12pt]{minimal}
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                \begin{document}$I(A)$\end{document}$ represent the indicator function of the set *A*.

Main results {#Sec2}
============

The exact joint density function of the *i*th and *j*th order statistics of the random variables $\documentclass[12pt]{minimal}
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                \begin{document}$U(0, b_{n})$\end{document}$ for every given *n* is easily found. $$\documentclass[12pt]{minimal}
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                \begin{document}$$f(x_{i},x_{j})=\frac{m_{n}! x_{i}^{i-1}(x_{j}-x_{i})^{j-i-1}(b_{n}-x _{j})^{m_{n}-j}}{(i-1)!(j-i-1)!(m_{n}-j)!b_{n}^{m_{n}}}I\quad (0\leq x_{i} < x _{j} \leq b_{n}). $$\end{document}$$ Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y=x_{i}$\end{document}$, $\documentclass[12pt]{minimal}
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                \begin{document}$x=x_{j}/x_{i}$\end{document}$, then by the Jacobian we see that the joint density function of the *i*th order statistics $\documentclass[12pt]{minimal}
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                \begin{document}$$f(x,y)=\frac{m_{n}! y^{j-2}(x-1)^{j-i-1}(b_{n}-xy)^{m_{n}-j}}{(i-1)!(j-i-1)!(m _{n}-j)!b_{n}^{m_{n}}}I\quad (y\geq 0, x >1, xy \leq b_{n}). $$\end{document}$$ Then it is easy to see that the density function of the ratio $\documentclass[12pt]{minimal}
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In this paper, we also study the three most representative ratios $\documentclass[12pt]{minimal}
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--------------------------------------------------------

From ([2.1](#Equ2){ref-type=""}), we can see that the density function of the ratio $\documentclass[12pt]{minimal}
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                \begin{document}$$f_{R_{n12}}(x)=\frac{1}{x^{2}} I\quad (x>1), $$\end{document}$$ which is independent of *n*. Furthermore, we have $\documentclass[12pt]{minimal}
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                \begin{document}$R_{n12}$\end{document}$ fail. Fortunately, Adler \[[@CR8]\] and Miao *et al.* \[[@CR9]\] studied the following analog of the ratio $\documentclass[12pt]{minimal}
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                \begin{document}$R_{n12}$\end{document}$, which is called the exact law of large numbers or exact strong law.
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Motivated by the above work, we naturally consider to establish the corresponding complete convergence of the ratio $\documentclass[12pt]{minimal}
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### Theorem 2.1 {#FPar1}
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                \begin{document}$R_{n12}$\end{document}$ is heavy tailed. Large deviation techniques are very useful tools in different areas of probability theory, statistics, statistical physics, insurance mathematics, and other applied fields. For the heavy tailed random variables, the main stream of research has been centered on the study of the logarithmic asymptotic behaviors of the partial sums. Thus, we establish the following large deviation principle.
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Berkes and Csáki \[[@CR11]\] pointed out that not only the central limit theorem, but every weak limit theorem for independent random variables, subject to minor technical conditions, has an analogous almost sure version. This motivates us to study the almost sure central limit theorem of the ratio $\documentclass[12pt]{minimal}
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We would like to mention that the proof of Theorem [2.5](#FPar5){ref-type="sec"} is very close to the proof of Theorem [2.2](#FPar2){ref-type="sec"}, so is omitted.
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Based on the above result we can establish the following complete convergence of the ratio $\documentclass[12pt]{minimal}
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Proofs of main results {#Sec6}
======================
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Proof of Theorem [2.6](#FPar6){ref-type="sec"} {#FPar13}
----------------------------------------------
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For the first term in the partition ([3.34](#Equ37){ref-type=""}), by combining Markov's inequality and the fact that $$\documentclass[12pt]{minimal}
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Finally, from ([3.44](#Equ47){ref-type=""}) and ([3.45](#Equ48){ref-type=""}), we can obtain the desired result. □

Conclusion {#Sec7}
==========
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