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We regard the limit as p   of the flow governed by the p-Laplacian as providing
a simplistic model for the ‘‘collapse of an initially unstable sandpile.’’ Upon rescaling
to stretch out the initial layer we obtain some simple dynamics and provide fairly
explicit solutions in certain cases involving nonlocal geometric curvature motion. In
particular we note that such models entail ‘‘instantaneous’’ mass transfer governed
by MongeKantorovich theory.  1997 Academic Press
1. INTRODUCTION
We study in this paper a ‘‘fastslow diffusion’’ PDE problem, which can
be very loosely interpreted as modelling the collapse of a sandpile from an
initially unstable configuration.
The mathematical issue is to understand the behavior of the solution up
of the initial value problem
{up, t&2pup=0up=g
in Rn_(0, )
on Rn_[t=0]
(1.1)
in the ‘‘infinitely fastinfinitely slow diffusion’’ limit p  . Here 1p<,
2pup=div( |Dup| p&2 Dup)
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is the p-Laplacian, and Dup denotes the gradient of up with respect to the
spatial variables x=(x1 , ..., xn). The term |Dup| p&2 is to be understood
as a nonlinear diffusion coefficient, which for large p is huge within the
region [ |Dup|>1+$] (for any $>0) and is tiny within the region
[ |Dup|<1&$].
We will assume the initial function g: Rn  R has compact support, is
nonnegative and Lipschitz, with
&Dg&L=L>1. (1.2)
In view of (1.2) there will exist for large p and small times t>0 certain
regions of very fast diffusion, within which the solution up changes rapidly,
thereby decreasing |Dup|. Indeed, we will prove for that each time t>0,
up( } , t)  u( } ) uniformly as p  , (1.3)
where u is independent of the time t and satisfies
&Du&L1. (1.4)
The task is to understand the transformation
g [ u. (1.5)
We can interpret all this as a crude model for the collapse of a sandpile
from an initially unstable configuration. The basic physical assumption is
that a sandpile is stable if and only if its slope (determined by the angle of
repose) is everywhere less than or equal to one. As g determines the height
at t=0, condition (1.2) implies that the starting profile is unstable. We
envision an ensuing collapse as the sand particles rapidly rearrange them-
selves to reach a stable profile, namely u. Thereafter motion ceases. The
mapping g [ u thus records the final resting state of the sandpile after
various avalanches.
This picture of course ignores the true and complicated physics of sand
flow and is at best a caricature. However, a closely related fastslow diffusion
PDE has recently proved useful in understanding the structure of growing,
interacting sand cones fed by point sources. The authors of [A-E-W] con-
sider instead of (1.1) the nonhomogeneous evolution
{up, t&2pup= :
m
k=1
fk(t) $dk in R
n_(0, )
(1.6)
up=0 on Rn_[t=0],
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where $dk denotes a Dirac mass at the point dk and the source function
fk(t) is nonnegative (k=1, 2, ..., m). Then for each T>0, we have
up  u uniformly on Rn_[0, T] as p  , (1.7)
where
&ut+ :
m
k=1
fk(t) $dk # I[u] (t0), (1.8)
I denoting the subdifferential of the convex function
I[w]={0+
if w # K
otherwise,
(1.9)
for
K=[w # L2(Rn) | |Dw|1 a.e.].
It turns out that u has the explicit form
u(x, t)=max(0, z1(t)&|x&d1|, ..., zm(t)&|x&dm| ) (1.10)
for (x, t) # Rn_[0, ), where the nonnegative height functions [zk(t)]mk=1
satisfy certain coupled ODE. The physical interpretation has it that u is the
height of a pile of sand, comprising intersecting sandcones centered at the
sites [dk]mk=1. The limit (1.7) establishes a fastslow diffusion framework
for sandcone models earlier proposed by Aronsson [A].
Remark. We have also recently become aware of the very interesting
work of L. Prigozhin [P1-3], who independently and earlier discovered the
mass transfersandpile interpretation of flows governed by I . Prigozhin’s
paper [P2] contains as well generalizations to flows over given landscapes,
including the formation of river networks.
The physics literature contains many papers on sandpile models of
various sorts, mostly as examples of ‘‘self-organized criticality.’’ This con-
cept, introduced by Bak, Tang and Wiessenfeld [B-T-W], investigates the
evolution to critical states involving all length scales, of certain open dis-
sipative dynamical systems characterized by singular diffusion effects. (See
[B-C] for a popular account.) In particular, Carlson, Chayes, Grannan
and Swindle [C-C-G-S] have computed the hydrodynamical limit of an
interacting stochastic particle system, which models in one dimension the
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changing slopes of a sandpile undergoing avalanches. They derive the
singular diffusion PDE
\t=\ 1+\(1&\)3 \x+x (1.11)
for the slope \ of the sandpile. This PDE enforces the constraint \1,
since the diffusion coefficient
D(\)=
1+\
(1&\)3
becomes unbounded as \  1&.
It is interesting to compare this model with that considered here and in
[P1-3], [A-E-W]. In our ‘‘infinitely fastinfinitely slow’’ diffusion limit we
take, instead of (1.11) for the slope \=ux , the evolution
f&ut=I[u] (1.12)
for the height function u, f denoting the source term. Note that (1.12) enforces
the hard slope constraint |Du|1, but supports no diffusion at all if |Du|
is only slightly less than 1. A better analogy with (1.11) is provided by the
approximation
up, t&div( |Dup| p&2 Dup)=f (1.13)
for large but finite p.
We return now to the mathematical question of understanding the
change from g to u. Since up( } , t)  u as p   for each fixed time t>0,
we suspect the existence of a short initial layer in time during which there
is a rapid back-and-forth transfer of mass. We accordingly rescale in
Section 3 to stretch out this layer, and so introduce the new function
vp(x, t)=tup \x, t
p&1
p&1+ (x # Rn, t>0). (1.14)
We readily deduce vp  v as p  , v solving the nonautonomous evolu-
tion equation
{
v
t
&vt # I[v] in Rn_({, )
(1.15)
v=h on Rn_[t={]
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where {=L&1 and h={g. Upon undoing the transformation above, we
discover that
u=v( } , 1). (1.16)
We consequently must study the evolution (1.15), which is analogous to
(1.8) except that the source term mk=1 fk(t) $dk is replaced by vt. Since
(1.8) admits the explicit solution (1.10), we seek similar explicit formulas
for solutions of (1.15).
Section 4 addresses this problem first for n=1. We prove that if the
initial height g consists of several cones (i.e. triangles) with slope L greater
than one, then u likewise consists of cones with slope one. To demonstrate
this we will explicitly construct the solution of (1.15) in the form of moving
cones, whose heights and center base points change. We in particular
derive ODE for these quantities, somewhat in analogy with the theory for
(1.6)(1.10).
The derivation of such ODE depends upon some considerations of
detailed mass transfer, as in MongeKantorovich theory. Invoking some
methods of the recent paper [E-G] we will see that (1.15) says, in effect,
that for each fixed time t{, v( } , t) is determined so as to ‘‘optimally
and instantly transfer the mass v( } , t)t to vt( } , t).’’ This forces certain
mass balance rules, which in turn yield ODE determining the moving
cones.
The situation for n2 is much more complicated, since the solution v is
not in general the union of finitely many circular cones, even if h is. We
do consider in Section 5 the case where h=dist(x, 1{), 1{ denoting a
smooth convex surface, 0<{<1. Then we heuristically show that v( } , t)=
dist( } , 1t), 1t denoting another convex surface for times t{. We again
invoke the mass balance relation from MongeKantorovich theory to
obtain the law of motion for the surfaces [1t]{t1 , which turns out to
depend at each point y # 1t upon the curvature of 1t at y and the radius
of the largest interior ball tangent to 1t at y. (This interesting nonlocal
geometric evolution problem is the subject of a forthcoming paper by the
second author [F].) In addition we explain how two (or more) sandpiles
having the form above collide and coalesce.
Since our analysis turns at various points upon MongeKantorovich
theory, we provide a discussion of this topic in Section 2 with a few
new proofs. The appendix discusses L2-projection onto the convex set
K=[w # L2(R) | |Dw|1 a.e.]. We demonstrate in particular that the
collapse mapping g [ u is not in general given by the projection of g
onto K. We as well interpret this projection in terms of viscosity solutions
and MongeKantorovich theory.
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2. MONGEKANTOROVICH THEORY
As noted in Section 1, we intend to deduce in Sections 4 and 5 certain
laws of motion from considerations of mass balance had from Monge
Kantorovich theory. In this section we review some key ideas, taken from
[R] and [E-G].
Let f : Rn  R be a summable function with compact support, write
f=f +&f &, and suppose the overall condition of mass balance
|
Rn
f + dx=|
Rn
f & dy. (2.1)
Monge’s problem is to find among mappings s: Rn  Rn which transfer
the measure ++=f + dx to +&=f & dy one which minimizes the work
functional
I[s]=|
Rn
|x&s(x)| f +(x) dx. (2.2)
The condition that s transfers ++ to +& means
|
Rn
h(s(x)) f +(x) dx=|
Rn
h( y) f &( y) dy
for each continuous function h: Rn  R.
Kantorovich introduced a dual problem, namely to find a potential
u: Rn  R maximizing
K[u]=|
Rn
u( f +&f &) dz (2.3)
among all functions satisfying
|Du|1 a.e. (2.4)
It is easy to check that if u is a maximizer of K[ } ], subject to the
constraint (2.4), then
f +&f & # I[u], (2.5)
I denoting the subdifferential of the convex function I . More con-
cretely, if f \ are bounded and Lipschitz, there exists a nonnegative
function a # L(Rn) such that
&div(aDu)=f +&f & in Rn (2.6)
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Fig. 2.1. Mass transfer.
in the weak sense, with
supp(a)/[ |Du|=1]. (2.7)
The function a is the Lagrange multiplier for the constraint (2.4). These last
assertions are proved in the recent paper [E-G], where under some addi-
tional assumptions on f \ it is also shown how to construct an optimal map-
ping s for (2.1) in terms of an ODE involving a, f + and f &. This optimal
mass transfer plan entails moving a.e. point x # supp( f +) in the direction
&Du(x), along a ‘‘transport ray’’ on which u decreases linearly at rate one.
This pattern of optimal mass transfer implies certain balance relations
which go beyond (2.1). Let us define a measurable set A/Rn to be a trans-
port set if z # A implies the entire transport ray through z lies in A. Then
(cf. [E-G; Lemma 5.1])
|
A
f + dx=|
A
f & dy. (2.8)
We call this the detailed mass balance relation.
This equality is to be expected as the optimal transfer plan moves the mass
f +|A dx to f &|A dy. We will later utilize (2.8) to obtain laws of motion for
‘‘collapsing sandpiles,’’ and so for the reader’s convenience provide a new
PDE proof of a somewhat weaker condition.
We will construct a solution of (2.5) via a fastslow diffusion approxima-
tion, namely
{&div( |Dup|
p&2 Dup)=f +&f &
up=0
in B(0, R)
on B(0, R),
(2.9)
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Fig. 2.2. A transport set.
where n+1p< and R is a large radius. From [E-G: Proposition 2.1]
we obtain the bounds
sup
B(0, R)
|up|, |Dup| pC< (n+1p<), (2.10)
where C depends only on & f &W & and n. Hence we may assume
{upk  uDupk ( Du
uniformly on B(0, R)
weakly* in L(B(0, R); Rn)
(2.11)
for some sequence pk  , where
|Du|1 a.e. (2.12)
It is easy to verify that u maximizes the functional K[ } ] and equivalently
satisfies (2.5), (2.6) and (2.7) (for some nonnegative function a # L). In
addition
|Du|=1 a.e. on supp( f ); (2.13)
see [E-G; Lemma 3.1].
We assert
Proposition 2.1. For each continuous function H: Rn  R, we have
|
Rn
H(Du)( f +&f &) dz=0. (2.14)
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Taking H to approximate /B , where B/Sn&1, we deduce from (2.14)
the detailed mass balance relation for the particular transport set A=
[z | Du(z) # B].
Proof. 1. First we show that, upon possibly passing to further sub-
sequence and reindexing, we have
Dupk  Du a.e. on supp( f ), (2.15)
where f=f +&f &. To see this, we first note that if Z denotes supp( f ),
then
|Z |=|
Z
|Du| 2 dz by (2.13)
lim inf
pk  
|
Z
|Dupk |
2 dz by (2.11).
On the other hand,
lim sup
pk  
|
Z
|Dupk |
2 dzlim sup
pk   \|Z |Dupk | pk dz+
2pk
|Z | 1&2pk=|Z |,
owing to estimate (2.10). Thus
|
Z
|Du| 2 dz= lim
pk  
|
Z
|Dupk |
2 dz,
and so Dupk  Du in L
2(Z). Assertion (2.15) follows, upon our passing to
a further subsequence.
2. Next we claim that if R is large enough, then
max
R&1|x|R
|Dup | 12 (n+1p<). (2.16)
This follows since, according to [B-D-M],
max
R&1|x|R
|Dup|C max
R&2|x|R
|up| (2.17)
and the second term can be made arbitrarily small by choosing R suf-
ficiently large. For this, see the proof of [E-G; Lemma 2.1]. In particular
we may assume supp( f )/B(0, S), with S<<R.
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3. Next let us temporarily assume
f=f +&f & # C 1(Rn)
and also, for the moment, that up is smooth. Differentiate the PDE (2.9)
with respect to xk (1kn), to obtain
& :
n
i=1
( |Dup| p&2 up, xi xk+( p&2) |Dup|
p&4 up, xi up, xj up, xj xk)xi=fxk .
(2.18)
Let ‘ be a cutoff function satisfying these conditions:
‘ # C(Rn), 0‘1
{‘#1 on B(0, R&1), (2.19)‘=0 on B(0, R).
We multiply (2.18) by ‘2uxk , sum on k, and integrate by parts to obtain
the identity:
|
B(0, R)
‘2[ |Dup| p&2 |D2up| 2+( p&2) |Dup| p&4 |D2upDup| 2] dz
=|
B(0, R)
‘2Df } Dup dz&2 |
B(0, R)
‘[ |Dup| p&2 (D2upDup) } D‘
+( p&2) |Dup| p&4 ((D2up Dup) } Dup)(Dup } D‘)] dz.
Using estimate (2.16), we further deduce
|
B(0, R)
‘2 |Dup| p&2 |D2up| 2 dz
C+Cp2 |
B(0, R)
|Dup| p |D‘| 2 dzC. (2.20)
4. Next we assume
H: Rn  R is C 2. (2.21)
Taking ‘ as above, multiplying the PDE (2.9) by ‘H(Dup), and integrating
by parts, we obtain
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|
B(0, R)
fH(Dup) dz=|
B(0, R)
‘fH(Dup) dz
=|
B(0, R)
‘( |Dup| p&2 Dup) } D(H(Dup)) dz
+|
B(0, R)
H(Dup)( |Dup| p&2 Dup) } D‘ dz
=: A+B. (2.22)
Now
|B|C |
[R&1|x|R]
|Dup| p&1 dz  0 as p  , (2.23)
owing to (2.16). In addition
A=|
B(0, R)
‘ |Dup| p&2 up, xi up, xi xj Hpj (Dup) dz
=|
B(0, R)
‘ \ |Dup|
p
p +xj Hpj (Dup) dz
=&|
B(0, R)
‘
|Dup| p
p
Hpj pl up, xl xj dz
&|
B(0, R)
|Dup| p
p
Hpj ‘xj dz
=: A1+A2 . (2.24)
As above,
|A2|
C
p |[R&1|x|R] |Dup|
p dz  0 as p  . (2.25)
Also
|A1|
C
p |B(0, R) ‘ |Dup|
p |D2up| dz

C
p
by (2.20)
 0 as p  . (2.26)
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Combining (2.22)(2.26) gives
lim
p   |B(0, R) fH(Dup) dz=0.
In view of (2.15), we conclude
|
B(0, R)
fH(Du) dz=0.
This is (2.14). We have derived the equality (2.14) under the assumptions
that up , f, H are smooth enough, but may remove these restrictions by
routine approximations. K
Remark. The following interesting, but strictly formal, proof of
Proposition 2.1 is based directly upon the variational principle. Take H as
before and solve the HamiltonJacobi PDE
{wt+H(Dw)=0w=u
in Rn_(0, )
on Rn_[t=0].
(2.27)
The mapping w [ w( } , t) is for each time t>0 a contraction in the
sup-norm, and so
&Dw( } , t)&L&Du&L1. (2.28)
Since u maximizes the functional
K[w]=|
Rn
w( f +&f &) dz
among all functions w satisfying |Dw|1 a.e., we see that
i(t)i(0) (t0),
where
i(t)=|
Rn
w( } , t)( f +&f &) dz.
Hence
i $(0)0.
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But
i $(0)=|
Rn
wt( f +&f &) dz
=&|
Rn
H(Du)( f +&f &) dz,
according to (2.27). Thus
|
Rn
H(Du)( f +&f &) dz0
for each H as above. Replacing H by &H we likewise deduce
|
Rn
H(Du)( f +&f &) dz0.
The equality (2.14) follows.
This proof is not rigorous, as we do not know that u and w are suf-
ficiently smooth to justify the various differentiations.
3. STRETCHING THE INITIAL LAYER
We will now turn our attention to the initial value problem
{up, t&2pup=0up=g
in Rn_(0, )
on Rn_[t=0],
(3.1)
where
2pup=div( |Dup| p&2 Dup)
and n+1p<. We assume
{g: R
n  R is nonnegative,
has compact support and is Lipschitz continuous,
(3.2)
with
L=&Dg&L(Rn)>1. (3.3)
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The degenerate parabolic problem (3.1) has a unique weak solution up
such that for each T>0
up # L p((0, T ); W1, p(Rn)),
up, t # L2loc((0, T ); L
2(Rn)),
and
|
T
0
|
Rn
up, t v+|Dup| p&2 Dup } Dv dx dt=0 (3.4)
for each smooth function v with compact support in Rn_(0, T ).
a. Estimates
We intend to let p  , and so require some estimates independent
of p.
Lemma 3.1. (i) There exists a constant C such that
|
T
0
|
Rn
|Dup| p dx dt, sup
Rn_[0, T]
|up|, |Dup|C (3.5)
for each T>0 and n+1p<.
(ii) For each T>0, there exists a radius RT>0 such that
supp(up) & (Rn_[0, T])/B(0, RT)_[0, T]
for n+1p<.
(iii) There exists a constant C such that
|up, t(x, t)|
C
pt
for a.e. (x, t) # Rn_(0, ). (3.6)
Proof. 1. The first estimate in (3.5) follows from setting v=up in (3.4),
and the sup-norm estimates follow from the maximum principle.
2. Assertion (ii) is standard; see for instance [A-E-W; Lemma 2.2].
3. Fix *>1 and write
u~ p(x, t)=*1( p&2)up(x, *t) (x # Rn, t>0).
Then u~ p is the unique weak solution of
{u~ p, t&2pu~ p=0u~ p=g~
in Rn_(0, )
on Rn_[t=0]
(3.7)
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where
g~ =*1( p&2)g(x) (x # Rn).
As the flow generated by &2p is a contraction in the sup-norm, we have
&up( } , t)&u~ p( } , t)&L(Rn)&g&g~ &L(Rn)
for each t>0. In particular
|*1( p&2)up(x, *t)&up(x, t)||*1( p&2)&1| &g&L(Rn) (3.8)
for (x, t) # Rn_(0, ). Now up, t(x, t) exists for a.e. (x, t). Fix such a point,
divide (3.8) by *&1 and let *  1+:
}up(x, t)p&2 +tup, t(x, t) }
&g&L(Rn)
p&2
.
This inequality implies (3.6). K
b. The Limit as p  
In view of estimates (3.5), (3.6) there exist a sequence pj   and a
Lipschitz function u such that
upj  u uniformly on compact subsets of R
n_(0, )
{Dupj ( Du weakly* in L(Rn_(0, T )) (3.9)upj , t ( ut weakly* in L(Rn_(0, T )).
Owing to (3.6), we conclude as in [A-E-W, Lemma 3.1] that
|Du|1 a.e. (3.10)
Since upj=g at t=0, there clearly is an initial layer, over the length of
which upj changes from being close to g to being close to u{g. We next
require a rough estimate of the length of this layer.
Lemma 3.2. (i) Let 0tpCL p for some fixed constant C. Then
upj ( } , tpj)  g uniformly as pj  , (3.11)
(ii) Furthermore,
upj \ } , 1pj&1+ u uniformly as pj  . (3.12)
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Proof. 1. Assuming for the moment up is smooth, we set v=up, t in
(3.4) and deduce:
|
T
0
|
Rn
u2p, t dx dt+
1
p |Rn |Dup(x, T )|
p dx
1
p |Rn |Dg|
p dx.
Thus in light of Lemma 3.1(ii), we can estimate:
|
tp
0
|
Rn
|up, t | dx dtCt12p \|
tp
0
|
Rn
|up, t | 2 dx dt+
12
C
t12p L
p2
p12

C
p12
,
since tp=0(1L p). Consequently
|
Rn
|up(x, tp)&g(x)| dx|
tp
0
|
Rn
|up, t | dx dt
C
p12
. (3.13)
This estimate is valid even if up is not smooth. Indeed, we can approx-
imate by the smooth solution u=u=p of
{ut&div(( |Du|
2+=2)( p&2)2 Du)=0
u=g
in Rn_(0, )
on Rn_[t=0].
From (3.13) it follows that up( } , tp)  g in L1 as p  . Since the func-
tions [up]n+1p< are uniformly Lipschitz continuous and have common
compact support, we deduce (3.11).
2. On the other hand, we know from (3.9) that
upj ( } , 1)  u uniformly as pj  .
But (3.6) implies
|
1
1( pj&1)
|upj , t | dt 
C
pj |
1
1( pj&1)
dt
t
=
C
pj
log( pj&1)
 0 as pj  .
Consequently, since u does not depend on t, (3.12) follows. K
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c. Rescaling
Next we ‘‘stretch’’ the time variable, and so define
vj (x, t)=tupj \x, t
pj&1
pj&1+ (x # Rn, 0t1) (3.14)
for j=1, 2, ... . According to Lemma 3.2, if we set
{=
1
L
, (3.15)
then
vj (x, {) =
1
L
upj \x, 1( pj&1) L pj&1+

1
L
g(x)=h(x) (x # Rn) (3.16)
uniformly as j  . Furthermore
vj (x, 1) = upj \x, 1pj&1+
 u(x) (x # Rn) (3.17)
uniformly as j  . We in addition note from (3.1) that vj solves
vj, t&2p vj=
vj
t
in Rn_({, 1)
in the weak sense. Finally we have the uniform estimates
sup
Rn_[{, 1]
|vj |C ( j=1, 2, ...)
sup
Rn_[{, 1]
|Dvj | , |vj, t |C ( j=1, 2, ...),
which follow from (3.5), (3.6). Passing if necessary to a subsequence, we
deduce as in [A-E-W, Section 6] that
vj  v uniformly on Rn_[{, 1],
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v solving
{
v
t
&vt # I[v] ({t1)
(3.18)
v=h (t={).
In view of (3.17) we have
u(x)=v(x, 1) (x # Rn). (3.19)
Consequently,
to compute the collapsed profile u we should first define {=L&1,
h={g, then solve (3.18), and finally set u=v( } , 1).
Since a solution of (3.18) is unique, we conclude that, in fact,
v(x, t)= lim
p  
tup \x, t
p&1
p&1+ (x # Rn, {t1). (3.20)
In particular the full limit
u(x)= lim
p  
up(x, t)
exists for each t>0. According to [A-E-W] we see as well that
vt0 a.e. in Rn_[{, 1]. (3.21)
Remark. We can reinterpret (3.18) by setting
w(x, t)=
1
t
v(x, t)= lim
p  
up \x, t
p&1
p&1+ (x # Rn, {t1).
(3.22)
Then
{&wt # It[w]w=g
({t1)
(t={),
(3.23)
where
It[w]={0 if w # L
2(Rn), |Dw|
1
t
a.e.
+ otherwise.
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The evolution (3.23) is the flow on L2(Rn) governed by subdifferentials of
the indicator functions of the time-varying convex sets
Kt={w # L2(Rn) } |Dw|1t a.e.= .
See Marques [M] for various problems of this type arising in mechanics.
d. Mass Transfer Interpretation
We intend in the following sections to solve explicitly for the collapsed
profile u in certain cases. The primary idea will be to interpret the rescaled
evolution (3.18) as a MongeKantorovich mass transfer problem for a.e.
fixed time t{. Recalling the theory set forth in Section 2, we note that the
inclusion
v( } , t)
t
&vt( } , t) # I[v( } , t)]
means that v( } , t) is a MongeKantorovich potential corresponding to
the problem of optimally moving the mass ++=(v(x, t)t) dx to +&=
vt( y, t) dy. (Compare (3.24) with (2.5)). In this interpretation the flow
proceeds as the sand ‘‘instantaneously’’ moves ‘‘downhill’’ in the direction
&Dv in such a way that the rate of increase of the height, vt , exactly
satisfies the detailed mass balance relations (2.8) with respect to vt. These
balance relations in turn can be used to compute v explicitly in certain
situations.
4. COLLAPSE IN ONE DIMENSION
We first make explicit the foregoing remarks for n=1. We in particular
obtain a coupled system of ODE, the solution of which allows us to com-
pute the collapsed profile u, assuming the initial profile g has the explicit
form
g(x)=max(0, w1&L |x&d1|, ..., wm&L |x&dm| ) (x # R), (4.1)
where L>1 and wk , dk # R, with wk>0, for 1km. We are thus taking
g to be the upper edge of a union of finitely many cones (=isosceles tri-
angles), the k th cone having its base centered at dk , with height wk and
sides of slope \L.
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Fig. 4.1. Initial profile g; slopes =\L.
We seek an explicit solution of the evolution problem
{
v
t
&vt # I[v] ({t1)
(4.2)
v=h (t={),
where {=L&1, h={g.
Observe firstly that
h(x)=max(0, z1&|x&d1|, ..., zm&|x&dm| ) (x # R), (4.3)
for
zk=
wk
L
(1km). (4.4)
Motivated by [A], [A-E-W], we hypothesize that the solution v has the
form:
v(x, t)=max(0, z1(t)&|x&d1(t)|, ..., zm(t)&|x&dm(t)| ) (4.5)
for x # R and {t1, where the heights zk(t) and the base centers dk(t)
are to be determined.
a. Derivation of ODE for the Heights and Centers
Fix a time {t1, and for 1km, let Dk(t) denote the set of x # R
such that
zk(t)&|x&dk(t)|> max
l{k
1lm
(0, zl (t)&|x&dl (t)| ).
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Fig. 4.2. Graph of v( } , t); slopes= \1.
Thus Dk(t) is the interval in R over which the kth triangle determines
v( } , t). We subdivide Dk(t) into the subintervals to the left and right of
dk(t):
{D
&
k (t)=Dk(t) & [xdk(t)]
D+k (t)=Dk(t) & [xdk(t)].
We next invoke the detailed mass balance relation (2.8) on D\k (t):
{|Dk&(t)
v(x, t)
t
&vt(x, t) dx=0
|
Dk
+(t)
v(x, t)
t
&vt(x, t) dx=0.
(4.6)
Since v has the form (4.5), we have
v(x, t)=zk(t)&|x&dk(t)| on D\k (t). (4.7)
Consequently
vt(x, t)={z* k(t)+d
4 k(t) on D+k (t)
z* k(t)&d4 k(t) on D&k (t),
(4.8)
where } denotes differentiation with respect to t. Therefore (4.6) implies:
{
1
t |Dk&(t) zk(t)&|x&dk(t)| dx=|D
&
k (t)| (z* k(t)&d4 k(t))
1
t |Dk+(t) zk(t)&|x&dk(t)| dx=|D
+
k (t)| (z* k(t)+d4 k(t)).
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Thus
{
1
t
(zk(t)&
1
2
|D&k (t)| )=z* k(t)&d4 k(t)
1
t
(zk(t)&
1
2
|D+k (t)| )=z* k(t)+d4 k(t),
and so we obtain the system of ODE
{
z* k(t)=
zk(t)
t
&
1
4t
( |D&k (t)|+|D
+
k (t)| )
d4 k(t)=
1
4t
( |D&k (t)|&|D
+
k (t)| )
(4.9)
for 1km and {t1. The initial conditions are
zk({)=zk , dk({)=dk (1km), (4.10)
where zk is defined by (4.4).
b. Interpretation of the ODE
Equations (4.9) are a coupled system of ODE for z(t)=(z1(t), ..., zm(t)),
d(t)=(d1(t), ..., dm(t)). The coupling occurs through the terms |D\(t)|.
To display this more clearly, we mimic [A-E-W] and introduce the area
function
W(z1 , ..., zm , d1 , ..., dm)
=|
R
max(0, z1&|x&d1 |, ..., zm&|x&dm | ) dx (4.11)
Observe that for 1km,
Wzk(z1 , ..., zm , d1 , ..., dm)=|Dk |=|D
+
k |+|D
&
k | (4.12)
and
Wdk(z1 , ..., zm , d1 , ..., dm)=|D
+
k |& |D
&
k |, (4.13)
where
{Dk=[x # R | zk&|x&dk |>zl&|x&dl |, 0 for l{k]D+k =Dk & [xdk], D&k =Dk & [xdk].
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Hence the system of ODE reads
{
z* k(t)=
zk
t
&
1
4t
Wzk(z1(t), ..., zm(t), d1(t), ..., dm(t))
d4 k(t)=&
1
4t
Wdk(z1(t), ..., zm(t), d1(t), ..., dm(t))
(4.14)
for 1km, {t1. In particular
d
dt
W(z1(t), ..., zm(t), d1(t), ..., dm(t))
= :
m
k=1
Wzk z* k+Wdk d4 k
= :
m
k=1
( |D+k (t)|+|D
&
k (t)| ) \zk(t)t &
1
4t
( |D+k (t)|+|D
&
k (t)| )+
+(|D+k (t)|&|D
&
k (t)| ) \ 14t+ ( |D&k (t)|&|D+k (t)| )
=
1
t
:
m
k=1 \ |D
+
k (t)| zk(t)&
|D+k (t)|
2
2 +
+\ |D&k (t)| zk(t)&|D
&
k (t)|
2
2 +
=
1
t
W(z1(t), ..., zm(t), d1(t), ..., dm(t)).
In view of (4.5), we conclude
d
dt \|R v(x, t) dx+=
1
t |R v(x, t) dx,
and so w=vt satisfies the conservation of mass condition
d
dt \|R w(x, t) dx+=0.
Note also the following physical interpretation of the second ODE in
(4.9). Consider a typical cone with |D+k (t)|>|D
&
k (t)|, as illustrated.
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Figure 4.3
Since sand is added at a rate v( } , t)t (which means the rate is higher at
higher elevations), more sand is added per length per unit time to the left
of dk(t) than to the right. Thus the height increases faster to the left, and
so the location of the peak moves to the left (as indicated by the dotted
lines.) This is consistent with the second equation in (4.9).
c. Solving the ODE
It is straightforward to verify that the mappings (z, d) [ Wzk(z, d) and
(z, d) [ Wdk(z, d), (1km) are continuous on the set
0=[(z, d) # R2n | zk>0, |zk&zl |<|dk&dl | for 1k, lm, l{k].
0 is the set of heights and centerpoints such that each cone is exposed.
Consequently, given initial data (z, d) # 0, the initial value problem
(4.9)(4.10) has at least one solution (z(t), d(t)) existing on a maximal time
interval [{, t*), where we recall that {=L&1<1. If t*>1 our solution
exists on [{, 1] as required. Otherwise {<t*1. As the right hand side of
(4.9) is bounded, the limits
lim
t  t*&
z(t)=z*=(z1* , ..., zm*)
and
lim
t  t*&
d(t)=d*=(d1*, ..., dm*)
exist. Clearly (z*, d*) # 0. Now since |D\k (t)|zk(t) we see from (4.9)
that z* t0 for 1km. Consequently it must be that
|zk*&zl*|=dk*&dl*>0 (4.15)
for at least one pair of indices k, l # [1, 2, ..., m], k{l. This occurs if one
growing cone ‘‘envelopes’’ another.
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Figure 4.4
Our intention is to reinitialize the ODE by ‘‘decoupling’’ those indices
corresponding to the ‘‘smaller’’ triangles. That is, if
zk*&zl*=dk*&dl*>0,
as drawn, we remove the index l. If on the other hand
zl*&zk*=dl*&dk*>0
we remove the index k. We consider all pairs k, l satisfying (4.15) and, as just
described, remove those indices corresponding to smaller triangles. Upon
relabeling the indices, we obtain an integer m*<m so that (z*, d*) # 0*,
where 0* is the set of points
(z, d)=(z1 , ..., zm* , d1 , ..., dm*) # R2m*
such that
zk>0, |zk&zl |<|dk&dl | (k, l=1, ..., m*, k{l ).
We consider the ODE
{
z* k(t)=
zk(t)
t
&
|D&k (t)|+|D
+
k (t)|
4t
d4 k(t)=
|D&k (t)|&|D
+
k (t)|
4t
(1km*)
and
{z* k(t)=
zk(t)
t
d4 k(t)=0 (m*<km)
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for t
*
t1. This system has a solution valid for some maximal time
interval [t
*
, t
**
). If t
**
>1, we stop; otherwise we proceed as above.
After at most finitely many repetitions of this process we arrive at a
solution existing on the full time interval [{, 1].
d. Verification and Uniqueness
It remains to show
v(x, t)=max(0, z1(t)&|x&d1(t)|, ...., zm(t)&|x&dm(t)| ) (4.16)
for x # R and {t1 satisfies
{
v
t
&vt # I[v] ({t1)
(4.17)
v=h (t={).
To verify (4.17) we must prove for a.e. time {t1 and each w # L2(R)
that
I[v( } , t)]+\v( } , t)t &vt( } , t), w&v( } , t)+I[w], (4.18)
the inner product being taken in L2(R). If I[w]=+, we are done, and
so we may assume
|wx |1 a.e. on R. (4.19)
As |vx |1 a.e., I[v]=0, and thus (4.18) reads
|
R \
v(x, t)
t
&vt(x, t)+ (w(x)&v(x, t)) dx0. (4.20)
Let us write
(v)Dk\(t)=|Dk\(t) v(x, t) dx=
1
|D\k (t)| |Dk\(t) v(x, t) dx (k=1, ..., m)
to denote the averages of v( } , t) over D\k (t). Then in view of (4.8), (4.9) we
can rewrite (4.20) as
:
k
|
Dk
+(t)
(v(x, t)&(v)Dk+(t))(w(x)&v(x, t)) dx
+:
k
|
Dk
&(t)
(v(x, t)&(v)Dk&(t))(w(x)&v(x, t)) dx0, (4.21)
the sums taken over only those indices for which |D\k (t)|{0.
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We verify (4.21) by showing each term in the two sums is nonpositive.
It suffices therefore to show
|
Dk
\(t)
(v&(v)Dk\(t)) w dx|Dk\(t) (v&(v)Dk
\(t))
2 dx (4.22)
for each k as above. Taking say the + sign, we may assume
D+k (t)=[0, 2l], v(x, t)&(v)Dk+(t)=l&x. (4.23)
Then, because |wx |1 a.e., we compute
|
2l
0
(l&x) w dx=&|
2l
0 \lx&
x2
2 + wx dx
|
2l
0 } lx&
x2
2 } dx=
2
3
l 3
=|
2l
0
(l&x)2 dx
Recalling the notation (4.23), we see that (4.22) is proved for the + sign.
The proof for the & sign is similar. We have consequently verified (4.20),
and so have proved that v defined by (4.16) solves the equation (4.17).
Finally we note that any solution (z(t), d(t)) of the ODE system
(4.9)(4.10) generates via (4.16) a solution of (4.17). As (4.17) has a unique
solution, we deduce that (4.9)(4.10) has a unique solution as well.
e. Approximation
Consider the general problem of tracking for n=1 the collapse g [ u,
where we now assume merely that
{g : R  R has compact supportand is Lipschitz continuous.
We can fix L>1 and select
g

gg
where g

, g are piecewise linear with slope \L.
The collapsed configurations
g

[ u

, g [ u
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Figure 4.5
can be computed using the ODE method described above. Since the map-
ping g [ u is order-preserving and is a contraction in Lq(R) for all
1q, we have
u

uu ,
{&u&u &L q(R )&g&g &L q( R ),&u&u &L q(R )&g&g &L q( R )
for 1q. Thus we can in principle approximate u arbitrarily closely,
in, say, the sup-norm, by the solution of a finite system of ODE.
5. COLLAPSE IN HIGHER DIMENSIONS
In this section we heuristically derive the equations of motion describing
the collapse in higher dimensions of certain initial profiles. Careful proofs
will appear in a future paper by the second author [F]. The essential dif-
ficulty here is that, unlike the case of growing sandcones fed by point
sources [A-E-W], the interacting cones with circular bases do not main-
tain this shape.
More precisely, consider the evolution
{
v
t
&vt # I[v] ({t1)
(5.1)
v=h (t={),
where the renormalized initial profile has the form
h(x)=max(0, z1&|x&d1 |, ..., zm&|x&dm | ) (5.2)
for x # Rn (n2). Then, as we shall see, the corresponding solution v does
not generally have the form
v(x, t)=max(0, z1(t)&|x&d1(t)|, ..., zm(t)&|x&dm(t)| ).
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Figure 5.1
The problem is that for n2, merely moving the heights [zk(t)]mk=1 and
the base centers [dk(t)]mk=1 does not provide us with enough freedom to
satisfy the detailed mass balance conditions (2.8). Indeed, if we start with
h of the form (5.2), the bases of the cones distort from their originally
circular form.
To understand what happens, we start by analyzing the collapse of an
initial sandcone with a convex base, and then by studying how inter-
penetrating sandcones interact.
a. Collapse of a Convex Cone
Assume 1{/Rn is a smooth convex surface and let U{ be the bounded,
convex region surrounded by 1{ , where 0<{<1. We take
g(x)=L dist+(x, 1{)={L dist(x, 1{)0
if x # U{
if x # Rn&U{ ,
for L>1.
We intend to compute the collapsed profile starting from g by setting
{=L&1,
h(x)={g(x)=dist+(x, 1{)={dist(x, 1{)0
if x # U{
if x # Rn&U{ ,
(5.3)
and solving
{
v
t
&vt # I[v] ({t1)
(5.4)
v=h. (t={).
We guess the solution v has the form
v(x, t)=dist+(x, 1t)={dist(x, 1t)0
if x # Ut
if x # Rn&Ut ,
(5.5)
where 1t is a convex surface surrounding Ut ({t1).
194 EVANS, FELDMAN, AND GARIEPY
File: 505J 324330 . By:XX . Date:20:05:97 . Time:13:51 LOP8M. V8.0. Page 01:01
Codes: 1758 Signs: 1022 . Length: 45 pic 0 pts, 190 mm
We below deduce a nonlocal geometric law of motion for [1t]{t1 , so
that v defined by (5.5) satisfies (5.1). Thus the initial profile g collapses into
u(x)=dist+(x, 11) (x # Rn). (5.6)
b. Motion of the Surfaces [1t] in Two Dimensions
To ascertain how the surfaces [1t] should evolve, let us for the moment
assume n=2, fix a time t # [{, 1], and then select any point x # Ut with a
corresponding unique nearest point y # 1t . Almost every point x # Ut
satisfies this condition.
Let } denote the curvature of 1t at y and set
R=
1
}
(5.7)
to be the corresponding radius of curvature. Denote by # the length of
the longest line segment Rx containing the points x, y and along which
v( } , t)=dist+( } , 1t) is linear. Then 0<#R, and if #<R, the end point of
Rx corresponds to at least two nearest points on 1t . Consequently
# is the radius of the largest disk within U t which touches y # 1t .
We may assume, upon rotating coordinates if needs be, that Rx lies
along the vertical axis, with y # 1t at a distance R above the origin.
Figure 5.2
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Figure 5.3
We intend to apply the detailed mass balance to the region
A= [z | %(z, e2)<=, R&#|z|R],
where %(z, e2) denotes the angle between z and the vector e2=(0, 1).
Assuming that v(x, t)=dist+(x, 1t) solves (5.1), we deduce from the
detailed mass balance relation (2.8), with
f +(z)=
v(z, t)
t
, f &(z)=vt(z, t),
that
lim
=  0+
|
A=
v(z, t)
t
&vt(z, t) dz=0. (5.8)
Writing r=|z|, we have
|
A=
v(z, t) dz=|
R
R&# \|[ |z|=r] & [(z, e2)=] v(z, t) dH 1(z)+ dr
r|
R
R&#
r(R&r) H 1(S 1 & [%=]) dr,
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since v(z, t)=dist+(z, 1t)rR&|z| for z # A= . Thus
lim
=  0+
|
A=
v(z, t) dz=\|
R
R&#
r dr+
&1
|
R
R&#
r(R&r) dr
=
3R#&2#2
3(2R&#)
=
#
3 \
3&2}#
2&}# + . (5.9)
On the other hand, if V denotes the outward normal speed of 1t at y, then
vt=V along Rx .
Thus
lim
=  0+
|
A=
vt dz=V. (5.10)
Combining (5.8)(5.10), we conclude
V=
#
3t \
3&2}#
2&}# + , (5.11)
where
V=outward normal speed of 1t at y
{}=curvature of 1t at y (5.12)#=radius of the largest disk in U t which touches y # 1t .
Equation (5.11) describes a nonlocal geometric law of motion, the nonlo-
cality arising from the quantity # which is not determined by the behavior
of the curve 1t near y but rather by the entire curve 1t . More information
concerning the function # may be found in [E-H] and [F].
We have shown that if the convex surfaces [1t] are smooth enough to
justify these calculations and if v of the form (5.5) solves (5.4), then for n=2:
{the curves [1t]{t1 evolve according to thenonlocal geometric law of motion (5.11)(5.12).
c. Motion of the Surfaces [1t] in More Than Two Dimensions
We next provide a different, formal derivation of (5.11), (5.12), and gener-
alize as well to higher dimensions. For this we return to the general evolution
{
v
t
&vt # I[v] ({t1)
(5.13)
v=h (t={)
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where now v : Rn_[{, 1]  R. Once again we hypothesize h, v satisfy (5.3),
(5.4), and seek to discover how the convex surfaces [1t]{t1 move. The
idea now is to take from [E-G] a more precise version of (5.13), namely:
vt&div(a Dv)=
v
t
on Rn_[{, 1] (5.14)
in the weak sense, where a=a(x, t) is bounded and nonnegative, with
supp(a)/[ |Dv|=1]. (5.15)
The function a is called the ‘‘transport density’’ in [E-G] and is the
Lagrange multiplier for the constraint |Dv|1. A formal derivation of
(5.14) is to recall
vp, t&div( |Dvp | p&2 Dvp)=
vp
t
and let
|Dvp | p&2 ( a weakly* in L.
Consider now the same geometry as in the previous section, except that
now we work in Rn. Thus we take {t1, x # Ut , and denote by Rx the
longest segment through x along which v( } , t)=dist( } , 1t) is linear. We
may assume Rx lies along the xn-axis.
Let y # 1t denote the point where Rx intersects 1t , and let z denote the
other endpoint of Rx . The length of Rx is #>0.
Figure 5.4
198 EVANS, FELDMAN, AND GARIEPY
File: ARCHIV 324334 . By:BV . Date:26:05:97 . Time:15:45 LOP8M. V8.0. Page 01:01
Codes: 2040 Signs: 957 . Length: 45 pic 0 pts, 190 mm
Write [}i]n&1i=1 for the principal curvatures of 1t at y. Then }i0
(1in&1) because 1t is a convex surface. Since v( } , t)=dist( } , 1t) on
Rx , we have
&2v= :
n&1
i=1
}i
1&}i v
(5.16)
along Rx ; see, for instance, [G-T, Sect. 14.6]. As before
vt=V along Rx , (5.17)
V denoting the outward normal speed of 1t at y. Finally note
Dv=&en=(0, ..., &1) along Rx . (5.18)
Proceeding formally, we rewrite (5.14) along Rx to read
vt&a 2v&Da } Dv=
v
t
. (5.19)
Then (5.16)(5.18) give
a$&a \ :
n&1
i=1
}i
1&}is+=V&
s
t
(5.20)
where $=dds and s=v=dist( } , 1t).
We regard (5.20) as an ODE for a=a(s), where s # [0, #]. Motivated by
[E-G, Proposition 7.1], we impose as well the two boundary conditions
a(0)=0, a(#)=0, (5.21)
which will allow us to determine V. The physical meaning of (5.21) is that
no mass flow occurs beyond the ends of the segment Rx .
We look for a solution a of (5.20), (5.21) of the form
a(s)=b(s) c(s). (5.22)
Thus
b$c+bc$&bc \ :
n&1
i=1
}i
1&}is+=V&
s
t
. (5.23)
Take c to solve
c$=c \ :
n&1
i=1
}i
1&}is+ ;
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Figure 5.5
that is,
c(s)= ‘
n&1
i=1
1
1&}is
.
Then from (5.23), we deduce
b$(s)=\V&st+
1
c(s)
.
Hence, since (5.21) implies that b(0)=0, we have
b(s)=|
s
0 \V&
_
t + ‘
n&1
i=1
(1&}i_) d_.
But (5.21) implies as well b(#)=0. Consequently
V=
1
t
#0 _ >
n&1
i=1 (1&}i_) d_
#0 >
n&1
i=1 (1&}i_) d_
, (5.24)
where
V=outward normal speed of 1t at y
{}1 , ..., }n-1=principal curvatures of 1t at y (5.25)#=radius of the largest ball in U t which touches y # 1t .
This is the law of motion of [1t]{t1 for n2. (Observe that (5.24),
(5.25) reduce to (5.11), (5.12) in case n=2.)
d. Interacting Cones
Continuing this purely heuristic discussion, we consider next the case of
two intersecting cones. For this we assume 1 1{ , 1
2
{ are two convex surfaces
in Rn and we set
h(x)=max(dist+(x, 1 1{ ), dist+(x, 1
2
{ )) (x # R
n). (5.26)
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Figure 5.6
We hypothesize that the corresponding solution of (5.1) has the form
v(x, t)=max(dist+(x, 1 1t ), dist+(x, 1
2
t ))
for convex surfaces [1 1t , 1
2
t ]{t1. How do 1
1
t , 1
2
t move?
Define
D1(t)=[x # Rn | dist+(x, 1 1t )>dist+(x, 1
2
t )],
D2(t)=[x # Rn | dist+(x, 1 2t )>dist+(x, 1
1
t )].
Suppose first that x # D1(t) and the entire segment Rx , on which
dist+( } , 1 1t ) is linear, lies in D1(t). As indicated in Fig. 5.6 we let y denote
the intersection of this segment with 1 1t . Then, as above,
V=
1
t
#0 _ >
n&1
i=1 (1&}i_) d_
#0 >
n&1
i=1 (1&}i_) d_
,
where V, #, etc. are defined in (5.25), 1 1t replacing 1t .
Suppose on the other hand that x^ # D1(t), but that the segment Rx^ inter-
sects D2(t). Then mass can be transferred ‘‘downhill’’ only for that part of
Rx^ lying in D1(t). The foregoing reasoning suggests
V=
1
t
#$ _ >
n&1
i=1 (1&}i_) d_
#$ >
n&1
i=1 (1&}i_) d_
,
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where now
{
V=outward normal speed of 1 1t at y^
}1 , ..., }n&1=principal curvatures of 1 1t at y^
#=radius of the largest ball in U t which touches y # 1t
$=length of Rx^ & D2(t).
Note that $=radius of the largest ball in U 1t & U
2
t which touches y #
(U 1t & U
2
t ).
Similar considerations dictate how 1 2t moves.
APPENDIX: PROJECTION ONTO K
The set
K=[w # L2(Rn) | |Dw|1 a.e.]
is a closed, convex subset of L2(Rn), and so for each g # L2(Rn) the projec-
tion ProjK( g) of g onto K is defined. In this appendix we record a few facts
about ProjK(g) and note in general that
u{ProjK(g),
u denoting the collapsed profile corresponding to g.
a. Properties of the Projection
By definition
v=ProjK(g)
provided
{
v # K and
(A.1)&g&v&L2( Rn)=min
w # K
&g&w&L2( Rn).
From (A.1) it follows that
( g&v, w&v)L2(Rn)0 for each w # K,
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and thus v=ProjK( g) is uniquely determined by
g&v #  I[v]. (A.2)
In particular
|
Rn
v dx=|
Rn
g dx (A.3)
provided g # L2(Rn) & L1(Rn). In addition
g0 a.e. implies v0 in Rn. (A.4)
In view of (A.2)(A.4) we may invoke the MongeKantorovich theory
from Sect. 2. We conclude from (A.2) that if g0 a.e. then
v=ProjK( g) is a MongeKantorovich potential
{corresponding to the problem of transferring themass ++=g dx onto +&1=v dy.
In other words, v=ProjK( g) induces a MongeKantorovich mass transfer
of g onto v itself. Suppose now that
g0, g is Lipschitz continuous, and g has compact support.
Then, according to [E-G, Lemma 4.2] and the foregoing interpretation, we
see
{ |Dv|=1 in the viscosity sense in [ g>v]&|Dv|=&1 in the viscosity sense in [ g<v]. (A.5)
This assertion provides us with information as to the singularities of Dv.
b. Collapse and Projection
We next construct an example to show that in general the collapsed
profile u does not equal ProjK( g). For this we take n=1 and consider first
an initial profile
g=max(0, 2(c&|x+d | ), 2(c&|x&d | ))
consisting of two adjacent isosceles triangles with slopes =\2, as
illustrated in Fig. A.1. Let d=c+=, =>0.
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Fig. A.1. Graph of g ; slopes=\2.
Let v solve (4.2) with {= 12. Then h(
1
2)=v(
1
2) will consist of two adjacent
triangles, as in Fig. A.2.
From Sect. 4 we have
v(x, t)=max(0, z1(t)&|x\d1(t)| ) (x # R)
where, for t 12 and until the triangles intersect,
{
z* 1(t)=
z1(t)
t
&
|D&1 (t)|+|D
+
1 (t)|
4t
=
z1(t)
2t
z1 \12+=c.
(The sets D\1 are defined in Sect. 4.a.) Thus
z1(t)=z1( 12) - 2t (t 12),
and the triangles meet when
z1(t)=d=c+=,
i.e. when
t=t1=
1
2 \1+
=
c+
2
.
We choose =>0 so small that t1 # ( 12 ,
5
8). In view of Sect. 4.d the collapsed
profile u corresponding to g will have the form shown in Fig. A.3.
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Fig. A.2. Graph of v( 12); slopes=\1.
Fix b>0. We now modify g to g^ by introducing a tall, thin isosceles
triangle with base of length 2a centered at the origin and height b, as in
Fig. A.4. Thus
g^(x)=max \0, 2(c&|x\d | ), ba (a&|x| )+ ,
where 0<a<=.
Fig. A.3. Graph of u.
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Fig. A.4. Graph of g^.
Let v^ solve (4.17) with {=ab and h={g^. Arguing as above, v^( 12) will be
as in Fig. A.5. provided - (ab2)<=. Indeed, the small triangle in the center
will have base length 2 - (ab2) and height - (ab2).
For t 12
v^(x, t)=max(0, z1(t)&|x\d1(t)|, z0(t)&|x| ),
where z1( 12)=c, d1(
1
2)=d and z0(
1
2)=- (ab)2.
Fig. A.5. Graph of v^( 12); slopes=\1.
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Computing as above we see that the triangles will intersect at
t^1=
1
2 \
c+=
ab2 +c+
2
.
We remark that 12< t^1<t1 since - (ab2)<=.
For t t^1
z* 0(t)=
z0(t)
t
&
|D&0 (t)|+|D
+
0 (t)|
4t
z* 1(t)=
z1(t)
t
&
|D&1 (t)|+|D
+
1 (t)|
4t
d4 1(t)=
|D&1 (t)|&|D
+
1 (t)|
4t
We observe that
2 |D+0 (t)|=d1(t)+z0(t)&z1(t) (t t^1).
Thus
d
dt
(2 |D+0 (t)| )=d4 1(t)+z* 0(t)&z* 1(t)
=&
z1(t)&z0(t)
2t
.
Since
z1(t)z1( 12)=c
and
z0(t)z0( 12) - 2t- ab
for 12t1, we see that
d
dt
(2 |D+0 (t)| )&
1
2
(c&- ab)
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Fig. A.6. Graph of u^.
and hence for t # (t^1 , 1)
2 |D+0 (t)|2z0( t^1)&
1
2 (c&- ab)(t& t^1)
 12 [5 - ab&c(t& t^1)].
It follows that
|D+0 (
3
4)|=0
if a is sufficiently small. Consequently the corresponding collapsed profile
u^=v^(1) will have the form shown in Fig. A.6.
In particular by choosing b sufficiently large and then a sufficiently small
we can arrange that
0 # [ g^>u^]
Thus the downward pointing corner of the graph of u^ at the origin
contradicts (A.5), and we conclude that
u^{ProjK( g^).
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