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Data grid is an infrastructure that manages huge amounts of data 
fi les, and provides intensive computational resources across 
geographically distributed collaboration. In order to speed up 
the data access and reduce bandwidth consumption, data grid 
replicates essential data in multiple locations. This paper studies 
the data replication strategy in data grid, taking into account 
the exponential growth/decay of data fi les and the dependency 
relationships between them. Simulation results (via OptorSim) 
show that the proposed strategy outperformed existing work 
in the measured metrics – mean job execution time, effective 
network usage and average storage usage.
Keywords: Grid computing; data grid; data replication; exponential model; 
dependency level.
INTRODUCTION
Grids become increasingly important to solve computationally data-intensive 
and time-consuming problems in science, industry, and engineering (Frederic, 
2010). Grid computing is an important infrastructure for the purpose of effective 
utilization of the distributed computational resources (Abdullah, 2004). A data 
grid (Venugopal, 2006) is a geographically-distributed collaboration in which 
all members require access to the datasets produced within the collaboration. 
The databases or datasets of the computational applications in the data grid 
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copy on each site that needs the data is extremely expensive and unrealistic. 
In other words, such a system requires replica management services that create 
and manage multiple copies of fi les. Creating replicas can reroute the clients’ 
requests to certain replica sites and offer a higher access speed than a single 
server (Tang, 2005).
Data replication is the process of producing multiple copies a data fi le, and 
distributing the replicas into grid sites according to certain techniques termed 
as replication strategies. Replication strategies can be categorized according to 
their scope of function; replica creation and replica management. Replication 
creation includes strategies to determine when and where to create a replica 
of a data fi le, taking into account of the factors such as request numbers of 
the data, network conditions, storage availability of nodes. On the other hand, 
replicas that have been distributed to various locations need to be monitored. 
Strategies to re-locate replicas, ensuring read write are examples of functions 
undertaken in replica management. 
The replication strategies can also be categorized as static or dynamic. Dynamic 
strategies (Ben, 2010; Lamehamedi, 2003, Shorfuzzaman; 2008; Zhong, 
2010) adapt to changes of data request, bandwidth and storage availability, 
create replica on new sites or delete the replica dynamically. On the other 
hand, static strategies will not allow any creation once the data replica number 
and placement node are chosen (Cibej, 2005; Loukopoulos, 2000).  Due to 
the dynamic characteristics of the data grid, data request frequency from each 
site varies over time, and the network condition is also not stable. All these 
factors impact the data access effi ciency of the static strategies for they only 
consider the situations of what the future might be, but cannot adapt to future 
changes which would happen in the data grid at any time. Dynamic strategies 
overcome these problems by performing various operations since the changes 
run at regular intervals or in response to events.  
In a data grid, when a data fi le is required by a job and is not available in 
the local storage, it may either be replicated or read remotely. If a fi le is 
replicated, the next time it is requested, a job can read it quickly and the time 
to complete the job will be reduced. But, if replicating a data fi le requires 
deletion execution of certain jobs (in the future) if may take longer. Therefore, 
an important decision of determining which data fi les to be replicated must 
be made. Identifi cation of the relevant data fi les can be based on the demand 
of a fi le from all the sites in a data grid. So, we need to identify or predict the 
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There are two types of replica requests; a request from the user, i.e. a user 
directly accesses a fi le, and a request from a data fi le, i.e. a fi le accesses other 
fi les. Most of the existing works (Chang, 2008; Tang, 2006; Tang, 2005) focus 
on the fi rst type of request and ignore the one made by fi les. Such approaches 
determine the importance of a fi le by only tracking the users’ requests. This 
may be applicable if data fi les in the grid system are running independently, 
i.e. the fi les can be executed without invoking other fi les. But, if the fi les are 
running dependently, there is a need to consider the relationships between 
fi les in predicting the number of times a fi le may be requested. In this paper, a 
dynamic replication strategy that includes information on growth or the decay 
rate of a fi le request and the level of fi le relationships in a data grid is proposed.
The rest of this paper is structured as follows. Section 2 provides a brief 
description on the existing work in dynamic replication strategies, focusing on 
how to identify data fi les that need to be replicated. We include details of our 
proposed replication strategy in section 3 while the performance evaluation is 
presented in section 4. Finally, we conclude the work in section 5. 
RELATED WORKS
In this section, we introduce some of the studies involving dynamic replication 
strategies. Two dynamic replication mechanisms (Tang, 2005) are proposed in 
the multi-tier architecture for data grids, including Simple Bottom-Up (SBU) 
and Aggregate Bottom-Up (ABU). The SBU algorithm replicates any data 
fi le that exceeds a pre-defi ned threshold. The main shortcoming of SBU is the 
lack of consideration of the relationship with historical access records. For the 
sake of addressing the problem, ABU is designed to aggregate the historical 
records to the upper tier until it reaches the root. Let us consider the data 
shown in Figure 1. It is an example of the access history for two fi les, X and 
Y. In addition, the predefi ned threshold is 10. According to SBU algorithm, 
if the parent P1 has enough space, fi le X will be replicated, since the value of 
its numOfAccess is greater than threshold. In return, fi le Y will be overlooked, 
although from the viewpoint of the overall system (looking at the system as 
a whole) it was accessed 16 times (6 + 10). This means that fi le Y is more 
popular compared to fi le X and therefore should be replicated instead of fi le 
X. But SBU algorithm processes the access history individually, and does not 
consider the relation among the accessed fi les. On the contrary, Aggregate 
Bottom Up (ABU) takes into consideration the relation among the fi les, since 
it aggregates the fi les included under the same node, and the fi le with the 
highest rate will be replicated. Revert to the last example and apply ABU, the 
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  Figure 1. An example of the history and the node relation.
The dynamic replication algorithm proposed in Tang (2006) determines the 
popularity of a fi le by analysing the data access history. The researcher believes 
that the data popular in the past will remain popular in the near future. The 
history table is in the format of < FID, NOA >, which indicates that the fi le FID 
(fi le ID) has been accessed 6OA (number of access) times. Having analysed 
the data access history, the average number of access, NOA, is computed. 
Files with NOA’s value that is greater than the computer average NOA will 
be replicated. Hence, the order of which fi les to be replicated depends on the 
NOA. The larger the NOA, the more popular the fi le is and will be given a 
higher priority during the replication process.
Nevertheless,  these  replication  strategies  did  not  consider the time  period 
when  the  fi les were accessed. If a fi le was accessed for a number of times in 
the past, while none was made recently,  the  fi le  would  still  be  considered 
popular  and  hence  will  be  replicated.  The algorithm proposed in Chang 
(2008) called Last Access Largest Weight (LALW) tries to solve this problem. 
The  key  point  of  LALW is to  give  different  weights  to  fi les  having 
different ages. The LALW algorithm is similar to other algorithms Tang (2006) 
in using information on access history to determine the popularity of a fi le. But 
innovation is included by adding a tag to each access history record of a fi le. 
The weight of the record decays to half of its previous weight after a constant 
time interval. Older access history records have smaller weights; it means 
that a more recent historical record is more important. An Access Frequency 
is calculated to represent the importance of access histories in different time 
intervals and this is achieved using the formula below.
Where: NT is the number of time intervals, F is the set of fi les that have been 
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However, this approach (i.e. the LALW system) assumes that the decay rate 
is constant and equals ½ which means all the fi les decay at the same rate 
regardless of the access rate of each one. As a result, the declension rate of 
weight will be slower. Subsequently the storage element will take time to 
delete the unwanted fi les (i.e. the less important fi les). To address this problem 
we propose that the value of the fi le decay varies based on the access rate of 
the fi le. This means the decay/growth rate of each fi le is not the same.
To see the problem of LALW, assume that we have two fi les; FileA and FileB 
with corresponding values of Time (T#), number of access (NOA) and Access 
Frequency (AF),  as shown in Table 1:
Table  1
Examples of Access Frequency using LALW 
T # NOA(FileA) NOA(FileB) AF(A) AF(B)
1 40 24 100.0 17.0
2 30 15 110.0 28.5
3 20 20 95.0 38.3
4 10 15 77.5 34.1
5 5 15 58.8 37.1
6 1 10 39.4 33.5
From Table 1, it is learned that number of access of both fi les (i.e. FileA and 
FileB) is decreasing but not at the same rate. Based on the six time intervals, 
the request for FileA decreases more than FileB. On the other hand, at T6, 
AF(A) is larger than AF(B). According to LALW, FileA is more valuable than 
FileB, hence it needs to be replicated. However, in the recent time interval (for 
example T6, T5 and T4), there is less access on FileA as compared to FileB. 
So, the decision made to replicate FileA can be questioned. Our proposed 
strategy takes this point into account and suggests that the value of the fi le 
decay varies based on the access rate of the fi le. That means the decay/growth 
rate of each fi le is not the same.
THE PROPOSED MODEL (EXPM)
Our replication strategy is designed to include the user’s behaviour of 
requesting a fi le, and notes the change to this request, whether it is a growth 
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Users’ Behaviour (File Lifetime)
Many real world phenomena can be modelled by functions that describe 
how things grow or decay as time passes (Kapitza, 2003; Kremer, 1993). 
Exponential growth/decay is a positive or negative growth in which  the  rate 
of  growth is  proportional to the current size  (Richards, 1959 Bartlett, 1996). 
This paper proposes to apply the exponential growth/decay rate in determining 
the importance of a data fi le. This is due to the fact that each fi le has its own 
number of access and this value increases as the access rate increase and vice 
versa. We describe an exponential model for an access number of fi les in 
access history. If we use  to represent the number of access for fi le ƒ at time t, 
and N to represent the number of access at time t+1, our exponential growth/
decay model would be:
                                                                                                  (1)
Where   is the growth or decay rate in the  number of access of a fi le at  one 
time interval. Therefore, we can calculate the value of  using the following 
formula:
        
         (1.1)
Assume t  is the number of intervals passed, and  indicates the number of 
access for the fi le  ƒ  at time interval t, then we get the sequence of access 
numbers:
Therefore, there are  time intervals, and each time interval has a growth or 
decay rate for the number of fi le access. So, based on Equation 1, the following 
can be obtained: 
    
                                  
Therefore the average rate for all the intervals is as follows:
                              (1.2)
Having known the average accessed rate (growth or decay) for a fi le during 
the past   time   intervals, we can estimate the number of access for data fi le f 
in the upcoming time interval, t, using the following: 
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                            (2)
In order to avoid extreme cases where the growth or decay rate is equal to 
infi nity, we are assuming that all fi les have been accessed at least once. Using 
the same data of NOA for FileA and FileB as provided in Table 1, we obtain 
the following:
Based on the values of File Lifetime (FileA) and File Lifetime(FileB), it is 
suggested that at t=7, FileB will be receiving more request compared to FileA.
Files’ Behaviour (File Weight)
In a distributed system, there are fi les that require other fi les in order to be 
executed. A fi le depends on an other fi le if it needs the later during compilation 
and/ or execution.  The dependency level differs from one fi le to another. In 
other words, the importance of a fi le to the environment is not the same. Our 
concern is to fi nd the importance of a fi le to all the fi les in the system. This is 
termed as File Weight (FW). The File Weight for fi le f in the upcoming time 
interval, t, can be computed by the following equation:
                                                                                                   (3)
Where   is the Total number of data fi les in a grid system, NOA is the Number 
of access at time t-1 for a fi le that depends on fi le f, and DL is the dependency 
level; if there is no dependency then DL is zero.
In order to understand how to calculate File Weight for FileA and FileB (the 
example used in Users, Behaviour), consider the data depicted in Figure 2.
  Figure 2. File dependency among four fi les.
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Suppose Figure 2 illustrates the dependency among four fi les, FileA, FileB, 
FileC and FileD at time t-1. The present dependency relationships in Figure 
2 would suggest that FileB is more important than FileA as there are two fi les 
(FileA and FileC) that depend on FileB while none exist for FileA. Hence, the 
File Weight of FileA and FileB are obtained as follows:
Our proposed strategy identifi es the data fi les that need to be replicated by 
combining information from user’s behaviour and fi les behaviour. With this, 
the File Value is computed as  follows:
                           (4)
Using Equation 4 to calculate the File Value of FileA and FileB, we noted that 
FileA is less important than FileB. This is due to the values of 0.444 for FileA 
and 11.44 for FileB.  
                                                                      
EXPERIMENTAL ENVIRONMENT
Dynamic  replication  algorithms  must  be  tested  before  deploying  them  in 
real  data  grid environments. A grid simulator called OptorSim (Bell, 2003) 
which was developed by the European Data Grid project is used to implement 
and evaluate the proposed algorithm. The study of EXPM was carried out 
using the model of EU DataGrid sites and their associated network geometry 
and this is shown in Figure 3. 
Jobs were based on the CDF use-case as described in (Huffman, 2002). 
There were six job types with no overlap between the set of fi les each job 
accessed. The simulated EU DataGrid topology used includes 20 sites in the 
USA and Europe. Within this model, each site, excluding CERN and FNAL, 
was assigned a Computing and Storage Element. CERN and FNAL were only 
allocated Storage Elements only, as they produce the original fi les and store 
them. The order of fi les accessed in a job is sequential and is set in the job 
confi guration fi le as an input to the simulation. The number of fi les in our 
simulation was 150, and a fi le size was 1GB.It is important to understand how 
the replication algorithms perform with increasing numbers of jobs on the 
grid. Thus the number of jobs that were considered in our evaluation varied 
between 200 and 4000 jobs. The basic settings and parameters used in this 
experiment are shown in Table 2.
File Weight(t,FileA) =0x0=0                                  
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Figure 3. The EU data grid testbed sites and their associated network 
geometry.
Table 2 
Parameters Settings in OptorSim
Parameter Value
Number of jobs 200, 500, 1000, 2000 and 4000
Scheduler QAC scheduler
Site policy All job types
Access history length 1000000 ms
Storage metric 0.67
Maximum queue size 200
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Simulation Results
The performance metrics we chose to evaluate the proposed system were: 
Mean Job Execution  Time  (MJET),  Effi cient  Network  Usage  (ENU),  and 
Average  Storage  Usage  (ASU). MJET is the average time taken to execute a 
job, from the moment it is scheduled to the Computing Element to the moment 
it has fi nished processing all the required fi les. ENU (Cameron, 2004, Bell, 
2003) is used to estimate the effi ciency of the network resource usage. A lower 
value indicates that the utilization of the network bandwidth is more effi cient. 
ASU is a percentage of the capacity reserved by the fi les according to the 
total capacity for the underlying storage. The  proposed  strategy (EXPM)  is 
compared  against  the  Simple  Optimizer, the Least Frequently Used (LFU) 
algorithm that is already implemented in OptorSim,  and  LALW  (Last Access 
Largest  Weight).  The  Simple  Optimizer  is  a  base  case  which  does  not 
involve  any replication and fi les are accessed remotely. On the other hand, the 
LFU algorithm always replicates data fi les. The LALW algorithm is presented 
in (Chang, 2008). 
Based on Figure 4, there is a linear increase in MJET as the number of jobs 
on the grid increases. This is because, as more jobs are submitted, the queues 
at the sites increase. If the job submission rate is higher than the grid’s job 
processing rate, this build-up of queues is inevitable, and it is likely that this 
would also occur in a real grid. A better system is the system that produces 
less MJET. In the undertaken experiment, EXPM performs the best among 
the existing systems when evaluated based on MJET. The EXPM has the least 
mean job execution time and is 5.12 per cent faster than LALW, and about 7 per cent 
over LFU. 
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On the other hand, LFU uses the highest amount of storage (ASU) as they 
always replicate the fi les to the local storage element. This is followed by 
the LALW system. Figure 5 clearly shows that by using EXPM the average 
storage usage can be reduced. EXPM outperforms LFU and LALW by 18.02 
per cent and 14.51 per cent respectively. 
  Figure 5. Storage resources usage.
  Figure 6. Effi cient network usage.
The results of ENU metric (Figure 6) show a slight linear decrease as the 
number of jobs on the grid increases. This is because at the start of the 
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copied around the grid. Once the replication process has established, the jobs 
can run faster and hence the queues decrease. The effi cient network usage 
decreases with increasing numbers of jobs because the amount of replication 
decreases over time. Simple Optimiser and LFU have the highest effi cient 
network usage, showing that they are poor at making replication decisions. 
The EXPM uses the lowest amount of network resources for all numbers of 
jobs because it makes better decisions on which fi le should be replicated. 
Data in Table 3 depicts the average values for the undertaken experiments (of 
different numbers of jobs). It can be seen that the EXPM strategies produce 
the best result in mean job-execution time and effi cient network usage. Such 
a result is obtained as EXPM is able to identify better which fi les need to be 
replicated. Hence, producing the least job-execution time and using the least 
amount of network. As for the Average Storage Usage, EXPM comes second 
after Simple Optimizer and this is due to the fact that Simple Optimizer only 
reads fi les remotely, hence storing less fi les in its storage element.
Table 3
Simulation Results of EXPM and Existing Algorithms
Metrics Simple Optimizer LFU LALW EXPM
MJET 76004 38796 37852 35915
ENU 95.47 47.75 32.83 28.19
ASU 15.60 38.46 36.88 31.53
CONCLUSION
Exponential growth and decay are mathematical changes. The rate of change 
continues to either increase or decrease as time passes. In this paper we 
adopted the exponential model and noted the growth or decay rate of fi le 
requests from users. In addition, we also used information of fi le dependency 
to help in deciding which data fi les to replicate. Such an approach identifi es 
the importance of a data fi le from both points of views; users and the fi les 
system in the grid. Simulation results (via OptorSim) show that the proposed 
strategy, EXPM, outperformed LALW in the measured metrics – mean job-
execution time, effective network usage and average storage usage. For future 
work, we plan to extend our model to include decisions on replica deletions so 
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