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We present the meta-VQE, an algorithm capable to learn the ground state energy profile of a
parametrized Hamiltonian. By training the meta-VQE with a few data points, it delivers an initial
circuit parametrization that can be used to compute the ground state energy of any parametrization
of the Hamiltonian within a certain trust region. We test this algorithm with a XXZ spin chain, an
electronic H4 Hamiltonian and a single-transmon quantum simulation. In all cases, the meta-VQE
is able to learn the shape of the energy functional and, in some cases, resulted in improved accuracy
in comparison to individual VQE optimization. The meta-VQE algorithm introduces both a gain in
efficiency for parametrized Hamiltonians, in terms of the number of optimizations, and a good start-
ing point for the quantum circuit parameters for individual optimizations. The proposed algorithm
proposal can be readily mixed with other improvements in the field of variational algorithms to
shorten the distance between the current state-of-the-art and applications with quantum advantage.
I. INTRODUCTION
Variational Quantum Algorithms (VQA) are one of the
key tools in the Noisy Intermediate Scale Quantum com-
putation era (NISQ) [1] and beyond, due to their nat-
ural way towards optimization. Their hybrid quantum-
classical structure exploits the current advantages of both
worlds: the quantum circuit is used to compute the
expected values of some observable whereas the classi-
cal subroutine finds the optimal parametrization of this
quantum circuit. The continuous parametrization of the
quantum gates allows us to adjust their arguments to par-
tially compensate for the effect of noisy qubits and imper-
fect operations. This approach has opened the possibility
to find quantum computing applications in the near term,
without the need for quantum error correction.
A VQA can be divided into three principal blocks: ini-
tial state preparation, the preparation of a parametrized
quantum circuit and the measurement and construction
of the cost function. The first step is crucial to start the
algorithm in the Hilbert space region where the solution
is likely to be. The second block will guide the algo-
rithm around a particular region of the space of quantum
states, and therefore a circuit with high expressibility [2]
or a physically inspired ansatz is required. The last block
computes the expected value of some operator with the
final state of the circuit and constructs a cost function
that will be minimized with a classical subroutine. The
classical minimizer will propose a new set of values for
the quantum circuit block, repeating the loop until con-
vergence or until the desired precision is achieved.
The first VQA proposed was the Variational Quan-
tum Eigensolver (VQE) [3, 4]. This algorithm, originally
proposed for molecular systems, tries to find the ground-
state energy of a given Hamiltonian by variationally min-
imizing its expectation value with a parametrized quan-
tum circuit. The cost function of this algorithm is the ex-
pected value of the model Hamiltonian. The variational
principle states that this value is an upper bound of the
ground state energy, so everything reduces to minimize
this value by fine-tuning the parameters of the circuit.
There are different methods to design both the initial
state and the quantum circuit ansatz when the model is a
molecule [5–8], an integrable condensed matter model [9–
14] or a more general computational problem [15]. How-
ever, there is not a general approach for other kinds of
Hamiltonians. Even in quantum-chemistry, where good
heuristics about circuit construction and initialization
are known, layer-wise extension of the circuits can lead
to similar initialization problems [16].
There are only a few techniques that try to find the
quantum circuits for general Hamiltonians. Some pro-
posals focus on finding those parametrized circuits that
can more efficiently explore a region of the Hilbert space
[2, 17]. In general, all these circuit ansa¨tze consist of
smaller circuit layers that share a common structure, in
a way that these layers are concatenated until the desired
precision is achieved. Although this structure may seem
efficient, the exponentially large Hilbert space hampers
the ability to explore it in a reasonable number of steps.
Only if there exists some initial state guess the algorithm
may converge to the correct solution. The lack of this ini-
tial estimation imposes sometimes random initialization
which leads to the barren plateau problem: both the gra-
dient and variance of the circuit parameters tend to zero
exponentially, getting the algorithm stuck in some local
minima [18].
In the best-case scenario, with an initial state prepa-
ration and a physically inspired circuit, a VQE run will
only give a specific ground state energy. This is in many
cases insufficient when the Hamiltonian depends on some
parameters and the goal is, for example, to find the con-
figuration that leads to the lowest ground state energy.
Then, one has to run many instances of the VQE to scan
over these parameters, inevitably increasing the compu-
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FIG. 1. Schematic of the meta-VQE algorithm. The top diagram represents the training part of the algorithm where the
Hamiltonian parameters ~λ are encoded together with the variational parameters ~Φ and ~Θ. By computing the expected value of
the Hamiltonian for multiple values of ~λ, we design a cost function Loss to be minimized. Once the algorithm converges to a
Φopt and Θopt, we can use these values to obtain any 〈H(~λ)〉 (meta-VQE test) or as initial values of a standard VQE algorithm
(opt-meta-VQE).
tational cost. Previous works have explored the possi-
bility of using a VQA to predict the ground state of a
Hamiltonian. In particular, Ref. [19] proposes to use an
adiabatic state preparation to design a circuit ansatz ca-
pable to do that task. However, that proves costly when
considering more than one Trotter step. We aim to fur-
ther generalize this idea by using short-depth quantum
circuits and analyze different Hamiltonians and encoding
strategies.
In this work, we address the general problems stated
above at once by proposing the meta-VQE algorithm.
A meta-VQE encodes the Hamiltonian parameters into
the first layers of the quantum circuit, dividing the cir-
cuit into two parts: encoding and processing. Next, the
meta-VQE is trained with a small set of the Hamiltonian
parameters by constructing a cost function that is a com-
bination of all expected values. Finally, the meta-VQE
has ”learned” the Hamiltonian, and we can simply intro-
duce other values for the Hamiltonian parameters into
the circuit and obtain a good estimation of the ground
state energy. If this estimation is not precise enough, we
can use the resulting circuit of the meta-VQE as a start-
ing point for a standard VQE, providing a good initial
guess and avoiding the random initialization problem, i.e.
barren plateaus [18].
This algorithm is inspired on quantum machine learn-
ing algorithms (QML) and other algorithms that use
meta-techniques [20–27]. As these algorithms propose,
we design a parametrized quantum circuit to be trained
with a set of values from a given model, in our case, a
physical Hamiltonian. We treat the meta-VQE encoding
part as a quantum neural network that learns the Hamil-
tonian encoding. The processing part guides the encoded
state towards the ground state. We observe two advan-
tages of this algorithm: i) it can be used to first explore
the ground state energies of Hamiltonian parameter space
with only a few training points and then use the result as
an initial state for a precise VQE and ii) the encoding in
VQA proofs valuable and helps these algorithms to find
the ground state. The meta-VQE can be interpreted as a
QML application for quantum simulation suited for the
NISQ era.
We present the results of this work in the following sec-
tion. First, we introduce the meta-VQE algorithm from
a general prespective. Next, we run a meta-VQE with a
spin Hamiltonian example, the 1D XXZ model, and next
with a molecular Hamiltonian example, the H4 complex.
We compare the performance of the meta-VQE with a
standard VQE with random initialization and standard
VQE with the trained parameters from the meta-VQE.
Finally, we apply this algorithm to a state-of-the-art ap-
plication: the simulation of transmon qubits in a quan-
tum computer [28]. We discuss the results and propose
further improvements of this algorithm in the Discussion
3section. Results where obtained via implementation of
the meta-VQE protocol using tequila [29] and choos-
ing qulacs [30] as a quantum backend. tequila rep-
resents quantum objectives as generalized functions of
abstract expectation values allowing arbitrary transfor-
mations and arithmetic operations on those data types
in a blackboard fashion. This allows for straight forward
construction of meta-VQEs.
II. RESULTS
A. Meta-VQE algorithm
The meta-VQE structure is shown diagrammatically in
Fig. I. Given an n qubits parametrized Hamiltonian of
the form H = H(~λ), where ~λ = {λ1, λ2, · · · , λq} are the
q different parameters, we select M sets of ~λ that we will
use as a training set. The circuit is initialized in the |0〉⊗n
state. The first part of the circuit is the encoding uni-
tary S containing parametrized gates which arguments
include the Hamiltonian parameters of one of the train-
ing points ~λi and variational parameters ~Φ. The second
unitary of the circuit U also contains parametrized gates
that depend on ~Θ variables, but not the Hamiltonian pa-
rameters. The final state of the circuit can be written
as
|ψi〉 ≡ |ψ(~λi, ~Φ, ~Θ)〉 = U(~Θ)S(~λi, ~Φ)|0〉⊗n. (1)
The meta-VQE is optimized over a set of training points
λi by minimizing a cost function which depends on all
expected values of the Hamiltonians H(λi). Here we em-
ploy a simple cost function that is the sum of all expected
values
Loss(~Φ, ~Θ) =
M∑
i=1
〈ψi|H(λi)|ψi〉, (2)
but other more sophisticated or problem-dependent ones
can be developed and conveniently implemented within
tequila. Finally, we minimize this loss function with a
gradient-based method obtaining the optimal values for
the variational parameters, ~Φopt and ~Θopt.
Once the meta-VQE circuit is trained, we can proceed
to test its performance. We compute the expected value
of the Hamiltonian with other values of ~λ by running the
meta-VQE circuit with the trained parameters ~Φopt and
~Θopt and the corresponding ~λ values of the test point.
Results showed that a meta-VQE is capable to learn the
profile of the ground state energy as a function of the
~λ parameters, but its accuracy strongly depends on the
encoding and processing circuit ansatz. For that rea-
son, we also propose to use the result of the meta-VQE
as initial state guess of a standard VQE, what we call
opt-meta-VQE. In the following subsections, we present
particular examples of meta-VQE circuits and test them
with different kind of physical Hamiltonians.
B. Spin Hamiltonian: 1D XXZ model
Let us start with the 1D antiferromagnetic XXZ spin
Hamiltonian with an external magnetic field
H =
n∑
i=1
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1 + λ
n∑
i=1
σzi , (3)
where ∆ is the anisotropy parameter and λ the trans-
verse field strength. We also consider periodic boundary
conditions. For λ = 0, this model contains two quantum
phase transitions, at ∆ = ±1. Its ground state is a prod-
uct state for ∆ < −1 and highly entangled in the critical
region, i.e. for −1 < ∆ ≤ 1. The introduction of the
external field λ moves the ∆ = −1 phase transition to
higher values of ∆, increasing the region with a product
state as a ground state [31].
We use this model as a test for various reasons. First,
this is a non-trivial model, with a highly entangled
ground state, a property that motivates the use of a quan-
tum computer. Second, there is no known quantum cir-
cuit capable of computing the ground state exactly, in
contrast with other integrable models [9–14]. Third, the
energy profile as a function of ∆ for a non-zero value of λ
has a non-trivial shape with a peak (see Fig. 2). Finally,
condensed matter models like Haldane-Shastry [32] and
some electronic Hamiltonians, are related to this model.
As stated above, no known quantum circuit represents
the ground state of this model for any n and ∆. This
gives us a good training field to test the most general
approach of a meta-VQE. We follow the same strategy
as other VQAs when applied to a general problem: we
construct the quantum circuit with minimal blocks called
layers that are concatenated and progressively introduce
more variational parameters and generate entanglement.
One may expect that, the more layers are considered,
the closer the algorithm will end up to the ground state.
The encoding part of the meta-VQE will follow a simi-
lar strategy as data re-uploading for variational quantum
classification [25]: we encode the ∆ parameter into rota-
tional single-qubit gates using a linear function of the
form w∆ +φ, where w and φ are the variational parame-
ters. Universality of this kind of encoding provided with
enough layers with a single-qubit has been shown [25], so
we expect to obtain a similar behavior when using it on
multiple qubits and adding entanglement between them.
Each layer, both in the encoding and processing parts,
contains first-neighbor CNOT gates. This kind of entan-
glement ansatz has been proven to provide circuits with
high expressibility [2].
An encoding layer l of the meta-VQE circuit for this
model can be written in the following form
Sl ≡ S(∆, ~Φl) = R(f(∆, ~ϕ1l))⊗ · · · ⊗R(f(∆, ~ϕnl)
⊗ CNOT ⊗ · · · ⊗ CNOT, (4)
where ~Φl = (~ϕ1l, · · · , ~ϕnl) and
R(f(∆, ~ϕil)) = Rz(w
(1)
il ∆ + φ
(1)
il )Ry(w
(2)
il ∆ + φ
(2)
il ) (5)
4FIG. 2. Results for the ground state energy (arbitrary units) in relation to the ∆ parameters for the n = 14 XXZ spin chain
with λ = 0.75 transverse field. The total number of layers considered is 4, divided into encoding and processing for meta-VQE
and opt-meta-VQE. Meta-VQE learns the energy profile whereas the standard VQE achieves better precision. However, using
the results of meta-VQE as a starting point of a VQE (opt-meta-VQE and opt-GA-VQE) improves notably the performance
and avoids local minima, as shown by the absolute error plot w.r.t. the exact solution.
are single-qubit rotational gates with ~ϕil = (~wil, ~φil),
~wil = (w
(1)
il , w
(2)
il ) and
~φil = (φ
(1)
il , φ
(2)
il ). Then, each en-
coding layer contains 4n variational parameters. Notice
that this linear encoding is similar to the classical neu-
ral network encoding, where ~wil and ~φil play the role of
the weights and biases respectively, and the rotational
gate the role of the non-linear activation function. The
encoding gate is then constructed with L1 layers:
S(∆, ~Φ) = S1 ⊗ · · · ⊗ SL1 , (6)
where ~Φ = (~Φ1, · · · , ~ΦL1).
Each processing layer is constructed in the same way
as in Eq. (4), now with rotations that do not depend on
the meta parameters. Thus, each processing layer can be
written as
Ul ≡ U(~Θl) = R(~θ1l)⊗ · · · ⊗R(~θnl)
⊗ CNOT ⊗ · · · ⊗ CNOT, (7)
where
R(~θil) = Rz(θ
(1)
il )Ry(θ
(2)
il ). (8)
Each layer of processing unitary contains 2n variational
parameters, the components of ~θil. Considering L2 pro-
cessing layers, the total unitary becomes
U(~Θ) = U1 ⊗ · · · ⊗ UL2 , (9)
with ~Θ = (~Θ1, · · · , ~ΘL2).
We run the meta-VQE for the XXZ model with a trans-
verse field λ = 0.75. The training set of ∆ points is
composed of 20 equispaced points between ∆ = −1.1
and ∆ = 1.1. The performance of optimized meta-VQE
was then tested by evaluation on 100 equispaced testing
points between the same ∆ values.
To check if the encoding strategy of meta-VQE en-
tails an advantage, we run a meta-VQE with no encod-
ing layers, i.e. all layers have the form of Ul from Eq.
(7) (globally-averaged VQE, GA-VQE ). The number of
optimization parameters is then lower than the original
meta-VQE, so we keep the same total number of layers
to maintain the circuit depth.
To check the possible advantage of the meta-VQE
learning strategy, we compare the results with a standard
VQE. Again, we keep the total number of layers of L1+L2
and all layers are of the form of Ul from Eq. (7). We do
not consider a single-point VQE with encoding part be-
cause the encoding function w∆ + φ can be expressed
with a single angle, θ, reducing the circuit to a standard
VQE. Encoding only has an effect within simultaneous
optimization of different points. In total, meta-VQE and
opt-meta-VQE need n(4L1+2L2) variational parameters
and GA-VQE and standard VQE n(2L1 + 2L2).
Finally, we check if we can use the result of a meta-
VQE and GA-VQE, that is, with or without the encoding
strategy respectively, as a starting point of a standard
VQE (opt-meta-VQE and opt-GA-VQE ). We run again
the simulation of a VQE using as initial parameters the
result of the meta-VQE and a meta-VQE without en-
coding (GA-VQE). In both cases, the circuit depth is
the same but the optimization parameters are different.
The latter initializes the quantum circuit to the same
state, regardless of the Hamiltonian parameter while the
former provides a parameter dependent initialization. In
contrast to the standard VQE with encoding, in this case
the encoding help us to start at a specific point: if the
5initialization is random, the encoding can be reduced to
a single rotational parameter, but if it is not, it can be
used to help the algorithm start at a particular point.
Figure 2 shows the results of these four simulations for
an XXZ spin chain of 14 qubits, two encoding and two
processing layers. For all cases, the circuit is not good
enough to find the ground state energy for all values of
∆. The reason is simple: the circuit ansatz does not
generate enough entanglement and the rotational gates
are not expressible enough. This is something that we
should expect since we are considering just a few layers
and in turn, their design is not physically inspired. As
we mentioned before, we choose this model as an exam-
ple of a worst-case scenario of a VQE-type simulation,
where we have no clue regarding the circuit ansatz and
initial state preparation. The results are much better for
∆ . 0.6 because the ground state there corresponds to
all spins aligned with the external magnetic field (fer-
romagnetic phase), i.e. in the computational basis, the
state |11 · · · 1〉. This basis element is easy to find for the
algorithms due to the full basis superposition induced by
the Ry gates.
It seems that a meta-VQE can find the general energy
shape but not provide an accurate value, in contrast to
standard VQE. The GA-VQE can only reproduce a lin-
ear profile, not learning the energy function behavior.
However, the opt-meta-VQE proves valuable, achieving
better results than standard VQE with random initializa-
tion. This result is better shown in Fig. 2 right, where
we have plotted the absolute error of all algorithms with
respect to the exact solution. Whereas standard VQE
gets stuck in local minima for some values of ∆, the opt-
meta-VQE achieves much better precision.
Finally, we compare the results scaling with a different
number of qubits and, therefore, an increasing number
of optimization parameters. Figure 3 shows the relative
error w.r.t. the exact ground state energy of the four
algorithms considered for n = 8, 10, 12, 14. As one can
expect from a high-dimensional optimization, the lesser
the number of variables, the better the convergence. The
errors do not scale notably when increasing the number
of qubits for VQE, showing similar relative errors for dif-
ferent number of qubits. However, meta-VQE, opt-meta-
VQE and opt-GA-VQE shown a better performance with
an increasing number of parameters and qubits.
C. Molecular Hamiltonian: H4
To explore the role of the encoding function, we em-
ploy an example from the electronic structure problem
in quantum chemistry. As before, the objective is to ap-
proximate ground-states of qubit Hamiltonians, in this
example, generated by transforming second-quantized
fermionic operators using various transforms [7, 33]. We
use the k-UpCCGSD approach of Ref. [16] in a sepa-
rated form, equivalent to a single Trotter step of the
full approach, as a VQE ansatz. This denotes a uni-
FIG. 3. Relative errors w.r.t. the exact ground state of the 1D
XXZ model with λ = 0.75 for the four algorithms considered
in this work in relation to the ∆ parameter and the number
of qubits. In contrast to the other algorithms, the meta-VQE
accuracy seems not to be affected by the qubit size, even with
the notable increase in the number of optimization parame-
ters.
tary coupled-cluster ansatz with generalized electronic
single and double excitations where the double excita-
tions are limited to electron pairs within the same spa-
tial orbitals. This ansatz is repeated k times, similar to
the layered construction used before. When applied to
a reference state, unitary coupled-cluster approaches are
number conserving, which is a necessary condition for
electronic eigenstates. In this work we use the Hartree-
Fock (best product state from a classical mean-field op-
timization) state as reference. In contrast to the spin
Hamiltonians above the circuit construction is physically
motivated illustrating a different use case for the meta-
VQE approach.
In Fig. 4, we show the meta-VQE results with 2-
UpCCGSD applied to the dimer of two Hydrogen
molecules in a rectangular arrangement using the dis-
tance between the two molecules as a meta parameter.
At 1.23A˚, this results in a quadratic structure and de-
generacies within the orbitals due to the change in the
point group symmetry making this point challenging for
a single reference approach.
A single layer of the UpCCGSD ansatz is not able to
achieve accuracies below the milliHartree threshold, nei-
ther in absolute, nor in relative energies, that are required
for accurate chemical predictions. Using more than one
layer of UpCCGSD gives enough additional freedom to
the circuit, but the usual optimization strategy that ini-
tializes all angles to zero (i.e. starting from the reference
state) fails to converge here and leads to no improvement
from the additional layers. The meta-VQE is able to cap-
ture the basic form of the VQE results on the individual
points and reaches similar accuracy as the canonical VQE
on the individual points if not close to the critical point.
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FIG. 4. Relative errors for the rectangular H4 molecule in 8
spin-orbitals (STO-3G basis set) in relation to the intermolec-
ular bond distance d. The 2-UpCCGSD model was used for
all VQEs. The VQE lines denote the standard optimized
2-UpCCGSD model starting from the Hartree-Fock config-
uration (VQE0). Linear encoding (meta-VQE) replaces the
UpCCGSD angles with an encoding of the form θ = α + dβ,
while the non-linear encoding (nl-meta-VQE) uses a floating
Gaussian as θ = αeβ(γ−d) + δ. The opt-meta-VQE line de-
notes the canonical VQE initialized with the angles from the
meta-VQE. All errors are with respect to the exact diago-
nalization of the Hamiltonian within this basis set. Training
points are chosen from 0.5A˚ to 2.5A˚ with 0.5A˚ distance.
In the original work [16], repeated random initializa-
tion was used to converge to the best possible result.
Here, we initialize all angles to zero for the meta-VQE
as well as the regular VQE using the BFGS optimizer of
scipy with the same settings that worked well for previ-
ously investigated molecular systems [34].
We extend the meta-VQE to a non-linear encoding (nl-
meta-VQE ) using a single Gaussian to encode each Up-
CCGSD angle as θ = αeβ(γ−d) + δ where α, β, γ, δ are
the internal parameters that are optimized in the meta-
VQE and d is the meta-parameter, here the distance be-
tween the two molecules. The parameters are initialized
such that the initial values produced are the same as for
the linear meta-VQE and the canonical VQE (α, δ = 0,
β, γ = 1). The non-linear encoding results in significant
improved convergence which can be further improved by
individually optimizing the individual points with a regu-
lar VQE. Floating Gaussians are fairly good general func-
tion approximators and in this example using a single
one is sufficient for the corresponding interval of inter-
est. In addition, floating Gaussians are able to capture
the asymptotic behaviour of molecular distances over the
constant offset δ (see our online materia for a detailed ex-
ample). More general non-linear encodings are currently
under investigation.
D. Transmon simulation
As a final example, we apply the meta-VQE to a
state-of-the-art application of quantum computation: the
quantum computer-aided design of superconducting dig-
ital quantum computers (QCAD) [28]. We use this ex-
ample to show how can meta-VQE be applied straight-
forwardly to recent work.
We consider the truncated four-qubit Gray encoded
[35] Hamiltonian for a flux tunable transmon from Ref.
[28]. Following the original reference, as a circuit ansatz
for both the encoding and processing layers of the meta-
VQE, we consider single-qubit rotations Rx and Rz ap-
plied on each qubit and parameterized XX gates applied
on all 6 pairs of qubits. As a further simplification, pa-
rameters ofXX gates are common in all layers, leading to
the same entangling gate after each layer of single-qubit
rotations. Finally, we add a layer of Rx and Rz gates at
the end of the processing layer. We encode linearly the
Hamiltonian parameter f (flux) only in the rotational
gates of the encoding layers, applying the same encoding
strategy as for the XXZ Hamiltonian.
In this example, we compare the meta-VQE and opt-
meta-VQE with improved versions of VQE, where we ini-
tialize the variational parameters using the optimized val-
ues of the previous Hamiltonian point. This methodology
can be further improved by running, for instance, layer-
wise optimization strategies [36]. We also take different
testing points from the ones used to train the meta-VQE,
including
The results for one encoding and one processing lay-
ers are shown in Fig. II D. The meta-VQE learns the
g.s. energy with high-accuracy by only using 10 training
points. The performance of opt-meta-VQE is better than
the other two algorithms. On top of that, notice that for
VQE and VQE with encoding, to obtain any point of the
g.s. energy, one needs to first optimize a close point and
use the result to the target point. With opt-meta-VQE
this is not necessary, and any point can be obtained by
using the result of the meta-VQE. The number of opti-
mization variables involved are 30 for the VQE and 38
for the rest (meta-VQE, opt-meta-VQE and VQE with
encoding).
III. DISCUSSION
We have presented the meta-VQE, an algorithm to
compute the ground state energy of a parametrized
Hamiltonian. In contrast to standard VQE, meta-VQE
learns the Hamiltonian ground-state structure and deliv-
ers an initial circuit parametrization that can be used to
compute any ground state energy. To do so, the meta-
VQE circuit is divided into two parts, the encoding and
processing unitaries. First, this circuit is trained with a
set of Hamiltonian parameters, which are encoded in the
gates of the encoding unitary. By designing a cost func-
tion with the expected values of all these Hamiltonian
7FIG. 5. Left: ground state energy as a function of the normalized external magnetic flux f for the QCAD [28] simulation of a
single transmon. Right: absolute error with respect the exact diagonalization of the Hamiltonian. We compare the meta-VQE
and opt-meta-VQE with improved versions of VQE and VQE with encoding, were we use the result of the previous optimization
point to initialize the parameters of the next one. These results correspond to one encoding and processing layers and linear
encoding (see main text for more details).
training points, the algorithm extracts the optimal values
of the variational parameters. Then, we can compute the
energy for other Hamiltonian values by just running the
meta-VQE circuit with the parameters obtained in the
minimization. In addition, we can also use the result of a
meta-VQE training as a starting point of a standard VQE
algorithm, the opt-meta-VQE, instead of random initial-
ization. The meta-VQE captures global correlation with
a few training points alleviating the refined optimization
of the individual points in a later step.
We have demonstrated the efficacy of the algorithm
numerically by simulating a spin chain Hamiltonian, the
XXZ model, an electronic Hamiltonian, the H4, and a
single-transmon Hamiltonian, representing different sce-
narios of future applications. For the first example, we
ran a meta-VQE of an n = 14 XXZ spin chain, with two
encoding and processing layers and 10 training points.
We compared the results with a standard VQE, a opt-
GA-VQE and a opt-meta-VQE. The results showed that
the meta-VQE learns the ground state energy shape but
its accuracy is lower than a standard VQE. However, in
many cases, the opt-meta-VQE was more precise than
the standard VQE. For the molecular case, the H4 sys-
tem illustrates an application where physically inspired
circuit construction can be applied. The meta-VQE was
again able to capture the basic features of the energy
profile. We used this particular example to illustrate a
possible extension of the meta-VQE to non-linear encod-
ings where a simple first approach could globally improve
the convergence beyond the standard VQE, reaching the
full potential of the underlying circuit. For the third ex-
ample, the meta-VQE learns the g.s. energy with high
accuracy and the opt-meta-VQE performance is better
than the standard VQE and VQE with encoding.
We used the XXZ spin chain as a test for its generality.
There is no known circuit ansatz to compute the ground
state of this model, so the meta-VQE structure is a gen-
eral one. This example represents a worst-case scenario.
With the molecular case, we illustrated a scenario where
circuit construction based on physical principles is pos-
sible. Finally, the single-transmon example represents a
state-of-the art application and how the meta-VQE can
be easily adapted and increase the accuracy of both well-
known and state-of-the-art algorithms.
The fact that the opt-meta-VQE was more precise and
was able to avoid some local minima, can be interpreted
as a new way to try to avoid the barren plateau problem
[18] using global information. The meta-VQE approach
can be summed up with other solutions to this problem
by, for instance, using local cost functions [37, 38], add
correlations between the circuit parameters [39], use a
different initialization strategy [40], or exploit the noise
[41, 42]. All these other approaches can be adapted both
to the meta-VQE training or the opt-meta-VQE.
We can also adapt a meta-VQE to other VQE im-
proved models [43–47]. The encoding strategy is also
liable for improvements. Classical and quantum machine
learning techniques can be used to encode the Hamilto-
nian parameters more efficiently. In the end, the aim
of this work was to show the general strategy of a meta-
VQE when used in the most general way and for the most
general VQE circuit. We illustrated the potential of non-
linear encodings on the H4 example, how better accuracy
can be obtained with the transmon simulation example,
and anticipate further more generalized improvements in
the future.
Finally, we would like to emphasize the gain in effi-
ciency that a meta-VQE introduces. When dealing with
8parametrized Hamiltonians, the only way to find the con-
figuration with lower ground state energy was to scan
over these parameters and run a VQE for each point, i.e.
a minimization procedure for each of these points. Gradi-
ent based minimization, as often performed for molecules,
can be applied if analytical derivatives of the Hamilto-
nian are available but those will depend on good ini-
tial guesses of the Hamiltonian parameters. Furthermore
such approaches currently are not able to exploit global
information from previous points. With a meta-VQE,
one can scan over the same set of parameters with a sin-
gle minimization, obtain the energy profile and identify
those areas with lower energies. Then, if more accu-
racy is required, run an individual VQE minimization
or opt-meta-VQE in these identified regions. With this
approach, one can save precious computational power by
avoiding minimizations in those uninteresting regions of
the Hamiltonian phase space.
DATA AVAILABILITY
All data used to generate the plots and extract the con-
clusions of this article can be found in the public repos-
itory https://github.com/aspuru-guzik-group/
Meta-VQE. The main code used to obtain these data can
also be found in the same repository in a tutorial form.
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