Abstract. Let X be an Asplund space. We show that the existence of an equivalent norm on X having a strictly convex dual norm is equivalent to the dual unit sphere S X * (equivalently X
Introduction
All Banach spaces considered in this paper are real and all topological spaces are Hausdorff, with one explicitly stated exception. In [5] , Lindenstrauss asked whether it is possible to characterize Banach spaces that admit an equivalent strictly convex norm. There has been a large collective effort on the part of a number of mathematicians to find such characterizations. The reader is referred to the Introduction of [6] for an account of this journey. In more recent years, concerning a number of questions in renorming theory in general, it has been recognised that effective characterizations can be given, at least in part, using the language of topology. We shall consider the following topological property. Definition 1.1 ([6, Definition 2.6]). We say that a topological space X has ( * ) if there exists a sequence (U j ) j<ω of families of open subsets of X, with the property that given any x, y ∈ X, there exists j < ω such that (1) {x, y} ∩ U j is non-empty, and (2) {x, y} ∩ U is at most a singleton for all U ∈ U j . A sequence witnessing the ( * )-property on X is called a ( * )-sequence.
The ( * ) property is closely related to the so-called G δ -diagonal property. A space X is said to have a G δ -diagonal if the diagonal is a G δ set in X 2 . Equivalently, X has a G δ -diagonal if it possesses a ( * )-sequence in which every family is also a cover of X (which renders property (1) above redundant). Such a sequence of covers is called a G δ -diagonal sequence. The ( * ) property also generalises the property of being a Gruenhage space, which we won't define here. These properties have been studied in a purely topological context, as well as in relation to strictly convex norms on Banach spaces. We refer the reader to [2, 3, 4, 6, 8, 9] and the references therein for more details.
Given a Banach space X, a subset B ⊆ X and a norming subspace F ⊆ X * , we say that (B, σ(X, F )) has ( * ) with slices if it is possible to find families U j as in Definition 1.1, satisfying the further condition that every element U ∈ j<ω U j is a σ(X, F )-open slice of B, that is, U is the intersection of B with a σ(X, F )-open halfspace of X. We have the following characterization of the existence of equivalent strictly convex norms on Banach spaces. We denote the unit sphere of X by S X .
Theorem 1.2 ([6, Theorem 2.7])
. Let X be a Banach space and let F ⊆ X * be a 1-norming subspace. Then the following are equivalent.
(1) X admits an equivalent σ(X, F )-lower semicontinuous strictly convex norm; (2) (X, σ(X, F )) has ( * ) with slices; (3) (S X , σ(X, F )) has ( * ) with slices.
Observe that Theorem 1.2 (2) ⇒ (3) is trivially true as it is easily seen that the ( * ) property is hereditary, that is, it passes to subspaces. It should be recognised that Theorem 1.2 is a linear-topological characterization of the existence of such norms, and is not fully non-linear. In the interests of obtaining a better and more easily verifiable characterization, it is natural to ask whether the additional slice condition in Theorem 1.2 (2) and (3) is necessary. In general, it is indeed necessary: while the existence of an equivalent σ(X, F )-lower semicontinuous strictly convex norm implies that (X, σ(X, F )) has ( * ), the converse is false -see [6, Theorem 2.7 and Example 1].
On the other hand, if we consider dual spaces X * , sometimes we are able to remove the additional slice condition. For the rest of the Introduction, we consider dual spaces X * only and fix F = X ⊆ X * * , so that σ(X * , F ) is simply the usual w * -topology on X * . Theorem 1.3 ([6, Theorem 3.1]). Let K be a scattered compact space. Then the following are equivalent.
(1) C(K) * admits an equivalent strictly convex dual norm; (2) (C(K) * , w * ) has ( * ) with slices; (3) (C(K) * , w * ) has ( * ); (4) K has ( * ).
As above, (3) ⇒ (4) is trivial, since ( * ) passes to subspaces and K embeds homeomorphically inside (S C(K) * , w * ), taken with respect to the canonical variation norm on C(K) * . The most involved implication is (4) ⇒ (1). Of course, if we work in a dual space X * then we have the w * -compactness of B X * , and the fact, by the Krein-Milman Theorem, that B = conv w * (ext(B)) whenever B ⊆ X * is w * -compact and convex (where ext(B) is the set of extreme points of B). The existence of extreme points can be used sometimes to pass from general w * -open subsets of B to w * -open slices because, by Choquet's Lemma, any extreme point e ∈ ext(B) has a local base of w * -open slices of B. It turns out that in this note we require a slightly greater abundance of extreme points. Recall that a compact space K is scattered precisely when C(K) is an Asplund space. The property of being an Asplund space has many equivalent formulations. We will require that fact that X is Asplund if and only if X * has the Krein-Milman property, that is, B = conv · (ext(B)) whenever B ⊆ X * is normclosed, convex and bounded.
The next theorem is our main result.
Theorem 1.4. Let X be an Asplund space. Then the following are equivalent.
(1) X * admits an equivalent strictly convex dual norm; (2) (X * , w * ) has ( * ) with slices; (3) (X * , w * ) has ( * ); (4) (S X * , w * ) has ( * ).
The implication (1) ⇒ (2) is covered by Theorem 1.2, and (2) ⇒ (3) and (3) ⇒ (4) are trivial. Hence the only implication that requires work is (4) ⇒ (1).
We conclude the Introduction by pointing out the following related result, which is stated in part. (1) X * admits an equivalent strictly convex dual norm;
It is worth comparing Theorems 1.4 and 1.5. First, Theorem 1.5 applies to all Banach spaces. Second, Theorem 1.5 has no analogue of Theorem 1.4 (3). If (X * , w * ) has a G δ -diagonal then so does (B X * , w * ). This would force X to be separable because compact spaces having G δ -diagonals are metrizable [4, Theorem 2.13]. Third, in general, Theorem 1.5 (2) depends on the choice of equivalent dual norm. For example, let K be the 1-point compactification of an uncountable discrete space. Then C(K) * admits an equivalent strictly convex dual norm e.g. by Theorem 1.3 (though we stress that this fact was known long before the appearance of [6] ). However, since K is not metrizable, and embeds homeomorphically inside (S C(K) * , w * ), taken with respect to the canonical norm, it follows that the latter space does not have a G δ -diagonal. By contrast, owing to Theorem 1.4 (3), we can see that if Theorem 1.4 (4) holds with respect to one equivalent dual norm on X * , then it will hold for all equivalent dual norms.
The rest of the paper is organised as follows. The next section introduces a class of convex functions that is needed in the proof of Theorem 1.4 (4) ⇒ (1), and relates these functions to the notion of F -distance, which was used in [6, 7] . The proof of Theorem 1.4 (4) ⇒ (1) is given in Section 3.
The functions ϕ and F -distance
Let X be a Banach space with norm · , and F ⊆ X * a subspace. Let Γ ⊆ S F ×R have the property that
Define a function ϕ :
We can see that ϕ(x) x + M for all x ∈ X. It is clear that ϕ is convex, 1-Lipschitz and σ(X, F )-lower semicontinuous. As we will see below, the function ϕ is closely related to the notion of F -distance, which was introduced in [7, Proposition 1] . The next lemma is very similar to [6, Proposition 2.2]. We include it because its conclusion is slightly more specific and its proof has been much simplified.
Lemma 2.1. Suppose that
Proof. The statement above is a simple consequence of the following easy fact. Define λ = max{ϕ(x), ϕ(y)} and suppose ϕ(
We take a brief detour to explore the relationship between the functions ϕ and so-called F -distance. We feel that this detour is justified, given the clear connections between this paper and [6, 7] , wherein F -distance is introduced and put to use. We define a seminorm on X * * by
This seminorm is easily seen to be σ(X * * , F )-lower semicontinuous (observe that σ(X * * , F ) is non-Hausdorff in general). Then, given a non-empty convex bounded set A ⊆ X, define the F -distance from x ∈ X to A by
where A w * denotes closure of A with respect to the w * -topology of X * * . This definition is arguably difficult to penetrate. We spend the remainder of this section showing that it can be recast in a more transparent way by considering the functions ϕ. Specifically, we will define a set Γ as above in such a way that the associated function ϕ is equal to ψ. Given (f, a) ∈ S F × R, define the σ(X, F )-open halfspace H f,a = {x ∈ X : f (x) > a} . Then define Γ = {(f, a) ∈ S F × R : A ∩ H f,a = ∅} . Since there exists x 0 ∈ A, we have − x 0 f (x 0 ) a for all (f, a) ∈ Γ, which means M, as defined in (1), is no greater than x 0 , and hence ϕ is well-defined. Now let x ∈ X and (f, a) ∈ Γ. Since f (y) a for all y ∈ A, we have ξ(f ) a for all ξ ∈ A w * . This means that
ψ(x). To see the reverse inequality, we can assume that ψ(x) > 0. Given λ ∈ (0, ψ(x)), define the σ(X * * , F )-closed set
It is clear that A w * ∩ B is empty. Since A w * is w * -compact and the w * -topology on X * * is finer than σ(X * * , F ), it follows that B − A w * is σ(X * * , F )-closed. By the Hahn-Banach separation theorem, there exists f ∈ S F such that η(f ) > 0 for all
Moreover H f,a ∩ A is empty and (f, a) ∈ Γ. Let ξ ∈ S X * * satisfy ξ(f ) = 1. Then x − λξ ∈ B, giving f (x) − λ > a and ϕ(x) f (x) − a > λ. Since this holds for all such λ, it follows that ϕ(x) ψ(x) as required. This concludes our discussion of F -distance.
The proof of Theorem 1.4 (4) ⇒ (1)
Hereafter, we will consider the dual space X * of X itself, and set F = X ⊆ X * * , so that σ(X * , F ) is simply the w * -topology on X * , the set Γ above will be a subset of S X × R, and ϕ :
Given (x, a) ∈ S X × R, we define the w * -open halfspace
Now we can present the main proof. It uses a set-theoretic derivation process that expands on the one used in the proof of Theorem 1.5.
Proof of Theorem 1.4 (4) ⇒ (1). We will prove the contrapositive. Let · denote the original dual norm on X * . Let (V j ) be a sequence of families of w * -open subsets of S X * . We will define a dual norm |||·||| on X * having the property that if |||·||| is not strictly convex, then (V j ) is not a ( * )-sequence for (S X * , w * ). Define
To define |||·|||, we will need to consider a derivation process on B X * that is indexed by (ω×Q) <ω , the set of finite sequences of elements of ω×Q. For each s ∈ (ω×Q) <ω , we will define a w * -compact convex subset B s of B X * . Set B ∅ = B X * . Let s ∈ (ω × Q) <ω and suppose that B s has been defined. Given j ∈ ω, set
Given q ∈ Q, define the family of w * -open halfspaces S s,j,q = {H x,a+q : (x, a) ∈ Γ s,j } , and set
Given s ∈ (ω × Q) <ω and j < ω, define ϕ s,j :
All such maps are convex, 1-Lipschitz and w * -lower semicontinuous. The following observation will be of use later on. If s t then B t ⊆ B s , meaning that Γ s,j ⊆ Γ t,j , and so ϕ s,j ϕ t,j .
Define
whenever r ∈ Q is positive. All such sets are symmetric, convex, w * -compact and contain a norm-open neighbourhood of the origin. Let · s,j,r denote its corresponding w * -lower semicontinuous Minkowski functional. Now define |||·||| by setting
where the constants c s,j,r > 0 are chosen in such a way that the sum converges uniformly on bounded sets. Being w * -lower semicontinuous, |||·||| is a dual norm. Let us assume that |||·||| is not strictly convex. Then we can find distinct f, g ∈ X * such that |||f ||| = |||g||| = (f + g) .
Therefore, by rescaling if necessary, we shall assume that f, g,
(f +g) ∈ S X * . Again, by convexity arguments
for all s, j, r as above, and a final application of convexity arguments yields
for all s ∈ (ω × Q) <ω and j < ω. Let λ s,j denote the common value in (3) above. We will build a sequence s 0 ≺ s 1 ≺ s 2 ≺ . . . such that f, g ∈ B sn for all n < ω. Set s 0 = ∅. Given s n , we build s n+1 using n + 1 intermediate stages
Suppose that s n,j , j n, has been constructed. Take q ∈ [λ s n,j ,j , (1 + 2 −n )λ s n,j ,j ] ∩ Q and set s n,j+1 = s n,j ⌢ (j, q). Since λ s n,j ,j q, for all (x, a) ∈ Γ s n,j ,j we have f (x)−a λ s n,j ,j q and so f / ∈ H x,a+q . Likewise g / ∈ H x,a+q . Therefore
In this way we build the sequence (s n ).
Thus (x, a) ∈ Γ j . From this we deduce that
which yields the third claim. Now suppose that λ j > 0. According to Lemma 2.1, there is a sequence of pairs (x k,j , a k,j ) ⊆ Γ j such that
as k → ∞. Without loss of generality we can assume that the sequences of real numbers (f (x k,j )), (g(x k,j )) and (a k,j ) converge. Set a j = lim k→∞ a k,j and let ξ j ∈ B X * * be an accumulation point of the sequence (x k,j ) in the w * -topology of X * * . From (6) we have
Next, we claim that
for all h ∈ B. Indeed, let h ∈ B and suppose that ξ j (h)
This forces ξ j (h) = λ j + a j . Furthermore, observe that we have also shown that
whenever h ∈ B and ξ j (h) = λ j + a j .
We can find such ξ j and a j whenever λ j > 0. Let ξ ∈ S X * * satisfy ξ(
(f + g)) = 1 and define D = {h ∈ B : ξ(h) = 1 and ξ j (h) = λ j + a j for all j < ω satisfying λ j > 0} .
By (7), we have f, g ∈ D. Using (8) and the fact that D ⊆ S X * , we can deduce that ext(D) ⊆ ext(B) ∩ S X * . Since X is an Asplund space and D is a norm-closed bounded convex set in X * , we have D = span · (ext(D)). In particular, since f and g are distinct, we can find distinct elements d, e ∈ ext(D) ⊆ ext(B) ∩ S X * . Let j < ω. Suppose that λ j = 0. Then from our third claim above we have d, e / ∈ U j . Instead, if λ j > 0, then by (9) and Lemma 2.1, there exists (x, a) ∈ Γ j such that d(x) − a, e(x) − a > 1 2 λ j > 0, meaning that d, e ∈ H x,a . According to the definition of Γ j , it follows that there exists U ∈ U j satisfying d, e ∈ U.
In summary, for all j < ω, either d, e / ∈ U j or there exists U ∈ U j such that d, e ∈ U. Since d, e ∈ S X * , the same observation applies to the families V j . It follows that (V j ) is not a ( * )-sequence for S X * . This completes the proof.
We finish with a couple of open questions. We do not know if the assumption that X is Asplund can be removed from Theorem 1.4. Furthermore, we do not know if the assumption that K is scattered can be removed from Theorem 1.3.
