Abstract We present a new global whole-mantle model of isotropic and radially anisotropic S velocity structure (SGLOBE-rani) based on~43,000,000 surface wave and~420,000 body wave travel time measurements, which is expanded in spherical harmonic basis functions up to degree 35. We incorporate crustal thickness perturbations as model parameters in the inversions to properly consider crustal effects and suppress the leakage of crustal structure into mantle structure. This is possible since we utilize short-period group-velocity data with a period range down to 16 s, which are strongly sensitive to the crust. The isotropic S velocity model shares common features with previous global S velocity models and shows excellent consistency with several high-resolution upper mantle models. Our anisotropic model also agrees well with previous regional studies. Anomalous features in our anisotropic model are faster SV velocity anomalies along subduction zones at transition zone depths and faster SH velocity beneath slabs in the lower mantle. The derived crustal thickness perturbations also bring potentially important information about the crustal thickness beneath oceanic crusts, which has been difficult to constrain due to poor access compared with continental crusts.
Introduction
Since its identification in the 1960s [e.g., Anderson, 1961 Anderson, , 1965 Aki and Kaminuma, 1963; Hess, 1964; McEvilly, 1964] , seismic anisotropy has been mapped in the upper mantle, the transition zone, the lowermost mantle, and the inner core (see, e.g., a recent review by Chang et al. [2014] ). Seismic anisotropy provides invaluable information on mantle convection, since it is primarily caused by the alignment of intrinsically anisotropic minerals due to large-scale deformation. Seismic anisotropy can be a key proxy to infer the trajectories of mantle flow.
The simplest type of anisotropy is the so-called radial anisotropy (or transverse isotropy), which can potentially help distinguishing between horizontal and vertical mantle flow. Azimuthal anisotropy can provide constraints on the direction of horizontal mantle flow. Since different minerals have different slip directions that depend on temperature, pressure, and water content [e.g., Jung and Karato, 2001; Karato et al., 2008] , the interpretation of observations of seismic anisotropy relies on experimental results from mineral physics. Moulik and Ekström, 2014] with increasing resolution. Initially, only fundamental-mode surface wave data were used to build the models [e.g., Nataf et al., 1984 Nataf et al., , 1986 Montagner and Tanimoto, 1991; Shapiro and Ritzwoller, 2002] . Higher-mode surface waves have been incorporated since the early 2000s by, e.g., Debayle and Kennett [2000] , Gung et al. [2003] , Beghein et al. [2006] , and Visser et al. [2008] . Travel time data (or body waveforms) were also used by Panning and Romanowicz [2006] , Kustowski et al. [2008] , Panning et al. [2010] , Auer et al. [2014] , and Moulik and Ekström [2014] to resolve radial anisotropy in the lower mantle. Since surface wave and body wave data have complementary depth sensitivities, it is useful to combine them in whole-mantle inversions to optimize the depth resolution throughout the whole mantle (see, e.g., resolution tests in Chang et al. [2014] ). Discontinuity perturbations have also been included in inversions for radial anisotropy to account for trade-offs between discontinuities and isotropic and anisotropic anomalies [e.g., Shapiro and Ritzwoller, 2002; Kustowski et al., 2008; Visser et al., 2008; Moulik and Ekström, 2014] .
In contrast to global isotropic shear velocity structure, we have not reached yet a consensus on the large-scale pattern of radial anisotropy in the Earth's mantle. Even 1-D models of radial anisotropy show substantial differences, particularly below the lithosphere (~250-400 km depth) and in the transition zone (~410-660 km) (Figure 1 ). Model disagreements highlight the subtle effects of radial anisotropy on seismic waveforms, which cannot be easily separated from the effects of isotropic structure.
Furthermore, the crust has a significant effect even on long-period surface waves [e.g., Bozdağ and Trampert, 2008] . To account for the effects of the crust, crustal corrections are usually applied to the data based on an a priori crustal model, whereby the predicted effects of crustal structure on seismic measurements are theoretically calculated and subtracted from the data. Ferreira et al. [2010] showed that the effects of crustal corrections on data misfits can be as large as those due to lateral variations in radial anisotropy. Waveform tomography might suffer from these issues even more severely due to highly nonlinear crustal effects [e.g., Kustowski et al., 2007; Marone and Romanowicz, 2007; Lekić et al., 2010] . Chang et al. [2014] reviewed these issues and developed a preliminary global S velocity radially anisotropic model based on the data set used to construct the mantle model S40RTS [Ritsema et al., 2011] , as well as Love wave dispersion measurements from the same authors. In this study, we use a much larger data set to better constrain radial anisotropy in the whole mantle. To reduce the effects of the crust on the mapping of radial anisotropy in the mantle, we use short-period group-velocity dispersion measurements to invert for crustal thickness. Group-velocity data have been used in the construction of global radially anisotropic models in a few studies. Shapiro and Ritzwoller [2002] used a Monte Carlo approach to constrain radially anisotropic and isotropic structures in the upper mantle as well as Moho depth using group-velocity data, but the allowed range of Moho depth is only 5 km from CRUST5.1 [Dziewoński and Anderson, 1981] , ACY400 [Montagner and Anderson, 1989] , and AK303-F [Montagner and Kennett, 1996] with average 1-D profiles from 3-D anisotropic models from S362WMANI + M [Moulik and Ekström, 2014] , Visser et al.'s [2008] model, SAW642ANb , SEMum2 [French et al., 2013] , and the SGLOBE-rani model obtained in this study.
Journal of Geophysical Research: Solid Earth
10.1002/2014JB011824 [Mooney et al., 1998 ]. Lekić and Romanowicz [2011] and French et al. [2013] used group-velocity data to build "an equivalent average crustal model," which they used to perform crustal corrections on waveforms. However, they used data with periods longer than 25 s, which may not provide sufficient resolution to constrain crustal structure globally.
In this study we do not impose any preset range for crustal thickness variations, allowing the model parameters of crustal thickness to freely change, and we use group-velocity data with a period range down to 16 s. We discuss the methodology and data sets used in this study in sections 2 and 3. In section 4, we discuss the results from our anisotropic inversions, including comparisons with previous global studies and high-resolution regional studies. In sections 5 and 6, we present resolution tests and examine the data misfit variations due to isotropic, anisotropic, and crustal thickness model parameters.
Methodology

Theoretical Background
A radially anisotropic medium can be described by hexagonal symmetry with a vertical axis of symmetry, density, and the five independent elastic coefficients, A, C, F, L, and N [Love, 1927] , called Love coefficients:
where ρ is the density and V PH and V PV are the horizontally and vertically polarized P wave velocities, respectively. V SH and V SV are the horizontally and vertically polarized S wave velocities, respectively, and η is a parameter related to velocities at intermediate angle. In this study isotropic and radially anisotropic S velocity structures are parameterized as in Ferreira et al. [2010] :
While there is some subjectivity in the choice of model parameterization [e.g., Lévêque and Cara, 1985] , using the Love parameters is particularly useful for a more direct comparison with elastic parameters obtained in mineral physics experiments.
In order to keep the problem tractable, we scale perturbations of V P and density to perturbations of V S using the scaling relations and Woodhouse, 1995] and et al., 1968] , respectively. These scaling factors are only approximate, and there are studies [e.g., Ishii and Tromp, 1999; Resovsky and Trampert, 2003] that found little correlation between density and velocity anomalies in the lowermost mantle. Nevertheless, the body and surface wave data typically used in tomography studies are much more sensitive to shear wave speed than to compressional velocity and density. Hence, these scaling relations are still widely used in global tomography to reduce the number of parameters in the inversions.
The three physical model parameters in this study are perturbations in isotropic S velocity (v S ), S radial anisotropy (ζ S ), and crustal thickness (d). We write the inverse problem as
where δe is the difference between the data and theoretical calculations for a given reference model; r is the Earth's radius parameter; a is the Earth's radius; and δv S , δζ S , and δd are the perturbations of isotropic S velocity, S radial anisotropy, and crustal thickness. The kernels, K vS , K ζ S , and K d , with respect to isotropic S velocity, S anisotropy, and crustal thickness relate the observations to the Earth's structure parameters, δv S , δζ S , and δd and will be discussed in more detail in the next section.
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Sensitivity Kernels
Sensitivity kernels for phase velocities are calculated using the great circle approximation and the formulation of Takeuchi and Saito [1972] . Sensitivity kernels for group velocities are constructed from the partial derivatives of phase velocities following Rodi et al. [1975] .
Several examples of the sensitivity kernels of fundamental and higher-mode Rayleigh and Love waves with respect to S wave isotropic and anisotropic structures for PREM are shown in Figures 2 and 3 , respectively. The sensitivity kernels have several important characteristics. As wave period increases, the peak sensitivity is at larger depths. With increasing overtone number, the number of peaks in the kernels increases. Overtones are more sensitive to structure below~300 km depth than fundamental modes. The sensitivity kernels for group velocity have maxima at shallower depths than the phase-velocity kernels for the same wave period. This indicates that group-velocity data are more sensitive to shallower structure [e.g., Lebedev et al., 2013] . Finally, the sensitivity kernels of Rayleigh waves and Love waves with respect to anisotropy have opposite signs.
Body wave travel time sensitivity kernels are calculated using the formalism of Woodhouse [1981] and Woodhouse and Girnius [1982] . Several examples of sensitivity kernels of S, Sdiff, and SKS phases with respect to S wave isotropic and anisotropic structures are shown in Figures 4 and 5 , respectively. The sensitivity kernels with respect to δv S are always negative, since positive velocity perturbations along the paths always reduce the travel times. The sign of the sensitivity kernels of S phases with respect to δζ S depends on the traveling angle. The SKS sensitivity kernels with respect to δζ S are always positive, because SKS phases are always sensitive to the SV wave speed. Thus, positive anisotropic perturbations (V SH > V SV ) increase SKS travel times.
Sensitivity kernels with respect to crustal thickness are calculated using the formulation of Woodhouse and Dahlen [1978] for the phase-velocity data and by numerical differentiation for the group velocities and travel times. 
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We take into account physical dispersion effects due to attenuation by following the same approach as in PREM [Dziewoński and Anderson, 1981] . Specifically, attenuation is implemented using PREM's five-layer attenuation model with constant-Q logarithmic dispersion laws and a reference frequency of 1 Hz. While it is known that the effect of attenuation on inversions of body waves and normal modes can be large, it is difficult to constrain it robustly in global tomographic inversions [e.g., Montagner and Kennett, 1996] .
Crustal Effects
We account for the effects of the crust on the data in two steps. First, we apply crustal corrections to all the data used in the inversions using the global crustal model CRUST2.0 [Bassin et al., 2000] . We calculate crustal corrections for the surface wave data following the same approach as that of Ferreira et al. [2010] . We superimpose the CRUST2.0 model on PREM and calculate the local eigenfrequencies of the surface wave-equivalent modes in the 2°× 2°g rid of CRUST2.0. The path-integrated phase or group-velocity perturbation is then subtracted from each individual measurement. It is much easier to correct the effect of crustal structure on surface wave dispersion data than on waveforms, since local eigenfrequencies can be calculated exactly using normal-mode theory [e.g., Takeuchi and Saito, 1972] taking nonlinear effects fully into account. On the other hand, the crustal corrections of the body wave travel times are obtained from cross correlations of arrival time measurements on normal-mode summation synthetic seismograms. Different crustal models are used beneath the source and the receiver according to the model CRUST2.0 [Ritsema et al., 2009] .
Second, we estimate crustal thickness perturbations from CRUST2.0 in our joint inversions. Given that the data are corrected for CRUST2.0, we use crustal-thickness sensitivity kernels computed for PREM, which is a computationally efficient strategy. Nonlinear crustal effects are much alleviated by the crustal corrections, so the use of 1-D sensitivity kernels for crustal thickness, mantle velocity, and mantle anisotropy is reasonable. Moreover, Kustowski et al. [2007] showed that while considering lateral variations in the sensitivity kernels may somewhat affect the amplitudes of the retrieved anomalies in the inversions, the effect on the pattern of heterogeneity is minor. As shown later in section 5, resolution tests for crustal thickness show that perturbations of~30 km beneath Tibet are recovered well with our strategy (Figure 17 ).
Parameterization and Inversion Scheme
We use spherical harmonic basis functions expanded up to degree 35 to parameterize the horizontal variation in v S , ζ S , and d, corresponding to a minimum grid side length of~600 km. A total of 21 depth spline functions parameterize variations in the radial direction (see, e.g., Figure 4 in Ritsema et al. [2004] ).
We solve the inverse problem in equation (7) using a damped least squares inversion scheme, and we use the 1-D reference model PREM as the starting model. Following a similar approach to Ferreira et al. [2010] , we build the inner-product matrix of the sensitivity kernels, which is inverted using an eigenvalue decomposition scheme. We invert for a total of 55,728 parameters: 1296 model coefficients for crustal thickness perturbations, 27,216 for isotropic variations, and 27,216 for anisotropic variations. In order to 
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stabilize the inversions, we apply norm damping for horizontal regularization; no explicit radial damping is imposed in the inversions. Since the resolving power of the data is weaker for anisotropy than for isotropic structure, it is necessary to apply stronger damping to the anisotropic parameters than to the isotropic parameters. By experimentation, we found that by applying~1.3 times more damping to the anisotropic parameters than to the isotropic parameters helped suppress apparently artificial small-scale perturbations in the retrieved anisotropy models while keeping persistent large-scale structures.
We weigh each source-receiver path according to the number of similar paths within 1°from the station and from the event's location. This homogenizes the source-receiver path distribution in the inversions and optimizes the balance between the various data sets used.
Data
We use a total of~43,000,000 surface wave measurements and~420,000 travel time data in our study. We use the fundamental-mode phase-velocity dispersion measurements from Ekström et al. [1997] and Ekström [2011] , which cover a period range of 35-300 s and 25-250 s, respectively. We also use higher-mode and fundamental-mode phase-velocity data from van Heijst and Woodhouse [1999] , Ritsema et al. [2004] , Visser et al. [2008] , and Ritsema et al. [2011] for the period range of 35-375 s. The group-velocity measurements from Ritzwoller and Levshin [1998] with a period range of 16-150 s are particularly useful to constrain crustal structure. A summary of surface wave measurements for each mode used in this study is given in Table 1 . Teleseismic body wave travel time data are obtained from Ritsema et al. [2011] , with the number of travel time measurements for each phase used in this study being listed in Table 2 .
We carried out extensive comparisons of the various data sets and checked whether they were consistent with each other before combining all the measurements. Moreover, we performed several inversion experiments using the various subsets of data to verify the compatibility of the images obtained. The availability of common measurements for some modes and paths in the various subsets of surface wave data was particularly useful to identify occasional outliers in the original data sets, which were not used in our inversions. Table S1 in the supporting information summarizes the outliers identified in this study.
Isotropic and Radially Anisotropic Model
Here we present our isotropic and radially anisotropic whole-mantle model SGLOBE-rani, including crustal thickness perturbations. As explained previously, the main differences from previous studies are that (1) we use a larger data set of body wave travel times and surface wave dispersion measurements including short-period group-velocity data and (2) we invert jointly for isotropic, anisotropic, and crustal thickness perturbations as model parameters. For the purpose of comparisons with other tomographic models, we convert the retrieved parameters to the Voigt average, V 
Isotropic Model
We compare our Voigt average isotropic S velocity model with previous whole-mantle and upper mantle S velocity models in Figure 6 (see enlarged figures of SGLOBE-rani in Figure S1 in the supporting information). S362WMANI + M [Moulik and Ekström, 2014] , SAW642ANb , S40RTS [Ritsema et al., 2011] , and SAVANI [Auer et al., 2014] are whole-mantle S velocity models based on surface wave and body wave data, while SEMum2 [French et al., 2013] and SL2013sv [Schaeffer and Lebedev, 2013] are upper mantle S velocity models. Shear velocity variations in the anisotropic models, S362WMANI + M, SAW642ANb, SAVANI, and SEMum2 are represented by the
The models have several common features: high-velocity anomalies beneath cratons at 100-150 km depth, low-velocity anomalies beneath ridges at 100-150 km depth, and highvelocity anomalies corresponding to subducting slabs in the transition zone and two Large Low Shear Velocity Provinces (LLSVPs) beneath Africa and the South Pacific in the lowermost mantle. However, our isotropic model along with a recent whole-mantle model, SAVANI, shows stronger perturbations at 100-150 km depth compared with other whole-mantle models, especially higher-velocity anomalies beneath cratons, which are more consistent with the upper mantle models. Furthermore, there are a "P" refers to phase-velocity measurements, while "G" refers to group-velocity measurements. two small-scale low-velocity anomalies beneath Mongolia and Tibet at 100 km in SGLOBE-rani, which are also observed in the two upper mantle models but not in the other whole-mantle models. SAVANI also shows these two low-velocity anomalies but with different size and amplitude. High-velocity anomalies associated with subducting slabs at depths of~400-600 km appear finely delineated as linear features in SGLOBE-rani, which are hardly observed or more patchy in the other whole-mantle models, but visible in the upper mantle models as well. Therefore, at least qualitatively, SGLOBE-rani seems to be more consistent with the two upper mantle models considered.
In Figure 7 (see enlarged figures of SGLOBE-rani in Figure S2 in the supporting information), we compare three cross sections from our Voigt average isotropic S model with the S velocity model S40RTS and the P velocity model GAP_P4 [Fukao and Obayashi, 2013] . Due to the use of a massive set of P wave travel time data, GAP_P4 resolves well subducting slabs; hence, the comparison of SGLOBE-rani with GAP_P4 is a useful means to assess the quality of our images, particularly for subduction zones. Figure 7a shows that a broad lower mantle low-velocity anomaly beneath southern Africa, which has been previously referred to as the "African superplume," is observed in both S velocity models, splitting into two segments in the upper mantle. The split is more clearly separated in SGLOBE-rani, and the low-velocity Figure 6 . Comparison of the isotropic V s structure (Voigt average, dV Voigt /V Voigt ) in SGLOBE-rani with recent 3-D global isotropic shear wave velocity models, S362WMANI + M [Moulik and Ekström, 2014] , SAW642ANb , S40RTS [Ritsema et al., 2011] , SL2013sv [Schaeffer and Lebedev, 2013] , and SEMum2 [French et al., 2013] . Depth slices of perturbations of isotropic shear velocities from average values at 100, 150, 250, 400, 600, 800, 1000, 1400, 2000, and 2800 km are shown. The range of model amplitude variations is shown at the left of each row.
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anomaly beneath Afar seems to be rooted to a different direction from the African superplume [Debayle et al., 2001; Chang and van der Lee, 2011] , casting doubt on the argument that a single large mantle plume has caused volcanic activity in East Africa [Nyblade, 2011; Hansen et al., 2012] . GAP_P4 does not discern the two low-velocity anomalies in the upper mantle, but it seems to show the root of the Afar plume reaching the uppermost lower mantle with a different direction from that of the African superplume, as shown in SGLOBE-rani. Furthermore, subducting slabs beneath the Scotia Sea and Iran seem to appear clearly in SGLOBE-rani, reaching the mantle transition zone and the core-mantle boundary, respectively.
In Figure 7b , a high-velocity linear feature associated with the subducting Pacific plate beneath Japan is well observed in all three models. The morphology and thickness of the subducting slab in the S velocity models are comparable to those in the P velocity model, suggesting that both S wave speed models resolve subducting slabs well in this region.
In Figure 7c , SGLOBE-rani shows clearly a high-velocity anomaly associated with the Tonga slab, with an excellent match to the slab's deep seismicity (gray circles) and a similar slab geometry to that shown in GAP_P4. Moreover, in Figure 7c , SGLOBE-rani also shows a subducting slab (high-velocity anomaly) beneath the Andes, which is thicker than the Tonga slab and penetrating into the lower mantle. The slab in SGLOBE-rani has a similar geometry to that in the model GAP_P4. Therefore, SGLOBE-rani seems to image the structure of global subducting slabs similarly to the high-resolution P velocity model, GAP_P4.
Anisotropic Model
In Figure 8 (see enlarged figures of SGLOBE-rani in Figure S3 in the supporting information), we compare depth slices of perturbations (δξ) in our radial anisotropy model with those from previous whole-mantle (S362WMANI + M, SAW642ANb, and SAVANI) and upper mantle (SEMum2) radially anisotropic models. These depth slices show perturbations from the mean values at each depth. We observe some similarities between the models, such as faster SH velocity anomalies beneath the Pacific at 150 km depth and faster Figure 7 . Depth cross sections throughout the whole mantle from the isotropic V s structure (Voigt average, dV Voigt /V Voigt ) in SGLOBE-rani, S40RTS [Ritsema et al., 2011] , and GAP_P4 [Fukao and Obayashi, 2013] . Cross sections across (a) Africa, (b) East Asia, and (c) the South Pacific are shown. The dashed line corresponds to the 660 km discontinuity.
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SV velocity anomalies beneath the East Pacific Rise at 250 km depth. However, there are also quite substantial discrepancies between the models, much larger than for the isotropic models shown in Figure 6 . For completeness, we also show depth slices of absolute radial anisotropy ξ ¼ V 2 SH =V 2 SV À Á from all models in Figure 9 (see enlarged figures of SGLOBE-rani in Figure S4 in the supporting information). 
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In order to assess the various models in an independent way, we compare the models with results from regional studies of radial anisotropy, which are summarized in Figure 10 . First, faster SH velocity anomalies at 150 km depth beneath the Pacific have been reported in several studies since the late 1980s [e.g., Cara and Lévêque, 1988; Nishimura and Forsyth, 1989; Montagner and Tanimoto, 1991; Ekström and Dziewoński, 1998; Gung et al., 2003; Nettles and Dziewoński, 2008] , which are observed in all the models shown in Figure 8 . The same kind of feature is also observed in the asthenosphere beneath the Philippine Sea Plate by a recent study using broadband ocean bottom seismometers [Takeo et al., 2013] , which is also shown in all the models. Second, Gu et al. [2005] reported that beneath the East Pacific Rise the faster axis of radial anisotropy changes from a vertical direction at~200-300 km depth to a horizontal direction at~100 km depth. This change in the polarity of radial anisotropy was interpreted as being due to a change in direction of mantle flow from vertical flow at~200-300 km depth to horizontal asthenospheric flow directing plate motions at shallower depths. These features are observed in SGLOBE-rani but not in the models SAW642ANb and SEMum2 (Figures 8 and 9 ).
Third, it has been asserted that the lithosphere-asthenosphere boundary may be the locus of an abrupt change in radial anisotropy from frozen-in anisotropy associated with the past strain field in the lithosphere to anisotropy in the asthenosphere due to present mantle flow [Silver, 1996; Montagner, 1998 ]. Gung et al. [2003] reported that faster SH velocity is present at the bottom of continental and oceanic lithospheres,~80-250 km depth beneath oceanic lithosphere and 
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~250-400 km beneath continental lithosphere. All the anisotropic models shown in Figures 8 and 9 seem to indicate this feature except for SEMum2; nevertheless, one should bear in mind that these models cannot resolve sharp discontinuities corresponding to abrupt changes in radial anisotropy.
Finally, there are ample reports on radial anisotropy at D″. Faster SH velocity is observed beneath the circumPacific region [e.g., Lay and Helmberger, 1983; Lay and Young, 1991; Kendall and Silver, 1996; Ritsema, 2000] , while mixed anisotropy (V SH > V SV or V SH < V SV ) is reported in the LLSVP beneath the South Pacific [e.g., Kendall and Silver, 1996; Pulliam and Sen, 1998; Ritsema et al., 1998; Russell et al., 1998; Vinnik et al., 1998; Fouch et al., 2001; Ford et al., 2006] . There are some disagreements between these findings and the D″ features observed in the whole-mantle anisotropic models shown in Figure 8 . First, SAW642ANb does not show faster SH velocity beneath circum-Pacific regions, especially for Alaska and Siberia, while other models do. Second, all anisotropic models show faster SV velocity to some extent in the LLSVP beneath the South Pacific, inconsistent with regional studies. As shown below in section 5, isotropic structure can leak into D″ anisotropic structure in these global inversions, which is partly responsible for the faster SV velocity in the whole-mantle anisotropic models. As explained in section 2.4, we adopted stronger damping for the anisotropic structure to suppress this leakage, which may be the reason for the weaker amplitudes of the faster SV velocity in the two LLSVPs in SGLOBE-rani compared with the other models. S362WMANI + M and SAVANI show stronger anomalies in the lower mantle (up to 2%) than other models. SGLOBE-rani shows some features not seen in previous whole-mantle models, such as narrow linear anomalies with faster SV velocity along subduction zones in the transition zone (at~400-660 km). Considering the slip system [001](010) for a water content of 50-230 wt ppm H 2 O of Wadsleyite [Kawazoe et al., 2013] , the faster SV velocity that we observe at upper transition zone depths may be caused by horizontal shear due to stagnant subducting slabs. It is also notable that a strong faster SH velocity is observed beneath the Fiji-Tonga region from the transition zone to~1400 km depth, which may result from midmantle interaction between a strong upwelling and the Tonga slab. Our resolution tests (section 5) suggest that these features are robust.
Cross sections of Voigt isotropy and radial anisotropy perturbations across the Pacific and Africa are presented in Figure 11 . A subducting slab (high-velocity anomaly) is observed from the Japan Trench in Figure 11a , which is stagnant beneath Asia. Faster SH velocity is observed in the asthenosphere beneath the Pacific (Figure 11c) as we discussed before, but this feature is close to the reference value near the East 
Journal of Geophysical Research: Solid Earth
10.1002/2014JB011824
Pacific Rise. The thickness of the faster SH velocity region increases with distance from the East Pacific Rise, possibly partly consistent with a half-space cooling model with seafloor age. However, the thickness of this layer decreases when approaching the Japan Trench.
In Figure 11b , two subducting slabs are shown beneath the Aegean Sea and Scotia Sea, albeit with some smearing effects. In the cross section of Figure 11d , it is noteworthy that subducting slabs beneath the Aegean Sea and Scotia Sea are associated with faster SV velocities in the upper mantle. This kind of relationship is also observed beneath the Pacific slab subducted beneath the Japan Trench in Figure 11c . This may be related to the dipping angle of subducting slabs [Chang et al., 2010; Song and Kawakatsu, 2012] , since oceanic asthenosphere with faster SH velocity of radial anisotropy may generate faster SV velocity of radial anisotropy when subducting steeply. Another interesting feature regarding subducting slabs is that in some cases they may induce faster SH velocity of radial anisotropy in the lower mantle just beneath them, as seen beneath the Japan Trench and the Aegean Sea, where the subducting slabs reach to the transition zone. Since the viscosity of the lower mantle is much higher than that in the upper mantle, the shear stress associated with the penetrating or stagnant slabs may lead to intense deformation in the subslab lower mantle, generating seismic anisotropy with faster SH velocity [Faccenda, 2014] . This observation may help constrain the characteristics of viscosity, composition, and flow of materials in the lower mantle. Figure 12 shows the power spectra of various whole-mantle models for perturbations in V Voigt isotropy and radial anisotropy (ξ) as a function of depth and angular order, up to degree 35. Compared with the other models, our isotropic SGLOBE-rani model shows a widespread power spectrum over all angular orders up to degree 35 in the whole mantle, showing that it has smaller-scale heterogeneity than other models. However, it shows the strongest power mostly concentrated in the upper mantle, similar to SAVANI, while S362WMANI + M and SAW642ANb have strong power down to the uppermost lower mantle. As found in previous studies [e.g., Kustowski et al., 2008] , all models show high degree-two power in the D″, corresponding to the two LLSVPs and slab graveyards observed in this region ( Figure 6 ).
Power Spectra and Correlations of Whole-Mantle Models
As for the power spectra of perturbations in radial anisotropy ξ (Figure 12b) , SAVANI shows the widest spread power over almost all angular orders in the whole mantle, indicating that it has stronger and smaller-scale anomalies in radial anisotropy than the other models. Nevertheless, its strongest power spectrum is confined to the upper mantle, similar to the SGLOBE-rani and SAW642ANb models, while S362WMANI + M shows a strong power spectrum persistent down to the lower mantle.
Correlations between SGLOBE-rani and other global models for spherical harmonic expansions up lmax = 12, 20, and 35 are presented in Figure 13 . The V Voigt correlation between SGLOBE-rani and S40RTS is excellent, exceeding 0.6 in the whole mantle, even for lmax = 35. Likewise, the correlation with SAVANI is also high (Figure 13a ), possibly because SGLOBE-rani and SAVANI are constructed using, among other data sets, some of the data used to build the S40RTS model. In the upper mantle, the correlation between SGLOBE-rani and GAP_P4 is the worst, but still~0.6, confirming the strong correlation between upper mantle isotropic structure in the various models. In some cases the correlation decreases with increasing depth, notably around~1300 km depth for the SAW64ANb model. In the D″, the correlations are high, being about 0.6 or larger for all the models.
As expected, the radial anisotropy ξ model correlations (Figure 13b ) are worse than for V Voigt (Figure 13a ). The ξ correlation between SLOBE-rani and SAVANI is the best, being around 0.5 in the whole mantle. However, the ξ correlations between SGLOBE-rani and the other models are quite low, consistent with results from previous studies, notably by Kustowski et al. [2008] , where correlations lower than 0.3 were found between degree-8 expansions of the models SAW64ANb and S362WMANI. Hence, the ξ correlations between SGLOBE-rani and the recent SAVANI model of around 0.5 are actually encouraging, especially given that different regularization schemes were used in the construction of these models, with SAVANI using a distinct depth-dependent damping scheme for the anisotropic structure. Figure 14 shows the crustal thickness perturbations from CRUST2.0 obtained in our inversions along with CRUST2.0 and the perturbations added to CRUST2.0. We observe thicker crustal thickness along the
Crustal Thickness Perturbations
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subduction zones in the western Pacific, possibly due to the superposition of two oceanic crusts. The thickest crustal thickness perturbations are observed beneath the Ontong Java Plateau in the Pacific, which was formed by a massive magmatic eruption possibly by a mantle plume [e.g., Tarduno et al., 1991] , thereby resulting in thicker crust than nearby oceanic crusts. These observations suggest that our model of crustal thickness perturbations may contain some valuable information about the crust, especially beneath oceans, which remain more challenging to access than continental crust.
Since we only invert for crustal thickness perturbations, and not for crustal velocity perturbations, the retrieved crustal thickness variations may be contaminated by uncorrected crustal velocity information. For example, the thinner crust obtained beneath the cratons of North America may be due to relatively high crustal velocity. On the other hand, the relatively thicker crustal thickness obtained beneath Tibet and Pamir may be due to low crustal velocity reported in the region [e.g., Owens and Zandt, 1997] . Therefore, we need to compare our results with those from other crustal studies, such as receiver function analyses, to identify more clearly which features of SGLOBE-rani reflect real crustal thickness perturbations. This will be the subject of a future study.
Resolution Tests
To illustrate the resolving power of the data sets and the robustness of our tomographic models, we present the results from three resolution tests. First, we carried out checkerboard tests. Figure 15 demonstrates the excellent resolution for Voigt average isotropic structure of 1000 km wide checkers with 5% perturbations. In the lower mantle, there is some horizontal smearing, but the signs of the anomalies are well recovered without much interference. As expected, the resolution for the anisotropic structure ( Figure 16 ) is worse than that for isotropy because of weaker sensitivity of the data to anisotropy (about half). However, there is quite good resolution for the upper mantle and transition zone, except for the South Pacific and Africa, where the data coverage is poorer. Resolution in the lower mantle is poor, but there is still fair resolution in regions below the Pacific's rim, Eurasia, and North America in the lower mantle and the whole D″ region.
Second, we performed resolution tests for crustal thickness perturbations (Figure 17 ). We set perturbations from CRUST2.0 with respect to the Moho depth in PREM as the true model. The output model loses some small-scale features by smoothing them due to the parameterization used, but it is encouraging to see that large perturbations of about 30 km can be well resolved beneath Tibet and Andes, despite the use of 1-D sensitivity kernels for crustal thickness perturbations.
Third, we test the leakage from isotropic to anisotropic structure, similar to the tests carried out by Chang et al. [2014] and by Kustowski et al. [2008] , but now for a much larger data set. The input model corresponds to the isotropic structure in SGLOBE-rani (shown in Figure 6 ) and the radially anisotropic structure in PREM (i.e., only 1-D variations from the Moho down to 220 km depth). Figure 18 shows the output anisotropic model obtained, where some conspicuous anomalies are observed at 100 and 2800 km depths with a similar pattern to the input isotropic anomalies. This suggests the leakage from isotropic to anisotropic imaged structure. The negative anisotropic anomaly (i.e., V SV > V SH ) at 100 km may result from the positive isotropic V S anomaly beneath cratons, while the negative anisotropic anomaly at 2800 km results from negative isotropic anomaly in Large Low Shear Velocity Provinces (LLSVPs) at the bottom of the Earth's mantle. By comparison with the inversion results of surface wave data only, we found that the leakage at shallow and deep mantle are caused by the body wave travel time data. This is due to the fact that body waves traverse quasi-vertically in the shallow mantle and quasi-horizontally at the bottom of the mantle, which leads to an unbalanced sensitivity to V SV and V SH in these regions. High-velocity anomalies in cratons result in shorter travel times, which are mapped as high-velocity isotropic anomalies or faster SV velocity of radial anisotropy, since the negative anisotropy reduces travel times where quasi-vertical incidence is dominant. In contrast, low isotropic velocity anomalies in LLSVPs lead to longer travel times, which can be leaked into faster SV velocity of radial anisotropy, since quasihorizontal paths are dominant here. Compared with the anisotropic model that we obtained from real data inversions in Figure 8 , the perturbations at 100 km in the output test model have opposite signs, so this leakage at the shallowest depth will lead to an underestimation of the amplitude of the anomalies at 100 km depth. However, the anomalies at 2800 km depth have the same sign as the retrieved anisotropic model from real data inversions (Figure 8 ), which indicates that at least some portion of the observed faster SV velocity anisotropy within LLSVPs may be leaked from the isotropic structure [e.g., Panning and Romanowicz, 2004] .
Data Misfit Analysis
We further assess the robustness of the radial anisotropy structure in SGLOBE-rani by comparing inversions for crustal thickness perturbations, isotropic and radially anisotropic structures with separate inversions for Figure 15 . Checkerboard tests for the isotropic structure retrieved in our inversions with the data sets used in the construction of SGLOBE-rani. The true model is shown on the top left side, and output depth slices are shown for 100, 200, 300, 500, 700, 1000, 1400, 1800, 2300, and 2800 km depths. The range of model amplitude variations is shown at the top of each depth slice.
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where x is the solution model expressed as perturbations from the starting model, A is the kernel matrix, and d is the data vector (differences to predictions for the starting model). The effective number of parameters is given by the trace of the resolution matrix. As the effective number of parameters increases, the data misfits decrease (Figure 19 ). Beyond 17,000 free parameters, the data misfits reduce more slowly. Hence, in this study we show and analyze the model with 17,000 free parameters.
When comparing models obtained from different inversions (e.g., for radially anisotropic and isotropic structures versus isotropic-only structure), it is essential to ensure that the models have the exact same number of free parameters for rigorous comparisons. Overall, we obtain a variance reduction of~8% for surface wave data when adopting lateral variations of radial anisotropy and of crustal thickness in our inversions (Table 3) for models with 17,000 free parameters. Table 3 shows that from an isotropic inversion (i.e., not allowing perturbations in radial anisotropy from PREM), we obtain an overall misfit value of 0.329. If we include lateral variations in radial anisotropy, we acquire a misfit value of 0.274, resulting in a variance reduction of~5.5% compared to the isotropic inversion. Finally, if we also include crustal thickness perturbations as model parameters, we gain a further misfit reduction of 2.9%, with a misfit value of 0.245, thereby obtaining an overall 8.4% misfit reduction compared with the isotropic inversion. This is a substantial variance reduction, especially when compared with Ferreira et al.'s [2010] report that allowing lateral variations of radial anisotropy in the inversions resulted in a variance reduction of only~1-2%, which is similar to the effect of using different crust models for crustal corrections. Therefore, this result indicates that it is possible to constrain 3-D radial anisotropy beyond the error range due to crustal effects.
However, the misfit values of body wave travel time data hardly changed in all cases, which indicates that our body Figure 18 . Output of synthetic test to investigate trade-offs between isotropic and radially anisotropic structures in the mantle (see main text for details). Depth slices of leakage from the isotropic model of SGLOBE-rani to anisotropic structure are shown for 100, 200, 300, 500, 700, 1000, 1400, 2000, and 2800 km depths. The range of model amplitude variations is shown at the top of each depth slice. wave data set does not necessarily require radial anisotropy at the bottom of the mantle and that isotropic structure can be easily leaked into anisotropic structure when using travel time data only, as shown in Figure 18 . Therefore, we have to be cautious when interpreting anisotropic results for depths where rays are travelling quasivertically or quasi-horizontally and with poor surface wave sensitivity.
Conclusions
We construct a new radially anisotropic S velocity model, SGLOBE-rani, using a wide range of surface wave phase-velocity, group-velocity, and teleseismic body wave travel time data. In total, we incorporated 43,000,000 surface wave measurements and~420,000 body wave travel time data.
Our S velocity isotropic model is consistent with the large-scale features in previous whole-mantle isotropic models, and it also shares many similarities with upper mantle models SL2013sv [Schaeffer and Lebedev, 2013] and SEMum2 [French et al., 2013] , such as low-velocity anomalies at 100 km depth beneath Tibet and Mongolia and linear features associated with subducting slabs in the transition zone. Moreover, our isotropic S velocity images seem to have many similarities to the high-resolution P velocity model GAP_P4 when imaging the structure of subducted slabs in the transition zone.
Qualitatively, our radially anisotropic model seems to agree better with results from regional studies than other previous whole-mantle anisotropic models. However, similar to previous work by Kustowski et al. [2008] and Chang et al. [2014] , we find a substantial mapping of isotropic structure into D″ anisotropic structure, notably beneath the two LLSVPs beneath the Pacific and Africa. This suggests that there is still much scope for improvement in the robust global imaging of D″ anisotropy. Nevertheless, our new model of 3-D radial anisotropy shows some features not seen in previous whole-mantle models, such as narrow linear anomalies with faster SV velocity along subduction zones in the transition zone and faster SH velocity beneath slabs in the lower mantle. Finally, crustal thickness perturbations in SGLOBE-rani show thicker crustal thickness along subduction zones, which may be due to the superposition of two oceanic crusts at trenches. The misfit values are with respect to the initial misfits (equation (8)); m 2 =1 for the starting model) for surface wave and body wave travel time data from inversions for (1) isotropic structure only (i.e., not allowing lateral variations in radial anisotropy), (2) isotropic and radially anisotropic structure, and (3) isotropic and radially anisotropic structures and crustal thickness perturbations. All the models have a total of 17,000 effective number of parameters.
