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Introduction
This paper introduce a new index of cluster va-
lidity only based on simplisity of cluster struc-
ture.
Non-hierarchical clustering is the task of the
k-partition problems with heuristics,
 and the solutions are
neither global nor unique,










{Number of members of each cluster
{ representative (or each) distance within
cluster






Desirable properties of indices
The index would indicate identical values to
cluster structures with the same topology:
k = N ; ffLeaf1g; fLeaf2g; fLeaf3gg simplify ! fLeaf1; Leaf2; Leaf3g
k = 1 ; ffLeaf1; Leaf2; Leaf3gg simplify ! fLeaf1; Leaf2; Leaf3g
#
Idk=N(S) = Idk=1(S)
The index would indicate identical values
to sample sets with a similar distribution:
Scale ; Id(a S) = Id(S)
Shift ; Id(b + S) = Id(S)





{k : number of clusters
{ c : number of members of each cluster









where rn : radius of cluster n, and R : radius
of complete samples. rnR is used for v.




where N : total number of samples.
Failure detection8<:SR < 1 SuccessSR  1 Failure
Conclusion
The index SI and the derivative SR have been
introduced. These are only based on simplisity
of the cluster structure.
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