Introduction
The curves used in growth models are known as S-curves. In real applications, the basis of a growth model is examined in two forms. The first is the modelling of growth data observed associated with time and the second is the modelling of growth data observed as a result of the effect of a set of independent variables.
In the growth data observed associated with time, the organism observed or the size of the involved organism is taken into consideration. In the development of healthy children, variables such as height and weight may be seen as examples of this type of data [1] [2] [3] . The examination of increases occurring as the result of a set of independent variables is encountered more often in pharmacological research [4] [5] [6] [7] . For example, the effective substance of a drug may produce changes observed in the patient related to the drug administered or to absorption in the blood which is dose-related.
In addition, growth curves are often used in the applications of logistic regression. In the logistic differentiation of two groups, the link functions are extremely important in the mapping of dependent variables which have taken two values such as zero and one. The flexibility of the curve is of great importance in the structuring of the curve appropriate to the data [8, 9] . Therefore, it is important to use more than one parameter which will increase the flexibility of the link functions used in both growth curves and logistic regression analysis. S1902 THERMAL SCIENCE: Year 2019, Vol. 23, Suppl. 6, pp. S1901-S1908 Natural growth cannot be expected to continue forever. However, it should be noted that associated with the structure, the growth of S-curves is greater at first then by slowing, becomes fixed. In this case, there must be an inflection point of the curve. Generally, in logistic differentiation problems, the differentiation is made based on this inflection point.
While the S-curve shows an increasing figure in some models, it stops at certain points. The definition of these points is of great importance in the examination of growth. These points, which cannot be clearly identified from the data, can be estimated by examining the appropriate growth model.
The most important method used in the estimation of model parameters is the least squares method. According to the Gauss-Markov theorem, the least squares estimate of model parameters is the estimate of minimum error. This theorem was proven by Johann Carl Friedrich Gauss and Andrey Markov. The German mathematician, Gauss was one of the most remarkable scientists of his age with many contributions to the field of mathematics. Andrey Markov also served in many areas of science throughout his life. The least squares method, which is the best estimate for linear models, is the currently most used most effective method.
The content of the method is based on the solution of the system of linear equations having non-quadratic coefficients matrix by converting the matrix of coefficients into quadratic form. In some applications, the matrix of coefficients converted to a quadratic form can be singular. In this case, the Ridge method can be used to solve the equation.
Least squares method is used in both linear models and non-linear models. When the model is non-linear, the first two terms that are linear are used by expanding the model equation the Taylor series. The relevant literature can be found in references [10, 11] .
Richard distribution
The Richard link function can be written for α = 1 as the following form:
where α is the upper limit of the growth curve. Detailed information on this function can be found in references [3, 12] .
In this case, the first derivative of the link function will be:
Now, to be the density function on the positive half-axis of this function, the following condition will provide the form by C = k{1 -m 1/(1-m) } -1 :
In this case, the Richard density function can be written:
Consequently, X~Richard(k, m, x) Richard distribution function can be written:
 In particular cases of this distribution function, for m = 0, it will become an exponential distribution function with parameter k.
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The expected value of Richard distribution:
However, the aforementioned integral cannot be calculated analytically. Finding the mean of this distribution be able to apply statistical analysis requires great care. This problem is handled with the definition of Richard distribution in sub-interval. Now, with α 1 T ≤ X ≤ α 2 T, the density and the distribution function of X~Richard (α 1 T, α 2 T, k, m, x) distribution is obtained. For this, the value of the integral is calculated:
Here, c 1 and c 2 are reel constant:
In this case, the density function is written:
From this, the distribution function can be written:
Under the conditions α 1 = 0 and α 2 → ∞, variable X has Richard (k, m, x) distribution.
The expected value of the Richard distribution defined in a sub-interval:
If the integral of the expected value is calculated numerically, it can be obtained:
Now, using the relationship between the density and distribution function of the radom variable X~Richard(k, m, x), the following theorem can be given. 
The expected value of Richard distribution defined in the positive half-axis can be expressed:
Since the integral of the density function makes 1, the following equation can be written: 
According to this, the desired result will be obtained:
From the obtained equation, for m = 0, the expected value of the exponential distribution with Exp(k) parameter can be easily obtained as 1/k. The same procedures can be applied for Richard distributions defined in sub-intervals.
Division according to the stopping times of the growth curve
As the Richard link function is simultaneously a growth curve model, there is no inflection at any point. However, there may be inflection at the Richard distribution starting point defined in the positive half-axis. Due to this feature, Richard distribution defined in sub-intervals may cover the whole positive axis by subsequent additions. Naturally, by adding sub-sequent distributions in sub-intervals, a new growth model is formed and the structure of the distribution function will be damaged but the probability will be provided to be able to place stopping points in the growth curve model. Similar studies can be found in references [13, 14] .
Let the stopping points determined in the positive half-axis of the growth curve be t 1 , t 2 ,... Let the defined sub-intervals of Richard distribution be taken as A j = [α j T, α j+1 T], j = 0, 1...
In this case, the first stopping point and subsequent stopping points will be equivalent to the three points of the sub-intervals:
Let F j be the distribution function of Richard distribution defined in the sub-interval A j , j = 0, 1,... The growth curve model can be written:
is the characteristic function of the sub-interval A j . This growth curve model obtained in a similar way can also be used for the examination of periodic data associated with time. However, in this case, at the determined breaking points of the series, the generated kernel model should be used as 1 -F in decreasing trend intervals. When increasing and decreasing trends are considered together, the kernel model can be given:
where 0 , decreasing trend 1 , increasing trend 1/ 2 , stationary trend
The stationary of the series can be tested when the distribution of α is known.
Wrapped Richard distribution
When the observed values are periodic, the distribution be used for the data is the circular distribution. Circular distributions are one of the most important subjects in recent years. The first definition related to this subject is the definition of the wrapped density function. Let X > 0 be a random variable with a period length of [0.2π]. The integral of the density function must be one on the positive half-axis. According to this, if the positive half-axis is separated into parts of 2π length, the equation can be written: When it is desired to define this density function in all real axis, the following equation can be written:
Adapting the density function the periodic data and restricting it to the [-π, π] interval are different processes. In the first, density function is fragmented according to the length of the period while in the second, by using a link function, the interval is restricted. The most important link function is written:
The previous transformation is a topological homeomorphism. Even if the applied method seems appropriate for each density function, it should conform to the wrapped distribution of the observed values. Therefore, distributions such as uniform, normal, Cauchy which are frequently used in applications have wrapped form.
The density functions of wrapped uniform, normal and Cauchy distributions, respectively are given: 
∫ ∑ Wrapped Richard distribution shows structural similarities to Richard distributions defined in sub-intervals. When each sub-interval is taken as having the same period length and when distributions are continued consecutively, wrapped Richard distribution will be obtained in a similar way to that defined in the positive half-axis. However, in this process, the coefficients must be changed in an appropriate manner.
Conclusion
In general, the first and second derivative properties of the probability distribution and growth curve are very similar. In the references [15] [16] [17] [18] , the first and second derivative properties of the growth curves were clearly examined. This similarity provides the use of a growth curve as a probability distribution. In the research, Richard curve is adapted to provide probability distribution characteristics. The obtained probability distribution is more flexible than others. This strengthens the compliance of the distribution the data. Also, the method of dividing the distribution into sub-intervals provides the convenience of use. The finally wrapped Richard distribution ensures that the distribution is consistent with the circular data.
