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Abstract
In model comparisons with observational data, not all data contain informa-
tion that is useful for answering a specific science question. If non-relevant or
highly uncertain data are included in a comparison metric, they can reduce
the significance of other observations that matter for the scientific process of
interest. Sources of noise and correlations among summed quantities within
a comparison metric affect the significance of a signal that is useful for testing
model skill. In the setting of the tropical Pacific, we introduce an “inquiry
dependent” (ID) metric of model-data comparison that determines the rela-
tive importance of the TOGA-TAO buoy observations of the ocean temper-
ature, salinity, and horizontal currents for influencing upper-ocean vertical
turbulent mixing as represented by the K-Profile Parameterization (KPP)
embedded in the MIT general circulation model (MITgcm) for the 2004-
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2007 time period. The ID metric addresses a challenge that the wind forcing
is likely a more significant source of uncertainty for the ocean state than the
turbulence itself, and that the observations are correlated in time, space, and
across ocean state variables. In this approach the MITgcm is used to infer
variability and relationships in and among the data, and to determine the
response structures that are most relevant for constraining uncertain param-
eters. We demonstrate that the ID metric is able to distinguish the effects
due to parameter perturbations from those due to uncertain winds and that
it is important to include multiple kinds of data in the comparison, suggest-
ing that the ID metric is appropriate for use in a calibration of the KPP
model parameters using mooring observations of the ocean state.
Keywords:
1. Introduction
In uncertainty quantification (UQ) the goal is to calibrate model param-
eters using observations. This requires having a way to compare models and
data. However, the UQ community has widely ignored details concerning
how complex models are compared to data. When it comes to uncertainty
quantification of systems of sufficient complexity, there is a significant role
for scientific understanding of the processes, data, and sources of uncertainty
that can affect the success of our ability to make use of the data to constrain
uncertain parameters. For large scale models, there remains a sizable “irre-
ducible” error (McWilliams, 2007). It is not clear how well we can calibrate
such models using observational data if the end result is getting matches to
data for the wrong reasons. One goal of this paper is to introduce a method
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of making model-data comparisons that takes these considerations into ac-
count and to provide some level of understanding of how the data would be
used to test model physics.
We are interested in how observations of the ocean state in the tropical
Pacific collected from the TOGA-TAO moored buoy array (McPhaden et al.,
1998) can be used to calibrate parameters within the K-Profile parameter-
ization of turbulent mixing (Large et al., 1994) as embedded in a regional
version of the the MIT general circulation model (Adcroft, 1995; Marshall
et al., 1997b,a). The coupling between the atmosphere and ocean and the
behavior of the ENSO is very sensitive to ocean mixing processes. While
mixing events take place over a matter of hours, the effects of mixing will
integrate much longer time scales of months to 100 years or more. Moreover
while we observe the effects of mixing events at discrete points, there are sig-
nificant uncertainties in inferences of surface wind stresses. So while we are
interested in correctly representing the short and long term effects of bound-
ary layer mixing, we are also challenged by the shortness of the observational
record, uncertainties in forcing, and the chaotic nature of variability.
Most uncertainty quantification investigations use a simple metric for
model-data comparison that is just a sum over squared model-data differences
that have been normalized on a point-by-point basis by the variance in the
data. This simple metric is often used within state estimation or inverse
modeling, which is an optimization problem with the goal of finding the
parameter values, initial values, or boundary conditions that allow a model
to best approximate observations. The simple metric is less appropriate
when the goal is to solve for the uncertainty in the optimal solution, which
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depends on strength of the observational evidence to accept or reject alternate
solutions. This uncertainty will be improperly represented by the simple test
statistic if there are correlations in the data or if the data are of varying
quality.
In development of our ideas of how to compare models to data, we will
discuss three main questions within the framework of our turbulent mixing
application:
• Is there a way to get around the uncertainty contributed by the wind?
• How important is it that we synthesize all available data?
• What is the potential to make use of moored buoy observations for
calibrating uncertain parameters within the KPP?
2. “Inquiry Dependent” test statistic methodology
In model data comparisons, one needs to make use of data that are rele-
vant to the question one is asking. Data will be affected by many processes
including those that are unrelated to one’s interests and by uncertain initial
conditions and forcing. In order to focus on data relevant to parametric un-
certainties, we have developed an Inquiry Dependent (ID) filter that makes
use of an ensemble of parameter sensitivity experiments as well as a way of
generating the effects of uncertain initial and forcing conditions.
2.1. Filtering for signal of interest
Assuming modeling errors follow a multivariate normal distribution, the
likelihood of using model g(m)v with parameters m to simulate k observa-
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tions dv of ocean state variable v is given by
θ(dv|g(m)v) = 1√
(2pi)k|Cv|
exp
(
− 1
2
(g(m)v − dv)TC−1v (g(m)v − dv)
)
, (1)
which only works mathematically if the rank of covariance matrix Cv is equal
to the number of observations k. If not, then the inverse of the covariance
matrix is singular and its determinant is 0. Such is the case with this prob-
lem since the dynamics of the atmosphere-ocean system creates covariance
structures which dramatically reduce the system’s effective degrees of free-
dom. A solution to this problem is to apply singular value decomposition to
Cv in order to identify a limited set of ke < k eigenvectors associated with its
largest eigenvalues. These eigenvectors are commonly referred to as empirical
orthogonal functions or ‘EOFs’ within the climate literature (e.g., Mu et al.,
2004). The argument of the exponent in equation (1), when rotated into this
new orthogonal basis and truncated to include the first ke vectors associated
with the largest eigenvalues λ, is equivalent to a χ2(ke) test statistic with ke
degrees of freedom. We refer to this metric as a ‘cost’ function E(m)v for
component v and is given by
E(m)v =
ke∑
i=1
[eofTi,v(g(m)v − dv)]2
2λi,v
=
1
2
χ2(ke). (2)
The idea of the ID test statistic is to select EOFs related to a covari-
ance matrix constructed from changes in model parameters m on each field
v. These ID specific EOFs filter the observational data for the structures
related to parameters, which are hopefully, but are not necessarily, distinct
from sources of uncertainty in initial conditions and the wind forcing. The
null hypothesis still needs to be represented by the effect of winds and in-
ternal variability on observables dv. We therefore do not use the eigenvalues
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associated with the SVD decomposition of Cv generated from parametric sen-
sitivity experiments. Instead we estimate variances λi,v in equation 2 from
Nexp experiments that test the effect of uncertain winds and initial conditions
on each ID EOF amplitude,
λi,v = var(eof
T
i,v[g(m)v,j − g(m)v,j]), j = 1, 2, ...Nexp. (3)
The parametric sensitivities used to generate the ID specific EOFs and sim-
ulations representing uncertainties in initial conditions and wind forcing is
reviewed in Section 4.
2.2. Cost component weighting
The ID test statistic represented by equation (2) can be obtained for
different time segments and fields. Summing up components assumes the
components are independent whereas averaging assumes the components are
dependent. Neither is likely entirely correct. Jackson and Huerta (2016)
provides a strategy within a multivariate normal framework for assigning
weights to individual components and their sum. The process makes use of
a set of idealized model experiments where model output is used as observa-
tional data. From this ensemble one may estimate both the effective degrees
of freedom {ke}v as well as component weights < Sv >. Further down we
justify setting a lower cutoff value for kcut = 7 < ke, which is the same for
all cost function components, based on ID metric goals outlined in the re-
sults section. The expression for the total cost function including a weighted
sum over its four components, one each for temperature, salinity, zonal ‘u’
6
Component < Sq > ke
Suvel 8.72 8
Svvel 3.55 16
Stemp 9.06 8
Ssalt 6.24 12
Stot 0.29 17
Table 1: List of scaling factors used to weight cost function components. The Here uvel
is east velocity, vvel is north velocity, temp is temperature and salt is salinity. ke is the
estimated degrees of freedom.
currents, and meridional ‘v’ currents, is given by
E(m)tot = Stot
4∑
v=1
< Sv >
1
Nt
Nt∑
t=1
kcut∑
i=1
[eofTi,v(g(m, t)v − d(t)v)]2
2λi,v
. (4)
Table (1) provides the values we used for < Sv > in equation(4)
3. Model and Data
We use a version of the Massachusetts Institute of Technology general
circulation model (MITgcm) implemented with the K-Profile Parameteriza-
tion turbulent mixing scheme (Adcroft, 1995; Marshall et al., 1997a,b; Large
et al., 1994) in a regional configuration based on that of Hoteit et al. (2008)
and Hoteit et al. (2010) to simulate the ocean flow. The KPP has been de-
scribed in detail elsewhere (Large et al., 1994; Large and Gent, 1999). We
present a basic description of some of the key features and how they relate
to the constant parameters we have perturbed here.
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Figure 1: Model domain showing 90-day averaged sea surface temperature for March-May
2007 and the TOGA/TAO mooring array.
3.1. MITgcm Model
The MITgcm is based on the primitive Navier Stokes equations. The
model is implemented with an implicit non-linear free surface in spherical
coordinates. The bi-harmonic background viscosity and diffusivity have val-
ues of 4.0 × 1011 m4/s and 2.0 × 1011 m4/s, respectively. The horizontal
resolution is 1/3◦ for a domain covering the tropical Pacific region with an
extent from -26oN to 30oN, and 104oE to 70oW (Fig. 1). The vertical resolu-
tion ranges between 5 m near the surface to 510 m at the bottom, with layer
thicknesses increasing logarithmically beneath 71m depth (51 layers total).
The ETOPO2v2 topography available at 2 minute resolution was interpo-
lated onto our coarser grid. The model timestep is 900 seconds. The initial
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conditions for temperature, salinity, and velocity components come from the
OCean Comprehensible Atlas (OCCA; Forget, 2010) reanalysis product that
is based on the MITgcm and most available ocean data sets for our time
period of interest, 2003-2007 (starting on November 1). The model has a
sponge layer (with a thickness of 9 grid cells and inner and outer boundary
relaxation timescales of 20 and 1 days respectively) and open lateral bound-
aries, which are extracted from the OCCA data assimilation product and
interpolated at the model resolution of 1/3o and have a time step of one day.
Therefore, at the initial timestep, the boundary conditions are in equilibrium
with the interior fields. The transport in the Indonesian throughflow is ad-
justed at each timestep so that there is no net flow into or out of the model
domain.
Unless otherwise specified, the model is forced with surface heat and
momentum fluxes calculated in the MITgcm from the nominally 1.8◦ and
six-hourly NCEP/NCAR Reanalysis atmospheric state data for the period
2003-2007 (Kalnay et al., 1996). The wind speed is then converted to wind
stress using the drag coefficient relationship of Large and Yeager (2004) and
the bulk formula for wind stress (Gill, 1982). The heat fluxes and wind
stress are restorative, in the sense that they depend on the surface current
speed and/or sea surface temperature as diagnosed at each time step of the
MITgcm.
In three experiments, the wind velocity is set from either the ECMWF
(Gibson et al., 1997), NOAA/CIRES Twentieth Century reanalyses (Compo
et al., 2011), or NASA Cross-Calibrated Multi-Platform Ocean Surface Wind
Velocity product (Atlas et al., 1996). For assessing uncertainty caused by
9
KPP Parameters Varied and Basic Function
Parameter Name Symbol Basic Function
critical bulk Richardson number Ric affects depth and magnitude of Kx in BL under convective and shear driven forcing
critical gradient Richardson number Ric affects depth and magnitude of Kx in interior under convective and shear driven forcing
structure function, stable forcing φstbl affects magnitude of Kx in BL under stable forcing
structure function, momentum, unstable forcing φm,unst affects magnitude of Ku in BL under convective forcing
structure function, temperature or salinity, unstable forcing φm,unst affects magnitude of Ks in BL under convective forcing
non-local convective forcing parameter C∗ affects profile of turbulent fluxes in BL under convective forcing conditions
interior viscosity due to shear νs scales magnitude of Ku in interior
brunt-Vaisala frequency for convection N20 modulates magnitude of Ks in interior
interior diffusivity for convection νc scales magnitude of Ks in interior
Table 2: List of nine parameters varied in this experiment along with the symbols used to
refer to them and a brief description of their basic function. In this table, BL stands for
the KPP diagnosed Boundary Layer.
wind forcing, an additional 20 experiments are forced with a linear com-
bination of NCEP/NCAR, ECMWF, and NASA products. The reanalysis
products represent different estimates of the real wind field.
3.2. KPP
A detailed description of the KPP model is provided in Large et al. (1994).
Here, we provide a brief summary of some of the key features of the model.
A summary of the basic function of the nine parameters in the KPP model
is presented in Table 2.
Overall, the MITgcm model calculates turbulent flux profiles following
wx(d) = −Kx(∂X
∂z
− γx) (5)
where x = s for properties of temperature or salinity, and x = u for properties
of horizontal current components, Kx is the eddy diffusivity or viscosity,
and γx (which is proportional to the constant parameter C
∗) is a term that
represents the effect of surface forced convective mixing on the turbulent
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fluxes in the ocean turbulent boundary layer. The KPP calculates the vertical
profile of Kx at each coordinate in the domain and at each timestep.
For the parameterization of Kx, the KPP recognizes two types of turbu-
lent mixing: convection and Kelvin-Helmholz shear instabilities. As such,
two important non-dimensional scales in the KPP are the bulk and gradient
Richardson numbers. In general terms, both of these scales are a measure of
how turbulent the water column is, and are defined as the ratio of density
stratification to squared vertical shear in the horizontal currents. Negative
Richardson numbers indicate that there is net cooling at the surface, in-
ducing a density inversion that results in vigorous turbulent mixing. Small
positive values indicate that although there is net warming at the surface
(stable surface forcing), there is sufficient shear in the horizontal currents to
induce Kelvin-Helmholz type instabilities. The bulk and gradient Richardson
numbers differ in the depth regions over which the stratification and shear
derivatives are calculated. The bulk Richardson number is based on first
order differences between a near-surface value and the depth of interest. The
gradient Richardson number is based on derivatives calculated at the vertical
grid scale between adjacent depth levels.
In the KPP, the water column is divided into two depth regions with
separate prescriptions for Kx. The boundary layer depth h that separates
them is defined as the shallowest bulk Richardson number, which typically
increases with depth, that is equal to a constant critical value, Ric. In the
boundary layer, Kx is proportional to the product of h and a vertical velocity
scale that is proportional to strength of the wind forcing (through the friction
velocity) and has separate parameterizations for stable and unstable surface
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heat flux forcing conditions (i.e. whether the net heat flux is going into or
out of the ocean). Here the relevant parameters are φstbl, φm,unst, φs,unst and
N20 . In the interior, the eddy diffusivity is a smoothly decreasing function of
increasing gradient Richardson number over a depth region constrained by
a critical value Rig and is proportional to a maximum value (υ
c for tracers
and υs for momentum). After all of these quantities have been diagnosed,
the boundary layer diffusivities are scaled through multiplication by a bell-
shaped polynomial with depth that takes a maximum at mid-depth, requires
the final Kx profile to be continuous and smooth across h, and that tapers
smoothly to zero at the surface and the depth of the interior.
3.3. Data
The observational data for our experiment come from the TOGA-TAO
mooring array (locations shown in Fig. 1) for the November 2003–November
2007 time period. The array consists of 77 moorings centered on the Equator
that span the width of the tropical Pacific in the east-west direction in the
latitude range from 8oS to 8oN (McPhaden et al., 1998). In tests of the KPP
parameters, all available daily averaged temperature, salinity, and horizontal
velocity data at or above 300m were used. Velocity measurements were made
using a combination of current meters at various latitudes and four uplooking
Acoustic Doppler Current Profilers (ADCPs) along the equator. The depth
300m was chosen because deeper data would likely not be directly affected
by upper ocean turbulent mixing, as parameterized in the KPP. There were
699 temperature sensors, 145 salinity platforms, and 218 velocity positions.
Before comparing the model to observations, we apply a 90-day average,
which is appropriate for synthesis of a coarse resolution model. We choose
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Expt. No. Parameter Name or Wind Stress Type Symbol Perturbed Value Default Value KPP Eq. No.
1 ECMWF Wind N/A N/A NCEP/NCAR N/A
2 NOAA CIRES Wind N/A N/A NCEP/NCAR N/A
3 NASA Wind N/A N/A NCEP/NCAR N/A
4 critical bulk Richardson number Ric Ric=0.15 Ric=0.30 Rib, 21
5 critical bulk Richardson number Ric Ric=0.45 Ric=0.30 Rib, 21
6 critical bulk Richardson number Ric Ric=0.60 Ric=0.30 Rib, 21
7 critical gradient Richardson number Rig Rig=0.1 Rig=0.7 Rig, 27
8 critical gradient Richardson number Rig Rig=1.0 Rig=0.7 Rig, 27
9 structure function, stable forcing φstbl bm,s=8.0 bm,s=5.0 constant in B1a
10 structure function, stable forcing φstbl bm,s=2.0 bm,s=5.0 constant in B1a
11 structure function, unstable forcing, momentum φm,unst bm,unst=331.06 bm,unst=16 constant in B1b
12 structure function, unstable forcing, momentum φm,unst bm,unst=3.60 bm,unst=16 constant in B1b
13 structure function, unstable forcing, tracer φs,unst bs,unst=67.02 bs,unsti=16 constant in B1d
14 structure function, unstable forcing, tracer φs,unst bs,unst=7.77 bs,unst = 16 constant in B1d
15 nonlocal transport γs C
∗=5.0 C∗=10.0 C∗, 19
16 nonlocal transport γs C
∗=15.0 C∗=10.0 C∗, 19
17 interior viscosity due to shear υs υ0=25×10−4 m2s−1 υ0 = 50× 10−4 m2s−1 υ0, 28
18 interior viscosity due to shear υs υ0=75×10−4 m2s−1 υ0 = 50× 10−4 m2s−1 υ0, 28
19 brunt-Vaisala frequency for convection N20 N
2
0=-0.1×10−4 s−1 N20=-0.2 ×10−4 s−1 not shown, related to 28
20 brunt-Vaisala frequency for convection N20 N
2
0=-0.3×10−4 s−1 N20=-0.2 ×10−4 s−1 not shown, related to 28
21 interior diffusivity due to convection υc υ0,c=0.05 m2s−1 υ0,c=0.10 m2s−1 like υ0 for conv., 28
22 interior diffusivity due to convection υc υ0,c=0.15 m2s−1 υ0,c=0.10 m2s−1 like υ0 for conv., 28
Table 3: List of experiments for single parameter perturbation and pure wind cases, as
well as the default values for the KPP as implemented in the MITgcm. Units of parameter
settings are noted; the lack of notation indicates the parameter is unitless. The “Symbol”
column provides the symbol we use to refer to the “Parameter Name” in the text. We have
tried to stay as close to the KPP notation as possible (Large et al., 1994). “Perturbed
Value” is the value of the perturbed parameter set in the indicated sensitivity experiment.
“KPP Eq. No.” lists the equivalent symbol used in Large et al. (1994) followed by the
equation number that the variable is introduced. Note that Large et al. (1994) does not
show the exact equations for variables perturbed in Experiments 19-22.
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this 90-day timescale rather than a diurnal timescale because we are inter-
ested in quantifying the uncertainty in KPP parameters for a coarse scale
model run for a long time. The default KPP parameters have been validated
for short length- and time-scales (Large et al., 1994; Large and Gent, 1999).
There is no guarantee that a parameterization tuned for short timescales
will be appropriate for long timescales. Furthermore, we cannot expect our
regional coarse scale model to reproduce individual mixing events on short
timescales accurately. By averaging over 90-days, we attempt to capture the
time-integrated or cumulative effect of the diurnal cycle. The 90-day average
also removes high frequency fluctuations in the ocean state caused by eddies
and Tropical Instability waves that we do not expect the model to be able to
accurately reproduce. Tropical instability waves have periods of 3-4 weeks
(Philander et al., 1986).
In this study, the data are used to determine how close observed and
modeled fields are to one another for a given parameter setting. This implies
that we should wait until the perturbed parameter has a chance to fully affect
the simulated ocean state on seasonal timescales before calculating the test
statistic. We choose a model spin-up time of 1.5 years, which is probably not
long enough but balances timescales of ocean adjustment and computational
demands of the model. One and a half years is longer than the timescales
for Rossby and Kelvin waves (i.e. thermocline anomalies and downwelling),
which travel from their generation sites to the Equator and across the Pa-
cific in about 6-9 months (Boccaletti et al., 2004). It is also consistent with
the timescale of a few years for vertical turbulent mixing and heat exchange
to occur in the upper ocean (entrainment) once the thermocline anomalies
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have been advected around the basin (estimated by Boccaletti (2005) to be
few years). Completing one 4-year integration of the model requires approx-
imately a day of wall clock time and consumes 2˜5k cpu hours.
4. Experiments
4.1. Individual Wind and Parameter Experiments
We consider 19 individual parameter perturbation experiments. These
are associated with mixing in the boundary layer, interior mixing, or the
non-local convective mixing. In Table 3 for each experiment, we list the
corresponding symbols and equation numbers in Large et al. (1994) where
individual parameters are introduced. In addition, we test for the effects of
three different wind speed products using the default KPP parameter settings
(Exp. 1-3). Among the list of parameter sensitivity experiments are ones
for the critical bulk and gradient Richardson numbers Ric (Exp. 4-6) and
Rig (Exp. 7-8). Under stable forcing conditions, the vertical velocity scale
profile is modified by adjusting a polynomial coefficient, with excursions of a
maximum of 50% and 100% (Fig. 2). Similar perturbations are made to the
non-dimensional shear and stratification profiles for momentum (Exp. 11-12;
φm,unst), and temperature and salinity (Exp 13-14; φs,unst). The non-local
transport term C∗, which has to do with convective instabilities, is perturbed
by 50% (Exp. 15 and 16; Mailhot and Benoit, 1982). In the interior, the
maximum Ku (Exp. 17-18; υ
s) and Ks (Exp. 20-21; υ
c) are modified by 50%
higher and lower than the default. Another threshold that is associated with
υs for convection, N20 , is perturbed by 100% (Exp. 19 and 20). We choose
to probe the sensitivity of the model by making the perturbations large. If
15
there is no sensitivity in the model to parameter perturbations, then it is
an indication that the parameter is not as important for setting mixing in
the upper ocean, at least in the fashion it is being incorporated into the test
statistic. In that case, attempting to use a model and data to constrain ocean
mixing parameters would be a futile exercise.
4.2. Blended Wind Experiments
Experiments W1 through W20 are generated with the default KPP pa-
rameters, but in each case the wind stress is based on a different blended
wind speed product, mentioned in Section 2.1. The admixture fractions are
constrained so that they add up to 1 and are all between 0 and 1. They are
drawn randomly from a Dirichlet distribution. Given limited observations,
the wind products represent differences in interpolation methods and models
(Kalnay et al., 1996; Gibson et al., 1997; Compo et al., 2011; Atlas et al.,
1996).
5. Results and Discussion
5.1. Is there a way to get around the uncertainty contributed by the wind?
We approach this question by breaking it down into three parts: 1) First
we show that the ocean responds differently to parameter and wind pertur-
bations by comparing climatological averages (2005-2007) of the ocean state
with a reference experiment for two model evaluations as representative of
the ensembles of parameter and blended wind experiments, for pure NASA
winds (Exp 3) vs the default and for Ric=0.45 (Exp 5) vs Ric = 0.15 (Exp 4).
Second, we argue that parameter and wind EOFs that are representative of
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those anomaly patterns and are defined in space on the sparse TOGA/TAO
mooring array locations differ from one another. This provides evidence that
projecting model data differences onto the parameter EOFs (as we do in our
test statistic) filters for the part of the signal that is sensitive to parameter
perturbations. Finally, we demonstrate that the variability in our test statis-
tic value, to which we have applied the parameter EOF filter, is higher for
the set of parameter experiments than it is for wind experiments.
5.1.1. Ocean State Sensitivities in Parameter and Wind Experiments
The critical bulk Richardson number and NASA experiments chosen to
show anomaly fields of climatological ocean state fields are representative
of other similar wind or parameter perturbation experiments, at the same
time being end members that show maximum anomalies. In general, the
most striking difference between NASA or ECMWF and NCEP reanalyses
is that NASA and ECMWF have stronger trade wind across the domain (a
relationship that is robust over time). Increasing Ric directly increases the
intensity of turbulent mixing almost everywhere and at most times.
The overall effect of increasing Ric will be to increase the boundary layer
depth h and the eddy diffusivity/viscosity above h by proportionality, re-
sulting in deeper mixed layers. The main effect of increasing the winds is
to increase momentum imparted to the ocean as well as the intensity of tur-
bulent mixing. To understand how the Equatorial undercurrent is affected
when the trade winds are increased, it will be necessary to consider the corre-
sponding heat flux anomalies relative to the default in our ocean only model
as well.
When the critical bulk Richardson number is increased, the associated
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deeper mixed layers cause a reduction in speed of the the wind-forced Ekman
currents to the north and south of the Equator (Fig. 3f; because turbulent
mixing is more vigorous, and the imparted momentum is distributed over a
thicker layer of water). The fact that the anomaly field does not integrate
to zero with depth is an artifact of the restorative surface heat and wind
stress fluxes. The weaker Ekman currents drive a weakened divergence at
the Equator, which in turn reduces the vertical velocity and the upwelling of
the thermocline there.
The combination of enhanced mixing and reduced Ekman upwelling at
the Equator results in increased temperatures at the surface and in the ther-
mocline in the eastern part of the basin. In the west, the mixed layer cools
and the thermocline warms, but by smaller amplitudes than in the east, be-
cause upwelling is weaker in the west and mixed layers are deeper (Fig. 3b;
so that any turbulent mixing induced changes in temperature are averaged
over a thicker layer of water and hence are smaller).
Because the equatorial current (EC) and equatorial undercurrent (EUC)
flow in opposite directions, intensifying the mixing of eastward momentum
across the sheared boundary between them will act to decrease both simul-
taneously (Fig. 3d). The maximum effect is in the central part of the basin,
where surface wind stress forcing and convection are largest.
When NASA and ECMWF reanalysis winds are blended into NCEP,
the increased wind stress forces larger Ekman currents and a larger Ekman
divergence at the Equator across the basin (Fig. 3e). On average, the increase
in upwelling is slightly larger in the eastern than in the western part of the
domain.
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4τ
τd
0.50 0.37 0.34 0.17
4Qnet
Qdnet
0.07 -0.07 -0.31 -0.48
Table 4: Fractional difference in NASA climatological averages of wind stress and net heat
flux release to atmosphere relative to default NCEP values, at night and for the 2005 -
2007 period.
The mixed layer cools across the basin from a combination of enhanced
upwelling and turbulence (Fig. 3a) The effect of increased upwelling on the
temperature field is strongest in the east, where it is more important than
that of vertical mixing. In the west, the thermocline warms and the mixed
layer cools, indicating that the effect of mixing is more important than that
of upwelling there.
The anomaly pattern is slightly more complicated for east velocity than it
is for north velocity and temperature, but a key feature is that the maximum
anomaly is in the western part of the domain (Fig. 3c). Overall, this results
because of the character of the anomalies between NASA and NCEP wind
stress and the corresponding heat flux forcing varies as a function of longitude
along the Equator. As shown at four locations along the Equator in Table
4 the largest mean fractional change in the Equatorial wind stress (2005-
2007) relative to the default value is in the west, and decreases steadily to
the east, whereas the largest mean fractional change in heat flux loss to the
atmosphere is largest in the east, and decreases steadily to the west. This
can be reasoned out by considering the temperature anomaly pattern and the
dependence of the bulk formulae in our ocean only model on temperature.
The large decrease in temperature in the east causes a large decrease in
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latent, sensible, and longwave heat fluxes to the atmosphere, despite the
larger winds there (which have the opposite effect on the latent and sensible
heat fluxes to the atmosphere). In the east, the large reduction in heat flux
loss to the atmosphere reduces the amount of convective mixing in the KPP,
which partially compensates the effect of the modest increase in wind stress.
Overall, the EUC is increased. In the western part of the domain, the heat
fluxes are not changed much,but the wind stress changes are large, so the
effect of the winds on the east velocity are not compensated by a reduction
in convective mixing, and the changes in the EC/EUC are largest there.
5.1.2. Parameter and Wind EOFs are different
In Fig. 3 we show difference fields for specific experiments, but we have
40 model evaluations to work with, and we have calculated a set of EOFs
that represent the spatial anomaly patterns for the ensemble of 20 parameter
experiments and that of 20 wind experiments, following the same procedure.
The anomaly patterns shown in Fig. 3 will be similar to the EOFs if they
are robust for all experiments within the ensemble and if the EOFs, which
exist on the array of TOGA/TAO sensor locations that is sparse in space,
adequately represent the distinguishing features of those anomaly patterns.
The geometrical projection of a parameter EOF onto a wind EOF is a mea-
sure of how similar the patterns contained in the EOFS are, with values of
0 indicating they are orthogonal to one another and a value of 1 that they
are parallel. We calculated the projection all possible pairs of parameter
and wind EOFs. The mean and maximum projection values are presented
in Table 5.
The mean projection of wind onto parameter EOFs is between 0.16 and
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Variable Mean Max
East velocity 0.24 0.64
North velocity 0.21 0.88
Temperature 0.16 0.57
Salinity 0.16 0.61
Table 5: Mean and maximum projections of all possible pairs of wind and parameter
EOFs, for each ocean state variable.
0.24 for all ocean state variables, suggesting that on average, the parameter
and wind EOFs are mostly orthogonal to one another. The largest maximum
projection is for north velocity, with a value of 0.88. It occurs for the first
wind and first parameter EOF. This is consistent with what is shown in
Fig. 3e-f, which are quite similar to one another. For temperature, east
velocity and salinity, the maximum projection ranges between 0.57 and 0.64,
which is smaller, suggesting that the parameter and wind EOFs are somewhat
different from one another in support of the hypothesis that their effects can
be partially separated. However, the question of whether our test statistic
effectively filters for the part of the signal that is most sensitive to parameter
perturbations has not yet been answered.
5.1.3. Test Statistic Filters for Parameter Response
As a test of the ability of our test statistic to filter out part of the wind
forcing uncertainty, we turn again to the 20 wind experiments and 20 param-
eter experiments. We calculated the test statistic value for each experiment,
for different versions of the test statistic where the number of EOFs retained
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in the sum is varied from 1 to 15. The ratio of variance in the test statis-
tic for the 20 parameter perturbation experiments to that in the 20 wind
experiments can be thought of as a relative gauge of the sensitivity of the
test statistic to parameter perturbations. Because it is difficult to determine
whether the perturbations that were applied for parameters and winds are
comparable, the actual magnitude of the ratio is irrelevant. The important
result is that the ratio decreases as a function of increasing retained EOFs
in the sum, indicating that a larger fraction of the wind signal bleeds into
the test statistic when a larger number of EOFs is retained, as shown in
Fig. 4. This indicates that the filter for KPP parameter perturbations is
more effective when small numbers of EOFs are retained in the test statistic.
This makes sense because the lower numbered EOFs contain the large spa-
tial scales that represent the dominant patterns of sensitivity to parameter
perturbations that contain most of the variance. Small scale features will not
be well represented in our coarse-scale model.
In response to our first question, one may significantly reduce the ef-
fects of wind uncertainties in a test statistic by using an ID method to filter
observations according to structures that matter most to parameters.
5.2. How important is it that we synthesize all available data?
The importance of synthesizing all available data will depend on the ques-
tion one is asking. In this case, we are calibrating a turbulence model. All
ocean state variables are affected by turbulent mixing. We have included
them all in our test statistic, and if it is broken down by contributing com-
ponents from each ocean state variable, it becomes clear that in a model
calibration exercise, the optimal values and their uncertainty will depend on
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what data is included (Fig. 5). Different ocean state variables will have good
matches to the data in different parts of parameter space. By including all of
them, our test statistic will be low in the regions of parameter space where
ocean state variables tend to agree on a good match between model and data.
5.3. What is the potential to make use of moored buoy observations for cali-
brating uncertain parameters within the KPP?
To demonstrate that our method of test statistic design is worth the effort,
we compare it with a simple metric for 23 of the 40 experiments. Our ID
test statistic has more variability for the 19 single parameter perturbation
experiments – by a factor of 2 or more – than the simple metric (Fig. 6).
Both test statistics have about equal variability for the 23 wind experiments
(20 blended not shown). This suggests that the ID test statistic does a better
job of distinguishing effects of parameters from the uncertainty in the wind
forcing, and that it is appropriate for use in a Bayesian calibration of the
KPP model against observations. We developed a methodology of comparing
model to data that takes into consideration processes, data, and sources of
uncertainty that can affect the success of our ability to make use of the data
to constrain uncertain parameters. The method is developed in the context
of a common turbulent mixing model, the K-Profile Parameterization as
implemented in a coarse scale (1/3 degree) regional version of the MIT general
circulation model configured for the tropical Pacific. The inquiry-dependent
test statistic of model data comparison filters model data discrepancies due to
highly uncertain wind forcing. The ID test statistic also accounts for spatial,
temporal, and cross-correlations among different ocean state variables.
The test statistic was then used to answer three questions that address
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some common challenges that arise in model data comparisons when the goal
is to calibrate a turbulent mixing model. First, we demonstrated that we can
partially separate wind and parameter effects in our test statistic. This is
achieved by using the model as a proxy for the variability and relationships
in the data and building a filter for the part of the data that is relevant
to turbulent mixing. Second, we showed that whether all the data should
be included will depend in large part on the question one is asking; in a
model calibration, the optimal parameter values and their uncertainty will
depend on what data are included. Turbulent mixing affects all ocean state
variables, and including only a subset of the ocean state variables would run
the risk of fitting one variable at the expense of another. Therefore, it is
important to include all data in a turbulent mixing calibration. Finally, we
conclude that moored buoy observations are useful for calibrating uncertain
parameters within the KPP using our ID test statistic methodology. In
particular, we showed that our test statistic is more sensitive to parameter
perturbations than a simple test statistic based on a sum of squared and
variance normalized model data discrepancies. Overall, this is a small step
towards the broader goal of performing parameter calibrations to build more
predictive models.
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Figure 2: (a) Non-dimensional shear profiles for momentum as a function of scaled depth
(φm,unst), as specified for the default case (KPP), experiment 11, and experiment 12. (b)
Non-dimensional shear profiles for scalars (tracers) as a function of scaled depth (φs,unst),
as specified for the default case (KPP), as well as perturbed experiments 13 and 14.
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Figure 3: Longitude-depth snapshots of Equatorial annually (2005-2007) averaged
anomaly fields for temperature (a-b), east velocity (c-d) and north velocity (e-f) Left
column. NASA (Exp 3) - DEFAULT. Right Column Ric=0.45 - Ric=0.15 (Exp 5 - Exp
4)
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Figure 4: The ratio of the variances in the ID test statistic values of the 20 single KPP
parameter perturbation experiments (including the default) to the 20 blended wind ex-
periments. Using this figure we determine that a maximum of 7 EOFs should be retained
in our test statistic. For reference, we show the line with ratio of the variances equal to
2.5 in red.
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Figure 5: Contributions to ID test statistic from each ocean state variable, presented as
fraction different from default value: (a) for east component of velocity (U), (b) for north
component of velocity (V), (c) for temperature (T), and (d) for salinity (S).
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Figure 6: Fractional difference in test statistics from default value as a function of
experiment number (from Table3) values. (a) For simple cost function. (b) For the ID
test statistic.
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