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REAL FIBERED MORPHISMS AND ULRICH SHEAVES
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ABSTRACT. In this paper, we define and study real fibered morphisms. Such mor-
phisms arise in the study of real hyperbolic hypersurfaces in Pd and other hyper-
bolic varieties. We show that real fibered morphisms are intimately connected to
Ulrich sheaves admitting positive definite symmetric bilinear forms.
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1. INTRODUCTION
1.1. Background. A homogeneous polynomial f ∈ R[x0, . . . , xd] is called hyper-
bolic with respect to a point e ∈ Rd+1, if f(e) 6= 0 and for every x ∈ Rd+1 the roots
of the univariate polynomial f(e+tx) are all real. Hyperbolic polynomials were first
studied in the context of partial differential equations since they arise as symbols
of hyperbolic (and hence the name) partial differential equations with constant co-
efficients. Such PDEs are of interest because the Cauchy problem is well-defined in
this case, see for example [27] and [34]. The first to study geometric properties of
hyperbolic polynomials was Ga˚rding in [28]. Ga˚rding showed that hyperbolic poly-
nomials possess remarkable convexity properties and those results were extended
by Bauschke, Gu¨ler, Lewis and Sendov in [5]. In the last years, there has also been
ample interest in hyperbolic polynomials from the areas of combinatorics [15] and
optimization [30, 56]. In that context, the so-called generalized Lax conjecture is
an important open question asking whether the feasible sets of hyperbolic program-
ming are the same as the feasible sets of semidefinite programming. More recently,
properties of stable polynomials, a special kind of hyperbolic polynomials, and cer-
tain determinantal representations of them were crucially used in the proof of the
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Kadison–Singer conjecture by Marcus, Spielman, and Srivastava [48]. Bra¨nde´n
reproved and slightly strengthened their results using convexity properties of hy-
perbolic polynomials [10]. Very recently, hyperbolic polynomials also appeared in
the context of exponential families in statistics [50].
One can reformulate the hyperbolicity property in a more geometric way, namely,
consider the hypersurface X ⊂ Pd cut out by f and consider a point e ∈ Pd off X.
Then f is hyperbolic with respect to e if and only if for every real line L through
e we have that L ∩ X ⊂ X(R). Vinnikov and the second author generalized this
idea in [58] to define hyperbolicity of a general real subvariety of Pd with respect
to a real linear subspace of correct dimension. Well-studied examples of hyperbolic
varieties that are not hypersurfaces are reciprocal linear spaces, i.e, the Zariski
closure of the Cremona transform of a linear subspace in projective space. These
varieties have been examined for example in the context of interior points methods
for linear programming [19] and entropy maximization for log-linear models [57].
Hyperbolicity (though not called so) of these varieties was shown by Varchenko
[60] and is used (not just) in the cited works at various points.
The classical example of a hyperbolic polynomial is the determinant of a generic
symmetric n × n matrix. It can be shown that this polynomial is hyperbolic with
respect to the identity matrix. This led Lax in 1958 [46] to ask whether every
hyperbolic homogeneous polynomial in three variables has a determinantal rep-
resentation. More precisely, assume f ∈ R[x0, x1, x2] is a homogeneous polyno-
mial of degree m, hyperbolic with respect to (1, 0, 0). Lax asked whether there
exist symmetric matrices A0, A1, A2 ∈ Mm(R), with A0 positive definite and f =
det(x0A0 + x1A1 + x2A2). It was observed by Lewis,Parrilo and Ramana in [47]
that this follows from a result of Vinnikov and Helton in [32]. The conjecture fails
for d > 2 even in a weakened form, see [6], [9] and [36] for more details. The
generalized Lax conjecture described above can be formulated as follows. Given
a homogeneous polynomial f ∈ R[x0, . . . , xd] hyperbolic with respect to e, can
we find another homogeneous polynomial g ∈ R[x0, . . . , xd] hyperbolic with re-
spect to e, such that the product fg is hyperbolic with respect to every point in the
connected component of e in Rd+1 \ Z(f) and fg has a symmetric determinantal
representation definite at e? The best result known today regarding this conjecture
is due to the first author in [44]. The reader is referred to [62] for an extensive
overview of classical notions of hyperbolicity and determinantal representations.
The goal of this paper is to study hyperbolicity and determinantal representa-
tions in an invariant way. Let X ⊂ Pd be a real subvariety hyperbolic with respect
to a linear subspace V ⊂ Pd, then the linear projection with center V defines a
morphism over the reals from X to Pk (here k = dimX) that sends only real points
to real points. Following the idea of Grothendieck, we isolate this property of a
morphism between real (projective) varieties. In Section 2 we define real fibered
morphisms as (finite and surjective) morphisms that map only real points to real
points. We prove that real fibered morphisms are always unramified at smooth real
points. We conclude that the Veronese embedding of Pk is not hyperbolic whenever
k ≥ 2. We say that X is weakly hyperbolic if X admits a real fibered morphism to
Pk. In the case of smooth projective curves, this is equivalent to the corresponding
Riemann surface being of dividing type (sometimes also called type one). We then
show that every such curve admits a hyperbolic embedding into P3. Therefore,
we conclude that every weakly hyperbolic curve can be hyperbolically embedded.
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This, however, fails if dimX > 1 and we provide an example of a weakly hyperbolic
variety that admits no hyperbolic embeddings.
While in the context of hyperbolicity real fibered morphisms appear as linear
projections there are also applications where this is not the case. For example, the
existence of real fibered morphisms from curves to the projective line and their
properties have been studied by several authors [17, 18, 26, 35]. Typical questions
include but are not limited to general existence results [26] or constructions of
real fibered morphisms of small degree [17]. In the study of amoebas of algebraic
varieties, the question arises for which real hypersurfaces the logarithmic Gauss
map, i.e. the map that sends a point (x0 : · · · : xn) on the hypersurface defined by
h to (x0 ∂h∂x0 : · · · : xn ∂h∂xn ), is real fibered [51, 52]. In fact, it was recently shown
in [12] that such hypersurfaces must have singularities by using our results on real
fibered morphisms1.
After reminding the reader of some results from commutative algebra in Section
3, we recall the definition of determinantal representations from [58] and the no-
tion of Ulrich sheaves from [21] and [24] in Section 4. Ulrich modules were first
studied by Ulrich and his collaborators, see for example [11] and [33]. Eisenbud
and Schreyer used Ulrich sheaves to construct determinantal and Pfaffian represen-
tations of Chow forms of subvarieties of Pd. We show that in fact Ulrich sheaves can
be identified with determinantal representations in the sense of [58]. This shows,
in particular, that every determinantal representation of a smooth projective curve
can be obtained using the algorithm described in [58]. We believe that the corre-
spondence between Ulrich sheaves and determinantal representations can be used
in the future for proving the existence of Ulrich sheaves on certain subvarieties of
Pd, as it has been done in [45] for reciprocal linear spaces. The question of which
subvarieties of Pd can be the support of an Ulrich sheaf is of particular interest
since the Boij–So¨derberg cone of such varieties is the same as the one of projective
space [23].
In Section 5 we show that definite symmetric determinantal representations can
be defined in terms of positive definite bilinear forms on Ulrich sheaves. This result
has been used in [45] to answer a question from [57]. Following [42] we define the
relative notion of f -Ulrich sheaves with respect to a finite flat morphism f : X → Y .
We give a characterization of real fibered morphisms in terms of positive semidef-
inite bilinear forms on coherent sheaves which generalize the classic methods of
checking real rootedness of univariate polynomials like the Hermite matrix or the
Be´zout matrix. In particular, we show that if f : X → Y is a finite flat morphism
with a positive f -Ulrich sheaf on X, then f is real fibered. We then proceed to for-
mulate a question which can be considered as a relative version of the generalized
Lax conjecture.
1.2. Notations and Convention. LetK stand for either the field of real or complex
numbers. By a K-variety we mean a reduced, separated scheme of finite type over
SpecK, not necessarily irreducible. A morphism of K-varieties is always meant to
be a morphism over SpecK. A curve over K is a K-variety of pure dimension one.
Now let X be an R-variety. We will write X(K) = HomSpecR(SpecK, X) for the
set of K-points. We can identify X(R) with the set of points x ∈ X, such that the
1The result in [12] was obtained after a preliminary version of this paper was published on arXiv.
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residue field κ(x) of X at x is R. We will write XC = X ×SpecR SpecC for the
complexification.
The following description appears in [59, Sec. 1.1] and in [31, Ex. II.4.7]. For
every quasi-projective R-variety X the complexification XC of X comes equipped
with an involution τ , i.e., an isomorphism of R-varieties τ : XC → XC, such that
X(R) can be identified with XC(C)τ = X(C)τ , namely the fixed points of τ . Given
two R-varieties X and Y and a morphism f : X → Y , we have a corresponding
morphism fC : XC → YC and if we denote the involution of X resp. Y by τ resp.
σ we get that fC ◦ τ = σ ◦ fC. Conversely, every morphism gC : XC → YC that
intertwines the involution, i.e., gC ◦ τ = σ ◦ fC, descends to a morphism g : X → Y .
We will use various results from real algebraic geometry. Good introductory
references are [3,8,38,49,54]. Occasionally, we will make use of the real spectrum
of a ring. Given a ring A the real spectrum SperA is the set of all pairs α = (p, P )
where p is a prime ideal of A and P is an ordering of the residue field κ(p) [8, §7.1].
See [8, Prop. 7.1.2] for equivalent definitions. Let α = (p, P ) ∈ SperA and let
ρA,p : A → κ(p) be the canonical homomorphism. We denote by Supp(α) = p the
support of α, i.e., the prime ideal corresponding to α. For any element f ∈ A we
say that f(α) ≥ 0, i.e., f is nonnegative in α, if ρA,p(f) ∈ P . We write f(α) > 0 if
f(α) ≥ 0 and f 6∈ Supp(α). On SperA we consider the spectral topology. This is the
topology on SperA that is generated by the subbasis of open sets of the form
{α ∈ SperA : f(α) > 0}
for f ∈ A [8, Def. 7.1.3]. Note that every ring homomorphism A → B induces
a continuous map SperB → SperA [8, Prop. 7.1.7]. Now let A be a finitely
generated reduced R-algebra and let X = SpecA be the corresponding affine R-
variety. Since R has exactly one ordering, the points of SperA whose support is a
maximal ideal can be identified with X(R). Under this identification, we have that
X(R) is dense in SperA [38, III §3, Thm. 7]. Finally, for α, β ∈ SperA we say that
α specializes to β if β ∈ {α}.
Acknowledgements. We would like to thank Christoph Hanselka, Claus Schei-
derer, Bernd Sturmfels, Victor Vinnikov and Amnon Yekutielli for some helpful dis-
cussions related to the subject of this paper.
2. REAL FIBERED MORPHISMS
In this section, we work over the ground field R. We will write Pd = PdR for the
projective d-space over R. The goal of this section is to study real fibered morphisms
of R-varieties. We start with a definition.
Definition 2.1. Let f : X → Y be a finite surjective morphism of R-varieties. We
say that f is real fibered if, for every x ∈ X, we have that f(x) ∈ Y (R) if and only
if x ∈ X(R).
Remark 2.2. It is clear that every R-point is sent to an R-point. The real fibered
property implies the converse as well. Now let X and Y be quasi-projective R-
varieties and gC : XC → YC be a morphism that intertwines the involutions on XC
and YC which is finite and surjective. Then by descent theory the morphism of
R-varieties g : X → Y that we get is real fibered if and only if gC maps only fixed
points (of the involution) to fixed points. For details on Galois descent see [29, Sec.
14.20]
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Remark 2.3. The property of being real fibered is stable under base-change, i.e., if
X → Y is real fibered and Y ′ → Y is any morphism of R-varieties, then the induced
morphism X ×Y Y ′ → Y ′ is also real fibered. Furthermore, the composition of two
real fibered morphisms is again real fibered.
To motivate the definition we recall the following definition of hyperbolic vari-
eties from [58].
Definition 2.4. Let X be a projective R-variety of dimension k and let ι : X → Pd
be an embedding. Let V ⊂ Pd be a real d − k − 1-dimensional linear subspace,
such that ι(X) ∩ V = ∅. We say that ι is a hyperbolic embedding if for every real
d − k-dimensional subspace U containing V , we have U ∩ ι(X) ⊂ ι(X(R)). If the
embedding is clear from the context, we will simply say that X is hyperbolic with
respect to V .
Assume that X ⊂ Pd is hyperbolic with respect to V . Then the linear projection
from V induces a finite surjective morphism f : X → Pk. Furthermore, X being
hyperbolic with respect to V implies that f is real fibered. Therefore, we make the
following definition.
Definition 2.5. We say that an R-variety X is weakly hyperbolic if there exists a
real fibered morphism f : X → Pk.
Example 2.6. Let C ⊂ Pn be the rational normal curve of degree n, i.e., the image
of the morphism
P1 → Pn, (s : t) 7→ (sn : sn−1t : . . . : tn).
The purpose of this example is to show that this is a hyperbolic embedding of P1
and to give a description of all the n− 2-dimensional subspaces of Pn with respect
to which C is hyperbolic.
Consider a linear projection of C from an n − 2-plane in Pn disjoint from C to
P1. After choosing a basis on P1 this corresponds to a morphism P1 → P1 given
by two bivariate polynomials f and g of degree n without common projective zero.
The elements of the fiber over a real point (λ : µ) ∈ P1 under this morphism are the
zeros of µf−λg. Thus the morphism is real fibered if and only if for all λ, µ ∈ R, not
both zero, the polynomial µf − λg has only real roots. It is classically known, see,
for example, [55, Thm. 6.3.8], that this is equivalent to f and g having interlacing
zeros, i.e., all zeros of f and g are simple and real and each connected component
of P1(R)r {P | f(P ) = 0} contains exactly one zero of g and vice versa.
To make an explicit example consider the case n = 3, the case of the twisted
cubic curve. The line L1 in P3 spanned by the points (0 : 1 : 0 : 0) and (0 : 0 :
1 : 0) is disjoint from C and the projection from L1 corresponds to the morphism
P1 → P1, (s : t) 7→ (s3 : t3). The zeros of s3 and t3 clearly do not interlace
and we have that C is not hyperbolic with respect to L1. But the line L2 spanned
by the points (1 : 0 : 1 : 0) and (0 : 1 : 0 : 4) corresponds to the morphism
P1 → P1, (s : t) 7→ (s3− st2 : 4s2t− t3). Since the zeros of s3− st2 and 4s2t− t3 do
interlace, the twisted cubic C is hyperbolic with respect to L2.
Hyperbolicity of the rational normal curve can also be seen without using results
about interlacing polynomials. The Mo¨bius transformation Φ(z) = z−iz+i sends the
real line (including infinity) to the unit circle. Conversely, every point that is sent
to the unit circle lies on the real line. The map ψk(z) = zk has the property that z is
on the unit circle if and only if ψk(z) is on the unit circle for k ≥ 1. This shows that
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the morphism P1 → P1 that we get from Φ−1 ◦ψk ◦Φ is a real fibered morphism of
degree k for all k ≥ 1.
The following proposition gives a condition when a weakly hyperbolic variety
admits a hyperbolic embedding.
Proposition 2.7. Assume that X is weakly hyperbolic, with f : X → Pk being the
real fibered morphism. If L = f∗OPk(1) is very ample, then X admits a hyperbolic
embedding.
Proof. Let ι : X → P(H0(X,L)∗) be the embedding obtained from L. Write f =
(µ0 : · · · : µk), for µ0, . . . , µk ∈ H0(X,L). Then it is immediate that ι(X) is hyper-
bolic with respect to the real subspace µ0 = . . . = µk = 0. 
For any R-variety X, we can equip X(C) with the classical topology and X(R)
is a closed subset of X(C) with respect to the classical topology. Recall that a
smooth, geometrically irreducible projective curve X is called of dividing type if
X(C) \X(R) has two connected components. Then we have the following:
Theorem 2.8. Let X be a smooth, geometrically irreducible projective curve over R.
The following are equivalent:
(i) X is of dividing type.
(ii) X is weakly hyperbolic.
(iii) X admits a hyperbolic embedding into some Pd.
Proof. It is immediate that (iii) implies (ii). The direction (i) ⇒ (ii) is [26, Thm.
7.1], see also [1, §4.2] for the original proof in the analytic setup. On the other
hand, if f : X → P1 is a real fibered morphism, then f(X(C) \ X(R)) = P1(C) \
P1(R). Since P1(C) \ P1(R) is not connected, it follows that X(C) \ X(R) is not
connected as well and hence (i) is equivalent to (ii).
Now let f : X → P1 be real fibered and L = f∗OP1(1). Note that L is an ample
line bundle on X since f is finite. In Example 2.6 we have seen that for any n ≥ 1
there is a real fibered morphism g : P1 → P1, such that OP1(n) = g∗OP1(1) and
for sufficiently large n the line bundle Ln = (g ◦ f)∗OP1(1) is very ample. Thus by
Proposition 2.7 (ii) implies (iii). 
Remark 2.9. Theorem 2.8 says that every weakly hyperbolic curve admits a hyper-
bolic embedding into some projective space. We will see in Example 2.23 that this
is not true for higher-dimensional varieties.
Corollary 2.10. Let X be a smooth projective curve of dividing type. Then X admits
a hyperbolic embedding into P3 and a birational hyperbolic embedding into P2.
Proof. Assume that we can embed X in Pd, such that the image is hyperbolic with
respect to some d− 2-dimensional real subspace V ⊂ Pd. The tangent variety to X
is of dimension at most two and the secant variety is of dimension at most three.
Thus if d > 3 we can find a real point in V disjoint from the secant variety and
project from it. In [58, Thm. 3.10] states that if X is hyperbolic with respect to
V , then there exists an open subset (in the classical topology) of the Grassmannian
G(d−2, d)(R) containing V , such that X is hyperbolic with respect to any subspace
in this subset. Thus we can perturb V slightly if needed. We obtain an embedding
of X into Pd−1 hyperbolic with respect to the image of V . Hence we can embed X
hyperbolically into P3. We can repeat this argument in case d = 3 to get a finite
map from X into P2, birational onto its image. 
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Remark 2.11. Let X be a projective, geometrically irreducible, smooth, real curve.
Let g be its genus and let s be the number of connected components of X(R). If
s = g + 1, then X will be of dividing type. If X is of dividing type, then g + 1 − s
will be even [37, §21].
Example 2.12. The TV-Screen is the plane quartic curve defined by x4 + y4 − z4.
Its genus is three and X(R) has only one connected component. Thus g+ 1− s = 3
is odd and therefore the TV-Screen admits no hyperbolic embedding.
Example 2.13. The Edge quartic is the plane quartic curve defined by
25 · (x4 + y4 + z4)− 34 · (x2y2 + x2z2 + y2z2).
The set of its real points has four connected components. Thus it is not hyperbolic
with respect to any point in the plane. But it can be embedded hyperbolically into
some Pd since it is of dividing type. In fact, we can describe such an embedding
concretely. Each of the ovals bounds a region in P2(R) that is homeomorphic to
a two-dimensional disc. Fix a point in the interior of each of these four regions
and consider the pencil of quadrics that pass through all these four points. Each
such quadric will intersect the curve in eight real points. Thus we get a real fibered
morphism to P1. This corresponds to a hyperbolic embedding of the Edge quartic
into P5 via the second Veronese embedding of P2. It is hyperbolic with respect
to the three-dimensional subspace of P5 that is spanned by the image of our four
chosen points. In order to explicitly compute a birational hyperbolic embedding
into P2, we choose (−1 : 1 : 1), (1 : −1 : 1), (1 : 1 : −1) and (1 : 1 : 1) as our four
points. The three quadrics
xy + xz + yz + x2, xy + xz + yz + y2, xy + xz + yz + z2
are a basis of all quadrics vanishing on (−1 : 1 : 1), (1 : −1 : 1), (1 : 1 : −1). Thus
the image of the Edge quartic under the map to P2 defined by those three quadrics
is a plane hyperbolic curve. It is the zero set of the following symmetric polynomial:
27 · (x4y4 + x4z4 + y4z4)− 36 · (x4y3z + x3y4z + x4yz3 + xy4z3 + x3yz4 + xy3z4)
−382 · (x4y2z2 + x2y4z2 + x2y2z4) + 436 · (x3y3z2 + x3y2z3 + x2y3z3).
FIGURE 1. The Edge quartic (on the left) and a birational hyper-
bolic embedding of it into P2.
Let B be a ring and let A be a B-algebra which is a finitely generated free B-
module. Any element a ∈ A defines the B-endomorphism ma : A → A, b 7→ a · b.
We define tr(a) ∈ B to be the trace of the endomorphism ma.
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Now let B = R and A be an R-algebra which is a finite-dimensional R-vector
space. Recall from [53, Thm. 2.1] that then the trace bilinear form A × A →
R, (f, g) 7→ tr(fg) is positive semidefinite if and only if Spec(A) consist only of
R-points. Similarly, if K ⊂ L is a field extension of degree m and P an ordering
of K, then the signature (with respect to P ) of the trace bilinear form L × L →
K, (f, g) 7→ tr(fg) is the number of different extensions of P to L, see also [38, §8].
To characterize real fibered morphisms we have the following theorem:
Theorem 2.14. Let X and Y be irreducible R-varieties. Assume that Y is smooth. Let
f : X → Y be a finite, flat and surjective morphism, then the following are equivalent:
(i) The morphism f is real fibered.
(ii) Every ordering of the function field K of Y has exactly m extensions to the
function field L of X, where m = [L : K] the degree of f .
Proof. Consider the K-bilinear form b : L × L → K, (f, g) 7→ trL/K(f · g). For
every point y ∈ Y (R) there exists an open affine neighborhood U ⊂ Y of y, such
that f−1(U) ⊂ X is affine and OX(f−1(U)) is a finite free module over OY (U).
Let A = OY (U) and B = OX(f−1(U)). Therefore, the trace map trL/K : L → K
satisfies trL/K(B) ⊂ A. Now (i) together with the above remark implies that the
A-bilinear form
b : B ×B → A, (a, b) 7→ trL/K(ab)
is positive semidefinite at every point from U(R), thus it is positive semidefinite on
Sper(A). Indeed, U(R) is dense in Sper(A) [38, III §3, Thm. 7] and therefore the
closed set defined by the principal minors of the matrix associated to the bilinear
form is everything. In particular, the K-bilinear form
b : L× L→ K, (a, b) 7→ trL/K(ab)
is positive definite on Sper(K) ⊂ Sper(A), i.e., the signature of b is m for every
ordering of K. By what has been said above this implies (ii). In order to prove
(ii) ⇒ (i), assume that f−1({y}) 6⊂ X(R). This means that the bilinear form b
is not positive semidefinite in y. Since y is a smooth point of Y , the Artin–Lang
Theorem [7, Thm. 1.3] implies that b is not positive semidefinite on Sper(K). 
Remark 2.15. The previous theorem is true even without the assumption of flatness
[43, Thm. 2.4.5] but for the sake of simplicity and since we will apply the theorem
only to flat morphisms we do not give a proof here.
For the following recall that we assume all curves to be equidimensional.
Corollary 2.16. Let f : X → Y be a finite surjective morphism of curves over R.
Assume that Y is smooth, then f is real fibered if and only if f ◦ pi is real fibered,
where pi : X˜ → X is the normalization map.
Proof. Without loss of generality, we can assume that X and Y are irreducible.
Since all R-varieties of dimension one are Cohen–Macaulay [13, Ex. 2.1.20] we
have that both f and f ◦pi are flat. Now since the function fields of X and of X˜ are
the same, the claim follows immediately from the above theorem. 
Proposition 2.17. Let f : X → Y be a finite surjective morphism of curves over R. Let
p ∈ X(R) be such that Y is smooth at f(p). If the differential dp f : TpX → Tf(p)Y
at p is the zero map, then f is not real fibered.
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Proof. Without loss of generality we can assume that Y is smooth and that X and
Y are irreducible and affine. Let pi : X˜ → X be the normalization map and let
q ∈ X˜(R) be any point, such that pi(q) = p (we can assume that such a point q
exists since otherwise f ◦ pi and thus f would fail to be a real fibered morphism).
We have dq(f ◦pi) = dp f ◦dq pi = 0. Thus by the preceding corollary, we can further
restrict to the case where X is smooth.
Let X = Spec(A) and Y = Spec(B) and let f˜ : Sper(A) → Sper(B) be the
induced map between the real spectra. Let d be the degree of f . By the Baer–
Krull Theorem [25, Thm. 2.2.5] there are two distinct points α1, α2 ∈ Sper(B)
with support zero that specialize to f(p). If f is real fibered the theorem above
implies that there are 2d distinct points in the preimage f˜−1({α1, α2}). By real
going-up [3, Thm. 4.3] these specialize to points in the preimage of f(p). But
since f is ramified at p, there are at most d − 1 points in the preimage of f(p). By
the pigeonhole principle, we thus have at least one point in Sper(A) to which at
least three distinct points with support zero specialize. But since X is smooth this
contradicts the Baer–Krull Theorem. 
Remark 2.18. The fact that a real fibered morphism f : X → P1, where X is a
smooth curve over R, is unramified at real points can be easily seen using complex
analysis. Consider f as a meromorphic function on X(C) and consider its Laurent
expansion in some real local coordinate around a zero to see that it has to be a
simple zero.
The following theorem has been proved in several special cases like for hyper-
bolic hypersurfaces [32] or reciprocal linear spaces [57]. However, their methods
do not generalize to the case of arbitrary real fibered morphisms.
Theorem 2.19. Let f : X → Y be a real fibered morphism between two R-varieties.
Let p ∈ X(R) and q = f(x) ∈ Y (R) be smooth points. Then the differential
dp f : TpX → TqY at p is an isomorphism.
Proof. Assume that the differential dp f of f at p is not surjective. Let C ⊂ Y be a
curve over R which is smooth at q and whose tangent space intersects the image of
dp f trivially. Let C ′ = X ×Y C be the fiber of f over C which is again a curve. The
induced map C ′ → C is real fibered and its differential at p is zero. This contradicts
the preceding lemma. 
The following corollary is a partial generalization of [32, Thm. 5.2].
Corollary 2.20. Assume that X is a smooth weakly hyperbolic R-variety of dimension
k ≥ 2 with f : X → Pk being a real fibered morphism. Then X(R) is a disjoint union
of s components homeomorphic to Sk and r components homeomorphic to Pk(R)
where 2s + r = deg f (both with respect to the classical topology on X(R)). In
particular, every other real fibered morphism X → Pk has to be of degree deg f .
Proof. By the above theorem X(R) is a covering space of Pk(R) with deg f many
sheets. Since k ≥ 2 we have that pi1(Pk(R)) ∼= Z/2. Hence every connected
component of X(R) is either homeomorphic to Sk or to Pk(R) and the formula
2s+ r = deg f follows from counting the sheets. 
We have seen in Example 2.6 that the rational normal curve is always hyperbolic.
This fails for Veronese varieties of higher dimension.
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Corollary 2.21. If X = Vm(Pk) is the Veronese embedding of Pk (k,m ≥ 2) into PN ,
where N =
(
k+m
m
) − 1, then X is not hyperbolic, i.e., there is no real linear subspace
V ⊂ PN of dimension N−k−1, such that V ∩X = ∅ and X is hyperbolic with respect
to V .
Proof. Suppose towards a contradiction that X is hyperbolic with respect to some
real linear subspace V ⊂ Pd of dimension N − 1 − k. Then the projection from
V is a real fibered morphism f : X → Pk of degree mk. On the other hand, we
have that X(R) is (homeomorphic to) Pk(R). Using the notation of the previous
corollary, this means that s = 0 and r = 1 and therefore deg f = 2s+ r = 1 by the
statement of the preceding corollary. Since k,m ≥ 2, this is a contradiction. 
Two bivariate homogeneous forms with real coefficients of the same degree that
interlace have the property that every nonzero polynomial in their span over R has
only real zeros. One can ask whether such a phenomenon exists for forms in more
than two variables. The next corollary shows that this is not possible. It might be
known to experts on zero-dimensional systems, however, we have not found any
such result in the literature.
Corollary 2.22. There are no d+ 1 homogeneous forms f0, . . . , fd ∈ R[x0, . . . , xd] of
degree m for d,m > 1, without common zeros, such that every d linearly independent
forms in their span over R have just real common zeros.
Proof. If there were such polynomials f0, . . . , fd ∈ R[x0, . . . , xd], then the morphism
f : Pd → Pd, x 7→ (f0(x) : · · · : fd(x)) would be real fibered. Since f can be written
as the composition of the Veronese embedding with a linear projection, this would
imply that Vm(Pd) is hyperbolic which is not possible by Corollary 2.21. 
Example 2.23. In this example, we will consider a double cover of the projec-
tive plane branched along a smooth curve of degree 2m without real points. We
will show that if m ≥ 2 this is a weakly hyperbolic variety that does not admit a
hyperbolic embedding into some projective space.
Let p ∈ R[x0, x1, x2] be a positive definite, homogeneous polynomial of degree
2m, such that the curve in P2 defined by p is smooth. Let X be the hypersurface
defined by y2 = p(x0, x1, x2) in the weighted projective space P(1, 1, 1,m) where
x0, x1, x2 are homogeneous coordinates of weight 1 and y is a homogeneous coor-
dinate of weight m. We have that X is a smooth projective variety and the projec-
tion morphism f : X → P2 on the first three coordinates is finite of degree two.
Moreover, it is real fibered since p is positive definite. If there was any hyperbolic
embedding ι of X into some projective space, there would be a real fibered linear
projection from ι(X) to P2. By Corollary 2.20 this would also have to be of degree
two. This means that X would be isomorphic to a smooth quadric surface Q in P3.
For example, comparing Hodge numbers shows that this cannot be, since we have
h1,1(Q) = 1, but h1,1(X) 6= 1 for m ≥ 2 (see for example [4, Chapter 17]).
The previous example shows the existence of a weakly hyperbolic surface which
cannot be embedded hyperbolically to some Pn but rather to some weighted pro-
jective space. In the following, we show that this can always be done, when the
real fibered morphism is flat.
REAL FIBERED MORPHISMS AND ULRICH SHEAVES 11
Lemma 2.24. Let Y = P(1, . . . , 1︸ ︷︷ ︸
k+1
, n, . . . , n︸ ︷︷ ︸
d−k
) be the weighted projective space. Let us
write y = (y0, y1, . . . , yd) and set V = {y ∈ Y | y0 = y1 = · · · = yk = 0}. Consider
the projection from V , namely f : Y r V → Pk. This map realizes Y r V as the total
space of OPk(n)⊕(d−k)
Proof. Clearly, we have that Y r V is a total space of a vector bundle over Pk since
over each point we perform coordinate-wise addition in the coordinates of weight
n. Consider the distinguished affine open subsets of Pk given by Uj = {xj 6= 0}, for
j = 0, . . . , k. Note that f−1(Uj) = {xj 6= 0} with coordinates
(x0/xj , . . . , xj−1/xj , xj+1/xj , . . . , xk+1/xnj , . . . , xd/x
n
j ).
Now on the intersection of Uj with Ui we get that the transition maps are diagonal
with the coordinate to power n on the diagonal and this corresponds precisely to
OPk(n)⊕(d−k). 
Theorem 2.25. If X is a real projective k-dimensional weakly hyperbolic variety,
that admits a flat real fibered morphism f : X → Pk, then we can embed X into a
weighted projective space Y = P(1, . . . , 1︸ ︷︷ ︸
k+1
, n, . . . , n︸ ︷︷ ︸
m
) for some m ∈ N, such that the
following diagram commutes:
(2.1) X ι //
f   
Y
pi

Pk
.
Here pi is the projection on the first k + 1 coordinates.
Proof. Since the morphism f is finite and flat we know that f∗OX is a vector bundle
on Pk. Furthermore, we have the trace morphism f∗OX → OPk and we obtain
a decomposition f∗OX ∼= OPk ⊕ E , where E is some vector bundle. Let n be a
positive integer, such that E(n) is generated by global sections, i.e., there exits an
epimorphism O⊕mPk → E(n) and therefore an epimorphism:
OPk(−n)⊕m ⊕OPk → f∗Ox.
This epimorphism extends to an epimorphism ι# : Sym(OPk(−n)⊕m) → f∗OX .
Applying the relative spec construction (see [22, Sec. I.3.3]) to the sheaf of algebras
Sym(OPk(−n)⊕m) we get the total space of the vector bundle OPk(n)⊕m, that we
shall denote by Z. The epimorphism ι# induces the closed embedding ι : X → Z
and by construction, we have the commutative diagram (2.1). Now it remains to
apply the previous lemma to obtain that Z is the complement of a linear subspace
in the weighted projective space Y and pi is the associated projection. 
3. SOME COMMUTATIVE ALGEBRA
In this section, we will recall definitions and theorems from commutative algebra
that we will need later on. We always let S = K[z0, . . . , zd] be the standard graded
polynomial ring, where K = C or K = R. The multiplicity e(M) of a positive-
dimensional graded S-module M is the normalized leading coefficient of its Hilbert
polynomial [13, Def. 4.1.5]. The degree degF of a coherent sheaf F on Pd = PdK is
the multiplicity of the S-module H0∗ (F).
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Definition 3.1. An Ulrich module is a graded Cohen–Macaulay S-module M which
is finitely generated in degree zero with the property that the minimal number of
generators of M is equal to its multiplicity.
Ulrich modules can be characterized in terms of their free resolutions.
Theorem 3.2 (Brennan, Herzog, Ulrich). Let M be a finitely generated graded S-
module. Then the following are equivalent:
(i) M is an Ulrich module.
(ii) The minimal S-free resolution
F : 0→ Fn−k → · · · → F1 → F0 →M → 0
of M is linear, i.e., 0 6= Fi is generated in degree i for every 0 ≤ i ≤ n − k, and
k + 1 = dimM .
If (i) and (ii) hold, then the rank of Fi is
(
n−k
i
) · e(M).
Proof. The equivalence is [11, Prop. 1.5]. Furthermore, it is shown in [24] right
after the proof of Prop. 2.1 that rank Fi =
(
n−k
i
) · rank F0. But since M is an Ulrich
module, we have e(M) = rank F0 so the additional statement follows as well. 
Recall, for example from [13, §1.6], that given elements f1, . . . , fr ∈ S the Koszul
complex K(f) = K(f1, . . . , fr) is given by
0→ S → Sr → ∧2Sr → · · · → ∧iSr → ∧i+1Sr → · · · → ∧rSr → 0
where an element a ∈ ∧iSr is sent to f ∧ a ∈ ∧i+1Sr where f = (f1, . . . , fr). The
Koszul complex is self-dual, i.e., K(f) and HomS(K(f), S) are isomorphic complexes
[13, Prop. 1.6.10]. The following related concept will be crucial.
Definition 3.3. Let A = (A1, . . . , As) be a tuple of pairwise commuting r × r ma-
trices whose entries are in S. We can define on Sr the structure of an S[t1, . . . , ts]-
module (where the ti are new variables) by letting ti act on Sr via multiplication
with the matrix Ai from the left. We denote this S[t1, . . . , ts]-module by P . Let-
ting t = (t1, . . . , ts) we can consider the Koszul complex K(t). We can consider
the complex P ⊗ K(t) as a complex of S-modules instead of S[t1, . . . , ts]-modules.
This complex is called the Koszul complex associated to the matrices A1, . . . , As and
is denoted by K(A). It is a complex of free S-modules and the maps of K(A) are
obtained from the maps of K(t) by replacing everywhere ti by Ai.
Remark 3.4. In the situation of the above definition, if t1, . . . , ts is a P -regular
sequence, then the complex K(A) is a free resolution of the cokernel of the matrix
(A1 · · ·As) obtained from concatenating the matrices Ai. This follows from [13,
Cor. 1.6.14].
We end this section with recalling a construction that we found in [24, p. 542].
Consider a complex of free modules over S:
F : 0→ Fc → · · · → F1 → F0 → 0,
and assume that it is linear in the sense that Fi is generated in degree i for all
0 ≤ i ≤ c. We fix a basis of each Fi and consider the representing matrices Ai
(with respect to these fixed bases) of the maps ψi : Fi → Fi−1 for 1 ≤ i ≤ c.
By assumption, the entries of the matrices Ai are of degree one, i.e., linear forms
on Kd+1. We consider these entries as degree one elements of the tensor algebra
T(Kd+1)∨. Thus the matrices Ai are matrices over the algebra T(Kd+1)∨ and as
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such we can look at the product γ(F) = A1 · · ·Ac which is a matrix whose entries
are elements of T(Kd+1)∨ of degree c, i.e., multilinear forms on Kd+1. Because
F is a complex, i.e., ψi ◦ ψi+1 = 0, these multilinear forms are in fact alternating
multilinear forms. Thus the entries of the matrix γ(F) are elements of
∧c
(Kd+1)∨.
Up to multiplication of γ(F) from the left by a matrix from GLrankF0(K) and from
the right by a matrix fromGLrankFc(K). This does not depend on the choice of the
bases of the Fi. We call the matrix γ(F) constructed above the alternating matrix
associated to F.
Remark 3.5. In the following, we will not specify the bases of F0 and Fc if it is either
clear which bases we choose or if the properties of γ(F) that we are interested in
are independent of such a choice.
Example 3.6. Let l = (l1, . . . , lr) where the li ∈ S are homogeneous elements of
degree one. Then the Koszul complex K(l) is a linear complex. The alternating
matrix γ(K(l)) has the size of 1× 1. Its entry is the alternating form on r copies of
Kd+1 that sends (v1, . . . , vr) to the determinant of the r × r matrix (li(vj))1≤i,j≤r.
More generally, let A1, . . . , Ar be matrices with linear entries from S that com-
mute pairwise and let K(A) be the Koszul complex associated to the Ai (see Defini-
tion 3.3). This is a linear complex. The alternating matrix γ(K(A)) is the alternating
form on r copies of Kd+1 that sends (v1, . . . , vr) to the matrix
γ(K(A))(v1, . . . , vr) =
∑
σ∈Sr
sgn(σ) ·Aσ(1)(v1) · · ·Aσ(r)(vr),
where Ai(vj) is supposed to be the matrix whose entries are the entries of Ai eval-
uated at vj and Sr is the symmetric group on r elements. Later on, we will be
interested in the case where the matrices Ai are symmetric. Then γ(K(A)) is also
symmetric. Indeed, γ(K(A))t sends (v1, . . . , vr) to the matrix
γ(K(A))t(v1, . . . , vr) =
∑
σ∈Sr
sgn(σ) ·Aσ(r)(vr)t · · ·Aσ(1)(v1)t.
Letting τ be the permutation that maps τ(j) = r − j + 1 for all j = 1, . . . , r and
because the Ai are symmetric, this matrix equals∑
σ∈Sr
sgn(σ) · sgn(τ) ·Aσ(1)(vr) · · ·Aσ(r)(v1).
Thus we have
γ(K(A))t(v1, . . . , vr) = sgn(τ)γ(K(A))(vr, . . . , v1) = γ(K(A))(v1, . . . , vr).
The last equality holds because the entries of γ(K(A)) are alternating forms.
4. ADMISSIBLE DETERMINANTAL REPRESENTATIONS AND ULRICH SHEAVES
In this section, we will work over the complex numbers C unless explicitly oth-
erwise stated. We let S = C[z0, . . . , zd].
Definition 4.1. A coherent sheaf F on Pd is an Ulrich sheaf if the S-module H0∗ (F)
is an Ulrich module.
Now let X be a projective variety of pure dimension k and fix an embedding
i : X → Pd given by a line bundle L = i∗OPd(1), we say that a sheaf F on X
is Ulrich with respect to L if i∗F is Ulrich. In this case, we also have that if we
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decompose into irreducible components X = X1 ∪ · · · ∪ Xr, then by [40, VI §2,
Prop. 2.7] we have that degF = ∑rj=1 rank(F|Xj ) deg(Xj), where the degree
of each component is with respect to the embedding i, see also [24]. When the
embedding is fixed and there exists such a sheaf on X of degree n, then we will
simply say that X admits an Ulrich sheaf of degree n.
There is yet another equivalent way to define Ulrich sheaves. Given a subscheme
X ⊂ Pd of pure dimension k, we can realize X as a branched covering of Pk
by means of a linear projection from a linear subspace of Pd of dimension d −
k − 1 disjoint from X. One can define then a sheaf F supported on X (scheme-
theoretically) to be Ulrich if for a general linear projection pi : X → Pk, there exists
a positive integer m, such that pi∗F ∼= OmPk . See [24, Prop. 2.1] for the equivalence
of those definitions.
We now recall the definition of determinantal representations of subvarieties of
Pd = PdC introduced in [58].
Definition 4.2. We say that X ⊂ Pd of dimension k has a Livsic-type determinantal
representation, if there exists a tensor γ ∈ ∧k+1Cd+1 ⊗Mn(C), such that the set of
closed points p ∈ Pd, satisfying γ ∧ p has non-trivial kernel considered as a linear
map from Cn to ∧k+2Cd+1 ⊗ Cn, is precisely the set of closed points of X.
Consider the kernel sheaf K of the vector bundle map OPd(−1)n → O(
d+1
k+2)n
Pd
associated to γ. Let us associate a cohomology cycle to γ. We decompose X =
X1 ∪ · · · ∪ Xr into irreducible components, and for each component, we set nj to
be the dimension of the fiber of K at the generic point of Xj . We then define the
cycle of γ to be:
Z(γ) =
r∑
j=1
nj [Xj ].
Let us denote (here [H] is the class of a hyperplane):
deg(γ) = deg(Z(γ)) =
∫
Pd
Z(γ) · [H]k =
∑
dimXj=k
nj deg(Xj).
Definition 4.3. We say that X has an admissible (very reasonable in the parlance
of [58]) determinantal representation if X has a determinantal representation γ ∈
∧k+1Cd+1 ⊗Mn(C) and deg(γ) = n.
Remark 4.4. Let γ ∈ ∧k+1Cd+1 ⊗Mn(C) be an admissible determinantal represen-
tation of the projective variety X ⊂ Pd of dimension k. Then the Chow form of X
has a determinantal representation. Indeed, we have
∧k+1Cd+1 ⊗Mn(C) ∼= (∧d−kCd+1)∨ ⊗Mn(C)
and we can think of γ as a matrix having linear forms on ∧d−kCd+1 as entries. Let
Y ⊂ P(∧d−kCd+1) denote the corresponding determinantal hypersurface defined
by det γ. Consider the Plu¨cker embedding of the Grassmannian G(d − k − 1, d) ⊂
P(∧d−kCd+1). The intersection Y ∩ G(d − k − 1, d) consists of exactly those linear
subspaces that intersect X [58, Thm. 2.18]. In particular, the admissible determi-
nantal representation γ gives a linear determinantal representation of some power
of the Chow form of X.
Example 4.5. It is, however, not true that a determinantal representation of the
Chow form of X yields a determinantal representation of X itself. To see this
REAL FIBERED MORPHISMS AND ULRICH SHEAVES 15
let δi be the standard basis for C3 and set X = {[δ0], [δ1], [δ2]} ⊂ P2, where the
square brackets stand for the projective equivalence class of the point. Let us write
x01, x02, x12 for the coordinates of the dual projective space, where for example x01
is the coordinate vanishing on the hyperplane orthogonal to δ2. Note that the Chow
form of X is the union of the coordinate hyperplanes and the following matrix is a
determinantal representation for the Chow formx01 0 00 x02 x01
0 0 x12
 .
The conressponding tensor is:
γ =
δ2 0 00 −δ1 δ2
0 0 δ0
 ∈ C3 ⊗M3(C).
Now note that
γ ∧ δ0 =
−δ0 ∧ δ2 0 00 δ0 ∧ δ1 −δ0 ∧ δ2
0 0 0
 .
This is an injective map from C3 to ∧2C3 ⊗ C3 and thus γ is not a determinantal
representation of X, since [δ0] ∈ X.
Lemma 4.6. Let X ⊂ Pd be a subvariety of dimension k and let γ ∈ ∧k+1Cd+1 ⊗
Mn(C) be an admissible determinantal representations for X. Then there exist com-
muting matrices of linear forms T0, . . . , Td−k−1, such that X is precisely the collection
of points, where the long matrix T = (T0, . . . , Td−k−1) has a left kernel. Furthermore,
for every 0 ≤ j ≤ d − k − 1, Tj = zjI − Aj , where Aj is a matrix of linear forms in
the variables zd−k, . . . , zd and the Aj are generically semi-simple.
Proof. We fix a subspace V off the Chow form of X and a basis e0, . . . , ed−k−1 for
V . We complete our basis to a basis of Cd+1 that we will denote by e0, . . . , ed. As
we have seen in 4.4 for any d − k − 1-dimensional subspace V ⊂ Pd that is off
the Chow form of V , the matrix γ ∧ (e0 ∧ · · · ed−k−1) is invertible. For every point
u =
∑d
j=0 zjej /∈ V and every 0 ≤ i ≤ d− k − 1, we define the matrices
γ(V, i, u) = γ ∧ (e0 ∧ · · · ∧ ei−1 ∧ u ∧ ei+1 ∧ · · · ∧ ed−k−1) =
ziγ(V ) + (−1)d−k−i−1
d∑
j=d−k
zjγ ∧ (e0 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ ed−k−1 ∧ ej).
We set T ti = γ(V )
−1γ(V, u, i), these are matrices of linear forms in the variables
z0, . . . , zd. By [58, Cor. 2.21] these matrices pairwise commute. By [43, Cor.
6.3.18] the variety X is precisely the collection of points where the T ti have joint
kernel.
Note that Ti = ziI−Ai, for 0 ≤ i ≤ d−k−1, whereAi = (−1)d−k−i
∑d
j=d−k zj(γ∧
(e0 ∧ · · · ∧ ei−1 ∧ ei+1 ∧ · · · ∧ ed−k−1 ∧ ej))t. Thus Ai are matrices of linear forms
in the variables zd−k, . . . , zd. Furthermore, since γ is admissible, we have that
for a generic point v′ =
∑d
j=d−k zjej , the joint kernels of the Ti at the points
X ∩ Span{V, v′} span Cd+1. These are precisely the joint eigenspaces of the Ai and
thus the Ai are generically semi-simple. 
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The next theorem shows that X has an admissible determinantal representation
if and only if X admits an Ulrich sheaf. Note that Eisenbud and Schreyer proved
in [24, Thm. 0.3] that if a variety admits an Ulrich sheaf, then the Chow form of
the variety has a determinantal representation. The next theorem completes the
picture described there by characterizing those determinantal representations of
the Chow form that arise from Ulrich sheaves. One direction in the following proof
is a refinement of the proof of [24, Thm. 0.3].
Theorem 4.7. The following conditions for a subvariety X ⊂ Pd of dimension k, are
equivalent:
(i) X admits an Ulrich sheaf of degree n.
(ii) X has an admissible determinantal representation γ such that deg(γ) = n.
Proof. Assume that there exists an Ulrich sheaf F supported on X. Denote the
module of twisted global sections of F by M = ⊕j∈NH0(Pd,F(j)). Consider the
linear free resolution of M :
(4.1) F : 0 // Fd−k
ψd−k // · · · ψ2 // F1 ψ1 // F0 // M // 0 .
We want to show that the transpose γ(F)t of the associated alternating matrix is an
admissible determinantal representation of X. For v ∈ Cd+1 the matrix γ(F) ∧ v is
(up to a sign) the same as the matrix that we obtain by plugging in the vi for the
zi in one of the ψj (for example ψ1) before composing them. This is because if we
regard γ(F) and γ(F)∧v as matrix-valued alternating multilinear forms as in Section
3, we have (γ(F) ∧ v)(v2, . . . , vd−k) = γ(F)(v, v2, . . . , vd−k) for all vi ∈ Cd+1. Thus
since X is the support of F we see that γ(F) ∧ v has a nontrivial left kernel if and
only if [v] ∈ X. The left kernel of γ(F) ∧ v for a general point from an irreducible
component Xj of X is exactly rank(F|Xj ). Thus it follows from
n = degF =
r∑
j=1
rank(F|Xj ) deg(Xj)
that γ(F)t is an admissible determinantal representation of Livsic-type.
Let T = (T0, . . . , Td−k−1) be the long matrix obtained in Lemma 4.6. If we plug
in a point p ∈ Pd, then T has nontrivial left kernel if and only if p ∈ X. Thus the
reduced support of the sheaf F = M˜ where M = coker(T ) is precisely X. Recall
that Tj = zjI−Aj , whereAj is a matrix of linear forms in the variables zd−k, . . . , zd.
We let R = C[zd−k, . . . , zd] and let zi act on Rn via Ai for i = 0, . . . , d− k − 1. This
gives a graded S-module which is isomorphic to M . It is generated in degree zero
with the minimal number of generators being equal to n. On the other hand, the
Hilbert function of this S-module is the same as the Hilbert function of the R-
module Rn. Therefore e(M) = n and M is an Ulrich module. Because the matrices
Ai are simultaneously diagonalizable at a general point of Ck+1, we see that the
annihilator of M is a radical ideal. Therefore, F is an Ulrich sheaf of degree n with
scheme theoretic support X. 
Remark 4.8. The free resolution of the Ulrich module defined in the second part of
the previous proof is the Koszul complex associated to the matrices T0, . . . , Td−k−1
by Remark 3.4. Since it is linear, this is another way of seeing that it is an Ulrich
module.
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From the proof of the preceding theorem, we also get the following statement
for Ulrich sheaves on R-varieties.
Corollary 4.9. Let X ⊂ PdR be a projective R-variety. The following are equivalent:
(i) There exists an Ulrich sheaf F on PdR supported on X,
(ii) There is a tensor γ ∈ ∧k+1Rd+1⊗Mn(R) which is an admissible determinan-
tal representation of XC.
Example 4.10. It was shown in [14] that the variety of m × n matrices of rank at
most r admits a rank one Ulrich sheaf for all 1 ≤ r ≤ min{m,n}. Thus determinan-
tal varieties have determinantal representations.
Let X ⊂ Pd be a subvariety of pure dimension k and assume that X has an ad-
missible determinantal representation of size n. Note that the group GLn(C) acts
both from the left and from the right on the set of admissible determinantal rep-
resentation of size n. The actions are induced from the natural actions of GLn(C)
on ∧k+1Cd+1 ⊗Mn(C) by left and right multiplication on the second coordinate of
the tensor product. We will say that two admissible tensors γ1 and γ2 are similar,
if there exist matrices A,B ∈ GLn(C), such that γ1 = Aγ2B. Then we have the
following result:
Proposition 4.11. The association of isomorphism classes of Ulrich sheaves and simi-
larity classes of determinantal representations described in Theorem 4.7 is a bijection.
Proof. Assume that we have an isomorphism ϕ : F1 → F2. Let Mj be the module of
twisted global sections of Fj . Then ϕ induces an isomorphism M1 ∼= M2, that can
be lifted to an isomorphism of their minimal free resolutions (see [20, Thm. 1.6])
0 // S(−d− k)n //
Ad−k

· · · // S(−1)n(d−k) T //
A1

Sn //
A0

M1 //
ϕ

0
0 // S(−d− k)n // · · · // S(−1)n(d−k) T // Sn // M2 // 0
.
Note that each Aj is an invertible complex matrix. Hence we have that ψ1j =
A−1j−1ψ2jAj . Now note that the constructions of Theorem 4.7 are inverse to each
other and that the admissible determinantal representations are determined by the
commuting matrices from Lemma 4.6. 
The following corollary is a strengthening of [58, Thm. 6.2].
Corollary 4.12. Every projective curve X ⊂ Pd has an admissible determinantal
representation of size degX and in the case of smooth irreducible curves the algorithm
of [58, Thm. 6.2] constructs them all.
Proof. By [24, Prop. 4.4] every projective curve X ⊂ Pd admits an Ulrich sheaf of
rank 1. Therefore it has an admissible determinantal representation of size degX
by Theorem 4.7.
Now let X ⊂ Pd be smooth and irreducible. By [24, Prop. 4.4] and Proposi-
tion 4.11 there is a one-to-one correspondence between non-special line bundles
of degree g − 1 on X and admissible determinantal representations of X of size
degX. Recall that a line bundle L on X of degree g − 1 is said to be non-special
if h0(L) = h1(L) = 0. The algorithm provided in [58, Thm. 6.2] constructs out of
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a non-special line bundle of degree g − 1 on X an admissible determinantal rep-
resentation of X of degree degX. On the other hand, we can recover the Ulrich
line bundle from the algorithm as follows. Note that by [58, Cor. 4.9] we can find
the right (and similarly the left) kernel of the determinantal representation. The
left kernel is isomorphic to L ⊗ ι∗OPd(1), where L is the non-special line bundle
that we have started with and ι is the embedding of X into Pd. To see this note
that the fiber of the left kernel at a point p ∈ X \ Supp(D) is spanned by u×D,`(p)
(see [58, pp. 18] for the definition), where D is the divisor of ι∗OPd(1). Note that
since the curve is smooth and the degree of the determinantal representation is
degX, the left kernel is a line bundle and in fact u×D,` is a section of the left kernel.
We conclude that the left kernel is isomorphic to L⊗ ι∗OPd(1) (the reader can also
compare this argument with [61] for the case of plane curves). Thus L ⊗ ι∗OPd(1)
is precisely the Ulrich sheaf of degree degX supported on X that corresponds to
the determinantal representation in the proof of Theorem 4.7. 
5. REAL VARIETIES AND BILINEAR FORMS
In this section, we work again over the ground field R. Again we write Pd = PdR.
Let X be an R-variety and let E be a coherent sheaf on X. A non-degenerate E-
valued bilinear form on a coherent sheaf F is a map ϕ : F ⊗ F → E , such that the
adjoint morphism κ : F → H omOX (F , E) is an isomorphism. We will call a form
symmetric if ϕ = ϕ◦ , where  : F ⊗F → F⊗F is the isomorphism induced by the
morphism of presheaves sending a section f ⊗ g to g ⊗ f . If F is reflexive and E is
a line bundle, then we have that ϕ is symmetric if and only if we have that κt = κ,
where κ is the morphism obtained by applyingH omOX (−, E) to κ.
Definition 5.1. Let F be a coherent sheaf on an R-variety X and assume that it
admits a non-degenerate symmetric OX -valued bilinear form ϕ. Then we say that
ϕ is positive (resp. negative) definite if for every closed point x ∈ X(R) we have
that the induced form on the fiber of F is positive (resp. negative) definite.
Remark 5.2. If F ∼= OnX , then a OX -valued bilinear form is positive (resp. nega-
tive) definite if and only if the induced form on the global sections is positive (resp.
negative) definite.
Remark 5.3. More generally one can define definite L-valued bilinear forms on
F , for L a line bundle on F , following [39, §II.7.2]. Namely, we will say that a
non-degenerate bilinear L-valued form on F is (semi-)definite if for every closed
point x ∈ X(R) we have that the induced form on the fiber of F is (semi-)definite.
In this case, however, one cannot speak of positive or negative definite forms, since
this depends on the chosen trivialization.
Definition 5.4. Let X ⊂ Pd be a projective R-variety of dimension k. Let γ ∈
∧k+1Rd+1 ⊗Mn(R) be a Livsic-type determinantal representation of XC. Having a
basis e0, . . . , ed of Rd+1 and I = {i0, . . . , ik} ⊂ {0, . . . , d} with i0 < i1 < · · · < ik
we denote eI = ei0 ∧ · · · ∧ eik . If for some (and hence for every) basis e0, . . . , ed of
Rd+1 we can write
γ =
∑
I⊂{0,...,d}, |I|=k+1
eI ⊗ γI
for some real symmetric n × n matrices γI over R, then we say that γ is a real
symmetric Livsic-type determinantal representation.
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Definition 5.5. Let X ⊂ Pd be a projective R-variety of dimension k. Let γ ∈
∧k+1Rd+1⊗Mn(R) be a symmetric admissible determinantal representation of XC.
As explained in Remark 4.4 we can think of γ as a determinantal representation of
some power of the Chow form of X. Evaluating γ at a linear space E ∈ G(d− k −
1, d) is well defined up to a nonzero scalar factor. In particular, it makes sense to
talk about the rank and, if E is a real linear space, the signature (up to sign) of γ
at E. We say that γ is definite at E if E is a real linear space and the signature of γ
at E is n (or −n).
We have seen in the preceding section that admissible determinantal represen-
tations of a variety X ⊂ Pd correspond to Ulrich sheaves supported on X. It was
shown in [58, Prop. 3.12] that the existence of a real symmetric admissible Livsic-
type determinantal representation for XC which is definite at a linear space V (of
correct dimension) implies that X is hyperbolic with respect to V .
In the following, we elaborate what the properties of being real symmetric and
definite at a certain linear space mean for the corresponding Ulrich sheaf. We
will use notations from the theory of Grothendieck duality in the case of finite
morphisms. Let f : X → Y be a finite morphism of noetherian schemes. Let G be
a quasi-coherent sheaf on Y and consider the sheaf H omOY (f∗OX ,G). Since this
is a quasi-coherent f∗OX -module, it corresponds to a quasi-coherent OX -module
which we will denote by f !G. An introduction to the theory of Grothendieck duality
in its full generality (and not just for finite morphisms) is given in [2] or in [16].
We will mostly use the notations of [2]. For the reader not familiar with the ideas
of Grothendieck duality we recall the following basic lemma [31, III §6, Ex. 6.10].
Lemma 5.6. Let f : X → Y be a finite morphism of noetherian schemes. Let F
be a coherent sheaf on X and G be a quasi-coherent sheaf on Y . There is a natural
isomorphism
f∗H omOX (F , f !G)→H omOY (f∗F ,G)
of quasi-coherent f∗OX -modules.
Let f : X → Y be a finite morphism of noetherian schemes. Let F be a coherent
sheaf on X and consider an f !OY -valued bilinear form on F , i.e., a morphism
F ⊗ F → f !OY of coherent OX -modules. This corresponds to a morphism F →
H omOX (F , f !OY ). Lemma 5.6 tells us that this gives us a morphism (of quasi-
coherent f∗OX -modules)
f∗F →H omOY (f∗F ,OY )
which gives rise to an OY -valued bilinear form on the pushforward f∗F .
In the special case when F is an Ulrich sheaf supported on a k-dimensional
projective R-variety X ⊂ Pd and f : X → Pk is a finite surjective linear projection,
a non-degenerate f !OPk -valued bilinear form on F gives rise to a non-degenerate
OPk -valued bilinear form on ONPk .
Theorem 5.7. Let X ⊂ Pd be a projective R-variety of dimension k. Let E ⊂ Pd be a
real linear subspace of dimension d− k − 1, such that E ∩X = ∅ and let f : X → Pk
be the linear projection from center E. Then the following are equivalent:
(i) There exists an Ulrich sheaf F supported on X together with a non-degenerate
f !OPk -valued symmetric bilinear form on F , such that the corresponding OPk -
valued form on ONPk is positive definite.
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(ii) The complexification XC has an admissible real symmetric determinantal repre-
sentation γ ∈ ∧k+1Rd+1 ⊗Mn(R) that is definite at E.
Proof. Let R = H0∗OPk ∼= R[zd−k, . . . , zd] and let S = H0∗OPd ∼= R[z0, . . . , zd]. We
can assume that under these identifications the linear projection f corresponds to
the inclusion R[zd−k, . . . , zd] ↪→ R[z0, . . . , zd].
First, assume that there is such an Ulrich sheaf. Let the bilinear form given
by the morphism ϕ : F → H omOX (F , f !OY ) of OX -modules. Furthermore, let
M = H0∗F . As an R-module we have M = RN and z0, . . . , zd−k−1 act like matri-
ces A0, . . . , Ad−k−1 with homogeneous elements of degree one from R as entries.
The fact that ϕ is a morphism of OX -modules translates to these matrices being
selfadjoint with respect to the corresponding OPk -valued symmetric bilinear form
on ONPk . Since it is positive definite, there is a basis of RN with respect to which
A0, . . . , Ad−k−1 are symmetric. Let Ti = zi − Ai. The free resolution of M is given
by the Koszul complex K(T ) associated to T0, . . . , Td−k−1 by Remark 4.8. In Exam-
ple 3.6 we have seen that the matrix γ(K(T )) is symmetric. In the proof of Theorem
4.7 we have seen that γ(K(T )) is an admissible determinantal representation. Fur-
thermore, the alternating form defined by γ(K(T )) is given by
γ(K(T ))(v0, . . . , vd−k−1) =
∑
σ∈Sd−k
sgn(σ) · Tσ(0)(v0) · · ·Tσ(d−k−1)(vd−k−1).
Letting vi be the ith unit vector δi, the above expression is the identity matrix
since Ti evaluated at δj is the identity matrix if i = j and zero otherwise for all
i, j = 1, . . . , d− k. This shows positive definiteness.
Now we assume that there is such an admissible symmetric determinantal rep-
resentation γ as in (ii). We can assume that γ evaluated at E is the identity matrix.
Let us define an Ulrich sheaf on X, let T0, . . . , Td−k−1 be the matrices of linear
forms of size n × n obtained from γ as in the second part of the proof of Theorem
4.7. We can write Ti = zi−Ai where Ai is an n×n matrix whose entries are linear
forms in the variables zd−k, . . . , zd. The matrices Ti, and thus also the matrices Ai,
commute pairwise. By letting zi act on Rn via Ai we get a graded S-module M .
It follows from the proof of Theorem 4.7 that M is an Ulrich module. Let F = M˜
be the corresponding Ulrich sheaf. The isomorphism M → HomR(M,R) that sends
the standard basis of Rn to its dual basis gives us the desired f !OPk -valued bilinear
form on ι∗F because the matrices Ai are symmetric. By construction, the standard
basis is an orthonormal basis and therefore the bilinear form is positive definite. 
Remark 5.8. It was shown in [33] that if X ⊂ Pd is a complete intersection, then
X has an Ulrich sheaf. If a variety X ⊂ Pd admits an Ulrich sheaf that satisfies the
positivity conditions of the preceding theorem, then X must be hyperbolic. But not
every hyperbolic complete intersection has such an Ulrich sheaf: Bra¨nde´n [9] con-
structed a hyperbolic hypersurface, such that no power of its defining polynomial
can be written as the determinant of a real symmetric matrix with linear entries
that is positive definite at some point. On the other hand, it was shown in [44] that
for every smooth hyperbolic hypersurface X ⊂ Pd there is a hypersurface Y ⊂ Pd,
such that X ∪ Y admits an Ulrich sheaf with the positivity conditions of the above
theorem. This is very much related to the generalized Lax conjecture, see for ex-
ample [62, Conjecture 3.3]. The following question is the natural extension of the
result mentioned above to varieties of higher codimension.
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Question 5.9. Let X ⊂ Pd be a smooth and irreducible variety of dimension k which
is hyperbolic with respect to the linear space E. Is there a variety Y ⊂ Pd of the same
dimension as X and also hyperbolic with respect to E such that X ∪ Y admits an
Ulrich sheaf F together with a nondegenerate symmetric f !OPk -valued bilinear form
ϕ on F , such that the corresponding symmetric form on ONPk is positive definite? Here
f : X ∪ Y → Pk denotes the linear projection from center E.
Let f : X → Y be a finite flat morphism of degree m. Let F be a coherent sheaf
on X. We say that F is f -positive (resp. f -nonnegative) if it admits a non-zero
f !OY -valued bilinear form, such that the induced OY -valued bilinear form on f∗F
is symmetric and positive definite (resp. positive semidefinite). Following [42] one
can define the notion of f -Ulrich sheaves, namely a sheaf F onX is f -Ulrich if there
exists a positive integer r, such that f∗F ∼= OmrY . We will say that an f -Ulrich sheaf
F is positive if it is f -positive. To show the connection between f -nonnegative
sheaves and real fibered morphisms we need a lemma:
Lemma 5.10. Let L/K be a finite extension of fields, let V be a finite-dimensional
vector space over L. Assume that there is an L-linear, non-zero homomorphism
ϕ : V → HomK(V,K), such that the corresponding K-bilinear form on V is sym-
metric and positive semidefinite with respect to some ordering P on K, then P has
exactly [L : K] extensions to L.
Proof. After dividing out the kernel of ϕ we can restrict to the case where ϕ is
injective. Let α ∈ L be a primitive generator, i.e., L = K[α]. Let p be the minimal
polynomial of α. It suffices to show that p splits over the real closure of K with
respect to P that we will denote by R. Note that p is the minimal polynomial of the
K-linear map fα : V → V defined by v 7→ αv. Since ϕ is L-linear, we have that fα
is selfadjoint with respect to the K-bilinear form defined by ϕ. Since the bilinear
form induced on V ⊗K R is positive definite it admits an orthogonal basis. The
representing matrix of fα with respect to this basis is symmetric. Thus all of the
roots of its characteristic polynomial lie in R. We conclude that p splits over R. 
Theorem 5.11. Let X and Y be irreducible R-varieties and assume that Y is smooth.
Let f : X → Y be a finite flat morphism. Then f is real fibered if and only if there is
an f -nonnegative coherent sheaf F with SuppF = X.
Proof. By Theorem 2.14 it suffices to show that f restricted to an open dense subset
is real fibered. Thus by Grothendiecks Generic Freeness Lemma, we can assume
without loss of generality that X and Y are affine and F is a positive f -Ulrich
sheaf. Denote by L the field of functions on X and by K the field of functions on
Y . Let us write A = OY (Y ), B = OX(X) and M = F(X). Represent the positive
definite symmetric bilinear form on Amr by a positive definite symmetric mr ×mr
matrix T . That means that the leading minors are positive at every closed point
of SperA and thus at every point of SperA. Now the bilinear form translates to
an isomorphism M → HomB(M,HomA(B,A)) ∼= HomA(M,A). Localizing at the
generic point gives us a bilinear form that satisfies the assumptions of Lemma 5.10.
Thus f is real fibered by Theorem 2.14.
Conversely, let f be real fibered. We will show that F = OX is f -nonnegative.
Since f is flat and finite we can define the trace morphism TrX/Y : f∗OX → OY .
This gives us a map f∗OX → H omOY (f∗OX ,OY ) defined as follows: For any
open subset U of Y and any section a ∈ OX(f−1(U)) we define the image of a to
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be the map b 7→ (TrX/Y )U (ab), cf. [2, Ch. VI, §6]. The corresponding OY -valued
bilinear form is positive semidefinite since f is real fibered (cf. the remarks and
references before Theorem 2.14) and by Grothendieck duality, it corresponds to an
f !OY -valued bilinear form on OX . Therefore, OX is f -nonnegative. 
Remark 5.12. Theorem 5.11 includes the classic methods to check whether an
univariate polynomial has only real roots or not (see for example [41]) as special
cases. The so-called Hermite matrices correspond to f !OY -valued bilinear forms
on the structure sheaf OX and the so-called Be´zout matrices correspond to f !OY -
valued bilinear forms on the sheaf f !OY , cf. [44, Section 3].
Theorem 5.11 says in particular that the existence of a positive f -Ulrich sheaf im-
plies that f is real fibered. This motivates the following relative version of Question
5.9:
Question 5.13. Let f : X → Y be a real fibered morphism of irreducible R-varieties.
Does there exist a real fibered morphism g : Z → Y and a closed embedding of X into
Z over Y , such that Z has a positive g-Ulrich sheaf?
Remark 5.14. Note that this question differs from Question 5.9, since we do not
require X and Z to be embedded into the same projective space and the maps to
be linear projections. If we set Y = Pk, we get a relaxed version of Question 5.9,
which is also open.
Recall from Remark 4.4 that the fact that X has a positive definite admissible
determinantal representation implies that the Chow form of X has a determinantal
representation in the following form:
det
 ∑
0≤i0<...<ik≤d
pi0,...,idAj
 .
Here the Aj are constant Hermitian matrices, the pi0,...,id are the Plu¨cker coordi-
nates and at some real point on the Grassmannian the above matrix is definite.
From Corollary 2.21 we immediately get the following:
Corollary 5.15. Let X = Vm(Pk), the Veronese embedding of Pk into PN , k,m ≥ 2,
where N =
(
k+m
k
) − 1, then the Chow form of X, i.e., the resultant k + 1 forms of
degree m in k + 1 variables, does not have a representation as a determinant of a
matrix of linear forms as above, where the Aj are Hermitian and for some real point
on the Grassmannian the above matrix is positive definite.
Proof. If the Chow form of X would have had such a determinantal representation
it would be hyperbolic in the sense of [58, Prop. 3.5] and therefore X itself would
be hyperbolic contradicting Corollary 2.21. 
Example 5.16. Recall from Example 2.6 that any two interlacing polynomials give
a linear space with respect to which the rational normal curve is hyperbolic. Take
for example f = s3 − 4st2 and g = s2t − t3. The morphism ϕ then corresponds to
the projection of the twisted cubic C = {(s3 : s2t : st2 : t3) : (s : t) ∈ P1} from
the linear space defined by x0 = 4x2 and x1 = x3. The matrix of the determinantal
representation from [58, Exp. 6.4] for C at this linear space is 1 0 −10 3 0
−1 0 4
 .
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This matrix is positive definite as expected.
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