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1．はじめに
おおむね9歳から14歳程度の女子児童・
女子生徒における価値観の形成に関して、
少女向けコミック・少女漫画は少なからぬ
役割を果たしていると考えられる。筆者
はこれまで、物語構造分析の手法を用い
てアニメ・小説・CM・コミック・テレビ
ゲームなどの訴求構造分析を行ってきた
が 1、2、3、これまでの分析手法のもとでは、
多数の物語に共有されている価値観を包括
的にとらえることは、不可能とは言えない
までも容易ではない。また、大量のテキス
トから物語構造を抽出するという作業は、
テキストが数十万文字となるような場合に
は現実的ではない。本研究においては、テ
キスト分析の手法の一つである潜在意味分
析を用いることによって、包括的な「意味
構造」の抽出を通して、そこに表現されて
いる価値観の推定を試みた。分析対象とし
ては、現在発刊されている主要な女児向け
コミック雑誌とし、その文字表現にのみ
着目した分析を行った。また、潜在意味分
析という手法をテキスト分析に適用する場
合、その理論的背景の理解が欠かせない。
本論においては、主成分分析との比較を通
して、潜在意味分析において前提とされて
いる原理と数理に関して説明しつつ、その
手法の利点および問題点を探る。
2．分析方法
2.1　潜在意味分析
分析にあたっては、主として潜在意味分
析を用いる。この手法においては、物語の
流れを捨象して単語の構成のみを分析対象
にすることから、いくつかの利点が生じる。
その一つには、今回対象としたコミック雑
誌のように、（連載途中のため）物語とし
て完結していないものでも分析対象とする
ことができることがあげられる。また、物
語の話素の抽出に際しては、比較的よく訓
練を受けた分析者が必要であるが、潜在意
味分析ではそのような作業が必要なく、単
にテキストを入力し、必要な前処理を施す
という作業のみで分析にかけることができ
るという簡便性も特長の一つとしてあげる
ことができる。また、分析手法に際しての
客観性をあまりに求めることは、必ずしも
当該分野の研究の質の向上にはつながるも
のではないと考えるが、物語構造分析にお
いて指摘されがちな分析手法の客観性に関
しても、ある程度担保されると考えられる。
2.2　潜在意味分析の原理
潜在意味分析は、対象とする文の単位（文
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オブジェクト）にどのような単語が含まれ
ているかを示す「文オブジェクト－単語共
起行列」に対して特異値分解を施し、次元
縮約を行うことによってテキストの主たる
意味構造を把握する主成分分析的手法であ
る。
今、いくつかの文があったとする。それ
ぞれの文は、何らかの「意味」を持ってい
るはずである。すると、文1の意味を s1、
文2の意味を s2というように、si なる文の
「意味」を想定することができる。
今、文1が四つの単語w1 ～ w4から成っ
ていると考えると、
43211 ,,,: wwwws
と表現できる。これは、文1の意味（文1
を発した人が想定していた意味）から、そ
の4つの単語が発生したということを示し
ている。また、s2（文2の意味）に対応す
る単語は、文1とは異なり、
76512 ,,,: wwwws
などとなっているとする。このとき、s2に
何らかの処理が施されて単語w1 ～ w4が発
生したと考えると、
)(],,,[ 27651 sgwwww =
（式1）
なる関数g（	）を想定することができる。こ
の関数は、人間の言語処理の仕組みを示し
ている。たとえば、s2がある欲求や意図の
表現であったとき、
)(],,,[ 2sg=食べたい柿おいしい私
（式2）
のように、何らかの処理g（	）によって、欲
求や意図である s2が4つの単語を発生させ
たと考える。もちろん本来は、語順や助詞・
助動詞なども発生させられているが、ここ
では捨象して説明している。
さらに、複数の文（もしくは文書）の存
在を考える。たとえば、「おいしい」とい
う単語が文1、文2、文4、文9で使用され
ているという例である。
)(],,[ 1sg= おいしい
)(],,,[ 2sg=食べたい柿おいしい私
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（式3）
「おいしい」という単語以外の並びは、
それぞれの文において様々であることが想
定されるが、それらの文の意図・意味を表
現したもののうちの一つの要素として「お
いしい」という単語を位置づけることがで
きる。今、単語「おいしい」をw5と置き、
その単語が表現されるための元となる意
味・意図をm5と置くと、この状況を、新
たに導入する関数 f °（	）、h°（	）によって以
下のように示すことができる。
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つまり、ある単語の意味・意図を、その
単語表現単体で発生させられているもので
あると考えるのではなく、ある文の意味・
意図から、単語を発生させる上で必要とさ
れる意味・意図が発生させられ、その意味・
意図の表現として、ある単語表記が行われ
ていると考える。
ここで問題となるのは、（式4）である。
文 iをOi と置くと、その意味・意図との関
係は、前述のように、以下のごとく表現さ
れる。
)( ii sgO =
（式6）
観察しうるのは、Oi のみであるので、こ
こでg（	）の逆関数g-1（	）を考える。つまり、
)(1 　ii Ogs
−=
（式7）
となる。したがって、（式4）は、
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と表現される。つまり、
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となるが、ここで、f °（g-1（	））なる関数を
新たに f（	）と置き、
)(],,[ 1sgおいしい
)(],,,[ 2sg食べたい柿おいしい私
)(],,[ 4sgおいしい
)(],,[ 9sg おいしい
式  
),,,( 94215 ssssfm

式  
)( 55 mhw

式  
)( ii sgO 
式  
)(1 　ii Ogs

式  
        ),,,,( 9
1
4
1
2
1
1
1
5 OgOggOgfm
 
式  
  ),2,1(),,2,1()( 1 pjniOgfm ij 
  
式  
),2,1(),,2,1()( pjniOfm ij  
式  
)0,1,,0,1( 308211  OOOOfm 
式  
)0,,0,0,1,1,1,0,0,0,1( 
式  
文
1
文
２
文
3
…
単語1 1 0 1 …
単語2 0 1 0 …
単語3 0 1 1 …
… … … …
 
表 1 
（式10）
とする。ここで、この関数 f（	）を明らかに
することが果たして可能であるかという問
題に逢着する。
Oi において単語w1が使われていたら値
として1を与え、使われていない場合は0
を与えるとすると、上記におけるm1を次
のように考えることができる。
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これは、表1に示したように、ある語が
使用されていればその語を示す位置に1を
置き、使用されていなければ0を置くとい
うことに換言できる。
単語は、行列表示されることとなり、た
とえば前述の例の場合、
)0,,0,0,1,1,1,0,0,0,1( 
（式12）
となる。このデータ形式が、潜在意味分析
において用いられる共起行列である。
関数 f（	）に求められる性質は、O1 ～ On
までのn個の文に基づいて得られた結果に
よって、w1 ～ wp までのp個の単語を、「最
もよく識別できること」であると考える。
つまり、関数 f（	）の本来的な内容や処理の
アルゴリズムを考えるのではなく、その関
数に求められる性質を考えるということに
等しい。この考え方は、潜在意味分析だけ
ではなく、主成分分析や因子分析、もしく
は双対尺度法と呼ばれる対応分析・数量化
Ⅲ類列の分析においても同様に設定される
基本的な立脚点であるが、ここにも論理的
な置き換えがあるので注意が必要である。
ただし、これは分析の動機を考えれば当然
のことである。s1 ～ sn およびm1 ～ mp なる
「意味」を知ることが分析の動機であるこ
とから、「最もよく識別ができる」「最もはっ
きりとした線引きができる」ことを中心に
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据えるということである。
2.3　主成分分析の数理
ここでさらに、上記2.1で述べた原理が
どのように具現化されているかについての
直観的な理解を得るため、まず主成分分析
の数理に関して説明する。後に述べるが、
潜在意味分析で用いられる特異値分解は、
主成分分析での固有値問題と密接な関連を
有している。
前項での「最もよく識別できる」とは、
統計的な意味においては「分散を大きく
する」という処理に置換することができ
る。端的に言うならば、分解能が高い関
数を想定することである。図1に示したの
は、3つのデータ点（1, 1）、（1.5, 2）、（2, 3）
を、上から（垂直方向から：①）見た場合
と、横から（水平方向から：②）それぞれ
見た場合の、識別力の違いについてである。
①の場合、データ点の間隔は0.5となって
おり、②の場合は1.0となっている。つま
りこの場合は、②の方向から見たほうが、
「データの見晴らしが良い」、つまり、分解
能が高いということになる。
図1に示したように、この例では、③の
方向からデータを見ることが、最も分解能
が高い状態となる。
ここでは単に「～の方向から見る」とい
う表現をしているが、これは、データ分布
の重心を中心として回転させることによっ
て実現される。図2と図3にその描像を示
した。図2は、各データ点の座標値からx
の平均とyの平均をそれぞれ減じることに
よって実現される。この処理によって、デー
タ分布の重心が原点となる。図3は、デー
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タ分布の中心とされた原点まわりに、x軸
方向の分散が最大となるように回転させて
いる状態の模式図である。図3のように回
転させ、x軸方向の分散を計算することが、
図1において「③の方向から見る」という
ことの具体的な実現方法である。
今、2次元平面の場合、移動前の座標を	
（x,	y）、移動後の座標を	（x',	y'）と置くと、
角度θによる座標の回転移動は、
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で示される。説明の単純化のため、
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と置く。また、重心の原点への移動はすで
に行われているものとする。すると、



+−=′
+=′
yaxay
yaxax
12
21
（式15）
となるが、今、第1主成分としてのx軸方
向の分散だけが問題となるので、y'につい
ては無視できる。
ちなみに、（式15）を合成変量の算出で
あると見ることもできる。そのとき、個々
の回転量が合成変量における各項の結合係
数となる。
すでに重心の原点移動が済んでいると
仮定しているので、i番目のデータの原点
移動前のx値を 	、平均値をxと置き、ま
た同じくyについて原点移動前のy値を  、
平均値をyと置くと、
xxx i −=

yyy i −=

（式16）
である。
xの分散 sx2は、データの偏差平方和を
データ数nで除したものであるので、以下
の式で示される（ここでは標本分散を例に
するが、不偏分散を考える場合にはn－1
で除す。特に、潜在意味分析を想定する場
合、nは圧倒的に大きな数となるので、こ
れは詳細に考慮すべき問題ではないといえ
る。ただし、潜在意味分析においては、不
偏分散が用いられる。ここでは式を単純に
するため、標本分散で説明する）。
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として計算されるが、ここでは重心の原点移動が
済んでいると仮定しているので、(式 15)により、 
 

 
n
i
iix yaxan
s
1
2
21
2 1
 
 
( 21)  
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が得られる。これに、(式 17)、(式 18)、(式 16)
を代入すると、 
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ンジュの未定乗数法によって解けることが知られて
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(式26)  
となる。この連立方程式を解くことが、想定してい
る分散の最大値を得ることに等しい。ここで、(式
25)を眺めると、この連立方程式は、行列を用いて以
下のように表せることがわかる。 
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が得られる。この(式 28)は、左辺の左側の行列が
共分散行列となっている。すなわち、共分散行列の
固有値問題を解くことが、回転後の主軸方向の分散
の最大値を得ることと相同な処理であることがわか
る。またそのとき、得られた固有ベクトルが、主成
分分析における結合係数となっている。 
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(式29)  
とおくと、共分散行列coV とは、 
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TA は、Aの転置行列である。
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固有値問題を解くことが、回転後の主軸方向の分散
の最大値を得ることと相同な処理であることがわか
る。またそのとき、得られた固有ベクトルが、主成
分分析における結合係数となっている。 
 
2．4．特異値分解と固有値問題 
今、2次元のデータ列 Aを、 





















nn
ii
yx
yx
yx
yx
A


22
11
 
(式29)  
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となる。この連立方程式を解くことが、想
定している分散の最大値を得ることに等し
い。ここで、（式25）を眺めると、この連
立方程式は、行列を用いて以下のように表
せることがわかる。
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両辺を2で除し、移項すると、
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が得られる。この（式28）は、左辺の左側
の行列が共分散行列となっている。すなわ
ち、共分散行列の固有値問題を解くことが、
回転後の主軸方向の分散の最大値を得るこ
とと相同な処理であることがわかる。また
そのとき、得られた固有ベクトルが、主成
分分析における結合係数となっている。
－
－
－
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2.4　特異値分解と固有値問題
今、2次元のデータ列Aを、
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（式29）
とおくと、共分散行列coVとは、
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n
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（式30）
で示される。ここでAT は、Aの転置行列で
ある。つまり、
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ここで、（式16）の仮定を使い、データ
列Aがすでに、平均偏差となっているとす
ると、
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となる。前項において、データの分布の1
次元的な分散を最大にするためにデータ列
を回転させるという処理が、共分散行列の
固有値問題を解くことと同じであることを
見たが、2次元データの場合、元のデータ
列Aを使って表現すると以下のように表せ
ることがわかる。
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（式33）
両辺にnをかけて、nλ=λ' と置くと、
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ここで、2次元データの場合、2組の固
有値と固有ベクトルが求められる。そのう
ち最大の固有値をλ1' とおき、もう一方をλ2'
とおく。
また、最大の固有値に対応する固有ベ
クトルをα1と置き、もう一つをα2と置き、
さらにそれぞれに対して結合係数（固有ベ
クトルの要素）の添え字を振りなおして、
以下のように表す。
56 57





















nn
ii
yx
yx
yx
yx
A


22
11
式  
coV
AA
n
coV T1
式  









































n
i
i
n
i
n
i
n
i
i
nn
iini
ni
yyx
yxx
n
yx
yx
yx
yx
yyyy
xxxx
n
1
2
1
11
2
22
11
21
21
1
1




式  
    
    










































2
2
1
2
1
11
2
1
2
1
11
2
11
11
1
yxy
xyx
n
i
i
n
i
ii
n
i
ii
n
i
i
n
i
i
n
i
n
i
n
i
i
ss
ss
yy
n
yyxx
n
yyxx
n
xx
n
yyx
yxx
n


式  












2
1
2
11
a
a
a
a
AA
n
T 
式  
n  n












2
1
2
1
a
a
a
a
AAT 
式  


















2,2
1,2
2
2,1
1,1
1
a
a
a
a


式  （式35）
すると、（式34）は以下のように置き換
えられる。
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ここで、
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なる対角行列をおき、また、
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とおくと、
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となる。さらに、
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なる固有ベクトルの行列を置くと、
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となることから、この（式41）を（式39）
と比較することによって、
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が得られる。
このとき、Pは正規直交行列であり、
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である（Iは単位行列を示す）。したがって、
TAPPA =
（式44）
と表せることから、これに（式42）を代入
すると、
TUDPA =
（式45）
が得られる。データ行列Aを、（式37）、（式
38）、を用いて、（式45）に示した3つの行
列に分解することを、行列の特異値分解と
呼ぶ。単純化して説明するならば、行列の
特異値分解とは、共分散行列の固有値問題
を元のデータ行列を用いて表すことによっ
ても示すことができるということになる。
ちなみに、ここまで2次元データのみを
例としているが、次元数が増えてもこれら
の行列のサイズが大きくなるだけで原理は
変わらない。
（式37）の対角要素が特異値であり、（式
39）の個々の要素は左特異ベクトル、（式
40）のα1、α2は右特異ベクトルと呼ばれる。
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2.5　文化現象に対しての潜在意味分
析の意義
本論で後述する分析例は、女児向けコ
ミック雑誌のテキスト分析への潜在意味分
析の応用事例である。このような応用を行
う場合、潜在意味分析において本来想定さ
れている原理とはいくぶん異なる前提が用
いられる。
潜在意味分析においては、文の意味・意
図から、単語の意味・意図を推定するとい
う流れが基本となるが、これを文化現象を
示すテキスト分析に応用する場合には、文
の意味や意図を問題とするのではなく、そ
の文が持つ訴求力が問題とされる。つまり、
ある時代において広く受容され、人気を得
たテキストには、何らかの訴求力が存在し
ていると考える。ただし、訴求力には様々
なものがあると想定されるので、それらを
訴求因と呼ぶ。一つのテキストには、複数
の訴求因の表現形であり、単語列として表
現されている。それらは、一つのテキスト
においては薄くしか見ることができない
が、多数のテキストを分析することによっ
て抽出することが可能であると考えるの
が、基本的立脚点である。
もちろん、多変量解析を発見的手法とし
て使用する際の問題点と同じく、そのよう
な訴求因が発見できない場合も少なくな
い。テキストマイニングとは、テキスト分
析のうちで発見的手法をとるものに対して
の呼称であるが、どのように優れた分析手
法を用いても、意義のある構造を発見でき
ない場合もある。それは「テキストマイニ
ング」という比喩的呼称にも良く示されて
いる。「鉱山土壌からの有用な物質の精製」
においては、そもそもその土壌に有用な物
質が含まれていないのであれば、どのよう
に高機能な精製機械を以てしても、よい結
果を得ることはできない。
3．分析
3.1　分析対象
1979年から2009年にかけて発刊された
女子児童・女子生徒向けコミック雑誌を約
10年ごとに選択した。2009年分の選択に
あたっては発行部数を参照し、その多いも
のを選んだ。過去発行分に関しては、発行
部数を確認することが困難であったため、
2009年分として選択した雑誌の中から選
択した。ただし、「Betsucomiベツコミ」に
関しては、その前身である「少女コミック」
を選択した。1979年・1989年・1999年に
関しては原則として3冊ずつ選択、2009年
に関しては7冊を選択し、合計15誌が対象
とされた。
（1979 年）3誌 24 タイトル
週刊少女フレンド　1979年第18号
別冊マーガレット　1979年4月号
週刊少女コミック　1979年第4号
（1989 年）2誌 16 タイトル
花とゆめ　1989年2号
別冊マーガレット　1989年2月号
（1999 年）3誌 25 タイトル
花とゆめ　1999年2号
月刊少女フレンド　1999年11月号
少女コミック　1999年1月20日号
（2009 年）7誌 90 タイトル
ちゃお　2009年12月号
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Betsucomi（ベツコミ）　2009年12月号
別冊花とゆめ　2009年12月号
マーガレット　2009年11/20号
別冊マーガレット　2009年12月号
なかよし　2009年12月号
りぼん　2009年12月号
入力した作品数は計 155 タイトル、合計
398671 文字／ 25905 行であった。
3.2　分析手順
3.2.1　文オブジェクトの抽出
分析対象とするテキストは、コミックの
本編中の文字列のみとし、また、原則とし
てセリフのみを分析対象とした。つまり、
状況の説明やト書きに該当する部分はすべ
て捨象し、原則として「吹出し」の中に記
述されているもののみを対象とした。ただ
し、吹出しの中に記載されておらず、図中
にあるものであっても、明らかに登場人物
の内言や内心の表現であると思われるもの
や、セリフであることが明らかであるもの
に関しては、分析対象とした。一つの作品
を一つの文オブジェクトとし、合計155の
文オブジェクトが構成された。
3.2.2　文オブジェクト－単語の共起行列の
作成
前項で示した方法によって抽出された文
オブジェクトのデータ列から単語を抽出
し、文オブジェクト－単語の共起行列を作
成した。
形態素解析はMeCabを用いて行い、文
オブジェクト－単語の共起行列の作成は
RMeCabを用いて行った。抽出する単語は、
名詞・形容詞とし、動詞・形容動詞・助詞・
助動詞・数詞・接続詞・記号は分析対象か
らは除外した。また、1文字のひらがな、
1文字のカタカナ、英単語（英語表記のも
の）もすべて除外した。
共起行列の作成にあたっては、2つ以上
のタイトルに共起している単語のみを対象
とし、重み付けは行わず、一つのタイトル
中に同じ単語が何度出現しても得点を1と
した。ただし、分析の内容に応じて、IDF
などの大域的重み付けや、文書の長さによ
る正規化重み付けを使用しているが、本稿
で後述する分析においては重み付けを行っ
ていない。
3.2.3　潜在意味分析
前項の手順で作成された文オブジェク
ト－単語の共起行列を特異値分解し、単語
の主成分得点および文オブジェクトの主成
分を得た。特異値分解は統計処理ソフト
ウェアＲを用いて行われた。
3.2.4　頻度分析
抽出された文オブジェクトのデータ列か
ら単語を抽出し、年ごとの単語の頻度を計
測した。形態素解析はMeCabを用いて行
い、頻度の計測はRMeCabを用いて行った。
抽出する単語は、名詞・形容詞とし、動詞・
形容動詞・助詞・助動詞・数詞・接続詞な
どは分析対象からは除外した。
4．結果および考察
4.1　潜在意味分析
名詞および形容詞を分析対象として行っ
た潜在意味分析の結果を示す。
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すべてのタイトルを表示しているので把
握しにくいが、発行年による偏差を見るこ
とができる。以下に、発行年によって分類
した変量プロットを示す（図5 ～図8）。そ
こに見られるように、第2主成分（横軸の
値）は、負値から正値への移動が見られる。
 
 
図 4 第 2 主成分－第 3 主成分の変量プロット 
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図 5 第 2 主成分-第３主成分（1979）      図 6 第 2 主成分-第 3 主成分（1989） 
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ただし、1999年まで正値方向に振れてい
た値は、2009年に原点近傍に戻している。
第3主成分値（縦軸の値）についても同
様の移動が見られるが、1999年と2009年
の間にはほとんど差異が見られない。
第1主成分に関しては、特徴的な変化は
見られなかった。経年によって特徴的に変
化しているのは、ここで示した第2主成分
と第3主成分である。
第2主成分と第3主成分による単語の主
成分得点の一部を以下に示す（表2、表3）。
しかしながら、これらの主成分得点のリス
トからは、それらの主成分軸が何を示して
いるのかは判然としない。
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図 7 第 2 主成分-第 3 主成分（1999）      図 8 第 2 主成分-第 3 主成分（2009） 
 
 
順位 単語 第２主成分得点 単語 第３主成分得点
1 俺 2.53 わたし 2.04
2 私 2.50 さま 1.89
3 達 2.43 昔 1.73
4 誰 2.24 力 1.58
5 お前 2.22 ぼく 1.57
6 様 2.16 とき 1.54
7 奴 2.06 心 1.47
8 一緒 1.88 身 1.44
9 今 1.79 体 1.41
10 君 1.68 若い 1.40
11 事 1.60 者 1.32
12 他 1.59 確か 1.29
13 方 1.58 命 1.29
14 大変 1.57 本 1.27
15 物 1.52 風 1.27
16 確か 1.51 娘 1.26
17 絶対 1.47 ひとつ 1.26
18 バカ 1.45 名 1.26
19 前 1.40 闇 1.26
20 者 1.34 ところ 1.25
21 所 1.32 きり 1.23
22 僕 1.28 旅 1.22
23 良い 1.26 はず 1.20
24 皆 1.25 使い 1.16
25 後 1.21 あなた 1.16
26 無事 1.20 きれい 1.16
27 大丈夫 1.20 ども 1.15
28 命 1.15 きみ 1.15
29 何 1.14 ごろ 1.13
30 欲しい 1.13 暗い 1.13
順位 単語 第２主成分得点 単語 第３主成分得点
3525 みたい -1.16 フツー -0.91
3526 たち -1.17 人 -0.91
3527 学校 -1.18 みたい -0.91
3528 うそ -1.19 こっち -0.93
3529 オレ -1.19 気持ち -1.01
3530 さま -1.19 女子 -1.01
3531 ゃっ -1.24 マジ -1.04
3532 おもしろい -1.25 ハイ -1.05
3533 おまえ -1.28 彼氏 -1.08
3534 はやい -1.31 楽しい -1.11
3535 なに -1.33 ムリ -1.12
3536 家庭 -1.36 お前 -1.13
3537 くん -1.39 ホント -1.15
3538 教室 -1.40 とこ -1.16
3539 わるい -1.40 さん -1.16
3540 あと -1.41 コレ -1.20
3541 男の子 -1.44 先生 -1.26
3542 ほう -1.44 友達 -1.35
3543 いつか -1.46 あんた -1.39
3544 ころ -1.64 オレ -1.39
3545 ぼく -1.64 一緒 -1.48
3546 友だち -1.65 そっ -1.51
3547 あたし -1.70 もん -1.55
3548 わたし -1.79 くん -1.69
3549 とき -1.88 今日 -1.72
3550 きょう -1.98 かわいい -1.88
3551 いま -2.12 俺 -1.91
3552 いっしょ -2.15 ちょ -1.94
3553 だれ -2.21 ちゃん -2.07
3554 きみ -2.34 好き -2.22  
表 2 単語の主成分得点（得点上位）     表 3 単語の主成分得点（得点下位） 
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4.2　頻度分析
1979年の少女向けコミック誌3誌にお
いて出現頻度の高かった名詞の1位から4
位は「こと（1.63%）」「人（1.19%）」「あ
たし（0.99%）」「ちゃん（0.92%）」（いず
れもかっこ内は、1979年度分析対象テキ
ストの総名詞数12006に対しての比率）で
あった。ここでは、人称表現に着目し、分
析結果の一部を示す。まず、1人称に関し
て、特に女性が多く使用していると推測さ
れる1人称の名詞の変遷を図1に示した。
「わたし」が使用されなくなり、「私」に代
わっていく様子が見られるが、これは他
の単語でも同様に見られる漢字化傾向で
ある。全体として1人称の出現頻度は1979
年 か ら 順 に、196（1.6 %）、167（1.8 %）、
226（1.6%）、755（2.0%）と上昇しており、
1979年と2009年の間での出現頻度の差は
統計的に有意である（比率検定、df = 1, p 
< 0.01）。少女向けコミック誌においては、
女性が自分のことを1人称代名詞で呼ぶ機
会が多くなっているということができる。
また、2人称についての同様の分析を図2
に示した。ここにおいては、2人称の出現
頻度が有意に低くなっている（比率検定、
df = 1, p < 0.001）。さらに、図3に示したよ
」達～「」ちた～「」ょしっい「」なんみ「、にう
などといった人の凝集状態を示す単語（凝
集性単語）の出現頻度は、特徴的な変遷を
示している。これらの単語は1979年から、
177（1.47%）、35（0.38%）、138（0.99%）、
468（1.26%）（かっこ内は、各年度の名詞
出現総数に対しての比率）というように、
1989年のテキストとでは急激に出現頻度
が低くなり、そののち回復するように上昇
している。1979年と2009年の比率の差は、
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図 9 1 人称の出現頻度の変遷 
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統計的に有意であるとは言えないが（比率
検定、df	=	1,	p	=0.085）、それ以外の組み合
わ せ（1979-1989、1979-1999、1989-1999、
1999-20009）はすべて有意である。
4.3　潜在意味分析と頻度分析の結果
からの考察
上記の分析のみから推定しうることはそ
う多くはないが、1979年から2009年にか
けて女児向けコミック雑誌に発生していた
何らかの訴求因の変遷を、頻度分析の結果
によって解釈するならば、そこに存在して
いるのは「私的－公的」という対立関係や
「孤独－凝集」に対しての価値観の変化で
あることが示唆される。特に、凝集性単語
の使用の変遷は、潜在意味分析において抽
出された第2主成分の変化に相同であり、
「仲間」もしくは「小集団」との距離間や
接し方、もしくはそれらにどの程度重きを
置くかという価値観の変化が発生していた
と考えることもできる。
5．おわりに
テキスト分析の領域において潜在意味分
析は重要な分析手法の一つとなりつつある
が、その適用に関しては、まだ模索の状態
が続いていると言える。潜在意味分析は、
談話分析などのテキスト分析においても有
用な手法であるが、本稿で述べたような文
化的テキストの訴求構造分析手法として利
用可能である。一方で、これまで標準的に
用いられてきた主成分分析や因子分析、も
しくは数量化Ⅲ類列に比べて、十分な理論
的検討が行われているとは言いがたい状況
が存在する。その原理と数理が十分に理解
されれば、テキスト分析における主力の手
法となると推定される。
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