It can be more challenging and demanding to efficiently model the covariance matrices for multivariate longitudinal data than for univariate case because of the correlations between responses arising from multiple variables and repeated measurements over time. In addition to the more complicated covariance structures, the positive-definiteness constraint is still the major obstacle in modelling covariance matrices as in univariate case. In this paper, we develop a data-based method to model the covariance structures. Using this method, the constrained and hard-to-model parameters of Σ i are traded in for unconstrained and interpretable parameters. Estimates of these parameters, together with the parameters in the mean, are obtained by maximum likelihood approach, and the largesample asymptotic properties are derived when the observations are normally distributed. A simulation is carried out to illustrate the asymptotics. Application to a set of bivariate visual data shows that our method performs very well even when modelling bivariate nonstationary dependence structures.
Introduction
In many epidemiological studies and clinical trials, subjects are measured on several occasions with regard to a collection of response variables. Consider, as an example, a randomized controlled trial of Teletherapy for age-related Macular Degeneration (Hart, et. al 2002) carried out in three United-Kingdom based hospital units. 203 patients were randomly assigned to radiotherapy or observation and scheduled to visit the clinics at 0, 3, 6, 12, and 24 months. Three visual responses, distance visual acuity, near visual acuity and contrast sensitivity were taken for every patient through out the study. There are many examples of this kind (Jones, 1993; Fang et al., 2006; Gao et al., 2006) .
Modelling the covariance structures for such multivariate longitudinal data are usually more complicated than for univariate case because of the occurrence of a) the correlation between the responses at each time point, b) the correlation within separate responses over time, and c) the cross-correlation between different responses at different times. Two approaches are commonly adopted in practice: models with a Kronecker product covariance structure and multivariate mixed models with random coefficients. These two approaches select the covariance structures from a limited set of potential candidate structures containing compound-symmetry, AR(1) and unstructured covariance and very often assume that the data are sampled from multiple stationary stochastic processes (Jones, 1993; Galecki, 1994; Reeves & MacKenzie, 1998; Fang et al., 2006; Gao et al., 2006) .
In addition to the more complicated covariance structures, as in univariate case, the positive-definiteness is still the major obstacle in modelling the covariance matrices for multivariate longitudinal data. In the context of other types of data such as univariate longitudinal data and multivariate data, several decomposition and transformation methods are developed in the literature to partially alleviate this problem. Of these methods, frequently used are as follows: Variance-covariance decomposition (Barnard et al. 2000) , Spectral decompositions (Flury, 1984; Bensmail et al., 1997; Boik, 2002 Boik, , 2003 , Matrixlogarithmic covariance model (Chiu et al., 1996; Pinheiro & Bates, 1996) and Cholesky Decomposition (Pourahmadi 1999; Smith & Kohn, 2002; Chen & Dunson,2003) In this paper, we develop a data-based method to model covariance structures for bivariate longitudinal data by extending the ideas of modified Cholesky decomposition (Pourahmadi, 1999) and matrix-logarithmic covariance model (Chiu et al., 1996) . There are three main steps in our method. Firstly, by block triangular factorization, the positive definite matrix Σ i = Cov(y i )(i = 1, · · · , n) is decomposed into generalized autoregressive coefficient matrices and innovation covariance matrices. These components have simpler structures and useful statistical interpretations (see subsection 2.2). Secondly, matrixlogarithmic transformation is applied to the innovation covariance matrices to ensure the resulting estimate positive definite. These new matrices, named as log-innovation covari-ance matrices, maintain some of the statistical features (see subsection 2.3) associated with the innovation covariance matrices. Thirdly, we model the new parameters in these matrices parsimoniously in terms of covariates using regression models (see subsection 2.4).
Thus, the constrained and hard-to-model parameters of Σ i are traded in for the unconstrained and interpretable parameters and the positive definiteness of estimate of Σ i is guaranteed. In addition, a broad range of covariance structures including stationary and nonstationary structures can be modelled by this approach (see subsection 2.2 and section 5). The more general modelling approach supplements the special structures available for Σ i in the literature and in some cases subsumes them under the regression umbrella. Moreover, this approach can handle data structure with balance design but subject to monotone dropout and it is easily extendable to multivariate models with more than two response variables and multivariate random coefficient models. Additional development would be required for data sets with intermittent missingness.
The outline of the paper is as follows. §2 introduces the bivariate marginal model we studied and an unconstrained parameterisation and generalized linear regression models for the bivariate covariance matrix. The method of maximum likelihood (ML) is used to estimate the parameters and asymptotic properties of the estimators (of the parameters in mean and covariance matrix) are given in §3. In §4 we carry out a simulation study to investigate the asymptotics and an analysis of a bivariate data set is conducted in §5. Finally, in the Appendix we outline the steps underpinning the ML computations and sketch the proofs of theorems in §3.
Model Formulation

2·1. Bivariate Marginal Model
Consider a balanced repeated measures study in a bivariate case. Let y ij = (y (1) ij , y (2) ij ) present the observations of two response variables for the ith individual at jth time point (i = 1, · · · , n; j = 1, · · · , m). Assume that y ij arises from the regression model y ij = x ij β+ ij , where the
is a 2×(p 1 +p 2 +2) design matrix with vectors x
is an unknown p × 1 regression coefficient vector with
ij ) is sampled from a bivariate Gaussian process.
Further let y i = (y i1 , · · · , y im ) and
. Then the matrix form of the model for ith subject is
Throughout this paper we assume that the covariance matrices of y i or i are homogeneous across subjects and denote them by Σ. However, this constraint can be relaxed in more general schemes.
2·2. Block triangular factorization of Σ
The covariance matrix Σ is written as
Here Σ jk = E( ij ik ) are 2 × 2 sub-matrices for j, k = 1, · · · , m and Σ jk = Σ kj . Noting that Σ is positive definite, Σ can be factorized block-triangularly as (Hamilton 1994 )
where T is a block lower triangular with 2 × 2 identity sub-matrices as diagonal entries and D is a block-diagonal matrix with positive definite 2 × 2 sub-matrices as diagonal entries. It is easily deduced that the block triangular factorisation of Σ is unique and Σ is positive definite, if and only if, D is positive definite.
where I is a 2 × 2 identity sub-matrix and 0 is a 2 × 2 zero sub-matrix. For simplicity, suppose µ ij = E(y ij ) = 0. Let y i1 = 0 and
From the standard theory of linear prediction in time series (Hamilton 1994) , it can be shown that y ij is the linear least-squares predictor of y ij based on its predecessors
From above, the block triangular factorization of Σ has the following statistical interpretation: the sub-matrices as the below-diagonal entries of T are the negatives of the coefficient matrices of y ij = µ ij + j−1 k=1 Φ jk (y ik − µ ik ), the linear least-squares predictor of y j based on its predecessors y j−1 , · · · , y 1 , and block diagonal entries of D are the prediction error covariances D j = cov(y ij − y ij ), for 1 j m. In addition, the sub-matrices Φ jk in T are unconstrained and block diagonal matrix D is much simpler than Σ. We refer to the new parameters Φ jk 's and D j 's as the generalized autoregressive matrices and innovation covariance matrices of Σ. The block triangular factorization Σ for some special structures such as bivariate compound symmetry, bivariate AR(1) and bivariate M A(1) are investigated (the results can be obtained from the authors). Especially, for the bivariate AR(1), T and D have very simple structures: the first sub-diagonal entries in T are same and the rest of sub-diagonals in T are a zero matrix and the main diagonal entries in D are same except the first entry.
As next, a matrix logarithmic transformation will be applied to D in such way that the resulting estimate must be positive definite and this will underpin our estimation procedure.
2·3. Matrix logarithm of D
Suppose D is positive definite, i.e, all the diagonal entries D 1 , · · · , D m are positive definite. We note the spectral decomposition of, say D j , is D j = C j G j C j , where the columns of the 2 × 2 orthogonal matrix C j denote the appropriate eigenvectors of D j , and G j is a 2 × 2 diagonal matrix, with diagonal elements equal to the eigenvalues of D j . The matrix logarithm of D j can now be defined by
where log(G j ) is a diagonal matrix with diagonal elements equal to the logs of the corresponding eigenvalues of D j . It is obvious that A j = log D j is a symmetric matrix. By the definition of matrix exponential, it follows that D j = exp(A j ) and the positive definite of D j is guaranteed. The unconstrained matrix A j (or log D j ), named as log-innovation covariance matrix, is no longer innovation covariance matrix, but it can be claimed that A j remains some of features associated with the innovation covariance matrix (see Appendix).
With the block triangular factorization of Σ and matrix-logarithmic transformation of D, our transformations are complete. These two transformations define a one-to-one mapping between all of Φ jk 's and log D j 's and Σ, therefore there is no identifiability problem.
However the number of new parameters in Φ jk 's and log D j 's is m(2m + 1), which is the same as in Σ, so modelling these new parameters parsimoniously via regression models is now required.
2·4. Generalized linear regression models for covariance
The parameters in Φ jk and log D j may be modelled in terms of explanatory variables for example, time or time lag. For the purposes of illustrating model development, we confine attention to models of dependence on covariates in linear regression models as is conventional for the mean vectors.
(a) Modelling log-innovation covariance matrices
When developing a linear regression model for log D j (j = 1, · · · , m), it is useful to consider the vectorization
where A j = log D j . Here a j is the 3 × 1 vector consisting of the upper triangular elements of A j , arranged in some convenient order. We then propose linear models of the form
where the W j are specified design matrices with linearly independent columns and λ = (
vector of unknown parameters. Any model of the form (2.6) can be rearranged in the form
for j = 1, · · · , m, for judicious choices of the 2 × 2 design matrices V jl . In this case any element of V jl must either equal zero or some elements of W j .
(b) Modelling generalised autoregressive coefficient matrices
Consider the vectorization for autoregressive coefficient matrices Φ jk for k < j and j = 2, · · · , m. We have
where b jk is the 4 × 1 vector consisting of all the elements of Φ jk . Linear regression models for these vectors are proposed, which are
, where H ij are specified design matrices and γ = (γ 1 , · · · , γ q ) is an q × 1 vector of unknown parameters. The form (2.8) can be rearranged in the form
for k < j, j = 2, · · · , m, and the elements of U jkl are chosen from the elements of H jk .
In this broad framework, a wide range of new models becomes available. As a first step only, we illustrate the use of polynomial models as in MacKenzie and Pan (2004) by extending the class C * to the bivariate case.
Example: Polynomial models
Since the A j 's are log-innovation covariance matrices at time j, in the most general case, different polynomials can be fitted for the trajectories of the 3 elements of interest over time. That is, for each element in
is the number of parameters fitted. Further, noticing that the matrix Φ jk is the coefficients of the response y k at time point k in the linear prediction of the response y j at time point j and setting Φ jk = φ jk1 φ jk3 φ jk2 φ jk4 , we may propose that
for s = 1, 2, 3, 4 and q = q 1 + q 2 + q 3 + q 4 + 4 is the number of parameters fitted. Of course, a key objective will be to find the most parsimonious model and the development of efficient model selection algorithms (Pan and MacKenze, 2003) may be viewed as a priority. In this connection, very little is known, in general, about the behaviour of log-innovation covariance matrices and generalized autoregressive matrices.
Maximum likelihood Estimation
3·1. Estimation of parameters from the joint model
From the foregoing, the whole of the scientific interest in the joint model lies in the regression parameter vectors β, γ and λ. Their joint estimation can be accomplished using the maximum likelihood approach. The procedures are summarized briefly heremore details are given in the Appendix.
Appealing to the block triangular factorization of Σ in (2.2), the log-likelihood of β, γ and λ, given y 1 , · · · , y n , satisfies 
Secondly, given β and λ, a linear estimation equation in γ can also be obtained by some simple linear algebra. The solution of the score equation with respect to γ is
where
are the block lower triangular matrices with off-diagonal matrices U jkl (k < j, j = 2, · · · , m) and zero matrices as diagonal entries.
Let Chiu et al. (1996) . Let r ik be a 2 × 1 vector consisting of the (2k − 1)th and 2kth elements in r i and e ij be a 2 × 1 vector consisting of the (2j − 1)th and 2jth elements in T r i . It is easily verified that
e ij e ij /n. Applying the directional derivative of the matrix exponential (see Bellman 1970) to the Taylor series expansion of function (3.4) with respect to λ, it can be shown that the lth element of the partial derivative of log with respect to λ, denoted by ∂ log (β, γ, λ)/∂λ, is 2∂ log (β, γ, λ) 
The integrations in S(β, γ, λ) Fixed β and γ, the solution of the estimation equation for λ can be obtained by the Newton-Raphson iterations, i.e,
where λ (t) is the estimate at the tth iteration. The iterative procedure proceeds within (3.2), (3.3) and (3.7) by initializing at Σ = I m where I m is a m × m identity matrix and iterating until convergence to obtain the ML estimator ( β , γ , λ ) simultaneously.
3·2. Asymptotic properties
In this section the limiting behaviour of the maximum likelihood estimates is presented under some mild regularity conditions. All of the asymptotic results (as n → ∞) take m, p, q and d to be fixed. Let parameter spaces B, Γ and Λ, where β ∈ B, γ ∈ Γ and λ ∈ Λ, be compact subspaces of R . Condition I is needed to guarantee that the density function f (y i ; β, α) of Y i is identifiable. Here Y i is the random vector for the observation y i . Given linear regression models of λ, condition I can be always satisfied. The details are given in the simulation section. The consistency of the maximum likelihood estimate is presented in Theorem 1. Theorem 1. Suppose that the design matrices X i for i = 1, 2, · · · , are bounded uniformly in the sense that there exists a real number c such that |(X i ) ls | ≤ c where (X i ) ls is the (l, s)th element of X i . Moreover suppose that the limit of
The second theorem establishes the asymptotic normality of the maximum likelihood estimate ( β , α ) .
Theorem 2. Suppose that Then, under the same assumptions in Theorem 1, the maximum likelihood estimate ( β , α ) is asymptotically normally distributed as follows:
Theorem 2 implies that β and α are asymptotically independent. Further, because ( β , α ) is a consistent estimate for (β 0 , α 0 ) , the asymptotic covariance matrix V can be approximated by the following matrix
The proof of Theorems 1 and 2 is sketched in the Appendix.
Simulation
A small-scale simulation study in this section is conducted in order to investigate the adequacy of the asymptotic results.
A sample of n two-dimensional observations vectors Y i , i = 1, · · · , n are generated normally at m = 11 time-points. The mean of
for t j = −5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5. Thus, the design matrix X ij for the subject i at time-point j is given by
. The block lower triangular T has 2 × 2 identity matrices as diagonal entries and the negative of matrices
for j = 2, · · · , m; k < j, as off-diagonal entries. The block-diagonal matrix D has positive definite 2 × 2 matrices D j = exp(A j ), j = 1, · · · , m as diagonal matrices with A j being
It is easy to see that (4.1) can be rearranged in the form
. A similar rearrangement can be carried out on A j in (4.2). Noting that the (1, 1)-th 2 × 2 sub-matrix in the covariance matrix
is D 1 and every element of log(D 1 ) is a linear function of t 1 , it is easy to see that Σ(α) = Σ(α 0 ) given that λ = λ 0 for at least one value of time point t 1 since a new starting observation time can be chosen for t 1 without affecting analysis of the data. Generally, Condition I can be always satisfied provided that the elements of log D 1 are linear regression models of λ. Table 1 summarizes the simulation results for n = 60 subjects, based on 500 replications made with the same values of the covariates. All the calculations were programmed in R language of version 2.11.1. The function MatrixExp adopted in the program is from the R package msm contributed by Christopher Jackson. Convergence was considered to be obtained when the differences between the current and previous estimates, i.e, β
and λ
, are all smaller than a given value, say, 0.00001. Here is the norm of a vector. In Table 1 , the Average estimate is the average of the estimated parameters over all simulations and the True value is the values used in the model. Notice that these average estimated values demonstrate the strong consistency of the estimates. The St.Dev is found from the Hessian matrix given in Theorem and the Root.MSE is the square root of sample mean-square-error of the estimates. It is interesting that the values corresponding to β 1 , β 3 , λ 1 , λ 3 and λ 5 are much larger than standard deviation of the other estimates. The Coverage frequency reports the percentage of times that the true parameter was located in the corresponding 95% confidence intervals during all simulations. Here 95% confidence interval is calculated by 2 × (1.96St.Dev). Notice that the coverage frequencies verify the asymptotic normality property of the estimates. 
Bivariate Visual Data: preliminary analysis
A randomized controlled trial of Teletherapy for age-related Macular Degeneration (Hart et al., 2002) carried out in three United-Kingdom based hospital units. The objective is to determine whether teletherapy with 6-mV photons can reduce visual loss in patients with subfoveal choroidal neovascularization in age-related macular degeneration. Two hundred three patients were randomly assigned to radiotherapy or observation and scheduled to visit the clinics at 0, 3, 6, 12, and 24 months. Three visual responses, distance visual acuity, near visual acuity and contrast sensitivity were taken for every patient through out the study. Of 203, 4 were found not to satisfy all study entry criteria and hence excluded from the data analysis. Thus there were 99 patients in the treatment group and 100 in the observation group.
This preliminary analysis focuses on modelling the covariance matrix in bivariate case, so two visual responses, distance visual acuity and near visual acuity, are used and the data only from the treatment group are analyzed. There were around 7% missing data which were imputed by the sample means.
Considering we have not yet developed appropriate model selection method, we fit a saturated model for the mean part, i.e, two different 4th order polynomials for the two visual responses respectively over time. For the variance-covariance part we plot regressograms which are similar to Pourahmadi's (1999) versions, but which are based on the matrix logarithm in order to identify approximate models for autoregressive and innovation parameters. Table 2 gives maximum likelihood estimates(MLE) of parameters for the mean and the values in brackets are the standard deviation of these estimators. Sample log-innovation variances are plotted in Fig 1 (a) , which reveals that the (1, 1)-th and (2, 2)-th elements in sample log-innovation covariance matrices may be cubic functions of time t and the (1, 2)-th and (2, 1)-th elements are nearly constant over time, so we fit two cubic functions and one constant to log-innovation covariances. The fitted log-innovation covariances are shown in Fig.1.(b) . Similarly, the sample generalized autoregressive parameters all indicate that cubic functions of lag (j − k) may be a good choice for fitting all the elements in generalized autoregressive matrices. All the plots of sample and fitted generalized autoregressive parameters are omitted here.
One way to check if our covariance modelling method performs well is to reconstruct variance-covariance matrix and compare the reconstructed variance-covariance matrix with the sample variance-covariance matrix. The reconstruction procedure contains two back-transformations: firstly, estimated innovation matrix D can be obtained by using D j = exp(A j ) with A j ( λ) for j = 1, · · · , m; secondly, estimated variance-covariance matrix Σ can be reconstructed by using Σ = T
with T ( γ). The estimated correlations and variances for DVA and NVA are shown in below the diagonal and the last row in Table 3 .
Looking at the table 3, our method fits the covariance-variance structure very well albeit not perfectly. It is worth to notice that the variances for DVA and NVA slowly increase over time. This non-stationary feature is well captured by our proposed method. The estimated correlations and cross-correlations between DVA and NVA given in Table  4 also fit the sample correlations and cross-correlations very well (not shown). Inspecting the correlations and cross-correlations in the table reveals at least two patterns: firstly, the correlations are nearly constant except the baseline. Secondly, the correlations in the lower left half seem to be larger than the correlations in the upper right half. This suggests that earlier NVA are more predictive of later DVA, whereas earlier DVA are less predictive of later NVA. Clearly, the analysis of this set bivariate visual data is preliminary and further detailed analysis is required. For example, not only the mean, but also the covariance structure may depend on the treatment indicator, time and their interaction, so more sophisticated models and treatment effect testing methods might be applicable. The regressograms presented here depend on having balanced data and are not available for unbalanced data sets. In any case, models identified by inspection may not be optimal and new model selection methods such as those proposed by Pan and MacKenzie (2003) for univariate modelling would need to be developed to identify the optimal model in this more complicated joint mean-covariance space. 
Discussion
This paper is a first attempt to develop data-based methods for modelling covariance structures in longitudinal studies with multivariate responses. It has direct relevance to the longitudinal randomized clinical trial setting which first stirred the second author's interest in the subject (Hart et al., 2002) . It also appears to open several methodological doors, since all of the techniques presented above can, in principle, be extended directly to multivariate case. Broadly speaking, this means that all of the methodological work published in the univariate longitudinal setting can now be extended, relatively straightforwardly, to the multivariate case. Naturally, at the time of writing, there are several open problems. For example, there is a need to develop optimal model selection methods and to extend the current methodology to the linear mixed models setting. There are also other interesting challenges, especially in relation to modelling innovation matrices, whose properties over time are relatively little studied in biostatistical applications. Accordingly, we hope that the methods presented in this paper will stimulate interest in the topic and impact positively on practice.
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Appendix
Some properties of log-innovation matrices log D j 's
We have that The proof of which is straightforward by noting that the columns of C j are the normalized eigenvectors.
These equalities show that the main diagonal elements a j11 and a j22 act as variances and the off-diagonal elements a j12 and a j21 act as covariances in A j , in some sense.
Computations of S(β, γ, λ) j l and H(β, γ, λ) j ls
The derivative of 2 log with respect to λ can be found by using Taylor-like expansion of the matrix exponential exp(−A j ) at − A j in the direction R. Here A j = d l=1 λ l V jl and R is defined by −A j = − A j + hR with h tending to zero. Knowing that d(trBX) = tr(BdX) where B is constant matrix and X is a function matrix and d is a differential operator, we can get
Substituting this equation into (3.4), the Taylor series expansion of 2 log with respect to λ is 2 log (β, γ, λ|y
Hence the equation (3.5) and (3.6) hold by uniqueness of Taylor series expansions. The integrations in S (β, γ, λ) 
). Set 
Sketch of proof of Theorems
Our proof is essentially the same as the proofs of Theorems 1 and 2 in Chiu et al.(1996) . Thus, we point out only those differences in computing certain moments that are mostly due to our different reparametrization of Σ for bivariate longitudinal data. It is easy to verify that
where E 0 denotes the expectation operator at the point θ = θ 0 .
