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Abstract
Plane wave functions e〈x,w〉 in R2, where > 0, x = (x, y), w = (cos , sin ), and 〈x,w〉 := x cos + y sin ,
are used as basis functions to solve boundary value problems of modiﬁed Helmholtz equations
u(x) − 2u(x) = 0, x ∈ ,
u(x) = h(x) x ∈ ,
where  is the Laplace operator and  a bounded and simply connected domain in R2. Approximations of the exact
solution of the above problem by plane wave functions are explicitly constructed for the case that  is a disc, and the
order of approximations is derived. A computational algorithm by collocation methods based on a simple singular
decomposition of circular matrices is proposed, and numerical examples are shown to demonstrate the efﬁciency
of the methods.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Modiﬁed Helmholtz equations; Plane wave functions; Approximate solutions
1. Introduction
As is well known the ﬁnite element method (FEM) and ﬁnite difference method (FDM) have been
widely used in solving boundary value problems of differential equations. In using FEM and FDM, gen-
erating the mesh points of an arbitrary region is usually a difﬁcult task especially for a three-dimensional
problem. In the last two decades the boundary element methods have become popular due to its unique
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feature of mesh reduction. However meshing a two-dimensional surface is still non-trivial. Recently mesh
free methods receive much attention in the engineering literature for their simplicity in implementation;
i.e. neither domain nor boundary meshing is required.
Given boundary value problems of differential equations
Lu(x) = 0, x ∈ , (1.1a)
u(x) = h(x), x ∈ , (1.1b)
whereL is a differential operator and  a bounded and simply connected domain, one of popular mesh
free methods is the method of fundamental solutions (MFS), which has been studied and used by many
authors in recent years (cf. [2,4,8,9,11,12,15], etc). For description, letG(x, y) be the fundamental solution
of (1.1a), namely:
LG(x, y) = −(x − y),
where  is the Dirac delta function. Choose points yk , 1km, outside of , and form
um(x) =
m∑
k=1
ckG(x, yk), (1.2)
where ck , 1km, are constants. Then um satisﬁes (1.1a). For um to satisfy (1.1b) as much as possible,
collocation methods or least square methods are usually used. For the collocation methods, m points xk ,
1km, on  are chosen to determine the coefﬁcients ck , 1km, by solving the system
um(xk) = h(xk), 1km.
Other complete sets of solutions of differential equations are also used in the mesh free methods, which
are commonly called the Trefftz methods (cf. [10,16], etc). For instance, for the Helmholtz equation
u(x) + 2u(x) = 0, x ∈ , (1.3)
the set of plane wave functions
˜ := span{ei(x cos +y sin ); −} (1.4)
is known to be dense in the solution set, and has been studied by many authors (cf. [3,5,6,13], etc.). In
contrast, for the modiﬁed Helmholtz equation
u(x) − 2u(x) = 0, x ∈ , (1.5)
one can easily check that any plane wave function in the set
 = span{e(x cos +y sin ); −} (1.6)
satisﬁes (1.5). Relatively little attention has been paid in the literature to the issue of solving (1.5) by
the plane wave functions in (1.6) even though much work has been done on the same issue about the
Helmholtz equation. Indeed, as pointed out in [9], modiﬁedHelmholtz equations naturally arise in solving
the diffusion equations with initial and boundary value problems by difference methods. It is the purpose
of this paper to examine the issue of solving modiﬁed Helmholtz equations by plane wave functions. We
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investigate the case that  is a disc, and show that  constitutes a complete set of solutions of a modiﬁed
Helmholtz equation, and explicitly construct the approximation of the exact solution by the plane wave
functions and derive the order of approximation. Then collocation methods are described for computing
numerical solutions. It is worthy to mention the plane wave methods apply to the problems on general
domains, as shown in Example 3 of Section 3, and even to the problems in R3, which we will explore in
our late work.
The organization of this paper is as follows. In Section 2 we will show that constitutes a complete set
of solutions of a modiﬁed Helmholtz equation, and derive the order of approximating a boundary value
function by the restriction of  on . The corresponding results for Helmholtz equations will also be
described. The order of approximating the exact solution of the boundary value problem will be stated in
Section 3. A computational algorithm by collocation methods based on a simple singular decomposition
of circular matrices will be given in Section 3, and numerical examples will be presented to demonstrate
the efﬁciency of the described methods.
2. Approximation by the restriction of plane wave functions on 
In the following discussion we assume that  is a disc, namely
= {(x, y); x2 + y2 < 2}
for some > 0, and thus ={(x, y); x2+y2=2}.Any function on  can be expressed as a 2-periodic
function. The Fourier series expansion of a 2-periodic function f is
f (t) =
∞∑
k=−∞
ck(f )e
ikt
,
where
ck(f ) := 12
∫ 
−
f (t)e−ikt dt, k ∈ Z.
Set
Sn(f )(t) :=
n∑
k=−n
ck(f )e
ikt , n1
for the nth partial sum of the Fourier series of f. For two 2-periodic functions f and g, let
h(t) := 1
2
∫ 2
0
f (t − x)g(x) dx,
then h is 2-periodic and the Fourier coefﬁcients of h are given by
ck(h) = ck(f )ck(g), k ∈ Z. (2.1)
We ﬁrst show a density result on L2().
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Proposition 2.1. For > 0 the restriction of the set
 = span{e(x cos +y sin ); −}
on  is dense in L2().
Proof. Write = {( cos t,  sin t); − t}. The restriction of  on  can be written as
| = span{e cos(t−); −}.
Let r := > 0. If | is not dense in L2[−, ], there is a non-zero function f ∈ L2[−, ] such that∫ 
−
er cos(t−)f (t) dt = 0,  ∈ [−, ].
Let g(t) = er cos t . Then
h() :=
∫ 
−
g(t − )f (t) dt ≡ 0.
Therefore, from (2.1),
ck(g)ck(f ) = 0 (2.2)
for any integer k. Observe
ck(g) = 12
∫ 
−
er cos te−ikt dt = 1

∫ 
0
er cos t cos kt dt
= 1

∞∑
n=0
rn
n!
∫ 
0
cosnt cos kt dt .
Hence c−k(g) = ck(g) for any k ∈ Z. We then only consider ck(g) for k0. Note∫ 
0
cosnt cos kt dt =
∫ 1
−1
xnTk(x)
1√
1 − x2 dx,
where Tk(x) = cos[k arccos x], −1x1, is the Chebyshev polynomial of degree k. It is known
[14, p. 54, Exercise 1.5.31] that
xn = 1
2
B
(n)
0 +
n∑
j=1
B
(n)
j Tj (x),
where
B
(n)
n−2m = 21−n
( n
m
)
, 0m
[n
2
]
,
and
B
(n)
j = 0, j = n − 2m.
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Hence
ck(g) = 1

∞∑
j=0
rk+2j
(k + 2j)!
∫ 
0
cosk+2j t cos kt dt
= 1
2
∞∑
j=0
rk+2j
(k + 2j)!2
1−(k+2j)
(
k + 2j
j
)
=
∞∑
j=0
(r/2)k+2j
j !(k + j)! = 0. (2.3)
Therefore, by (2.2), ck(f )=0 for any k, which contradicts the assumption that f is non-zero.The conclusion
of the proposition is then proved. 
Remark. The above arguments can also be used to show the density of the restriction of ˜ (cf. (1.4))
on , which g˜(t) := eir cos t and its Fourier coefﬁcients are given by
ck(g˜) = 12
∫ 
−
eir cos te−ikt dt = 1

∫ 
0
eir cos t cos(kt) dt
= inJn(r), (2.4)
where Jn is the Bessel function of the ﬁrst kind of order n (cf. [1]).
We now describe a sequence of approximation operators associated with g with cn(g) = 0, n ∈ Z,
introduced in [11], given by
Ag,m,kh(t) :=
m−1∑
=−m
a(h, k)g
(
t − 
m
)
, (2.5a)
for any h ∈ L2[−, ], where
a(h, k) :=
k∑
n=−k
cn(h)
2mcn(g)
e(n/m)i, −mm − 1. (2.5b)
Let g(t) = er cos t in the aboveAg,m,k . From (2.3),
1
k!
( r
2
)k
< ck(g)<
1
k!
( r
2
)k
er
2/4
. (2.6)
For late use we recall the Stirling formula
n! ∼ √2n
(n
e
)n
,
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where ∼ means that the ratio of the two sides of the above equation approaches 1 as n approaches inﬁnity,
and of course
c1
√
2n
(n
e
)n
n!c2
√
2n
(n
e
)n
(2.7)
for some constants c1 and c2. Furthermore, as usual, we use c for any possible constants which may be
different even in the same argument, and let [n] denote the largest integer n. The following theorem
is shown along the same line as in the proof of Proposition 2.3 of [11] which deals with the Laplace
equation by the methods of fundamental solutions.
Theorem 2.2. Let g(t) = er cos t , r > 0. Suppose that h is j times continuously differentiable and 2
-periodic, where j2. Then for m>er and k[m/2], there holds
‖Ag,m,kh − h‖L∞c‖h(j)‖L∞ 1
kj−1
+ c‖h‖L2er
2/4√m
( er
3m
)m
,
where c is a constant independent of h, k, and m.
Proof. It is easy to see from (2.5a)–(2.5b) that
|Ag,m,kh(t) − h(t)| |h(t) − Sk(h)(t)|
+
∣∣∣∣∣
k∑
n=−k
cn(h)
[
eint − 1
2mcn(g)
m−1∑
=−m
e(ni/m)g
(
t − 
m
)]∣∣∣∣∣ . (2.8)
Since h is j times continuously differentiable, clearly we have
|h(t) − Sk(h)(t)|
∑
|n|>k
|cn(h)|c‖h(j)‖L∞
∞∑
n=k+1
1
nj
c‖h(j)‖L∞ 1
kj−1
. (2.9)
Write
g(t) =
∞∑
j=−∞
cj (g)e
ij t
,
then
g
(
t − 
m
)
=
∞∑
j=−∞
cj (g)e
ij t−(ij/m)
,
and a simple computation yields
1
2m
m−1∑
=−m
e(n/m)ig
(
t − 
m
)
= cn(g)eint +
∑
q =0
cn+2mq(g)ei(n+2mq)t .
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Therefore
eint − 1
2mcn(g)
m−1∑
=−m
e(ni/m)g
(
t − 
m
)
= − 1
cn(g)
∑
q =0
cn+2mq(g)ei(n+2mq)t .
We then have∣∣∣∣∣
k∑
n=−k
cn(h)
[
eint − 1
2mcn(g)
m−1∑
=−m
e(ni/m)g
(
t − 
m
)]∣∣∣∣∣

(
k∑
n=−k
|cn(h)|2
)1/2⎛⎜⎝ k∑
n=−k
∣∣∣∣∣∣ 1cn(g)
∑
q =0
cn+2mq(g)ei(n+2mq)t
∣∣∣∣∣∣
2
⎞⎟⎠
1/2
‖h‖L2
⎛⎜⎝ k∑
n=−k
⎛⎝∑
q =0
|cn+2mq(g)|
|cn(g)|
⎞⎠2
⎞⎟⎠
1/2
. (2.10a)
Set
Im,n :=
∑
q =0
|cn+2mq(g)|
|cn(g)| ,
and thus Im,−n = Im,n. We then consider Im,n for n0. First, from (2.6) and (2.7),
Im,0 =
∑
q =0
|c2mq(g)|
|c0(g)| 2
∞∑
q=1
|c2mq(g)|
2
∞∑
q=1
1
(2mq)!
( r
2
)2mq
er
2/4
cer
2/4
∞∑
q=1
1√
2(2mq)
(
e
2mq
)2mq( r
2
)2mq
cer
2/4
∞∑
q=1
1√
q
(
er
4mq
)2mq
cer
2/4
( er
4m
)2m
. (2.10b)
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Similarly for any n, 1nk([m/2]),
Im,n = 1|cn(g)|
∞∑
q=1
[|c2mq+n(g)| + |c2mq−n(g)|]
n!
(
2
r
)n
er
2/4
∞∑
q=1
[
1
(2mq + n)!
( r
2
)2mq+n + 1
(2mq − n)!
( r
2
)2mq−n]
= er2/4
∞∑
q=1
[
n!
(2mq + n)!
( r
2
)2mq + n!
(2mq − n)!
( r
2
)2mq−2n]
cer
2/4
∞∑
q=1
[ √
2n(n/e)n√
2(2mq + n)((2mq + n)/e)2mq+n
( r
2
)2mq
+
√
2n(n/e)n√
2(2mq − n)((2mq − n)/e)2mq−n
( r
2
)2mq−2n]
cer
2/4
∞∑
q=1
[(
n
2mq + n
)n+1/2( er
2(2mq + n)
)2mq
+
(
n
2mq − n
)n+1/2( er
2(2mq − n)
)2mq−2n]
cer
2/4
∞∑
q=1
[(
er
4mq
)2mq
+
(
er
3mq
)2mq−2n]
cer
2/4
[( er
4m
)2m + ( er
3m
)m]
cer
2/4
( er
3m
)m
.
Therefore⎛⎜⎝ k∑
n=−k
⎛⎝∑
q =0
|cn+2mq(g)|
|cn(g)|
⎞⎠2
⎞⎟⎠
1/2
c
√
mer
2/4
( er
3m
)m
. (2.11)
The conclusion of the Theorem follows from (2.8) to (2.11). 
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In the above theorem h is assumed to be at least second-order continuously differentiable. It is well
known that if h is just continuous, Sk(h) may not converge to h in L∞. In this case, we use the Fejér
approximation
Tk(h)(t) := S0(h)(t) + S1(h)(t) + · · · + Sk(h)(t)
k + 1 =
k∑
n=−k
k + 1 − |n|
k + 1 cn(h)e
int , k1.
By the Fejér Theorem, Tk(h) approximates h uniformly in [−, ], namely:
‖Tk(h) − h‖L∞ → 0 as k → ∞.
Correspondingly set
Bg,m,kh(t) :=
m−1∑
=−m
b(h, k)g
(
t − 
m
)
, (2.12a)
where
b(h, k) :=
k∑
n=−k
k + 1 − |n|
k + 1 cn(h)
2mcn(g)
e(n/m)i, −mm − 1. (2.12b)
Using the same arguments as above we have the following conclusion.
Corollary 2.3. Let g(t) = er cos t . Suppose that h is continuous and 2-periodic. Then for m> er and
k[m/2], there holds
‖Bg,m,kh − h‖L∞‖Tk(h) − h‖L∞ + c‖h‖L2er
2/4√m
( er
3m
)m
,
where c is a constant independent of h, k, and m.
Similar results can be established for g˜(t) = eir cos t whose Fourier coefﬁcients are given in (2.4). It is
well known that J−n(r)= Jn(r) and Jn(r) has positive zero points. Hence |c−n(g˜)| = |cn(g˜)| = Jn(r) for
any n, and again we may consider n0 in the following discussion. Denote by n the smallest positive
zero point of Jn, n0. It is known that
0(=2.4048 . . .) < 1 < · · ·< n < · · · .
And thus we assume that 0<r < 0. From the series expansion of Jn(r)
Jn(r) =
(
1
2
r
)n ∞∑
k=0
(−14r2)k
k!	(n + k + 1) ,
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we have the estimate that for n1,
Jn(r) =
(
1
2
r
)n [ 1
n! −
1
4r
2
(n + 1)! +
(14r
2)2
2!(n + 2)! −
(14r
2)3
3!(n + 3)! + · · ·
]

(
1
2
r
)n [ 1
n! −
1
4r
2
(n + 1)!
]

1
8
(12r)
n
n! (2.13)
Hence for n1
1
8
(12r)
n
n! Jn(r)
(12r)
n
n! . (2.14)
The following conclusion can be established by similar arguments as in the proofs of the previous results,
in which we omit its proof.
Theorem 2.4. Let g˜(t) = eir cos t . Suppose that h is a j times continuously differentiable and 2-periodic
function for j2. Then for k < [m/2] and 0<r < 0, there holds
‖Ag˜,m,kh − h‖L∞c‖h(j)‖L∞ 1
kj−1
+ c‖h‖L2
√
m
J0(r)
( er
3m
)m
,
where c is a constant independent of h, k, and m. In case that h is only continuous and 2-periodic,
‖Bg˜,m,kh − h‖L∞‖Tk(h) − h‖L∞ + c‖h‖L2
√
m
J0(r)
( er
3m
)m
.
3. Approximate solutions and numerical examples
Given a boundary value problem
u(x, y) − 2u(x, y) = 0, (x, y) ∈ , (3.1a)
u(x, y) = h(x, y), (x, y) ∈ , (3.1b)
where = {(x, y); x2 + y2 < 2}, for the sake of notation we write h(t) := h( cos t,  sin t) on . Let
a(h, k) be deﬁned in (2.5b). Set
Gm,k(x, y) =
m−1∑
=−m
a(h, k)e
(x cos /m+y sin /m), (x, y) ∈ . (3.2)
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Then on 
Gm,k( cos t,  sin t) =
m−1∑
=−m
a(h, k)e
 cos(t−/m)
=
m−1∑
=−m
a(h, k)g (t − /m)
=Ag,m,kh(t).
Since Gm,k satisﬁes Eq. (3.1a) and the maximum value principle applies to the modiﬁed Helmholtz
equation, namely if u is the unique solution of (3.1a)–(3.1b) then
‖u‖L∞()‖h‖L∞(),
therefore
‖u − Gm,k‖L∞()‖h −Ag,m,kh‖L∞().
Similarly let
Hm,k(x, y) =
m−1∑
=−m
b(h, k)e
(x cos /m+y sin /m), (x, y) ∈ ,
where b(h, k) is given in (2.12b).
Theorem 2.2 and Corollary 2.3 then imply the following result.
Theorem 3.1. Let u be the unique solution of (3.1a)–(3.1b), where  is a disc of radius  with the center
at the origin. Let h(t) = h( cos t,  sin t). Assume that h is j times continuously differentiable, j2. Let
r = , and Gm,k be given in (3.2), where mer and k[m/2]. Then
‖u − Gm,k‖L∞()c‖h(j)‖L∞ 1
kj−1
+ c‖h‖L2er
2/4√m
( er
3m
)m
.
In case that h is only continuous,
‖u − Hm,k‖L∞()‖Tk(h) − h‖L∞ + c‖h‖L2er
2/4√m
( er
3m
)m
.
The collocation methods by plane wave functions can also be used to ﬁnd the approximate solutions
of (3.1a)–(3.1b). Set
vj (x, y) := e(x cos 2j/n+y sin 2j/n), 0jn − 1.
And form
v(x, y) =
n−1∑
j=0
cjvj (x, y),
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where cj , 0jn − 1, are constants. v(x, y) then satisﬁes (3.1a). For v(x, y) to satisfy (3.1b) as much
as possible, we choose n points Pk := ( cos 2k/n,  sin 2k/n), 0kn − 1, equally distributed on
, and set
v(Pk) = h(Pk), 0kn − 1, (3.3)
which the coefﬁcients cj can be determined. Indeed, if
vk := e cos 2k/n, 0kn − 1,
then (3.3) is expressed in matrix form as
V cv = hp, (3.4)
where
V :=
⎛⎜⎜⎜⎜⎝
v0 v1 · · · vn−1
vn−1 v0 · · · vn−2
...
...
...
v1 v2 · · · v0
⎞⎟⎟⎟⎟⎠ , cv :=
⎛⎜⎜⎜⎜⎝
c0
c1
...
cn−1
⎞⎟⎟⎟⎟⎠ , hp :=
⎛⎜⎜⎜⎜⎝
h(P0)
h(P1)
...
h(Pn−1)
⎞⎟⎟⎟⎟⎠ .
The coefﬁcient matrixV is a circular matrix (cf. [7]). It is easy to verify that the eigenvalues ofV are given
by

j =
n−1∑
k=0
vk
k(j−1), 1jn,
where  := e2i/n, and the corresponding normalized eigenvectors are
uj = 1√
n
(1 j−1 2(j−1) · · · (n−1)(j−1))T, 1jn,
where T denotes the transpose of a matrix. Let
U = (u1 u2 · · · un),
then U is an orthonormal unitary, namely U∗U = In, where U∗ denotes the complex conjugate of the
transpose of U. Hence
U∗GU = D := diag(
1, 
2, . . . , 
n).
Write
hp =
n∑
k=1
〈hp, uk〉uk ,
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then the solution in (3.4) is given by
cv =
n∑
k=1
1

k
〈hp, uk〉uk .
The above discussion is summarized in the following algorithm.
Algorithm 3.2. Assume ={(x, y); x2 + y2 < 2}. For n1, an approximate solution of (3.1a)–(3.1b)
is obtained by following the steps:
Step 1: Set = e2i/n and compute
vk = e cos 2k/n, 0kn − 1,

j =
n−1∑
k=0
vk
k(j−1), 1jn.
Form
uj = 1√
n
(1 j−1 2(j−1) · · · (n−1)(j−1))T, 1jn.
Step 2: Set Pk = ( cos 2k/n,  sin 2k/n), 0kn − 1, on  and calculate
hP = (h(P0) · · · h(Pn−1))T.
Expand
hP =
n∑
k=1
〈hp, uk〉uk .
Step 3: Let cv = (c0 · · · cn−1)T be determined by
cv =
n∑
k=1
1

k
〈hp, uk〉uk .
Then an approximate solution of (3.1a)–(3.1b) in  is given by
v(x, y) =
n−1∑
j=0
cje
(x cos 2j/n+y sin 2j/n)
. (3.5)
We now present numerical examples to solve the boundary value problems by the methods discussed
so far. First we use the approximation methods described in (3.2) (cf. Theorem 3.1).
Example 1. The fundamental solution of (3.1a) is
G(x, y; ) = 1
2
K0(‖x − y‖),
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where K0 is the modiﬁed Bessel function of the second kind with order zero. For any ﬁxed y outside
of ,
h(x) := cK0(‖x − y‖), (3.6)
as a function of x, satisﬁes (3.1a), where c is a constant used to adjust ‖h‖L∞ . In particular we choose
y = (M, 0) for some positive number M > . The restriction of h(x) on  is given by
h(t) = cK0(‖( cos t,  sin t) − (M, 0)‖)
= cK0
(√
2M2 + 22 − 22M cos t
)
= c
∞∑
k=−∞
Kk(M)Ik() cos(kt)
= c
∞∑
k=−∞
Kk(M)Ik()e
ikt
, (3.7)
where the Fourier series expansion of h is discussed in [12], and Ik is the modiﬁed Bessel function of the
ﬁrst kind of order k. Therefore
ck(h) = cKk(M)Ik(), k ∈ Z,
and it is known that c−k(h) = ck(h) for any integer k.
We ﬁrst examine the approximation of h in (3.7) byAg,m,kh in (2.5a)–(2.5b). Choosem=30, k=m/2=
15, =1 forAg,m,k and c=100,M=3 for h in (3.7). In the following table we list the approximation error
‖h−Ag,m,kh‖L∞ , relative error ‖(h−Ag,m,kh)/h‖L∞ , and ‖h‖L∞ , with respect to different choices of
, where 100 points, evenly distributed in [−, ], are used to evaluate the L∞ norm.
 ‖h −Ag,m,kh‖L∞ ‖(h −Ag,m,kh)/h‖L∞ ‖h‖L∞
0.5 9.387e − 002 7.520e − 003 42.080
1.0 4.388e − 006 3.842e − 006 11.379
2.0 1.096e − 007 4.427e − 006 1.114
5.0 9.735e − 009 9.108e − 002 0.002
It seems that for =1 or 2, approximation and relative errors are in the desirable order. Certainly other
choices of parameters c in (3.7), m, k, M also affect the numerical results.
Next we examine the approximation inside , which we use Gm,k(x, y) given in (3.2). As expected
from Theorem 3.1 or the maximum value principle, the numerical results inside  should be better than
those on . Write
h(x, y) = cK0
(

√
(x − M)2 + y2
)
, (x, y) ∈ . (3.8)
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Choose =2 and other parameters are the same as in the above table.We test the approximation at several
points chosen in 
(x, y) h(x, y) |h(x, y) − Gm,k(x, y)|
(0.000, 0.000) 0.1244 3.308e − 011
(0.543,−0.499) 0.3634 6.888e − 010
(−0.874,−0.201) 0.0189 1.040e − 008
(−0.932, 0.234) 0.0167 2.518e − 008
We now use collocation methods described in Algorithm 3.2 to ﬁnd approximate solutions.
Example 2. We still use the same h in (3.8) and examine the approximation of h by using v in (3.5). Fix
 = 2,  = 1, and choose n = 30, i.e. 30 points used in the collocation methods. By the maximum value
principle we investigate the approximation on , and list the approximation errors in the following table
by using different values of c and M.
c M ‖h‖L∞ ‖v − h‖L∞ ‖(v − h)/h‖L∞
100 2 11.3894 1.8769e − 004 2.9032e − 004
250 3 2.7899 4.6250e − 007 3.0027e − 006
1000 5 0.1465 1.6576e − 010 2.1412e − 008
2000 6 0.0356 8.7963e − 012 4.7452e − 009
It seems that if the singular point (M, 0) of h moves away from , the approximation errors are
improving. Next we examine the approximation errors inside , which we only consider M = 3 and
c = 250 (see the second row in the previous table) and a few points to illustrate the case.
(x, y) h(x, y) |h(x, y) − v(x, y)|
(0.0000, 0.0000) 0.3110 2.4770e − 010
(0.5123, 0.4331) 0.8734 1.3342e − 009
(−0.9023, 0.0291) 0.0450 4.9183e − 009
(0.8732,−0.3853) 1.9470 4.8136e − 009
(0.0121, 0.9081) 0.2386 8.4078e − 008
Finallywewant tomention that collocationmethods apply to any domains, and even to theR3 problems,
which we will explore in our late work. Here we only examine a case that the domain is a square.
Example 3. Consider (3.1a)–(3.1b), where we assume that  is a square given by
= [−1, 1] × [−1, 1].
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Set
vj (x, y) = e(x cos((2j)/n)+y sin((2j)/n)), 0jn − 1,
and form
v(x, y) =
n−1∑
j=0
cjvj (x, y),
where cj are constants.Useh(x, y) in (3.8) as the tested function.We choosenpoints (xk, yk), 0kn−1,
evenly distributed on the boundary . By solving the system
v(xk, yk) = h(xk, yk), 0kn − 1,
the coefﬁcients ck can be determined.
Below is a table of approximation results which we choose = 1, and n= 32, i.e. 32 collocation points
evenly distributed on .As before we only test the approximation on , which we use 160 points evenly
distributed on  to evaluate the L∞ norm. Different values of c and M in (3.8) are examined
c m ‖h‖L∞ ‖v − h‖L∞ ‖(v − h)/h‖L∞
100 2 42.1024 7.75e − 003 3.06e − 004
1000 3 113.8939 6.20e − 005 6.88e − 007
500 5 5.5798 1.98e − 010 1.17e − 009
100 6 0.3691 8.42e − 011 2.51e − 010
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