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I. INTRODUCTION 
The separation of sets of points in an n-dimensional Euclidean space is the 
basic mathematical problem associated with pattern recognition. By an 
appropriate choice of variables each pattern is represented by a single point 
in the space R, . If the space R, can be separated into regions such that 
each region contains only those points corresponding to a specific pattern 
set and none from any other set, then the recognition problem has been 
solved. A pattern is then classified by determining in which region its asso- 
ciated point lies. We will consider the separation of Rn into regions by means 
of one or more hyperplanes or by means of ellipsoids. The type of separation 
to be used in a specific case will depend on the nature of the pattern sets 
considered. A number of specific applications are described in Section IV. 
The main purpose of this paper is to show that the pattern separation 
problem can be formulated and solved as a convex programming problem, 
i.e., the minimization of a convex function subject to linear constraints. A 
number of previous investigators [l-4] h ave proposed iterative methods for 
the construction.of one or more hyperplanes in R, in order to solve pattern 
recognition problems. It was apparently not recognized that these iterative 
methods were, in fact, determining a feasible solution to a mathematical 
programming problem. Very efficient computer methods have been developed 
for such programming problems [5, 61, and can be used to advantage for the 
pattern recognition problem. Furthermore, as shown in Theorem 1 in the 
next section, a certain convex quadratic programming problem determines 
whether or not two point sets (patterns) are linearly separable, and if so, 
determines the distance between them and constructs the unique hyperplane 
which determines this distance. The solution to this convex problem also 
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selects a subset of each of the two point sets such that these two subsets 
determine the same separating hyperplane as the original point sets. As shown 
by the corollary to Theorem 1, there must be at least one point in each of 
these subsets, and no more than tz + 1 points in both. The general problem 
of separating 1 sets of points by hyperplanes is covered by Theorems 2 and 3. 
In Section III the problem of enclosing a point set in an appropriately 
defined minimum ellipsoid is considered. An ellipsoid E(X, Q) is determined 
by its center q, and the symmetric positive definite matrix X. It is suggested 
that an appropriate measure of size of the ellipsoid is ty(X-i) which equals 
the sum of squares of the ellipsoid semi-axes. Based on the strict convexity 
of t?(X-l), shown in Theorem 4, the convex problem (3.7) leads to a unique 
minimum ellipsoid, with a specified center, enclosing a given point set (Theo- 
rem 5). In Theorem 6 it is shown that a unique ellipsoid and center can be 
determined by the iterative solution of the two convex problems (3.8) and 
(3.9). 
Finally in Section IV, a method suitable for computational application is 
described. The computational results obtained by using this method on a 
number of different problems are described. 
II. LINEAR SEPARABILITY 
In this section we consider the general problem of separating I sets of 
points in an n-dimensional Euclidean space by an appropriate number of 
hyperplanes. We will denote the mi points in the ith set, i = 1, 2, . . . 1, by the 
n-dimensional vectors pij , j = I, 2, . . . mi . The n x mi matrix 
pi = [PilPi2 ... PCmJ (2.1) 
therefore describes the points in the ith set. We will first consider the problem 
of separating the two point sets PI and Pz . 
DEFINITION. The point sets P, and P, are linearly separable if their 
convex hulls do not intersect. 
An equivalent statement is that P, and P, are linearly separable if, and 
only if, a hyperplane H = H(z, a) = {p 1 p’z = a} exists such that PI and Pz 
lie strictly on opposite sides of H. The orientation of the hyperpiane H is 
specified by the n-dimensional unit vector z and its distance from the origin 
by a scalar 01. The linear saparability of P, and P, is therefore equivalent to 
the existence of a solution to the system of strict inequalities 
p;,z :> 01, j = 1, . . m, 
p&x < 01, j = 1, . . . m2 
// x 1: = 1 
(2.2) 
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or 
(2.3) 
Here, II (/ denotes the Euclidean norm, a prime denotes the transpose, and 
ei is the m,-dimensional vector with every element equal to unity. Then if the 
sets PI and Pz are linearly separable, the Euclidean distance 6 between them 
is given by the maximum value of y for which z and 01 exist such that 
Pl’x Z (a + +y)e, 
Pz’z < (a - +y)e, 
IIZII = 1 
(2.4) 
This value of S is therefore given by the solution of the nonlinear program- 
ming problem 
(2.5) 
The problem in this form is not convex, since z is restricted to the surface 
of the unit hypersphere. This prevents the direct use of results which hold 
for convex problems [6], such as the existence of a unique solution. Fortun- 
ately (2.5) can be reformulated to eliminate this difficulty. We introduce a 
vector x and scalar fl such that y = 2111 x 11, 01 = /3/ll x 11, and z = x/l] x I/. 
Now maximizing y is equivalent to minimizing the convex function ]I x 112. 
Therefore an equivalent problem to (2.5) is 
Finally we put this into a standard convex quadratic programming form by 
introducing the (n + 1)-dimensional vectors 
y = (J , qij = (p”;) 
and the (n + 1) x mi matrices Qi = [qiIqi2 . . . qim,l. 
We now can give the Linear Separability Theorem. 
THEOREM 1. The point sets PI and Pz are linearly separable if, and only 
if, the convex quadratic programming problem 
(2.8) 
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has a solution. If I’, and P, are linearly separable then the distance 6 between 
them is given by S = 1 /l/o , and a unique vector yO r-- ( x~ ) achieves the minimum 
u. The separating hyperplane is given by H(x, , &) -=Fp I p’x, = PO}. 
PROOF: The equivalence of the inequalities (2.2) and those in (2.8) shows 
the equivalence of linear separability and the existence of a vector y which 
satisfies the inequalities in (2.8). The relationship for the distance 6 = 1 /\/o 
follows from the equivalence of (2.5) and (2.8). To show that the vector y 
given by (2.8) is unique, we consider (2.6) and observe that the minimum 
must be constrained since x = 0 cannot satisfy both inequalities for any ,B. 
Furthermore, at least one constraint in each set of inequalities must be active 
(be satisfied as an equality). To show this, assume that PI’x > (/I + l)e, 
and Pz’x < (/3 -~- l)e, . Then we could simultaneously increase fi and decrease 
11 x /I2 by some amount, without violating either set of inequalities. In a similar 
way we cannot have P,‘x > (/3 f l)e, and P,‘x < (fl - I)e, . 
Since /I x Ii2 is a strictly convex function there is a unique value x = .x0 
determined by (2.6), giving the minimum value 0 = $11 x,, 112. Let /3,, be the 
corresponding value of ,13. Since there is at least one active constraint in each 
set of inequalities, x0 is not a feasible value of x for any /3 # & . Therefore, 
,& is uniquely determined by (2.6), which gives y0 = ($0) as the unique 
solution to (2.8). Q.E.D. 
0 
Suppose we are given two linearly separable point sets P, and Pz with 
the separating hyperplane H(x, , &) and distance So between them. It is 
often of considerable interest to determine basic subsets P, C PI and P, C P2. 
P, and Pa are basic subsets of P, and P2 if they determine the same separating 
hyperplane H(s, , PO) and distance 6, , and are such that removing one or 
more points from either P, or P, increases the distance between them. 
COROLLARY. If P, and P, aye linearly separable, the solution of the quadratic 
programming problem (2.8) determines basic subsets P, and Pa. P, and Pa 
consist of at least o?le point each, and the total number of points in P, u P, 
cannot exceed n + 1. 
PROOF: The optimum solution to the problem (2.8) determines the vector 
y. and a basis Qi and Qa of selected linearly independent columns of Qr 
and Qa , such that 
Ql’ro = el 
-Q2’yo = e2 (2.9) 
where e, and e2 represent the selected components of e, and e2 . Since the 
columns of Q1 and Q2 have n + 1 components and the columns of Q1 and Q2 
are linearly independent there can be at most n + 1 selected columns in 
the basis. As shown in Theorem 1, Q1 and Qa must consist of at least one 
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column each. Corresponding to each column in Qr and Qa (or equation 
in 2.9) there is a nonnegative dual variable (also called a shadow price). It 
can be shown [6] that the value of a dual variable gives the partial derivative 
of the objective function with respect to the right hand side of the corre- 
sponding equation in (2.9) under the condition that (2.9) remains satisfied. 
It follows that if a dual variable is not zero (i.e., is positive), we can remove 
the corresponding equation from (2.9) decrease the value of the objective 
function, and still satisfy all the remaining equations in (2.9). Since a decrease 
in 0 corresponds to an increase in the distance 6, this means that elimination 
of any equation (point) with a positive dual variable will increase the value 
of 6 for the remaining equations (increase the distance between the remaining 
points). We therefore select as the basic subsets P, and P, those points which 
correspond to the columns in Qi and Qa which have positive values for their 
dual variables. 
Returning now to the general problem of separating I sets of points by 
hyperplanes we say that the 1 sets PI , Pz , . . . P, are linearly separable if none 
of their convex hulls intersect. It follows directly that if the 2 sets are linearly 
separable, then every pair is linearly separable. 
THEOREM 2. If 1 sets of points are linearly separable, then the space can be 
separated into convex regions by at most $(1 - 1) hyperplanes such that each 
region contains one and only one point set. 
PROOF: We use the linear separability theorem to find the vector yij 
which separates Pi and Pj . Since yij = yji , we need to determine at most 
the &(Z - 1) hyperplanes yij , i = 1, . . . 1, i = i f 1 .,. Z, in order to com- 
pletely separate the 1 point sets. 
In general, the 1 point sets can be separated with less than $(l - 1) hyper- 
planes. In fact it will often be possible to separate them with only 1 hyper- 
planes as shown by 
THEOREM 3. A suJlkient condition that 1 point sets be separable by at most 
1 hyperplanes is that a feasible solution yi , j = 1, . . . 1 exists to each of the 1 
problems 
yj = (y / uijQi’y > ei , i = 1, . . . Z}, J’ = 1, . . . I 
where oij = 1, for i f j and uii = -1. 
PROOF: Given any point p from one of the point sets, we form the E 
inner products p’yj , j = 1, . . . 1. Only one of these will be negative, say, 
p’yy, < - 1. Then p is in the rth set. 
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III. ELLIPSOIDAL SEPARATION 
In many cases where two point sets are not linearly separable, it may be 
possible to separate them by enclosing one of the sets in an ellipsoid of appro- 
priate size and orientation. Such a situation may occur when one point set 
is surrounded by points of one or more other point sets. 
The basic problem in this situation is that of finding an ellipsoid with 
arbitrary orientation and center which encloses all the points of a specified 
set and is of “minimum size.” Since the d e m ion of minimum size in this fi ‘t’ 
context is somewhat arbitrary, we would like the following three require- 
ments to be satisfied. 
I. For a given point set the ellipsoid should be uniquely determined. 
2. The minimum ellipsoid should have an obvious geometric interpretation. 
3. It should be computationally practical to determine this minimum 
ellipsoid for an arbitrary point set. One property which helps greatly in 
this connection is that the measure of size be a strictly convex function of 
the variables which determine the ellipsoid. 
We can now discuss two possible measures of size. Given the set of points 
{A> = S E Rn > and a center q, an enclosing ellipsoid is defined by 
JwF Q) = {P I(P - S)‘X(P - 9) = 11 
where X is an n x n symmetric positive definite matrix such that 
(Pi - !z)‘-wi - s> < 1, Pi E s 
(3.1) 
(3.2) 
If xi 3 0, i = 1, . . . 12 are the (real) eigenvalues of the inverse matrix X-l, 
the semiaxes of the ellipsoid are given by ri = dXi . Since X is positive 
definite the hi are all bounded. 
A measure of size which immediately suggests itself is the volume of the 
ellipsoid, so that we might determine X so as to satisfy (3.2) and give an 
ellipsoid of minimum volume. This is equivalent to minimizing det(X-l) = 
ZI,“_, Ai . It has been shown by Loewner [7], that the ellipsoid determined 
in this way is unique. There is, however, a practical objection to this measure 
of size, since it becomes insensitive to changes in all Xi as any & ---f 0. As a 
result, the computational determination of the minimizing X is difficult. 
An alternate measure of size which does not present this difficulty is 
tr(X-l). The geometric significance of this measure is clear. If we minimize 
tr(X-l) we determine an ellipsoid which minimizes the sum of squares of 
the ellipsoid semi-axes, since 
tr (X-l) = 2 Xi = $ ri2 
i=l i=l 
(3.3) 
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A computer program which determines the minimum ellipsoid in this way 
has been written, and computational results obtained with it are described 
in the next section. The uniqueness of this ellipsoid, as shown in Theorem 5 
and 6, follows from the strict convexity of tr(X-l). The fact that tr(X-l) 
is a strictly convex function of the matrix X for all positive definite matrices X, 
is not obvious in view of the known results [8], that &+,(X-r) is only a con- 
vex (not strictly convex) function of X, and hr&X-l) is the inverse of a 
convex function of X. The ordinary convexity of tr(X-I) follows directly 
from a known result (see, for example, Kiefer [9]), which we now give here 
for convenience. 
LEMMA. Let A and B be n x n positive definite real matrices. Then fey 
any 0, 0<19<1, 
c = BA-l + (1 - B)B-1 - [BA + (1 - ep-1 (3.3) 
is positive semidefinite. 
PROOF: For A and B positive definite there exists a nonsingular matrix 
T such that 
A = TT’ 
B=TAT’ (3.4) 
where /.I is a diagonal matrix with hi > 0 as diagonal elements (see, for 
example, Bellman [IO]). Now consider the matrix 
Q = 81 + (I - ey-1 - [el + (1 - ept-1 (35) 
The eigenvalues of Q, &Q), i = 1, . . . n, are therefore given by 
4Q) = e + (1 - e)x,-1 - [e + (1 - ep,]-1 
= 41 - w - hi)2 > o 
qe + (1 - e)q ’ (3.6) 
so that Q is positive semidefinite for 0 < 0 < 1. Now let x = T-ly. Then 
for every y, 
(T-ly)‘QT-ly = x’Qx > 0 
so that (T-l)‘QT-l is positive semidefinite. Using (3.4) and (3.5) we have 
that (T-l)‘QT-l = C, which proves the lemma. 
THEOREM 4. Let {X} = P be the set of all n x n symmetric positive 
definite matrices. The matrix function 
y(X) = tr(X-l) 
is a strictly convex function of X for all X in the convex set P. 
9 
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PROOF: The set P is convex since the sum of any two positive definite 
matrices is positive definite. Let A E P and B E P be two matrices with 
A 1 B. Since A $- B, it follows from (3.4) that A, f 1 for at least one of the 
diagonal elements of A. Then from (3.6) with 0 < 0 < 1, there is at least 
one positive eigenvalue, say &?) > 0. I >e xI be the corresponding eigen- t 
vector, and y, = TX, . Then 
so that C must have at least one positive eigenvalue. Since C is positive 
semidefinite, we have that for 0 < 0 < 1, tr C > 0. But 
0 < tr C = 0 tr (A-l) + (1 - 0) tr(B-l) - tr[BA + (1 .- 0)B]-l, 
which proves the strict convexity of tr(X-l). 
Given the set of points pi E S, and center q,, , we determine a minimum 
ellipsoid enclosing the points by means of the following convex programming 
problem 
min ]tr (X-l) ( (Pi - %)‘X(Pi - 40) < 1, Pi E q 
XEP \ (3.7) 
In order to show that the solution to (3.7) is unique we need the following 
LEMMA. Let U be a convex region in R, and assume that 
9 ,I, = rnk (9)(x) / x E U) 
exists. Then ifp)(x) is strictly convex, or p)(x) is linear and U is strictly convex, 
there is a unique point x, where the minimum cplrh is attained, C&X,,) = v,n . 
PROOF: If F(X) is strictly convex and there were another point x1 such that 
9(x1) = 9(x,,), then by the strict convexity there would be a point x2 E L. 
on the line joining x1 and x, , such that cp(xe) < pm , which contradicts the 
fact that v’m is the minimum. For v(x) linear, the minimum must occur on 
the boundary of U, at an intersection of the supporting hyperplane p)(x) = y,,{ 
and the boundary of U. Because of the strict convexity of U, this must occur 
at a unique point. 
THEOREM 5. The convex programming problem (3.7) has a unique solution 
X, , such that tr(X;l) > 0. The ellipsoid E(X,, , q,,) is the unique minimum 
ellipsoid, with center at q0 , enclosing the point set S. 
PROOF: Since X is positive definite, tr(X-r) > 0. Furthermore, it follows 
from the strict convexity of tr(X-l) and the previous lemma, that X,, is 
unique. E(X, , go) given by (3.1) is therefore the desired minimum ellipsoid. 
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We now give an iterative procedure for finding the minimum ellipsoid 
surrounding a specified set of points, pi E S, where the center of the ellipsoid 
is also to be determined. The procedure consists of the alternate solution 
of two convex programming problems. The convergence of this procedure 
to give the unique minimum ellipsoid is shown in Theorem 6. 
The procedure consists of alternately solving the following two problems 
fp(Xj) = rnjn Itr (X-l) 1 (Pi - qj-d’;$ip- %I) G 19 Pi E s/ (34 
~(fi , qj) = min p 
p,4 I I 
(Pi - q)‘xj(Pi - q’ ~ ’ 
Pi E s I 
The procedure is started by selecting an appropriate value for q,, (e.g., the 
centroid of the set S), and terminates when pj = 1. 
THEOREM 6. For any choice q,, , the sequence of matrices Xj and vectors qi , 
determined by (3.8) and (3.9), converges to a limit X and q such that E(X, q) 
is the unique ellipsoid which contains the point set S and minimizes tr(X-I). 
PROOF: By Theorem 5, the solution Xi to (3.8) is unique for each specified 
center point qjpl. Now for a fixed matrix Xj E P, each positive definite 
quadratic form (pi - q)‘X?(p, - q), pi E S, is a strictly convex function of q. 
The region defined by the inequality constraints of (3.9) is therefore strictly 
convex. Furthermore, p = 1, q = qj -I , is a feasible solution to (3.9). By 
the previous lemma the solution (pj , qi) is unique. If pj = 1, then X = Xj 
and q = qj = qjml determine the desired minimum ellipsoid. If pi < 1, then 
we have that X,+i = p;‘Xj satisfies all the constraints of (3.8) with q = qj , 
and gives a strictly smaller value for the function, since tr(XTtJ = pjtr(Xyl). 
Therefore, 
Since yj = p)(Xj) > 0, j = 1, . . . . is a monotone decreasing sequence it 
must converge to a limit vi + CJI, with pj -+ 1. The corresponding limits 
Xj --f X and qj - q, give the desired minimum ellipsoid. 
IV. COMPUTATIONAL METHODS AND RESULTS 
In order to apply the results of the previous two sections to specific pattern 
separation problems, suitable computer methods are required. In particular, 
a method is needed which will find a feasible solution, to a system of linear 
inequalities, if such a solution exists (a feasible solution is any solution 
satisfying all the inequalities), and then minimize a convex function subject 
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to the linear inequalities. Any standard linear programming code [5] may be 
used to find a feasible solution. However, a general method for solving a 
convex programming problem with linear constraints is preferable since it 
first finds a feasible solution (if such a solution exists) and then continues 
from this solution to find a feasible solution which minimizes the convex 
objective function. The gradient projection (GP) method [6] is a general 
convex programming method for which an efficient computer program is 
available [ 1 I], and has been used to obtain the numerical results summarized 
below. It is shown in [6] that the GP method finds the global minimum of a 
convex differentiable objective function subject to linear inequality and 
equality constraints. For the type of problem considered here the variables 
may be negative, and in general there will be more inequality constraints 
than variables. This is typical of the dual form for a programming problem 
and since the GP method is in fact a dual method, it is directly applicable to 
this type of problem without the introduction of any slack variables. 
As might be expected, the GP method requires the calculation of the gra- 
dient of the objective function. For the linear separability problem given by 
(2.8) the objective is p(y) = @~=ryi*, so that we have simply +/8yi = ?$yl , 
i= 1, . . . n, and ~Yp)/zy~+i = 0. The situation for the ellipsoidal problem 
(3.7) is not quite as simple. Here we have q(X) = tr(X-l), and we need to 
calculate 8~/&, , where X = (+). We let Z = X-l and 2 = (Q). Using 
the fact that (1Z = -Z dX Z, it follows that 
Therefore 
where Z~ is the jth column of Z. Thus, computation of the gradient is equiva- 
lent to a single matrix multiplication, once the inverse X-r has been obtained. 
Separation of patterns by one of more linear hyperplanes using the method 
of Section II and the GP program has been applied to a number of different 
problems. These include randomly generated patterns, patterns representing 
letters with different orientations, and pressure patterns for weather predica- 
tion. In every case the method determined if the patterns (point sets) were 
linearly separable and if so, found the unique separating hyperplane between 
each set defined by (24, and the corresponding distance between them. If 
the sets were not separable, the fact that (2.8) had no feasible solution was 
determined by the GP program. In the process of determining that no feasible 
solution exists to the problem as stated, the GP program selects a (usually 
small) subset of constraints such that if these constraints are eliminated a 
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feasible solution does exist. This means that the patterns can be made 
separable by eliminating just those points which correspond to the selected 
subset of constraints. 
The largest problem solved so far represents an approach to weather 
prediction where it is desired to separate the patterns into two sets, one 
representing a prediction of “fair”, the other “rain” on the foliowing day. 
Each point is determined by the pressure and the change in pressure at 48 
stations on a particular day, so that rz = 96. Data for a total of 75 days 
was used with 51 (m, = 51) in the “fair” pattern set and 24(m, = 24) in the 
“rain” set. For this data the two patterns were linearly separable by a single 
hyperplane, with a total of 41 points forming the basic subsets P1 and Pz . 
It required 5.3 min of IBM 7090 time to determine the separating hyperplane 
using the GP program. 
An application for ellipsoidal separation arises in the classification of normal 
and abnormal vectorcardiograms [12]. For this application it is desired to 
enclose the points representing the cardiograms from normal subjects in a 
minimum ellipsoid. A different minimum ellipsoid is also desired which 
encloses all points representing subjects with each type of abnormal condition. 
Each point pi is determined by the three components of the subject’s vector- 
cardiogram voltage at a specified instant of time, so that n = 3. Since X is 
symmetric, there are 6 elements xii to be determined by the convex program- 
ming problem (3.7). The minimum ellipsoid has been determined using the 
GP program for several different sets of points, with 33 points in each set. 
To simplify these first calculations the center ~a was taken as the centroid of 
the set of points. For this size problem it required approximately 7 seconds 
of 7090 time to determine the matrix X,, giving the minimum ellipsoid 
E(X, , ~a) enclosing a set of points [13]. 
A possible cause of computational difficulty is the requirement that X be 
positive definite. To impose this requirement explicitly would require that 
highly nonlinear constraints be imposed on the xii . A very simple alternative 
is to require that the quadratic form be positive (in addition to its upper 
bound) for each point pi # q,,; that is 
The programming problem is solved with these additional linear constraints 
and the matrix X,, is then checked for positive definiteness. If it is positive 
definite, then it solves the problem and gives the desired minimum ellipsoid. 
This procedure has been successful in all cases tried so far. However, if an 
X0 were obtained which had, say, one negative eigenvalue, and corresponding 
eigenvector u0 , the additional linear constraint u,,‘Xu, > 0, could be added 
and the minimization repeated. 
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In addition to determining X0 for a set of points pi E S, the quantities 
“li = l -- (P* - q,)‘xO(Pi -- 90)~ Pi E s 
are computed by the GP program once X, has been obtained. Because of 
(4.1), we have 0 < vi < 1. It follows that those points pi for which vi = 0, 
lie on the minimum ellipsoid E(X, , ps). In general, a point pi lies on an 
ellipsoid concentric with /3(X,, q,,) and with its semiaxes given by (1 -- vi)rl , 
j = 1, . . . n, where the rj are the semiaxes of E(X, , qo). Thus, in addition to 
determining the minimum ellipsoid containing the points pi E S, the GP 
program also gives the position of every point pi E S with respect to this 
minimum ellipsoid. 
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