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Abstract
We present several ecient algorithms on distributive lattices. They are based on a compact
representation of the lattice, called the ideal tree. This allows us to exploit regularities in the
structure of distributive lattices. The algorithms include a linear-time algorithm to reconstruct the
covering graph of a distributive lattice from its ideal tree, a linear-time incremental algorithm
for building the ideal lattice of a poset and a new incremental algorithm for listing the ideals of
a poset in a combinatorial Gray code manner (in an H(1; 2) code.) ? 2001 Elsevier Science
B.V. All rights reserved.
MSC: 05C45; 06A05; 06A06
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1. Introduction
Listing and counting combinatorial objects (linear extensions, ideals, permutations,
etc.) for partially ordered sets (posets) has many applications. Cooper and Marzullo [4]
and J?egou et al. [11] cite applications in distributed algorithms, Steiner [20] mentions
numerous applications in discrete optimization and operations research. For example,
the set of events in an execution of a distributed system induces a partial order in
which an ideal corresponds to a global state of the execution, i.e., the current values
of the variables in each processor, as pointed out by Mattern [13].
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An algorithm for listing N combinatorial objects is said to run in constant amortized
time (CAT ) if its total computation time is O(N ). Naturally, no algorithm can be
faster, up to a constant factor. A CAT algorithm is said to be loopless (or constant
worst-case time) if the amount of computation between successive listed objects is
O(1). We say that the objects are listed in a combinatorial Gray code manner if
the diHerence between successive objects is small, e.g. one element for subsets or
one transposition for permutations of a set. If the list contains each object exactly
once, then we have a combinatorial Gray code [18]. Listings with small prescribed
diHerences between consecutive objects may allow their faster generation. They also
have the added advantage that successive objects can be identiIed by writing out only
the change between them, thus facilitating an output whose size may be less than the
cumulative size of the objects listed. For further interesting properties of combinatorial
Gray codes, we refer the reader to the recent survey paper by Savage [18].
The problem of generating exactly once a class of combinatorial objects, so that
successive objects diHer only in a prespeciIed way, can be formulated as a Hamilton
path=cycle problem: the vertices of the graph correspond to the objects, and two vertices
are connected by an edge if they diHer from each other the prespeciIed way. This
graph has a Hamilton path exactly if the required combinatorial Gray code exists.
Thus, proving the existence of a combinatorial Gray code for a class of objects is
equivalent to showing that the above-deIned graph has a Hamilton path, which of
course may be hard, since it is NP-complete in general. In certain situations, we may
know that such a Hamilton path does not exist. In such cases, it may be necessary to
allow that certain vertices of the graph are visited (listed) more than once, in order to
derive a listing in a combinatorial Gray code manner. Following [16], we say that a
graph is in class H(s; t) if it has a closed walk that visits every vertex at least s times
and at most t times, and we refer to the resulting listing of the vertices as an H(s; t)
code. Thus a graph is in H(1; 1) exactly if it has a Hamilton path.
In analyzing the computational complexity of graph algorithms, we make the quite
common assumption that a graph G = (V; E) can be encoded in O(|E|) space [8,14].
This is based on using a sequential RAM model, in which integers, reals, pointers
(addresses) and instructions need O(1) space of memory and all elementary opera-
tions (creation, copying, comparison, etc.) on these objects need O(1) time. It is also
customary to describe the complexity of a graph algorithm using both |V | and |E| as
parameters. This convention is based on considering |V | as the primary measure of the
size of a graph and on the fact that |E| may vary between 0 and |V | · (|V | − 1)=2.
There has been gradual progress over the last 10 years towards the ultimate goal of
listing the ideals of a general poset in constant amortized time. Steiner [20] gave an
O(|P| · i(P)) algorithm for listing the ideals of a poset P, where i(P) is the number of
these ideals. Bordat [3] proposed an O(w(P)·i(P)) algorithm, which uses O(|P|2) space
and where w(P) is the width of P. Recently, Squire [19] has found an O(log |P| · i(P))
implementation of the algorithm in [20]. All these algorithms are oH-line (i.e., the
whole poset must be known before the start of the algorithm). We call an algorithm
incremental (or up-growing) if it does not require full knowledge of the whole poset,
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instead it can process the poset one element at a time provided the elements are
given in the order of some linear extension of the poset. Incremental algorithms are
more adaptable for many applications, e.g. for distributed systems or scheduling. An
incremental algorithm was reported by J?egou et al. [11]. It has O(M(P) · i(P)) time
complexity and uses O(i(P)) space, where M(P) is the maximum indegree in the
covering graph of P.
None of these earlier algorithms lists the ideals in a combinatorial Gray code manner,
however. Easy examples demonstrate that a Gray code does not always exist on the
ideals of a poset. Pruesse and Ruskey [15] were the Irst to show the existence of a
sequence which lists each ideal twice and in which consecutive ideals diHer only by
the addition and=or deletion of a single element. They mention that the algorithm they
developed from their proof would require O(|P| · i(P)) time in the worst case, this can
also be reduced to O(M(P) · i(P)), however. Because of its recursive nature, its space
requirements would be exponential in |P|.
The ideals of a poset P form a distributive lattice, called the ideal lattice, denoted
by I(P). In many applications, it is not sucient to list just the ideals of a poset, but
we need the whole ideal lattice, i.e., we also need the covering relations between the
ideals. There is an O(w(P) · |V |) time oH-line algorithm to build the covering graph
G(I(P)) = (V;U ) of the ideal lattice I(P) from the poset P [3]. The best previously
known algorithm to compute the covering graph, G(I(P))= (V;U ); of the ideal lattice
I(P) requires O(|V |+ |U |+ w(P) · |P|2) time and is due to Diehl et al. [5].
Habib and Nourine [9] have introduced a tree representation for distributive lattices.
They have shown how to construct this tree from the covering graph of the lattice
and how to perform basic lattice operations (e.g. join or meet) using the tree. In this
companion paper, we show how to reconstruct the covering graph of a distributive
lattice from its tree in time linear in the size of the covering graph. We also present
an incremental algorithm for building the ideal lattice of a poset requiring again linear
time in the size of its output. In other words, all these algorithms generate their outputs
in CAT . We also give an algorithm which generates the ideal tree T (P) = (V; F) for
the ideal lattice of a poset P in O(M(P) · |V |) time and O(|V |) space. This implicitly
gives a listing of the ideals of P in a combinatorial Gray code manner, but the space
requirements are still exponential in |P|. By performing a simulated depth-Irst search
of the ideal tree without storing the tree, however, we can list the ideals of a poset P
in O(M(P) · i(P)) time and O(w(P) · |P|) space. Successive ideals diHer only by the
addition, deletion or replacement of a single element, i.e., the algorithm gives a new
proof for the existence of an H(1; 2) code on the ideals of a poset.
The paper is organized as follows. Section 2 contains basic deInitions and notation
used for partial orders. In Section 3, we present the ideal-tree representation for dis-
tributive lattices and the algorithm which reconstructs the lattice from its tree. Section
4 describes the algorithms which build the ideal tree and lattice for a partial order.
Section 5 contains the algorithm which lists the H(1; 2) code for the ideals of a poset
P in O(M(P)) time per ideal and space polynomial in |P|. We conclude by a summary
and open problems.
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2. Basic denitions and notation
Most of the notation we use is standard [8]. Let us review here only the most
important concepts. A partially ordered set (poset) will be denoted by P = (X;6P),
where X is the ground set of elements or vertices and 6P is the order relation, i.e., an
antisymmetric, reNexive and transitive binary relation whose elements (a; b) ∈6P are
written as a6Pb (a; b ∈ X ) with the usual interpretation. If a6Pb but a = b then we
write a¡Pb. For a; b ∈ X we say b covers a, denoted by a ≺ b, if a¡Pb and there
is no c ∈ X with a¡Pc¡Pb. Two elements a; b ∈ X are comparable in P (denoted
by a ∼P b) if a6Pb or b6Pa. Otherwise they are said to be incomparable (denoted
by a ‖P b).
The set of predecessors of an element x is denoted by Pred(x)={y |y¡P x} and the
set of successors is Succ(x) = {y | x¡P y}. The maximal elements of P are deIned
by maxP = {x | Succ(x) = ∅}: We also deIne ImPred(x) = {y |y ≺P x}, the set of
immediate predecessors, and ImSucc(x)={y | x ≺P y}, the set of immediate successors.
Furthermore, ↓ x = Pred(x) ∪ {x}:
A linear order  is a linear extension of a partial order P if a6Pb implies a6 b
for all a; b ∈ X . A subset I ⊆X is an (order) ideal if a6Pb and b ∈ I imply a ∈ I .
The complement of an ideal is called a Alter. An antichain is a subset of X in which
no two elements are comparable, a chain is a subset of X in which all elements are
comparable. The width w(P) of P is the maximum size of an antichain of P. We
denote by M(P) the maximum indegree in the covering graph (transitive reduction) of
P, i.e., M(P) = maxx∈P | ImPred(x)|.
In the following we assume, without the loss of generality, that the poset elements
are X={1; : : : ; n} and  =1; : : : ; n is a Ixed linear extension of P. We deIne B(i)={j ∈
X | i||Pj and j¡ i}; the suborder of the set of incomparable elements which are before
i in the linear extension  . Denote by  |B(i) the restriction of  to B(i).
For the rest of the paper, we will refer to order ideals as ideals, in short. It is a
well-known fact that for every Inite, distributive lattice L the set of join-irreducible
(meet-irreducible) elements forms an ordered set whose ideal lattice is isomorphic
to L [1]. Therefore, we treat the concepts of ideal lattice and distributive lattice as
interchangeable in the remainder of the paper.
3. Tree representation for distributive lattices
Let us denote by M (L) = ({1; : : : ; n};6L) the partial order induced by the set of
meet-irreducible elements in a distributive lattice L. The unique maximal (resp. min-
imal) element of L is denoted by  (resp. ⊥). (Note that  corresponds to ideal
{1; : : : ; n} and ⊥ to ∅.) If I ¡L J , we use the notation [I; J ] for the sublattice whose
minimal element is I and maximal element is J . Let G(L) = (V;U ) be the covering
graph (Hasse diagram) of the distributive lattice L. If (I; J ) is an edge of G(L), then
I and J diHer only by a single element of M (L) and we call this element the label of
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Fig. 1. A labelling of a distributive lattice. The nondarkened vertices are the meet-irreducible elements (i.e.
M (L)). The numbering of vertices in (b) corresponds to a linear extension of M (L).
the edge (I; J ). The following lemma is a direct consequence of the labelling proposed
in [2].
Lemma 1. Let I; J be two elements of L with J ¡LI; then all paths between I and J
in G(L) are labelled with the same set of labels.
Proof. It is clear that the labels on any path between I and J correspond to the
elements of I \ J .
Let us also associate with each ideal I = {1; : : : ; n} in the poset M (L) = ({1; : : : ; n};
6L) a label deIned by Label(I) = min (M (L) \ I). Note that I ∪ {Label(I)} is an
ideal as well, and the relation I1 → I2 ⇔ I2 \ I1 = {Label(I)} deInes a spanning tree
T (L)=(V; F) of the covering graph G(L) of the ideal lattice of M (L)=({1; : : : ; n};6L).
In other words, T (L) is the set of all paths starting from  in G(L) whose labelling
respects  −1; i.e., whose labels form a monotone decreasing sequence. The edges from
a vertex of T (L) are assumed to be ordered from left to right by decreasing value of
their labels. For example, the upper covers of g in the lattice of Fig. 1 are the ideals k
and j, the edge between g and k has the label 3, which is smaller than the label 4 of
the edge between g and j. Therefore, the parent of g is k in T (L), as it is shown in
Fig 2.
This spanning tree, called the ideal tree, was Irst introduced in [9], where the
following was proved.
Theorem 1. The tree representation T (L)=(V; F) can be computed from the covering
graph G(L) = (V;U ) in O(|V |+ |U |) time.
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Fig. 2. The spanning tree for the lattice in Fig. 1.
It was also proved in [9] that this tree is a convenient representation for a distributive
lattice (i.e., all classical operations on the lattice, such as reachability, least upper bound
and greatest lower bound, can be done eciently using this tree). Note that this tree
is not unique for L, but a unique ideal tree corresponds to each linear extension of
M (L). We also note that tree representations have been suggested for lattices in the
past, see e.g. [7], but these do not represent an encoding of the lattice, i.e., they do
not allow the ecient retrieval of the lattice from the tree.
In the following, we show the reverse of Theorem 1, i.e., that the covering graph
G(L) = (V;U ) of a distributive lattice L can also be computed in O(|V | + |U |) time
from its ideal tree T (L) = (V; F).
For algorithmic purposes, we use the following data structure: for each vertex I of
T (L), deIne
• Parent(I): the vertex immediately before I on the unique path from  to I in T (L).
• Label(I): the label of the edge between I and Parent(I).
• Child(I): the list of children of I in T (L), sorted in decreasing order of their labels.
Since storing the lists Child(I) corresponds to storing the edges of T (L), to store
the lists Child(I) requires O(|F |) space. Since T (L) is a tree, however, we have
|F | = |V | − 1. So, to store the ideal tree in this data structure clearly requires only
O(|V |) space. This is less than the size of the edge set of the covering graph G(L);
which can be as large as O(|V | · log|V |); e.g. for boolean lattices.
Lemma 2. If I covers J in G(L) then Label(I)¿Label(J ); and if we also have
Label(I)¿Label(J ) then the edge (I; J ) ∈ F .
Proof. Since I covers J , I ⊃ J and (M (L) \ I)⊂(M (L) \ J ). Therefore, Label(I) =
min (M (L) \ I)¿Label(J ) = min (M (L) \ J ). If we also have Label(I)¿Label(J ),
then the unique element in I \ J must be Label(J ) and therefore, I \ J = Label(J ).
Thus the edge (I; J ) must have as its label the element Label(J ), which means that
the edge (I; J ) is in the tree T (L).
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Fig. 3.
We discuss now how to get all immediate predecessors of an ideal I in L using only
the information stored for T (L). Let I be a vertex of T (L) with Label(I) = k. Using
Lemma 2, a vertex with a label greater than k cannot be covered by I in L. Thus all
immediate predecessors of I in L have a label less than or equal to k. Furthermore,
all immediate predecessors of I in L with label less than k are children of I in T (L).
In order to get the remaining predecessors of I , it remains to compute eciently the
set of immediate predecessors whose label is equal to k, that we denote by Im(I). In
the following lemma, we show that an immediate predecessor of Parent(I) in L with
label greater than k = Label(I) has a child J with label k if and only if J belongs to
Im(I).
Lemma 3. Let I be an ideal with Label(I) = k and Im(I) = {J | J ∈ ImPred(I) in L
and Label(J ) = k}.
1. If J ∈ Im(I) then there exists J ′ ∈ ImPred(Parent(I)) in L such that J ∈
Child(J ′).
2. If J ′ ∈ ImPred(Parent(I)) such that Label(J ′)¿k then there exists J ∈ Child(J ′)
with label k and J ∈ Im(I).
Proof. Let us Irst note a simple (quadrilateral) property for distributive lattices: Sup-
pose that Parent(I) has another immediate predecessor J ′ in L, then there exists a J
which is an immediate predecessor of I and J ′. (See Fig. 3.) This is true, since both
I = Parent(I) \ {k} and J ′ = Parent(I) \ {x} are immediate predecessors of Parent(I)
in L, which means that both k and x are minimal elements of M (L) \ Parent(I), and
so J = Parent(I) \ {k; x} is also an ideal and an immediate predecessor of both I and
J ′ in L.
1. Any J ∈ Im(I) is an immediate predecessor of I in L but not a child of I in
T (L). Then by the quadrilateral property J ′=Parent(J ) is a child of Parent(I) and
therefore Parent(J ) ∈ ImPred(Parent(I)):
2. Let J ′ ∈ ImPred(Parent(I)) such that Label(J ′)= k ′¿k and the label of the edge
(J ′; Parent(I)) is x. Then by the quadrilateral property, there exists J such that J
is an immediate predecessor of both I and J ′ in L. Moreover, the label of the edge
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(J; J ′) is k and of (J; I) is x in G(L). Since k ¡k ′, it follows by Lemma 2 that J
is a child of J ′ in T (L).
Theorem 2. Let T (L) = (V; F) be an ideal tree and I ∈ V a vertex of T (L). Then
ImPred(I) = Child(I) ∪ {Child(J ′; k) | J ′ ∈ ImPred(Parent(I)) and Label(J ′)¿
Label(I)}; where Child(J ′; k) denotes the child of J ′ labelled k.
Proof. Lemmas 2 and 3 show that this set is exactly the set of immediate predecessors
of I in L.
Based on Theorem 2, the covering graph of L can be reconstructed from the ideal
tree in O(|V |+ |U |) time, using the following algorithm.
Algorithm 1. Retrieval of the covering graph
Data: An ideal tree T (L) = (V; F)
Result: The adjacency list of immediate predecessors, sorted in nonincreasing
order of their labels, for every vertex I ∈ V in the covering graph
G(L) = (V;U ) of the corresponding lattice L.
begin
ImPred() = Child();
1 for each k ∈ [1:::n] do
Compute SORT [k] the list of elements with label k in T (L);
for k = n downto 1 do
{Computing the immediate predecessors of lattice elements labelled k}
for each I ∈ SORT [k] do
ImPred(I)← {};
J ′ ← the Irst element in ImPred(Parent(I));
While J ′ = I do
2 Let J be the child of J ′ with label k; { J is the Irst child of J ′}
ImPred(I)← ImPred(I) ∪ {J};
J ′ ← the next element in ImPred(Parent(I));
3 ImPred(I)← ImPred(I) ∪ Child(I);
for each I ∈ SORT [k] do
Delete I from the list of children of its parent;
end
Theorem 3. For a distributive lattice L; Algorithm 1 reconstructs from its ideal tree
T (L) = (V; F) the covering graph G(L) = (V;U ) in O(|V |+ |U |) time.
Proof. The computation of the lists SORT [k]; k ∈ [1:::n], in line 1 can be done in
linear time in the size of the lists by exploring T (L).
The principal for loop scans at each step k the list SORT [k]. The second for loop
scans all elements in SORT [k] and computes the list of immediate predecessors for
each element I in SORT [k].
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We use an inductive argument to show that the list of immediate predecessors of
a vertex I is constructed recursively and the immediate predecessors are added to it
in nonincreasing order of their labels: Indeed, the immediate predecessors of the top
element are sorted, since they correspond exactly to its children. Let I be a vertex
with label k, then the while loop computes the second part, i.e., Im(I), of the set of
immediate predecessors for I (see Lemma 3 and Theorem 2). In fact, we scan the list
of predecessors of Parent(I) in nonincreasing order of their labels until we reach the
vertex I , since ImPred(Parent(I)) is also sorted in nonincreasing order of the labels by
our inductive hypothesis. All these elements J ′ ∈ ImPred(Parent(I)) have a child with
label k, which is an immediate predecessor of I (see Lemma 3). Since the children of
I are also sorted in decreasing order of their labels, the list of immediate predecessors
of I is automatically sorted, when we attach Child(I) to the end of ImPred(I)) in line
3 of the algorithm.
Since each I is deleted from the list of children of its parent as soon as ImPred(I)
is constructed, children with greater labels are deleted before children with smaller
labels. This is why J will be the Irst child of J ′ in line 2 in the while loop, so
that we do not have to search for it. Therefore, only a constant processing time is
required for each immediate predecessor of I , i.e., the total time needed is O(|V |+ |U |)
indeed.
4. Building the ideal tree and ideal lattice for posets
Let us consider now applications of the ideal tree to direct computations of the ideal
lattice of a partial order. First, we present an algorithm to generate the ideal tree (and
thus the ideals) directly from the poset.
4.1. Building the ideal tree for a partial order
We denote by T (P) the ideal tree of I(P) deIned by  . In the following, we give an
incremental algorithm to build T (P) from P without computing the whole lattice I(P).
The only assumption we make is that the elements of P are added in the order they
appear in  . Let us denote by P+{x} the poset obtained by adding a maximal element
x to P. The ideal tree T (P + {x}) corresponds to the ideal tree of I(P + {x}) deIned
by the new linear extension  ; x: The algorithm assumes that T (P) has already been
computed and it builds T (P+{x}) from T (P). Clearly, the ideals in T (P) do not contain
the element x. Thus, the remaining ideals to be generated are the ones containing the
element x, and therefore they must contain ↓ x. The following proposition characterizes
these ideals.
Proposition 1. Let I be an ideal such that I ⊇ ↓ x. Let I be partitioned into I= ↓ xunionmultiJ;
the disjoint union of ↓ x and the set of remaining elements; J . Then I is an ideal of
P + {x} iC J is an ideal of B(x).
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Proof. Suppose that J is not an ideal of B(x). Then there exist y ∈ B(x) and z ∈ J
such that y¡P z and y ∈ J . Since y||Px by the deInition of B(x); y does not belong
to ↓ x. Thus Junionmulti ↓ x is not an ideal, a contradiction.
Conversely, suppose that J is an ideal of B(x) and Junionmulti ↓ x is not an ideal of P+{x}.
Then there exist y ∈ P and z ∈ Junionmulti ↓ x such that y¡P+{x} z and y ∈ Junionmulti ↓ x. Since
↓ x contains all the predecessors of x and since x is maximal in P + {x}, we have
y||P+{x}x. Thus y belongs to B(x). Element z cannot belong to ↓ x, otherwise we
would have y¡P x. Thus z belongs to J . Since y does not belong to J and since we
have y¡P z; J is not an ideal of B(x), a contradiction.
For an ideal I of P, let Code(I) be the set of labels on the path from the vertex
 to I in T (P). Code(I) corresponds to the elements of P not contained in I , so
Code(I) is a Ilter of P and P \ Code(I) is an ideal of P. Moreover, we may assume
that Code(I) is a list sorted according to  −1 (i.e., the sequence of labels on the path
from  to I in the T (P) corresponding to  −1).
T (P) contains all ideals of P + {x} not containing x, and all these ideals will have
x as the Irst element in their Code in T (P + {x}), since Code always contains the
elements in decreasing order. This means that the root of T (P) is a child of the top
element of T (P+ {x}), with label x. The remaining ideals I in T (P+ {x}) all contain
x, and the sets J = I\ ↓ x form the ideal lattice I(B(x)): Let us denote by T (B(x))
the ideal tree of I(B(x)), which corresponds to the linear extension  |B(x) of B(x);
obtained as the restriction of  to the suborder B(x)⊆P. Based on Proposition 1, the
main problem we are faced with is the ecient generation of ideals for B(x). In the
following, we show that T (B(x)) is isomorphic to a subtree of T (P) and it can be
identiIed eciently.
Let us Irst deIne a useful operation on ideal trees.
Gluing operation: Let T and T ′ be two ideal trees and x a label corresponding to
a poset element which is not contained in any ideals in T and is a maximal element
of every ideal of T ′. We deIne a gluing operation between T and T ′; denoted by
T ./x T ′ as follows:
• Link the root of T as the Irst child of the root of T ′ (this guarantees that children
are sorted according to  −1).
• Label the edge between T and T ′ by x.
As an example, consider for T the subtree rooted at vertex l in Fig. 2 and let T ′
be the subtree rooted at m containing the vertices {m; k; j; g; d}. The whole tree can be
viewed as the result of gluing together T and T ′ with x = 5.
Proposition 2. Let P be a partial order and T (P) its ideal tree. Then T (P + {x}) =
T (P) ./x T (B(x)); where x is a maximal element of P + {x}.
Proof. Trivial, using Proposition 1.
Proposition 3. T (B(x)) is isomorphic to a subtree of T (P) rooted at  of T (P).
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Proof. Clearly ↓ x is an ideal of P+{x}. By Proposition 1, each ideal J of B(x) corre-
sponds to another ideal of P that is J unionmultiPred(x). The empty ideal of B(x) corresponds
to Pred(x).
No ideal J unionmulti Pred(x) can have a label from ImPred(x) in its Code. Furthermore, if
an ideal I satisIes such a condition, then so does necessarily its parent. So the ideals
J unionmulti Pred(x) must form a subtree of T (P), which is rooted at Pred(x) unionmulti B(x) =  of
T (P).
By the repeated application of Proposition 2, we obtain the following.
Proposition 4. Let P = (X; E) be a poset and  = 1; : : : ; n a linear extension of P.
Then T (P) = T (B(1)) ./1 · · · ./n T (B(n)).
So to recursively build T (P), we only have to copy and glue subtrees, starting with
one vertex corresponding to the empty ideal (empty poset). This is implemented in the
following procedures. Procedure Left(n) creates the leftmost subtree, r ← Left(n−1);
containing all ideals that do not include n. Procedure Right(n; r; root) then creates
the remainder of the tree (i.e., all ideals containing n) by traversing the tree rooted
at r.
Procedure : Left(n)
begin
Create a new vertex Root;
if n= 0 then
return(Root);
r ← Left(n− 1);
{Copy the subtree Root from r};
Right(n; r; Root);
{Gluing the left tree r and the right tree Root};
Parent(r)← Root;
AddChild(Root; r);
Label(r)← n;
Return(Root);
end
Procedure: Right(n; r; root) begin
1 for each child s of r such that Label(s) ∈ ImPred(n) do
Create a copy t of s;
Parent(t)← Root;
AddChild(Root; t);
Label(t)← Label(s);
Right(n; s; t);
end
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Algorithm 2. Building the ideal tree
Data: A partial order P given by the lists of immediate predecessors for elements
of P.
Result: The ideal tree T (P) = (V; F) rooted at R.
begin
Compute  ← 1; 2; : : : ; n a linear extension;
R← Left(n)
end
Theorem 4. Algorithm 2 builds the ideal tree T (P) = (V; F) from the poset P in
O(M(P) · |V |) time and O(|V |) space.
Proof. We note Irst that during one call to Right(n; r; root) an element is copied only
once.
By the proof of Proposition 3, a child s of r should be copied exactly when
Label(s) ∈ ImPred(n). The children of r can be divided into two parts: the chil-
dren which are copied; and the children that are visited without being copied. The size
of the second part is bounded by M(P), since the number of children in this part is
limited by the number of diHerent labels they can have, which is at most |ImPred(n)|.
So the cost of processing the second part of the children of r is at most O(M(P)),
while the cost of processing any child of r from the Irst part can be charged to
the copy of this child. This means that the total time needed to compute T (B(n)) is
O(M(P) · |T (B(n))| + |T (B(n))). Summing this up over the elements of P results in
the claimed time complexity of O(M(P) · |T (P)|) for the algorithm, while its space
requirement is clearly O(|T (P)|).
4.2. Building the ideal lattice
The algorithm proposed in [6] takes the covering graph of P as data, and computes
the covering graph of the ideal lattice of P in O(|V | + |U | + w(P) · |P|2) time. In
this section, we give an algorithm requiring O(|V |+ |U |) time, which makes its time
complexity linear in the size of the output. Moreover, the input to our algorithm can
be any adjacency graph of P whose transitive closure is P.
Propositions 1 and 3 imply the following theorem for distributive lattices, well known
in the folklore.
Theorem 5. Let P be a partial order; I(P) its ideal lattice and x a maximal element
of the poset P + {x}. Then I(P + {x}) can be obtained from I(P) by creating an
isomorphic copy of the sublattice [Pred(x);] of I(P); with the isomorphism edges
getting the label x.
Fig. 4 demonstrates Theorem 5 for P = {1; 2; : : : ; 5} and x = 6. The sublattice
[Pred(x);] contains the lattice elements g; j; k; and m. The primed elements are their
corresponding copies. The isomorphism edges are the dashed lines in Fig. 4(a). Fig.
4(b) shows how the gluing operation, deIned on the ideal tree earlier, corresponds to
the copy isomorphism. Observe that Pred(6)= g and Code(g)= (4; 3)=B(6) in T (P).
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Fig. 4. Example of computing the ideal lattice. The nondarkened vertices are the meet-irreducible elements
representing the underlying poset.
We modify the data structure used for storing the ideal tree, in order to incorporate
storing the covering edges of the lattice. For each I ∈ I(P), we store
• ImSucc(I); the list of immediate successors of I in I(P). The Irst immediate suc-
cessor represents the parent of I in the ideal tree (the heavy edge in Fig. 4(a)).
• Child(I); the list of children of I in the ideal tree, sorted in decreasing order of
their labels.
• Label(I); the label of I in the ideal tree.
Clearly, the space used by this data structure is only O(|V |+ |U |) memory units.
Algorithm 3. Building the ideal lattice
Data: Adjacency lists of predecessors of any acyclic graph of P
Result: The covering graph G(I(P)) = (V;U ) of the ideal lattice of P
begin
Compute  ← 1; : : : ; n a linear extension of P;
i ← 1;
 ← a newly created vertex; ImSucc()← Nil;
While i¡n do
1 Find the ideal I corresponding to {1; : : : ; i − 1} \ B(i);
2 Create a copy [I ′;′] of the sublattice [I;];
3 Link [I ′;′] and [I;] by isomorphism;
4 Connect the previous ideal tree with the subtree in [I;] by the gluing
operation; i ← i + 1;
end
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Theorem 6. Algorithm 3 builds the covering graph G(I(P)) = (V;U ) of the ideal
lattice I(P) for a poset P in O(|V | + |U |) time and space (without counting the
storage required by the input).
Proof. The use of the ideal tree allows us to implement line 1 of the algorithm in
CAT . The ideal I in line 1 of the algorithm corresponds to {1; : : : ; i−1}\B(i)=Pred(i);
so Code(I) consists of the elements of B(i) sorted according to  −1: Let us denote this
sequence of elements by y1; y2; : : : ; yk : When looking for I; we must Ind in the tree the
path from  to I , i.e., the path whose sequence of labels is exactly Code(I): Let this
path be =I0; I1; : : : ; Ik=I: All codes are sorted according to  −1; so Label(I1) must be
the Irst element of B(i) in  −1; which is y1: Similarly, we must have Label(Ij)=yj for
1¡j6k: The children of each ideal are also sorted by their labels according to  −1: So,
when looking for the child of I0 whose label is y1 we may Irst encounter some other
children of I0 whose label does not belong to B(i): Note, however, that all these labels
must be maximal elements of Pred(i); i.e., they are from ImPred(i); and must be before
y1 in  −1: Similarly, when searching for the child of Ij whose label is yj (16j6k);
any child whose label is not from B(i) must have a label from ImPred(i); and this
label comes between yj−1 and yj in  −1: This implies that no two of the searched and
discarded children can have the same label, and there can be at most |ImPred(i)| such
children before we Ind I . Thus, we have to search at most |ImPred(i)|+ |B(i)| vertices
of the current tree in one execution of line 1 of the algorithm. Furthermore, note that
we do not need to know a priori the sets B(i) to perform this search: We process the
children of the Ij in decreasing order of their labels. If J is the next child of Ij and
Label(J ) ∈ ImPred(i), then we discard J and take the next child of Ij; if Label(J ) ∈
ImPred(i), then Label(J ) = yj and we have just found the next element in Code(I)
(and in B(i)). Let E be the set of covering edges in P. For the whole algorithm, line
1 requires
∑n
i=1(|ImPred(i)|+ |B(i)|) = |E|+
∑n
i=1 |B(i)|6|E|+ |V |6|U |+ |V | time.
To perform lines 2 and 3, we have to create J ′ for every J ∈ [I;]; we have to
update ImSucc(J ) by adding to it J ′ for every J ∈ [I;]; we have to add K ′ to the
list Child(J ′) for every K ∈ Child(J ); and we have to create ImSucc(J ′) by adding
to it K ′ for every K ∈ ImSucc(J ). Since all the input lists are in decreasing order
of the labels of their elements, the resulting lists will also be sorted in this way, and
the insertion or creation of every new item can be done in constant time per item.
Line 4 can clearly be done in constant time. So all these operations can be realized
in O(|V | + |U |) time for the whole algorithm. The space requirements are clearly
O(|V |+ |U |); as discussed above.
5. Listing the ideals of a poset
In this section, an algorithm is given for eciently listing the ideals of a poset in an
H(1; 2)-code sequence, where the consecutive ideals diHer in at most two elements.
(We note that there are simple examples of posets [15] whose ideals do not have
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a combinatorial Gray code in which consecutive ideals diHer only in exactly one ele-
ment.) Algorithm 2 could also be used to list the ideals, however, that algorithm has to
store the whole ideal tree, which makes its space requirements exponential in the size
of the poset. The new algorithm has the same running time, but its space requirements
are polynomial in |P|. Our new algorithm is also based on a traversal of the ideal tree,
but it simulates a depth-Irst search of the tree without storing it, which allows us to
reduce the space requirements to O(w(P) · |P|):
Let I be an ideal of P. We denote by S(I) the labels of the children of I sorted
according to  −1: Since the labels are elements of P, we can view S(I) also as a subset
of P. Let S(I) = {y1; : : : ; yk}; with y1¿ · · ·¿ yk . We denote by {I1; : : : ; Ik} the set
of children of I , where Label(Ii) = yi. The complexity of the algorithm is essentially
determined by the time required to compute from S(I) S(Ii); sorted according to  −1.
By deInition, all elements in S(Ii) are maximal in the ideal Ii; Code(Ii)=(Code(I); yi),
and Code(Ii) is sorted according to  −1. Therefore, all elements in S(Ii) are before yi
in the linear extension  . The elements of S(I) are maximal in the ideal I , and thus,
the elements of S(I) \ {yi} are also maximal in Ii. As a consequence, all elements of
S(I) which are before yi in  , will belong to S(Ii). This proves the following lemma.
Lemma 4. Let S1(Ii) = {yi+1; yi+2; : : : ; yk}; i.e.; the set of labels equal to S(I) \
{y1; : : : ; yi}. Then S1(Ii)⊆ S(Ii).
From Lemma 4 we know a subset of S(Ii). The next lemma shows how to compute
the remaining elements of S(Ii).
Lemma 5. Let S2(Ii) be the set of elements which are maximal in I \ {yi}; but not
maximal in I; i.e.; they are the immediate predecessors of yi which become maximal
when yi is removed from I . Then S2(Ii)⊆ S(Ii).
Proof. By deInition, all elements in S2(Ii) are maximal in Ii and are before yi in  ,
since they are predecessors of yi. Thus S2(Ii)⊆ S(Ii) indeed.
Lemma 6. S(Ii) = S1(Ii) unionmulti S2(Ii).
Proof. Follows directly from Lemmas 4 and 5.
Lemma 6 gives us a way to compute S(Ii) from the knowledge of S(I). Part of this
set, S1(Ii) is inherited from the parent. The following Proposition yields a method to
compute this inherited set in constant time per ideal during the depth-Irst search.
Proposition 5. If I is an ideal and {I1; : : : ; Ik} are its children with labels y1; y2; : : : ; yk ;
respectively; then
• S1(I1) = S(I) \ {y1};
• S1(Ii) = S1(Ii−1) \ {yi}; for i = 2; : : : ; k.
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Proof. Follows directly from the deInition of S1(Ii).
To compute the elements in S2(Ii), we use counters associated with the elements in
P. The counter counts for an element of P how many of its immediate successors are
still present in the order at the current step. Thus, to temporarily remove an element
from the order, it is sucient to decrease the counter of its immediate predecessors.
When the counter reaches 0 for an element, then this element becomes maximal in the
new current order.
Theorem 7. Algorithm 4 lists the ideals of P in O(M(P) · i(P)) time (not counting the
time needed by the preprocessing steps) and uses O(w(P) · |P|) space. Furthermore;
each ideal is listed twice and two consecutive ideals diCer in at most two elements.
Algorithm 4: Listing all ideals
Data : Adjacency lists of immediate predecessors for elements of P.
Result : The ideals of P listed in an H(1; 2) code order.
begin
Compute  ← 1; : : : ; n a linear extension of P;
Sort the adjacency lists of P and Max(P) according to  −1;
I ← {1; : : : ; n};
Output I ;
i ← 1; S(1)← Max(P);
Code← {}; {Code is a stack}
While i¿ 0 do
if S(i) is not empty then
x ← the Irst element of S(i);
1 Flag← F ;
Push(Code; x);
I ← I \ {x};
S(i)← S(i) \ {x};
Output I ;
2 Remove x from P;
3 S2 ← the elements which became maximal after the removal of x;
S(i + 1)← Merge(S(i); S2);
i ← i + 1;
else
4 If Flag= BT then output I ;
{Flag is used to avoid outputting I more than once during backtracking}
x ← Pop(Code);
I ← I ∪ {x};
5 Flag← BT ;
6 Insert x in P;
i ← i − 1;
end
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Proof. For each ideal I , the algorithm computes the set S(I). This set is always sorted
according to the reverse order of  . The index i represents the level on which the
current I can be found in the ideal tree T (P), with  being on level 1, and the set S(i)
corresponds to the current S(I). If I is the top element of T (P), then S(I) =Max(P).
Using S(I), the algorithm lists all the children of I for each ideal I in T (P). Thus all
the ideals of P are listed, since T (P) is a spanning tree of the ideal lattice of P.
Since S(I) is sorted according to the reverse order of  , computing S1(I), for the
current ideal I , is done in constant time by Proposition 5: we simply remove the current
Irst element of S(I). S2 represents the second part of the maximal elements, the set
S2(Ii) of Lemma 6, for the current child I \ {x} of I . Using the counters mentioned
after Proposition 5, we can compute S2 by identifying those elements of ImPred(x)
whose counter has become 0 after removing x. Since the length of this list is at most
O(M(P)), this requires no more than O(M(P)) time. The adjacency lists ImPred(x)
are sorted in  −1 order in the preprocessing step, so S2 is automatically obtained in
this order too. The merging of the two sorted lists, in order to obtain the list S(i+ 1)
for the newly listed child I \ {x} of I , requires no more than O(S(I \ {x})) time, and
can be charged to the children of I \ {x}. Thus the total time needed to list the child
I \ {x} and its list of children, S(I \ {x}), is equal to O(M(P)) for each ideal I .
Each edge (I; J ) in the tree T (P) is visited twice: Irst time is downwards from I
to J (corresponding to the if case in the algorithm), and then upwards from J to I
(corresponding to the else case in the algorithm). In the Irst visit, the element corre-
sponding to the label of the edge is removed from the poset while computing S2(J ).
This costs at most M(P) steps, to decrease the counters of its immediate predecessors.
When visited upwards, the element is restored in the order. This costs at most M(P)
steps too, to increase the counters. Since the tree has i(P) − 1 edges, the total time
spent updating the counters is 2M(P)(i(P)− 1) = O(M(P) · i(P)).
Each ideal I is listed twice: First, at the time we traverse the edge (Parent(I); I) in
T (P); in the if case of the algorithm; second, after the last time we reached I during
backtracking, after we traversed the edge (I; J ) upwards, where J is the last element
of S(I). This is accomplished by using the indicator variable Flag: I was reached for
the last time in a backtracking step if and only if the next step is also a backtracking
(upward) move on the tree. This also means that any two consecutive ideals I and
J we output diHer in at most two elements: If J is a child of I in T (P), then J
was obtained from I by deleting an element x. Similarly, if J = Parent(I), then J is
obtained from I by adding Label(I) to I . The remaining possibility is that both J and
I are children of the same parent in T (P), which means that J can be obtained from
I by adding Label(I) and deleting Label(J ).
Concerning the space complexity, the size of the stack Code may not exceed |P|,
since the longest path in the ideal tree has a length of |P|. The lists S(i) may contain
at most w(P) elements. The sorted adjacency lists of P require at most M(P) ≤
w(P) space per element. Therefore, the total space requirement of the algorithm is
O(w(P) · |P|) indeed.
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Let us call Algorithm 4′ the following modiIed version of Algorithm 4:
1. Delete lines 1 and 5.
2. Change line 4 to Output I .
Algorithm 4′ clearly traverses the ideal tree in the same order as Algorithm 4, but
it outputs each ideal every time it is visited. Therefore, if I and J denote two such
consecutive ideals, then we always have I=J ∪{x} or I=J \{x} for some appropriate
element x, i.e., the consecutive ideals diHer in exactly one element. (It is no longer
true, however, that each ideal is listed exactly twice.) This proves the following.
Corollary 1. Algorithm 4′ lists the ideals of a general poset so that consecutive ideals
diCer in exactly one element and it requires O(M(P) · i(P)) time and O(w(P) · |P|)
space.
Note that both Algorithms 4 and 4′ make the ideals available in less time and space
than what would be needed for listing them in traditional list or incidence vector
form, which would be proportional to their total size O(|P| · i(P)). In fact, if I and J
denote two consecutive ideals, then we can “encode” them by simply listing only the
element(s) they diHer in, i.e., (I \ J ) ∪ (J \ I).
6. Conclusions and open problems
We have presented ecient algorithms to reconstruct a distributive lattice from its
ideal tree, and to build the ideal lattice for a partially ordered set. These algorithms
are CAT , and so they have the best possible time complexity, up to a constant factor.
We have also presented new algorithms for building the ideal tree and for listing an
H(1; 2) code for the ideals of a poset. These algorithms can be made to run in constant
time per ideal for some large special classes of posets [17,12,10], but Inding a constant
amortized time algorithm, which has been the goal for years [15], remains an open
problem for the general case.
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