This paper investigates the potential for extreme co-movements between financial assets by directly testing the underlying dependence structure. In particular, a t-dependence structure, derived from the Student t distribution, is used as a proxy to test for this extremal behavior.
Introduction
Specification and identification of dependencies between financial assets is a key ingredient in almost all financial applications: portfolio management, risk assessment, pricing, and hedging, to name but a few. The seminal work of Markowitz (1959) and the early introduction of the Gaussian modeling paradigm, in particular dynamic Brownian-based models, have both contributed greatly to making the concept of correlation almost synonymous with that of dependence. In the context of multivariate Gaussian models, correlation indeed provides a correct and complete picture of the underlying dependence structure, however, this is not true in general. In particular, outside the family of elliptical distributions, correlation only conveys partial and often misleading information on the actual underlying dependencies [see, e.g., Embrechts et al. (2001b) ].
Gaussian models have many important features, in particular tractability and parsimony, that make them attractive from a modeling standpoint. From an empirical viewpoint, however, their validity has long been questioned even as a models of individual asset returns [see, e.g., Mandelbrot (1963) , Fama (1965) , Praetz (1972) , and Blattberg and Gonedes (1974) ]. These studies all point to tails that are "heavy" relative to the "very light" Gaussian tails, combined with increased "peakedness" or leptokurtic behavior. In particular, tail decay governed by a power law seems to be consistently observed across a wide range of financial assets and markets. To this end, the univariate Student t distribution is a natural generalization of the Gaussian distribution, possessing "heavy tails" that support extreme movements in the individual assets. 1 The multidimensional analogue of the aforementioned "heavy-tails" phenomenon concerns the potential for extreme co-movements between financial assets and markets. For example, a multivariate Normal distribution places "little mass" on the joint tails relative to, say, a multivariate Student t distribution. The full picture, however, is slightly more subtle. In particular, a broader class of "correlation-based" models can be defined by retaining the Gaussian dependence structure (or copula function), while allowing for arbitrary marginals. 2 This generalized class of Gaussian models can be made to support extreme movements in the individual assets, however, its dependence structure, relying only on the notion of correlation, precludes extreme co-movements (regardless of potentially large magnitudes in correlation between the underlying individual assets).
1 empirical support for the univariate t distribution is discussed in Praetz (1972) , Blattberg and Gonedes (1974) , and more recently in DanÍelsson and de Vries (1997).
2 Specifically, if Xi is, say, the ith asset return, i = 1, . . . , d, with cumulative distribution Fi(·), then Ui := Fi(Xi) are distributed uniformly on the unit interval. The joint distribution of (U1, . . . , U d ) is called a copula; it retains the original dependence structure while "normalizing" the univariate marginals, thus, effectively decoupling the two. Taking a slightly different view, the copula function serves to "knit together" any set of univariate distributions, thus generating a consistent multivariate distribution. For a general introduction to copulas the reader is referred to the recent monographs by Joe (1997) and Nelsen (1999) ; for a more "financially" oriented exposition see, e.g., Frees and Valdez (1998) , Bouyé et al. (2000) , , Embrechts et al. (2001a Embrechts et al. ( , 2001b , and references therein.
for conditional correlation models. The limitations of simple correlation-based models are also elucidated in the recent work of Embrechts et al. (2001b) and Hult and Lindskog (2001) . This paper shares a common motivation and objective with the above studies, namely, investigating whether there is empirical support for extreme co-movements between financial assets and markets. Concurrently, it also highlights some limitations of standard correlation-based models, and point to certain natural generalizations of the latter. The main vehicle by which we pursue these objectives is quite distinct from the methods used in the above studies. In particular, we propose a test for a certain class of underlying dependence structures that serves to detect the potential for extreme co-movements. This approach, which is revealing in several ways, is driven by the recent paper by Embrechts et al. (2001a) that focuses on copula models and discusses their implications on extreme tail dependence [see also, Bouyé et al. (2000) ]. Copula methods have received increasing attention recently, mostly in the context of financial and risk modeling [for some applications see, e.g., Li (2000) , , and ]. Testing for the underlying dependence structure, in particular estimating the underlying copula, is discussed in broad terms in Durrelman et al. (2001) , and general estimation theory is developed in Genest et al. (1995) . 3 In the specific context of testing the Gaussian dependence hypothesis, we are aware of only one other set of results obtained in the recent work of Malevergne and Sornette (2001) . Their motivation, main focus (restricted to bivariate models), testing procedure (focuses on the Gaussian model as a "stand alone"), and conclusions are all quite distinct from our study.
As stated earlier, the most common assumption is that asset returns follow a Gaussian, correlation-based, dependence structure. We consider a natural generalization of the latter which is derived from a multivariate Student t distribution. In particular, the so-derived t-dependence structure has two salient features that the term "beyond correlation" alludes to: (i) unlike the Gaussian structure where dependence is captured only via correlation, the t-dependence structure retains the use of correlation while introducing a single additional parameter that controls the "heaviness" of the joint tail; and, (ii) it supports extreme co-movements regardless of the marginal behavior of the individual assets. In particular, by making this joint tail "lighter" (increasing the DoF parameter) one recovers the Gaussian dependence structure in a well defined limiting sense.
The t-dependence model can therefore serve two statistical testing objectives: (1) detect whether the presence of extreme co-movements is statistically significant, while concurrently indicating the extent of this extremal dependence via the aforementioned tail parameter; and, (2) test the validity of the Gaussian dependence structure assumption that is so prevalent in financial applications.
Our empirical study considers three representative financial time series of asset prices: commodities (6 metals), equities (the 30 stocks comprising the Dow Jones industrial average), and foreign exchange (9 currencies). [A more specific example considers international equity markets across the G5 economies.] Our main findings may be summarized informally as follows:
i.) Empirical support for extreme co-movements. In all three financial data sets, the estimated parameters of the t-dependence structure indicate a non-trivial degree of dependence in the tails, and thus substantial potential for extreme co-movements.
ii.) Rejection of Normality. The Gaussian, correlation-based, dependence structure is consistently rejected with negligible error probability, when tested against the alternative tdependence structure.
iii.) Effects of dimensionality. The statistical evidence supporting extreme co-movements and rejecting the Gaussian dependence structure is more significant as the number of underlying assets increases.
To illustrate the economic significance of these findings, we analyze three examples:
i.) Joint movements across international equity markets. Focusing on the G5 aggregated market indices illustrates the limitations of correlation as a measure of joint extremal behavior.
In particular, large co-movements are seen to be statistically significant even for moderate and small values of correlation. Moreover, the calibrated t-dependence structure supports out-of-sample prediction of large co-movements.
ii.) Portfolio value-at-risk. VaR numbers and expected shortfall (conditional VaR) are both seen to be substantially over-optimistic when the potential for extreme co-movements is neglected. (In some cases these numbers differ by a factor of 2.)
iii.) Pricing credit derivatives. In multi-name credit derivatives, extreme co-movements correspond to joint defaults of the underlyings. A representative example indicates that large joint movements, that are not captured via a Gaussian dependence structure, can amount to over 100% discrepancies in the determined price of these instruments.
In terms of methodology, we use likelihood ratio methods that exploit the natural nesting of the Gaussian dependence structure within the family of t-dependence models. The likelihood ratio test is driven by a semi-parametric estimation approach that treats the unknown marginal distributions as infinite dimensional "nuisance" parameters (indeed, these do not affect extreme co-movements). Using the empirical distribution as a surrogate for the unknown true marginal distribution, we generate a set of pseudo observations, based on which the dependence structure parameters are estimated. 4 "Factoring out" the marginals introduces further dependence, which manifests itself in a slightly different limiting distribution of the test statistic by which one resolves the hypothesis test. In particular, this distribution is a scaled version of the familiar Chi-squared distribution. A comprehensive Monte-Carlo simulation study is used to assess the adequacy of the test procedure, and, in particular, validate and calibrate the asymptotic distribution of the test statistic.
The paper is organized as follows. Section 2 discusses some preliminaries on dependence measures (correlation, copulas and extremal tail index). Section 3 discusses some qualitative features in the data sets which serve to motivate the main questions that are addressed in this study. Section 4 details the testing procedure, and subsequently Section 5 presents the main results. Section 6 discusses the financial implications of the main results via three examples. Section 7 contains some concluding remarks. Technical details are deferred to three appendices: Appendix A discusses the theory of pseudo-likelihood asymptotics which are fundamental to the testing procedure; Appendix B details the numerical analysis of the pseudo-likelihood method, and validates the procedure via a comprehensive Monte-Carlo study; and, Appendix C describes the implementation of the estimation procedure. Finally, the structure of the data is detailed in Appendix D.
Beyond Correlation: Modeling Dependencies and Extreme Comovements
This section provides a brief introduction to modeling data dependencies, in particular modeling the underlying dependence structure via copula functions. (The two terms will be used interchangeably throughout this paper depending on the context.) The main reference for this exposition is the excellent recent survey paper by Embrechts et al. (2001a) .
The departure point for this discussion is the inadequacy of linear correlation as a descriptor of data dependencies. Formally, the linear correlation coefficient between two random variables X, Y with finite second moments is given by ρ := E[XY ]/(EX 2 EY 2 ) 1/2 . It is a well known fact that this measure fully characterizes statistical dependence only in the class of elliptical distributions [see, e.g., Embrechts et al. (2001b) ], the most important example being the multivariate Normal distribution. Correlation has many flaws as a measure of dependence, some will be briefly discussed in what follows. One particular shortcoming concerns the adequacy of correlation as an indicator of potential extreme co-movements in the underlying variables. To this end, it is worth noting that correlation is essentially inadequate by construction, namely, it is a measure of central tendency involving only first and second moment information. As we shall see, tail dependence is a more representative measure that is used to summarize the potential for extreme co-movements. It turns out that this measure is closely related to (in fact, a property of) the underlying copula.
Modeling the dependence structure and copula functions
The main concept that is used to capture the the underlying dependence structure of a multivariate distribution is the copula function. The latter merely refers to the class of multivariate distribution functions supported on the unit cube with uniform marginals.
Definition 1 (Copula)
following properties : The importance of the copula stems from the fact that it captures the dependence structure of a multivariate distribution. This can be seen more clearly from the following fundamental fact known as Sklar's theorem [see Sklar (1959) 
From Sklar's Theorem we see that for continuous multivariate distribution functions, the univariate margins and the multivariate dependence structure can be separated, and the dependence structure can be represented by a copula. To spell out how this unique copula is related to the cumulative distribution function, we need the following definition. Let F be a univariate distribution function. The generalized inverse of F is defined as
for all t ∈ [0, 1], using the convention inf{∅} = ∞. 
Without the continuity assumption, this may not hold [see, e.g., Nelsen (1999) ]. Note, unlike correlation that captures the full dependence structure in multivariate Gaussian distributions (and more generally in the class of elliptical distributions), the copula summarizes this dependence structure for any multivariate distribution (with continuous marginals).
Perhaps one of the key properties of copulas, and one that elucidates the role played by copula functions in succinctly summarizing the dependence structure of a multivariate distribution, is the following invariance result adapted from Embrechts et al. (2001a) .
Theorem 2 (copula invariance) Consider d continuous random variables
Note, this statement does not hold for correlation which is only invariant under linear transformations. The above also suggests how one might go about testing a copula structure per se, that is, if the marginals are known they can be "filtered out" by taking g i := F i . This observation lies at the heart of our statistical study. Armed with these results, we now proceed to introduce the two main copulas that play the central role in this study.
Definition 2 (Normal-copula) Let Φ denote the standard Normal cumulative distribution function and let Φ d Σ denote the multivariate Normal cumulative distribution function with zero mean, unit variance for each marginal, and linear correlation matrix Σ ∈ R d×d , i.e., for
where |Σ| is the determinant of Σ, x T denotes the transpose of the vector x ∈ R d and the above integral denotes componentwise integration. Then,
is the Gaussian or Normal-copula, parameterized by Σ. Here Φ −1 (u) :
and Φ(·) is the standard Normal cumulative distribution function.
This study focuses on a natural generalization of the Normal-copula, namely the Student t-copula.
Definition 3 (Student t-copula)
Let t ν denote the (standard) univariate Student-t cumulative distribution function with ν degrees-of-freedom, namely,
Let t d ν,Σ denote the multivariate analogue in R d , with ν DoF and shape parameter matrix Σ ∈ R d×d , namely, for
is the t-copula, parameterized by (ν, Σ), and
If ν > 2, the shape parameter matrix Σ can be interpreted as the linear correlation matrix.
In what follows, let c(·; ν, Σ) denote the density of the t-copula given explicitly by
where
In the sequel, whenever a t-copula is used, we make the assumption that ν > 2, so as to ensure that the variables in question have a finite second moment. The notation introduced above, taking C G (·; Σ) for the Normal-copula and reserving the "superscript-less" C(·; ν, Σ) for the t-copula, will be used throughout to distinguish between the two copulas. 5 Recall that the multivariate t-distribution is a generalization of the multivariate Normal in the sense that the Normal distribution can be considered as a t-distribution with infinite degrees of freedom. The same is true for the respective copulas, viz, the Normal-copula can be viewed as a member of the parametric family of t-copula, where the degrees of freedom (DoF) are infinite.
Fixing Σ we have that
where C G is the Normal-copula given in (2). The above asymptotic can be refined to obtain rates of convergence, but, for our purposes, it suffices to note that the two copulas are very close for DoF that are greater that 100, and essentially indistinguishable for DoF that are greater that 1000 (for an illustration see Appendix B.3).
Extreme co-movements and tail dependence
The concept of tail dependence relates to the amount of dependence in the upper-right-quadrant tail or lower-left-quadrant tail of a bivariate distribution. It turns out that tail dependence between two continuous random variables X and Y is a copula property and hence the amount of tail dependence is invariant under strictly increasing transformations of X and Y .
Definition 4 (tail dependence)
Let X and Y be random variables with continuous distributions F and G respectively. The (upper) tail dependence coefficient of X and Y is given by It is important to note that while independence of X and Y implies that λ U = 0, the converse is not true in general. That is, λ U = 0 does not necessarily imply that X and Y are statistically independent. Intuitively, when the tail independence λ U = 0 we might expect that X and Y become independent, in the sense that the joint distribution factors out to the product of the marginals for sufficiently large values. However, the following simple, yet important, observation asserts that this intuition is false.
Proposition 1 (Tail dependence for Normal-copula) Let C G (·; Σ) be the Normal-copula over 
For a proof see Embrechts et al. (2001a, §4.3) . The above proposition indicates that for random variables that are linked via a t-copula, we can expect joint extreme movements to occur with non-negligible probability even when the random variables are "weakly dependent" (in the sense that their correlation is small). For example, with DoF = 4 and correlation ρ = 0.5 we have that λ U = 0.25, and moreover, if we take ρ = 0, we still get λ U = 0.08! This also illustrates a fundamental difference between the t-dependence structure and the Gaussian structure. In the latter ρ = 0 implies independence, in particular zero tail dependence, while for the t-dependence structure it is essentially the DoF parameter that controls the extent of tail dependence and tendency to exhibit extreme co-movements.
The Data: Preliminary Empirical Evidence
The data sets span three different types of assets: equities, currencies, and commodities. For each of the above, a time-series of adjusted prices S = (S i1 , S i2 , ..., S id ) n i=0 is given (the price adjustments accounting for splits etc.), where d is the number of assets in the "basket" (portfolio). The log-asset returns, X, are then defined in the usual way, viz,
where log (·) stands for the natural logarithm and n+1 is the number of trading days, thus, X i = (X i1 , X i2 , . . . , X id ) is a return observation for the i'th day. The number of assets in each basket is 30, 9, and 6 for the equity, currency, and commodity baskets respectively. The number of daily return observations for each asset is 2,526, 2,263, and 3,176 for the equity, currency, and commodity baskets respectively. Details on the specific tickers and date ranges are provided in Appendix D.
We begin our analysis with the univariate aspects of the data. Evidence that the distribution of univariate asset returns does not comply with the "Normality assumption" is quite conclusive, dating back to the pioneering work of Mandelbrot (1963) and Fama (1965) , and explored further in the works of Praetz (1972) and Blattberg and Gonedes (1974) . 6 It is common that univariate return distributions exhibit heavier tails and sharper peaks than the Normal distribution. These findings have triggered a search for alternative models for asset returns, candidates include the tdistribution, stable distribution, and characterizations derived from dynamic models such as jump diffusion and stochastic volatility models.
The data sets that we analyze herein share the same characteristics; they exhibit, to varying extents, "fatter tails" than the Normal distribution and corresponding peakedness. In contrast to the study of univariate distributions, this paper is concerned with the multivariate distribution of asset returns, and, more precisely, with the underlying dependence structure.
From an intuitive standpoint, the univariate analysis concludes that fatter-than-Normal tails are present, thus, it would also seem plausible that the multivariate case would have more mass on the "joint tails." A slight caveat in this logic is that multivariate distributions can be easily constructed such that the marginal tails are "fat," but the joint dependence structure is Gaussian. In order to 6 A comprehensive reference list can be found in Glasserman et al. (2002) . motivate the results of our study and to provide some intuitive understanding for the meaning of "fat joint tails" we show graphically in Figure 2 the difference between "light" and "heavy" mass on joint tails. As we will see in Section 5, the pair of currencies in Panel B is one for which the Gaussian dependence assumption is rejected, whereas in Panel A it is not. Panel C shows data simulated using a Normal-copula while Panel D depicts points simulated with a t-copula. All the four panels have the same number of points (2,263) and about the same linear correlation (16%, 22%, 18%, and 23% for Panels A, B, C, and D, respectively). It is evident that the t-copula in Panel D bares more resemblance to the dependence exhibited in Panel B. Indeed, our study shows that the evident differences between the panels are not explained by linear correlation, but by a different underlying dependence structure. We emphasize that the data in the four panels were transformed to have exactly the same marginals, i.e., the differences among the panels are only due to the different underlying dependence structures. Panels C and D depict data simulated from a Normal-copula and t-copula, respectively. The figure demonstrates how empirical observations of joint extreme events (depicted by points falling into the extreme four corners of the plot) indicate the potential for extreme co-movements, and statistical support for the appropriate underlying dependence structure; the Normalcopula is seen to "match better" the ITL-NZD pair, whereas the JPY-NZD is better modelled using a t-copula.
The Testing Methodology
The goal of the testing procedure is to distinguish the underlying dependence structure (copula), and consequently identify whether extreme co-movements are statistically significant or not. In particular, we test for an underlying t-dependence structure, where the DoF parameter serves as an indicator for the extent of extremal dependence. Recall that as the value of this parameter increases, the amount of tail dependence essentially decreases. Ultimately, for very large values of DoF (ν) the underlying dependence structure reduces to the familiar Gaussian model (Normal-copula). This nesting supports the use of likelihood ratio methods to distinguish the corresponding hypotheses.
To focus on the dependence structure, we must first "factor out" the marginal distributions of the asset returns as these are irrelevant so far as extreme co-movements are concerned. Thus, the term pseudo-likelihood is used to indicate that the raw data must first be transformed, and a semi-parametric estimation of the key parameter, namely DoF, is used.
The main idea that underlies the testing procedure may now be described, informally, as follows. We set the null hypothesis to correspond to some fixed value ν 0 , while this is a free parameter in the alternative hypothesis. As we vary the null parameter ν 0 we can ascertain the range of values of the DoF which cannot be rejected, based on the corresponding p-values for the test. In particular, by letting ν 0 take large values we can use the resulting test as a proxy to verify whether a Gaussian dependence structure is rejected based on the observed empirical behavior.
(Recall, the t-dependence structure reduces to the Gaussian one in the limit.) We now turn to a more precise description of this methodology.
Pseudo-likelihood ratio testing
Consider a random sample
, where the X i = (X i1 , . . . , X id ) are assumed to be mutually independent and distributed according to a common distribution function H with continuous univariate marginals,
, where C is the copula function for H, and
Since the marginals are unknown and potentially do not even follow a parametric distribution, we treat them as infinite dimensional nuisance parameters (parameterizing the multivariate distribution H via Sklar's representation) leaving the parameters of the copula, in particular the DoF, as the main focus. To this end, the empirical distribution function is used as a proxy for the unknown marginals, that is,F
where I{·} is the indicator function. We then definê
denote the pseudo-sample. The transformation that takes the original sample X n to the pseudo-sample U n will be referred to as the empirical marginal transformation. [This approach follows the semi-parametric estimation framework pursued by Genest et al. (1995) , and ] asserts thatF converges to F uniformly on the real-line, almost surely. In fact more is true, as it is well known thatF is, roughly speaking, asymptotically Normal and "centered" around the true distribution F [the precise meaning of this statement involves the functional central limit theorem; for details the reader is referred to §1.11 of Serfling (1980) ]. Thus,F is a √ n-consistent estimator for F , which is crucial in deriving asymptotics for the corresponding hypothesis tests.
2.
The pseudo-sample is no longer comprised of mutually independent observations; this property is lost due to the data dependence of the empirical marginal transformation. Note that this problem is intrinsic to any inference problem involving dependence structure parameters, unless the marginals are known a priori.
3.
In practice, we slightly alter the definition of the empirical marginal transformation, viz, n/(n + 1)F . This re-scaling avoids "edge effects" that occur as some of the variables tend to one, which may result in unboundedness of the log-likelihood function.
Focusing on the t-dependence structure given formally by the t-copula (3), we fix a value of the DoF parameter ν 0 and consider the following hypotheses
, Σ ∈ R d×d is symmetric and positive definite}, and Θ 0 = {θ ∈ Θ :
(Note that we allow for real values of the DoF parameter.) The two parameter sets index the associated dependence structure. For a given sample
, set the pseudo loglikelihood function to be
where c(·; θ) is the t-copula density function (4) . Note that this is obtained from a likelihood function that imposes a product form
(This is a structural assumption on the objective function, the reader will recall that the variables {Û i } are not mutually independent.) Put
the pseudo maximum likelihood (p-ML) estimator, and set the pseudo-likelihood ratio test statistic
The precise details concerning the implementation of the ML estimation procedure, as well as computational aspects, are discussed in Appendix C.
To resolve the hypothesis test, we need to characterize the distribution of the test statistic Λ n (ν|ν 0 ). Since this distribution is not tractable, the standard approach is to derive the asymptotic distribution and use that as an approximation. The derivation of the asymptotic distribution of p-LRT test statistic is pursued on the basis of the p-ML theory developed in Genest et al. (1995) .
Specifically, the derivations in Appendix A suggest that under the null hypothesis,
where "⇒" denotes convergence in distribution, and γ > 0 is a constant that depends on the null hypothesis [an explicit characterization of γ is given in (10) in Appendix A]. Here, and in the sequel, χ 2 1 denotes a r.v. distributed according to a Chi-squared law with one degree-of-freedom. Thus, the p-LRT test retains the familiar limiting distribution, which is now scaled by a factor of (1 + γ).
Using the approximation Λ n (ν|ν 0 ) ≈ (1 + γ)χ 2 1 , we may now resolve the p-LRT test in the usual manner. Fix a rejection level α ∈ (0, 1), and let x 1−α equal the (1 − α) quantile of the Chi-squared distribution, i.e., P(χ 2 1
with probability of (type I) error equal to α. The p-value corresponding to this test is simply given
Note that if ν 0 = ∞ then the null hypothesis corresponds to a Gaussian dependence structure which does not support extreme co-movements. In terms of the testing procedure, and in particular the above asymptotic approximation, we cannot simply use the value ν 0 = ∞ since then the restricted hypothesis Θ 0 ⊆ Θ is derived from Θ by fixing a parameter value on the boundary of the set. In most settings the large sample results for LRT tests do not hold unless the restricted set Θ 0 is obtained from Θ by fixing a parameter value in the interior of the feasible set. [For more details on the basic assumptions and derivations involved see, e.g., Serfling (1980) §4.4; for some recent results on testing when the restricted parameter is on the boundary of the parameter space see Andrews (2001) .] We therefore take a large value of the null DoF, ν 0 = 10 5 , to approximate the infinite case. To this end, the t-copula is essentially indistinguishable from a Normal-copula for DoF values that are greater than 1000. Moreover, the tail dependence index (6) is essentially zero for such a large magnitude of the DoF parameter, irrespective of the magnitude of the correlation coefficient.
To rigorously justify the above asymptotic approximation, one needs to prove the weak limit given in (7) . Appendix A provides a sketch of how this result is derived based on the asymptotic theory of p-ML estimation in the context of copulas. However, the technical regularity that support the p-ML asymptotic theory [see Appendix 1 in Genest et al. (1995) ] are quite difficult to verify.
In particular, we have not been able to rigorously verify all of the required conditions in the context of the t-dependence structure when considering simultaneous estimation of the DoF and the correlation matrix. Consequently, the derivation of the asymptotic (7) is done informally and serves to suggest the "right" large sample behavior of the p-LRT test statistic. To validate the approach and the suggested limiting distribution, a comprehensive numerical study is carried out and discussed in Appendix B. The simulation study in Appendix B.1 serves to validate the estimation procedure, while the Monte Carlo study conducted in Appendix B.2 uses bootstrap methods to validate the form of the limiting distribution. This study indicates that the t-dependence structure is amenable to the p-LRT asymptotic, in particular, the Chi-squared distribution is quite accurate in describing the behavior of the p-LRT test statistic, across various sample sizes and copula parameters (see, for example, the graphs in Figures 7 and 9 ).
As noted, the p-LRT asymptotic still leads to the usual Chi-squared law, with the added scaling factor (1 + γ). An intuitive explanation for this is the following. Since Λ n (ν|ν 0 ) is formulated in terms of the logarithm of the product distribution, we anticipate that the resulting p-ML estimators should be consistent and asymptotically Normally distributed. [This follows from the standard expansion arguments using Taylor's theorem, and by noting thatF are √ n-consistent estimators of F , which implies that the pseudo-variableÛ deviates from its ideal counterparts, U = F (X), by order n −1/2 , in probability.] Since the key in establishing the limiting Chi-squared distribution for the likelihood ratio test statistic is the asymptotic Normality of the estimators, it is not surprising that this result carries through. In addition, the added dependence due to the use of the pseudosample U n results in inefficiency of the pseudo-ML estimator, that is, the asymptotic variance does not achieve the Cramér-Rao lower bound [see, e.g., Schervish (1995) , §5. 1.2] . This, in turn, is manifested in the test statistic converging to a limiting random variable which is stochastically larger [by a factor of (1 + γ)] than the usual Chi-squared limit.
Remark 2 (On the asymptotic constant γ)
1.
Although an expression for γ is given in (10) in Appendix A, it is not straightforward to evaluate this explicitly, nor have we been able to derive "tight" upper bounds on γ. We thus resort to a Monte-Carlo simulation-based estimation technique. The comprehensive study described in Appendix B.2 yields simulation-based estimatesγ ∈ [0, 0.1) for all scenarios that were tested using bivariate and tri-variate copulas over a range of correlations, as well as larger "baskets" that emulate the three empirical data sets. The corresponding confidence intervals indicate that γ = 0 cannot be rejected based on the observed value, and moreover, we obtain bounds of the form γ < 0. (2002) strongly suggests that asymptotic efficiency in the Gaussian model is an exception to the rule. The inefficiency of the p-ML estimator manifests itself in the constant γ > 0.
Main Results
This section details the main results of the study. Note that the calculations of the p-values throughout require the value of γ [recall, Λ n ≈ (1 + γ)χ 2 1 ]; this value is attained by Monte-Carlo methods as explained in Appendix B.2, and is typically found to be in the range [0, 0.1]. Throughout, we use γ = 1.0 as a conservative bound. Recall that the p-values that we report in this section represent the probability of making a type-I error, that is, rejecting the null hypothesis (the null having some fixed DoF) when it is true. For example, a p-value of 1% for a restricted version with DoF=50 reflects a 1% probability of rejecting a true null hypothesis of DoF=50 based on the given sample.
In what follows we focus primarily on the estimation of the DoF as this is the key to distinguishing the null from the alternative. We therefore omit the estimation results pertaining to the correlation matrices that parameterize the dependence structure.
A short summary of the results is as follows.
• Section 5.1. The Gaussian dependence structure is rejected with infinitesimal p-values. All multivariate distributions derived from this dependence structure are thus rejected as well (including the multivariate Normal).
• Section 5.2. The range of possible DoF consistent with the data is seen to be very narrow (ranges from 7 to 12). Consequently, tail dependence and extreme co-movements are seen to be statistically significant.
• Section 5.3. An increase in the number of assets results in increased statistical evidence rejecting the Gaussian dependence structure. In particular, the larger the basket of assets, the higher the potential for extreme co-movements between them.
Rejecting the Gaussian dependence structure
The p-LRT procedure was used to test "complete baskets" of financial assets, i.e., a basket comprised of the 30 stocks comprising the DJIA, a basket comprised of all 9 currencies, and a basket comprised of all 6 metals. For every basket, the maximum likelihood estimator of the DoF is calculated as well as the p-value for a null hypothesis approximating the Gaussian dependence structure (setting ν 0 = 10 5 ). For brevity, we refer to the estimator and objective as "ML" and "likelihood" except where confusion may arise. Table 1 summarizes our findings. The table indicates that the Gaussian dependence structure should be rejected with infinitesimal error probability, against the alternative, t-dependence structure. This suggests the t-dependence structure as a natural alternative for the Gaussian; the current canonical dependence structure for asset returns. We stress that the rejection is not only of the multivariate Normal model, but of infinitely many other distributions having a Normal-copula as their dependence structure. 
Sensitivity analysis and the extent of tail dependence
This section extends the results of the previous one, namely, it offers rejection and non-rejection ranges of DoF for every basket. The main implications of these results is three-fold. First, the results show that the interval of non-rejected DoF is very narrow [in spite of the conservative bound
. Second, the estimation procedure is very "sharp," in the sense that little differences in the assumed DoF lead to significant changes in the test statistic. Finally, the economic significance of these results is that extreme co-movements are statistically significant, and the extent of joint extremal events is substantial (due to relatively small values of the DoF).
Equities
Applying the estimation procedure detailed in Appendix C to the thirty-name equity basket yields an ML estimate for the DoF ofν = 12. Figure 3 depicts the behavior of the test statistic Λ n (ν |ν 0 )
as a function of the null DoF (ν 0 ). The figure also displays the levels that correspond to p-values of 1% and 0.01% [calculated using (1 + γ) = 2]. It is evident that any null hypothesis with DoF<10 or DoF>14 can be rejected with negligible type-I error probability, in particular, the Gaussian dependence structure can be rejected as well. To this end, note also that in the region of interest,
i.e., ν 0 >ν, the behavior of the test statistic is monotone non-decreasing in ν 0 , indicating that as the null DoF get larger there is increasing statistical evidence rejecting the null, which in turn approaches the Normal-copula. Note that at ν 0 = 10 5 , that is used to approximate the Gaussian null, the value of the test statistic is more than two orders of magnitude above the nominal rejection level. 
Currencies
For the nine currencies in the FX basket we obtain an ML estimate for the DoF that isν = 7. p-values of 1% and 0.01%. It is evident that any null hypothesis with DoF<6 or DoF>9 can be rejected with negligible type-I error probability, in particular, the Gaussian dependence structure can be rejected as well. 
Metals
For the six metals forming the metals basket we obtain an ML estimate for the DoF that isν = 11. p-values of 1% and 0.01%. It is evident that any null hypothesis with DoF<8 or DoF>16 can be rejected with negligible type-I error probability, in particular, the Gaussian dependence structure can be rejected as well. Table 4 shows the local behavior of the likelihood function, the test statistic, and the p-values that correspond to ν 0 in the vicinity of the maximum point (ν). We note that only the DoF in the range 9-13 lie within the 99% confidence interval.
Dimensionality effects
This section examines how the dimensionality of the basket (the number of underlying assets)
affects the significance level of the estimated dependence structure and the corresponding potential for extreme co-movements in the underlyings. Our main findings indicate that as the dimension increases, the Gaussian dependence structure becomes "easier" to reject in favor of the competing t-dependence structure. The basic intuition for this finding is clear: the Gaussian dependence structure does not support "joint extreme movements" in the underlyings, and as the number of assets in the basket increases, there is higher likelihood to encounter these coupled movements among subsets of the assets in the basket.
Results for pairs of assets
We start by testing all possible sub-baskets of size two; For example, in the equity basket there are 435 such pairs. We set the rejection level for the null hypothesis to be 1% (i.e., 99% confidence), and test the Normal-copula using the conservative bound (1 + γ = 2), as well as (1 + γ) = 1.1, which is more representative of the Monte-Carlo estimates attained in Table 13 . The results can be summarized as follows:
• Equities: the Gaussian dependence hypothesis is rejected for 428 of the 435 pairs [432 pairs using (1 + γ) = 1.1]. The median DoF for the non-rejected pairs is 7.
• FX: the Gaussian dependence hypothesis is rejected in 22 pairs of the possible 36 pairs [27 pairs using (1 + γ) = 1.1]. The median DoF for the non-rejected pairs is 8.
• Commodities (metals): the Gaussian dependence hypothesis is rejected for 13 and United Kingdom Pound. According to Section 2, one main distinguishing feature separating the t-dependence structure from the Gaussian is that the former supports joint extreme movements while the latter does not. Thus, the above results signal that the two currencies, namely, Australian Dollar and New-Zealand Dollar do not tend to have large co-movements with the listed currencies.
Consequently, these currencies may serve for purposes of jump diversification.
This point is further illustrated in Figure 2 in Section 3. The figure presents the normalized empirical bivariate distribution of the Italian Lira vs. the New-Zealand Dollar (Panel A) and the Japanese Yen vs. the New-Zealand Dollar (Panel B); the former is one of the pairs for which the Normal-copula was not rejected and the latter is an example of a pair for which the Normalcopula was rejected. The scatter-plot in Panel A contains far fewer points in the far corners of the graph as opposed to the scatter-plot in Panel B. Recall that the t-copula is distinguished from the Normal-copula by placing more probability mass on joint extreme events, making it a more plausible candidate to model the data dependency observed in the right hand plot. To further demonstrate the point, Panel C displays normalized data that was simulated using a Normal-copula, whereas panel D displays data simulated with a t-copula. It is easy to see that the scatterplot in panel B, which is the common empirical dependence, resembles much better the t-copula simulated data in panel D, rather than the Normal-copula depicted in panel C. Note that the correlation of the four pairs is similar (16%, 22%, 18%, and 23% for Panels A, B, C, and D respectively).
Results for three-name baskets
Here we report results for three-name sub-baskets, for each of the three asset types. As the results below illustrate, all three-name baskets are not consistent with the Gaussian dependence hypothesis at the 1% rejection level (99% confidence). Note, the Gaussian model is rejected for all cases even when using the conservative asymptotic constant [(1 + γ) = 2].
• Equities: the Gaussian dependence hypothesis is rejected for all 4060 triplets. The median DoF is 7.
• FX: the Gaussian dependence hypothesis is rejected for all 84 triplets. The median DoF is 8.
• Commodities (metals): the Gaussian dependence hypothesis is rejected for all 20 triplets.
The median DoF is 9.
These results together with the results for the pairs of assets discussed in the previous section, suggest that as the dimensionality of the basket increases the potential for extreme co-movements increases, and it becomes "easier" to reject the Gaussian dependence structure which does not support this extreme behavior.
Effects of dimensionality: summary
The previous sections provide preliminary evidence that a higher dimensionality of the basket effectively reduces the ability of the Normal-copula to "explain" observed dependencies in the data. To substantiate this observation we proceed to test all different baskets (of sizes 2, 3,. . . , 9) for the FX and Metal baskets (of sizes 2, 3,. . . , 6). The test statistics Λ n (ν |ν 0 ) and the p-values for rejecting the Gaussian dependence hypothesis were computed for each case. In the following we report the minimum test statistic and the maximum p-value over all various combinations of a particular size of basket. The decay of the p-values with the increase of the size of the basket is evident. Table 5 summarizes the results for the currencies basket and Figure 6 
Economic Significance and Financial Implications
The results in the previous section indicate that an accurate description of asset dependencies must extend beyond the typical use of correlation. Generalizing the Gaussian-based models, in particular, using a t-dependence structure that supports extremal behavior, would bear substantial consequences on many financial applications. In the following we explore these implications via three examples: co-movements between international markets, risk management, and pricing.
Beyond correlation -international markets
Motivation. In the past, international diversification was a simple mechanism to reduce portfolio risk. In the last decades however, technology, information, and legislation changes have resulted in addresses conditional correlation where the conditioning is based on the markets' volatility.
The methodology that this paper pursues, although for testing purposes, offers several advantages over the methods described above. First, by modeling directly the dependence structure, the univariate returns are not assumed to be Normally distributed. Second, using a t-dependence structure entails non trivial tail dependence, whereas Gaussian dependence models, even condi- Table 6 presents the pair-wise estimated DoF and correlation (based on Kendall's tau estimator, see Appendix C) for the local currency data. All the pairs exhibit low estimated DoF indicating relatively high tail dependence. We stress that the estimation procedure is a semi-parametric one and therefore the "fat tails" of the univariate returns and their "peakedness" do not affect the estimated DoF of the dependence structure. Table 7 provides the estimated DoF and correlation for the MSCI US Dollar denominated data. The table depicts the estimated DoF and correlation values that were fitted based on the observed co-movements for each pair of indices, using a bivariate t-copula. The estimated DoF indicates that extreme co-movements are statistically significant in almost all cases (the exceptional cases are the UK-Japan and US-Japan pairs).
Germany
Comparing the results in Tables 6 and 7 it is evident that the dependencies between all countries except Japan do not change considerably when using local currency or US Dollar data.
However, it can be seen that the estimated DoF for pairs that include Japan exhibit significant changes. In order to illustrate the meaning of the different DoF we compute the frequency of large co-movements. For example, the frequency that both the Japanese index and the UK index simultaneously suffer an extreme down realization of 1.6 standard deviations is 1.86% in the local currency data, whereas it is 0.77% in the US Dollar denominated data. 7 Note that the linear correlation estimates are similar for all pairs, in the local as well as the US Dollar denominated data. The implications of these results are illustrated in Table 8 . The Table gives the empirical and simulated (model-based) probability of the UK-Japan indices having joint realizations below given 7 A possible explanation for this disparity could be that multinational market shocks are compensated by shocks in the Yen value, whereas the exchange rates among other pairs are not affected that much by market shocks.
thresholds, measured in standard deviations. We note that joint realizations below -2. between the UK and Japanese indices. The probabilities correspond to joint realizations that fall below the given threshold. Model-based calculations are done via Monte-Carlo simulations using the estimated parameters for the t-dependence structure and given as refernce. Both parametric dependence models allow out-of-sample prediction of large joint movements (below -2.4) which are not observed in the UK-Japan data set.
Discussion. These initial results are interesting in several regards. First, the empirical observations lead to a low value of the DoF parameter in the t-dependence model. This implies a higher likelihood for extreme joint movements. Second, the dramatic changes in the Japanese pairs' DoF between local and US Dollar denominated data is an interesting phenomenon that merits further investigation. Third, observing that the correlation numbers do not change considerably even when the DoF do, implies that intra-market correlation is a limited measure of dependence in this context. Note that in the Japanese-UK example the correlation goes up from 0.36 in the local currency to 0.40 in the US Dollar denominated data, whereas the frequency of extreme joint movements actually decreases.
In summary, Modeling international co-movements using a dependence structure that supports extreme co-movements can affect almost all investment decisions in a multinational portfolio, as well as most measures of associated risk.
Beyond correlation -Risk Management
Motivation. Almost all risk management models; regulatory, market, and credit, build on the Gupton et al. (1997) ; and KMV, see Kealhofer (1998) ]. As this paper shows, the Gaussian dependence structure is somewhat questionable as an adequate model for the behavior of joint asset returns. A more realistic model such as the t-dependence structure would place more probability mass on joint extreme co-movements. The latter could manifest themselves in the form of events where many instruments in the portfolio realize substantial losses, as had happened in several market crashes, e.g., the 1987 crash, or the collapse of Long Term
Capital Management (LTCM). Jorion (2000) examines the collapse of LTCM, and an adaption of his findings shows that the event of collapse under Normality assumptions has a likelihood of occurring once in 1,000 years, whereas under a "heavy talied" (t-model with 4 DoF) assumption, that would be once in 8 years. We note that implementing a risk model based on the t-dependence structure is hardly different from the Gaussian counterpart, in particular, a t-factor model can be easily constructed and the estimation of its parameters would be similar to a Normal-based model. Moreover, the t-copula model is relatively tractable, for example, Glasserman et al. (2002) demonstrate that efficient variance reduction techniques can be applied to risk factors having a t-copula.
Numerical example. In order to illustrate the above, we have constructed 6 examples of portfolios holding short positions in 50 call and 50 put options on 100 assets. (Each option strike is 100, maturity of two months and the short rate is flat at 5%.) Examples 1-2 correspond to at-the-money options, 3-4 to out-of-the-money options, and 5-6 to in-the-money options. Table 9 summarizes the details of these six sample portfolios. The univariate dynamics of each underlying asset follows the usual Black-Scholes model with zero drift and 30% volatility. For each example we simulate 1,000,000 realizations of the underlying stock price changes for a time horizon of one week, while the dependence structure among the names follows a t-dependence structure. Table 10 provides the computed VaR 0.99 and CVaR 0.99 for the 6 examples. The differences between the standard assumption of a Gaussian dependence structure and the alternative t-dependence are evident. The VaR and the conditional VaR numbers increase by a factor of 2 for some of the cases.
Given the results of this study, the Gaussian-based risk assessments seem to be over optimistic, while the t-based calculations seem to provide a more realistic picture. We note that these results are further amplified when one goes further into the tail of the distribution, i.e., increasing the quantile, or examining portfolios that are less correlated. Discussion. The results throughout this paper show that empirical financial data fit much better a t-dependence structure than a Gaussian one. Moreover, the estimated DoF of the dependence structure are usually in the range 5-12, indicating the potential for large joint movements.
These results on the one hand have a very large impact on risk measures and, on the other hand, can be easily implemented in any operational risk management system, as these systems build on scenario simulation and require minor changes in order to support a t-dependence structure.
Beyond correlation -pricing and arbitrage opportunities
Motivation. Asset dependencies, and, in particular, recognizing the potential for extremal behav- Numerical example. In this example we consider prices (premiums) of first and secondto-default baskets on a portfolio of five names. The payoff of a first (second)-to-default basket is triggered by the first (second) default in the underlying portfolio, within a predefined time horizon.
Therefore, the prices of these instruments are sensitive to extreme movements, the natural proxy for defaults in the underlying portfolios. The yearly hazard rate for default is 1% for all the names, the recovery rate is assumed 50% and the discount curve is flat at 5%. Table 11 gives an example of the different prices of the baskets assuming a Gaussian and t-dependence structures with 9 DoF, using 0% and 20% values for the pair-wise correlations between the names. (The value chosen for the DoF is representative of the various data sets considered in this study.) For further details and related calculations see Mashal and Naldi (2002 Table 11 : Prices of first and second-to-default (TD) baskets, with valuations based on a t-copula with 9 DoF and a Normal-copula. The table presents prices in basis points for first and second-to-default baskets on a five-name basket with a flat discount curve at 5%, recovery rates of 50%, and constant yearly hazard rates of 1% for all the names. The correlation values correspond to pair-wise correlation for each pair of names in the basket.
Discussion. Many multivariate pricing models are based on the assumed joint distribution of asset returns, for example, pricing models for basket options, min/max options, spread options, and collateralized debt obligations. This example shows that an increased tendency for extreme co-movements, reflected in high likelihood of joint defaults, results in substantial changes in the calculated prices of financial instruments.
Concluding Remarks
Statistical evidence that indicates the potential for extreme co-movements is obtained through a test for the underlying dependence structure. Our use of the t-dependence structure is well suited for this objective insofar as it provides a natural "first step" generalization of the correlationbased Gaussian dependence structure. In particular, it supports extremal behavior. The nesting of the two models enables use of likelihood ratio methods, which lead to a "sharp" rejection of the Gaussian model, one instance of which is the prevalent multivariate Normal distribution.
Dependence structure assumptions are the cornerstone in most multivariate models in finance.
While our focus on the t-dependence structure has been driven by the aforementioned testing objectives, the results of this study also suggest that this model could be well suited for various financial modeling purposes. As the three examples in this paper indicate, the t-dependence assumption could lead to a more realistic assessment of the linkage between international markets, as well as more accurate risk management and pricing models, relative to the Gaussian assumption.
Given the results described in this study, we believe that the t-dependence structure is an important step towards a more realistic model of dependencies between underlying assets, while concurrently retaining a relatively high degree of tractability. The need therefore arises for a more thorough investigation of the various aspects of the t-copula (e.g., specification, estimation, implementation, and factorization) and, in particular, its applicability in various financial contexts.
A Asymptotics for the Pseudo Likelihood Ratio Test Statistic
The main objective is to derive (7), namely, 
Here I(θ 0 ) is the Fisher information matrix evaluated at θ 0 ∈ Θ 0 whose ij entry is given by
where U = (U 1 , . . . , U d ) is distributed according to the null hypothesis copula distribution, and E 0 {·} is the expectation operator with respect to this distribution. The matrix ∆ ∈ R m×m is a covariance matrix whose ij entry is given by
The random variables W ki are given by 
the so-called Wald statistic. The continuous mapping theorem, applied as in Serfling (1980, pp. 156-158), now gives
where χ 2 1 is the Chi-squared distribution with one degree-of-freedom, and the constant γ is given by
where the second equality follows from the above simplified expression for Γ. Moreover, Λ n (ν|ν 0 ) =
, follows from the standard arguments used, for example, in the proof of Theorem 4.4.
of Serfling (1980) . Thus, by the converging together principle we have that
B Numerical Analysis of the Testing Procedure

B.1 Validation of the Estimation Results
This section presents a comprehensive simulation study that serves to validate our estimation results. First we study the scenario when the null assumption is given by a Normal-copula, and subsequently we investigate the situation where the null assumption is a t-copula. The results strongly suggest the integrity of the estimation procedure.
B.1.1 Testing when the null hypothesis is a Gaussian dependence structure
Here we simulate data that has a Normal-copula dependence structure, fixing the size of basket (recall, these are 30, 9, 6 for the DJIA, FX, and Metals, respectively), the number of observations as in the historical data sets (2,526, 2,263, 3,176 for the DJIA, FX, and Metals, respectively), and using the historical correlation matrix in each case. We simulate 1,000 realizations for each asset type, for example, every realization of the DJIA data consists of 2,526 observations of the 30 stock returns. For every such realization we estimate the DoF using the p-ML method described in Section 4 and Appendix C. Since we simulate a Normal-copula (alternatively, a t-copula with infinite DoF), we would expect our average DoF estimate to be very large. For computational plausibility we set a cutoff level to be 100 DoF, i.e., any estimate that is above 100 is considered to be ∞, corresponding to a Normal-copula. The lowest estimated DoF for all the realizations over the three asset types is 71. Note, these DoF are considered "large" and the t-copula with 71 DoF is already quite "close" to a Normal-copula (see also Appendix B.3). In particular, this estimate in itself is very different than the estimated DoF based on the historical data of the three assets, for all practical purposes.
• Equities simulation study. In all 1,000 realizations the estimated DoF were greater than 100.
• FX simulation study. In 99.9% of the realizations, the estimated DoF were 100 or greater, the lowest realization was 90.
• Commodity simulation study. In 98.5% of the realizations, the estimated DoF were 100 or greater, the lowest realization was 71.
The above results provide some validation for the estimation results given earlier, while also indicating (again) that large portfolios provide stronger support for rejecting the Normal-copula.
B.1.2 Testing when the null hypothesis is a t-dependence structure
Here we simulate data that has a t-copula dependence structure, fixing the size of the basket (30, 9, 6 for the DJIA, FX, and Metals, respectively), historical correlation structure, DoF (12, 7, 11 for the DJIA, FX, and Metals, respectively), and number of observations as in the three asset types (2,526, 2,263, 3,176 for the DJIA, FX, and Metals, respectively). We simulate 1,000 realizations for each asset type, for example, every realization of the DJIA basket consists of 2,526 observations, each one consisting of a vector of the 30 asset returns. For each realization, the DoF are estimated using the p-ML procedure outlined in Section 4 and Appendix C. For all three asset types, the estimated DoF in all realizations fall in a short interval (the longest consists of 6 different estimated DoF)
around the true DoF used to generate the simulated data. These results provide further support for the p-ML estimation procedure (and p-LRT testing methodology) we employ throughout this paper.
• Equities simulation study. The estimated DoF were all in the range 10-13. With 95% in the range 11-12.
• FX simulation study. The estimated DoF were all in the range 6-8. With 73% equal 7.
• Commodities simulation study. The estimated DoF were all in the range 9-14. With 92% in the range 10-12.
B.2 Numerical Analysis of the Pseudo-Likelihood Method
The main objective here is to validate the asymptotic theory of the p-LRT procedure laid out in Section 4 and Appendix A. Recall that the suggested asymptotic for the p-LRT test statistic Λ n (ν |ν 0 ), is a χ 2 1 distribution scaled by a factor of (1 + γ). The main goal here is two-fold: First, we would like to verify that the asymptotic theory outlined in Section 4 and developed in Appendix A is indeed applicable, in the sense that finite sample numerical results conform with, and support, this anticipated theoretical behavior. Second, since the expression for the constant γ is typically difficult to evaluate, we estimate the value of this constant via Monte-Carlo simulation methods.
In order to test the pseudo-likelihood and the p-ML estimators for the t-copula, we have simulated multivariate-t data with ν 0 = 100 DoF, and transformed the data to the unit hypercube using two different methods: via the empirical marginal transformation (this is the transformation we use throughout the paper); and, using the t-marginal transformation [that is, using
. For each transformation we compute the relevant test statistic:
Denote as Λ e i (ν |ν 0 ) the test statistic of the i'th realization of the empirical marginal transformation and by Λ t i (ν |ν 0 ) the test statistic of the i'th realization of the t-marginal transformation. We note that for the latter, standard likelihood estimation theory holds and therefore we would expect Λ t n (ν|ν 0 ) ≈ χ 2 1 , for large enough samples. We also note that the same set of simulated observations is used in both transformations (to maintain common randomness). We generate N = 500 simulated realizations and determine the constant γ using a first moment ratio estimator 8 :
A standard central limit theorem for this estimator is the basis for establishing confidence intervals for the unknown parameter γ.
We also compare graphically the distribution of the test statistics to a χ 2 1 distributed random variable. Overall we observe that there is little difference between the results obtained using the two transformations. The implication of this result is that using the empirical marginal transformation for the marginals in the case of the t-copula, although it introduces dependence among the observations, has little impact on the resulting limiting distribution for the test statistic. We have conducted tests for bi-variate and tri-variate cases that are detailed below, as well as for a 6-dimensional case using the Metals historical data. The largest value obtained for (1 +γ) in all cases is 1.09. In practice, taking (1 + γ) = 1.1 as an upper bound makes little difference in the calculated p-values compared with (1+γ) = 1.0 (standard asymptotic theory). Table 12 . γ = 0, corresponding to the "usual" chi-squared assumption; (ii). γ = 0.1, the upper bound derived using bootstrap-based estimation; and, (iii). γ = 1, the conservative upper bound used for all p-value calculations in the paper. The effect of the asymptotic constant is seen to be relatively small.
B.2.1 Bi-variate results
For different values of correlation we have simulated 500 realizations, each consists of 20,000 observations. Table 13 illustrates that (1 +γ) < 1.1 for all tested correlation values (these simulations require substantial computing time). In addition, we also calculate confidence intervals using a standard central limit theorem for the simulation-based ratio estimator (1 +γ). Note, in all cases below this confidence interval (at 95% confidence) covers 1, i.e., we cannot see statistically significant evidence that γ > 0. Recall also that γ ≡ 0 for ρ = 0 is asserted by the p-LRT theory.
The contrast between the two distributions of the simulation-based test statistics, along with the theoretical χ 2 1 are depicted in Figure 7 . This is further illustrated in the Q-Q plot of the distribution of the empirical transformation test statistic against the theoretical χ 2 1 in Figure 8 . Clearly the χ 2 1 limiting distribution is a very good approximation to the observed sampling distribution of the test statistic. 
B.2.2 Tri-variate results
The results for the tri-variate case are similar to the bivariate case. Table 14 gives the estimated values of (1 +γ), as well as the associated confidence intervals. Note, in all cases below this confidence interval (at 95% confidence) covers 1, i.e., we cannot see statistically significant evidence that γ > 0. Note that the negative correlations only run to -0.4 since for -0.5 and lower values the correlation matrix is no longer positive definite. (Recall, the correlation value is taken to hold pair-wise for all pairs.) Figure 9 depicts the distributions of the test statistic Λ e n (ν |ν 0 ), based on the empirical marginal transformation; Λ t n (ν|ν 0 ), based on the t-marginal transformation; and the theoretical χ 2 1 cumulative distribution function (CDF).
B.3 The Accuracy of the t-Copula Approximation to the Normal
The basis for using the t-copula with large DoF as a proxy for the Normal-copula rests on the following observation. Fixing Σ we have that where C and C G are the t-copula and Normal-copula given in (2) and (3) respectively. The above asymptotic can be refined to obtain rates of convergence; the following examples demonstrate that the basic "rules-of-thumb" are similar to those that apply for the Normal and Student-t distributions. We consider two examples that are worked out by sampling the unit hypercube at a
and computing the copula function values at these grid points. Fix Σ ∈ R d×d , the correlation matrix and compute for each point in u ∈ Γ n the t-copula pdf for different DoF (ν) and the Normal-copula pdf, where the t-copula pdf is defined in (4) and the Normal-copula pdf is:
is the identity matrix of dimension d, and Φ −1 (·) is the inverse Normal transformation. For each value of DoF (ν) we compute the maximal difference:
for fixed Σ. The first example examines the above convergence for a bivariate copula with 0.4 correlation, and, the second example considers a trivariate copula with uniform correlation of 0.3, i.e., all pair-wise correlations are equal to 0.3. Example 1 was calculated using a grid with n=100, while example 2 uses a grid with n=21. Note that both grids contain roughly 10 4 sampling points.
The results are depicted in Figure 10 .
C Implementation and computational Aspects of the Testing Procedure
The purpose of this appendix is to explain in detail the estimation procedures that we employ in the paper. The random sample X n = {X i } n i=1 is comprised of observations X i = (X i1 , ..., X id ) each is a vector of returns for a d-dimensional portfolio of financial assets for each time period i ∈ {1, ..., n}. Since copulas are defined on the unit hypercube, we first need to transform the data.
As explained in section 4, we use the empirical marginal transformation for this purpose. For each
is the pseudo-sample whose properties are discussed in Remark 1.
The key to maximum likelihood estimation and the likelihood ratio testing procedure is the likelihood function. In our case it is the pseudo-likelihood function constructed using the density Uniform convergence rate for the t-copula to the Normal-copula. The figure depicts the convergence rate for the t-copula pdf to the limiting Normal-copula as the DoF grow, measured in the uniform metric d∞. Example 1 concerns bivariate copulas with 40% correlation and Example 2 concerns trivariate copulas with pair-wise correlation 30%. When the DoF>1,000 the pdfs of the two copulas are almost identical.
of the t-copula, viz, L n (θ) = 
where X ,Ỹ is an independent copy of (X, Y ), and X, Y are random vectors of length n, say. The sample estimatorτ is given by the following [taken from Lindskog (2000) ] 
Note that a slight adjustment is needed in case of ties see, e.g., Lindskog (2000) .
For the family of elliptical distributions, and more generally, for the family of distributions with elliptical copulas, the relationship
holds. Exploiting this relationship, the obvious "plug-in" approach uses a non-parametric estimator for Kendall's τ and applies relation (14) . In particular, Kendall's τ can be estimated using (13) .
To summarize, the estimator is given byΣ = sin and the plug-in estimator usingτ is negligible. In addition, the latter estimator has three computational advantages: first, it is of order O n 2 for each correlation coefficient, which is computationally expensive but strictly better than applying the iterative procedure; second, it involves rudimentary mathematical operations and is therefore computationally stable; finally, since the rank correlation is invariant under strictly increasing transformations of the marginals we anticipate that the empirical marginal transformation ought to work well for large enough financial time-series. Note, the estimateτ does not use information on the actual DoF (ν) or any estimate of the latter based on the given sample. We also note in passing that the Pearson estimator is a potential alternative to Kendall's τ in our set-up, since it is an efficient estimator within the family of elliptical distributions [see, e.g., Fang and Anderson (1990 §17) ]. To summarize, the estimation algorithm proceeds as follows.
Step 1. Transform the raw data, X n to the pseudo-sample, U n , using the empirical marginal transformation.
Step 2. Estimate the correlation matrixΣ via the plug-in estimator using Kendall's τ , i.e., Σ ij = sin π 2τ ij .
Step 3. Perform a numerical search forν, i.e.,ν = arg max ν∈ (2,∞] 
