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We investigate the ability of three-integral, axisymmetric, orbit-based
modelling algorithms to recover the parameters dening the gravitational
potential (mass-to-light ratio  and black hole mass M) in spheroidal stellar
systems using stellar kinematical data. We show that the potential estimation
problem is generically under-determined: a range of parameters (; M) can
provide equally good ts to the data, making it impossible to assign best-t
values. We demonstrate the indeterminacy using a variety of data sets derived
from realistic models as well as published observations of the galaxy M32.
The indeterminacy becomes apparent only when a suciently large number
of distinct orbits are supplied to the modelling algorithm; if too few orbits
are used, spurious minima appear in the 2(; M) contours. In most cases
these minima do not coincide with the parameters dening the gravitational
potential. We show that the range of degeneracy in M depends strongly
on the degree to which the data resolve the radius of influence rh of the
black hole. For FWHM=2rh > 0:5, where FWHM refers to the instrumental
resolution, we nd that only very weak constraints can be placed on M. In
the case of M32, our reanalysis demonstrates that data published prior to 2000
(FWHM=2rh  0:25) are equally consistent with black hole masses in the range
1 106M < M < 6 106M, with no preferred value in that range. We show
that HST/STIS data for this galaxy (FWHM=2rh  0:06) may overcome the
degeneracy in M. However the STIS data for most nuclei observed with HST
are not of suciently high quality to yield best-t black hole masses.




Supermassive black holes (SBHs) are believed to be the central engines of active
galactic nuclei and quasars (Lynden-Bell 1969). A substantial fraction of the mass involved
in the energy production is expected to collapse onto the central black hole. There is now
irrefutable dynamical evidence for a SBH at the center of our Galaxy (Genzel et al. 1997;
Ghez et al. 1998) and in NGC 4258 (Miyoshi et al. 1995). In addition there is compelling
evidence that compact mass concentrations { probably SBHs { exist in the nuclei of a
handful of other galaxies. The STIS GTO program (Joseph et al. 2001; Bower et al. 2001;
Merritt, Ferrarese & Joseph 2001), and several HST GO projects (Sarzi et al. 2001; Barth
et al. 2001; Hughes et al. 2001; Gebhardt et al. 2002) have begun to extend the search for
SBHs to a sample of roughly a hundred galaxies.
Before this search was fully underway, a tight empirical correlation was discovered
between the masses of SBHs and the velocities of stars in their host bulges. The M − 
relation (Ferrarese and Merritt 2000; Gebhardt et al. 2000b), M / , 4:0 <  < 4:5,
relates M to a measure of the stellar velocity dispersion in a region larger than the region
directly influenced by the SBH, rh  GM=2. It was immediately recognized that the
tightness of the M −  relation depends crucially on the sample used to dene it: SBHs
whose masses were derived from data that resolve rh dene a relation with negligible scatter,
~2 < 1, while including all published detections regardless of their quality yields a much
weaker relation and a shallower slope (Ferrarese and Merritt 2000; Merritt & Ferrarese
2001a, b). Furthermore almost all SBH masses derived from the lower-quality data scatter
above the M −  relation dened by the more secure masses.
This discrepancy is particularly severe for SBH masses derived from ground-based
stellar kinematics. Magorrian et al. (1998) applied an axisymmetric modelling algorithm
to ground-based data for a sample of 36 galaxies and obtained mass estimates that lie as
much as two orders of magnitude above the M −  relation. The error is greatest for
the more distant (unresolved) galaxies in the Magorrian et al. sample, although even for
the nearest galaxies, the mean error is a factor of  3 (Ferrarese and Merritt 2000). The
discovery that the ground-based mass estimates were systematically high led overnight to a
resolution of the discrepancy between the mean SBH mass inferred from quasar statistics
and reverberation mapping of (mostly) distant galaxies, on the one hand, and kinematics
of nearby galaxies on the other. All techniques now yield a mean ratio of SBH mass to
bulge mass of  10−3 and a mean SBH mass density of  3 105Mpc−3 (Ferrarese 2001),
roughly an order of magnitude less than estimates based on the Magorrian et al. sample
alone (Richstone et al. 1998).
The systematic errors in the Magorrian et al. masses appear to have two sources (van
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der Marel 1999; Merritt & Ferrarese 2001b). When the sphere of influence of the SBH is
severely underresolved, kinematical data contain almost no useful information about M,
and the only \detections" possible are of black holes with masses far greater than the true
ones. This appears to be the case for the more distant galaxies in the Magorrian et al.
sample. The second source of error is relevant to the nearer galaxies, some of which are
close enough for rh to have been nearly resolved by ground-based observations. Here the
systematic error in M appears to be due to a bias in the modelling. Magorrian et al. used
so-called \two-integral" (2I) axisymmetric models as templates against which the data were
compared. For a specied axisymmetric mass model { which Magorrian et al. parametrized
by two numbers, the mass-to-light ratio of the stars  and the black hole mass M { the rms
stellar velocity eld is uniquely predicted by the 2I assumption; the only remaining freedom
is in the choice of direction of rotation of the stars. A unique set of values for (; M)
will always come closest to reproducing the data, although if the model assumptions are
incorrect the match may not be very good, and the best-t model parameters may not be
close to the true ones.
The biases associated with 2I modelling can be removed if the data are compared
with fully general, \three integral" (3I) axisymmetric models, in which any distribution of
orbits is allowed 1. Such models have been used to estimate M in a number of galaxies
(van der Marel et al. 1998; Cretton & van den Bosch 1999; Gebhardt et al. 2000a, 2002;
Cappellari et al. 2002; Verolme et al. 2002). In contrast to 2I models, 3I models can
precisely reproduce a given mass distribution with many dierent orbital populations. This
extra freedom is so great that one does not necessarily expect to nd a unique potential
that yields a best t to the data; indeed there may exist many choices for the parameters
(; M) that reproduce the data equally well.
The indeterminacy of the potential estimation problem in hot stellar systems has been
rigorously demonstrated in simple geometries (e. g. Dejonghe & Merritt 1992; Merritt
1994). In this paper, we illustrate the importance of the indeterminacy when estimating
parameters like M and  in galactic nuclei. We apply a state-of-the-art 3I modelling
algorithm to various data sets, including previously-analyzed data from M32, as well
as simulated data generated from an axisymmetric model of M32. We investigate how
accurately a 3I modelling algorithm can recover the true values of M and , and how
sensitively the estimates of those quantities, and their errors, depend on the quality of
the data, the character of the data, and the number of orbits included in the model. Our
striking conclusion is that the indeterminacy problem is often severe. Even when modelling
1We adopt the standard name for these algorithms even though orbits in axisymmetric potentials are
sometimes characterized by fewer than three integrals.
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\good" data, the range of values of M that can reproduce the data equally well can be very
large, extending over roughly an order of magnitude. (We dene \good" data as data that
resolve the SBH’s sphere of influence; extend far enough in radius to constrain the global
mass-to-light ratio; include high-order moments of the line-of-sight velocity distributions;
and have small errors.)
Our results suggest that many of the best-t values of M quoted in the published, 3I
modelling studies are misleading. We show that the shape of the 2(M) plot is strongly
dependent on the number of orbits used to represent f as well as on how well the LOSVDs
are sampled. When the number of orbits is small { comparable with that in the published
studies { a denite minimum always appears in 2(M); as the number of orbits is
increased beyond some critical value, this minimum broadens into the perfectly flat plateau
characteristic of under-determined problems. We nd that the ratio of orbits to data
constraints required to generate the true 2(M) plot is in the range 10− 20; this number
would be even larger in algorithms that include smoothness or \regularization"constraints
in addition to the data constraints (e.g. Gebhardt et al. 2002). We illustrate these results
by re-analyzing published, high-quality data for M32. We nd that black hole masses in
the range 1 106M < M < 6 106M are equally consistent with the data; we nd no
evidence for a preferred mass in this range, contrary to claims made in earlier studies.
In x 2 we give a detailed description of our 3I modelling algorithm. x 3 reviews the
reasons why the potential estimation problem is expected to be under-determined in the
axisymmetric geometry. x 4 presents a 2I model of M32 that we use as a test case for our
algorithm. x 5 and x 6 present detailed results of ts of simulated data sets derived from
the M32 model, and x 7 describes the results of a re-analysis of published data for this
galaxy. x 8 is a discussion of the implications of our results for the recovery of M in nearby
galaxies, and x 9 sums up.
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2. Modelling Algorithm
2.1. Density and Potential
We construct dynamical models of axisymmetric stellar systems with mass density
($; z) and potential ($; z); z = 0 denes the equatorial plane. The mass density may
contain contributions from stars, , as well as other components such as dark matter or
a central black hole. The contribution to the mass density from the stars is derived from
the luminosity density j($; z) via the mass-to-light ratio , ($; z) = j($; z). In this
paper (as in most previous studies),  will be considered a constant, although in general,
a spatially-dependent  could be used to represent the contribution of a dark halo or a
radially-varying stellar mass-to-light ratio.
Obtaining j from the observed surface brightness prole is an underdetermined
problem for axisymmetric galaxies except when the symmetry axis lies in the plane of
the sky (Rybicki 1987; Romanowsky & Kochanek 1997). But galaxies in which the mass
is stratied on similar concentric ellipsoids do have unique deprojections provided the
inclination angle i is known. In general we would obtain ($; z) via a non-parametric
deprojection of the observed surface brightness prole (e.g. Merritt & Tremblay 1994;
Merritt, Meylan & Mayor 1997). In what follows, the focus is on the indeterminacy resulting
from incomplete kinematical information and we will assume the freedom to specify a
unique functional form for ($; z).
The gravitational potential is assumed to be of the form ($; z) =
($; z) − GM=(
p
$2 + z2), where ($; z) is the potential derived from the stellar
luminosity prole and the second term is the contribution from a central black hole. An
ecient way to evaluate ($; z) is via a truncated multipole expansion (van Albada &
van Gorkom 1977):






















d sin Pl(cos )(a; ): (2)
Expressions for the forces in cylindrical coordinates are easily derived from equation (1).
The density distribution is required on a grid in (r; ). Since all real elliptical galaxies have
moderate to steep central density cusps, the radial grid is chosen to be logarithmically
spaced. The potential between grid points is evaluated by bicubic spline interpolation.
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It proved convenient to choose an analytic form for the luminosity density. Since
the simulated data described below were generated from a 2I model of M32 (see x2), we
adopted the parameterized form of the luminosity density used by van der Marel et al.
(1998) (hereafter vdm98) in the construction of this model:
j($; z) = j(m) = j0(m=b)[1 + (m=b)2] [1 + (m=c)2]γ ; m2 = $2 + (z=q)2; (3)
where  = −1:435,  = −0:423, γ = −1:298, b = 0:5500, c = 102:000.
The potential due to the density distribution (3) can be derived directly via Poisson’s
equation and the forces via numerical quadrature. We tested the accuracy of the multipole
expansion scheme by comparing the force evaluations with those obtained via quadrature.
We took lmax = 6 and set the inner radius of the grid at 6  10−400. 80 radial grid points
and 8 polar grid points were selected for the multipole expansion. These tests showed that
the multipole expansion gives forces that have fractional errors of  10−3 at the innermost
radius, dropping rapidly with increasing radius. The use of the multipole expansion scheme
results in an approximately eightfold reduction in orbit integration times compared with
force evaluation via quadrature.
2.2. The Orbit Library
All orbits in a steady-state axisymmetric Hamiltonian respect at least two isolating
integrals of the motion: the orbital energy E and the angular momentum Lz about the
symmetry axis. A non-resonant orbit with only these two integrals would completely ll
the region of the meridional plane enclosed by the zero-velocity curve (ZVC). However
numerical studies (e.g. Ollongren 1962; Richstone 1982) show that most orbits also conserve
a third integral, I3, which connes the orbit to a subset of the allowed meridional-plane
region. When the third integral is present, the orbit touches the ZVC at a nite number of
points. Launching orbits from uniformly-spaced points on the ZVC ensures a reasonable
sampling of the third dimension of phase space accessible to regular orbits.
Each orbit is integrated for a xed number of periods and its properties stored. The
number and nature of stored properties is determined by the available data. Since the
purpose of generating the orbit library is to determine the linear combination of orbits that
best reproduces the data, we need to \observe" each orbit under conditions as close as
possible to the conditions under which the data were taken. This involves convolving the
intrinsic orbital properties with the seeing function, as well as averaging over the observed
slit width and aperture size. The result is a set of quantities associated with the orbits that
can be linearly co-added and compared with the data, without any need for interpolation.
{ 8 {
In the remainder of this section we describe the various steps in the generation of the orbit
library.
2.2.1. Orbital Initial Conditions
Our choice of orbital initial conditions is similar to that of vdM98 and Cretton
et al. (1999). We rst select a radial grid of NE points logarithmically spaced from
$min to $max; for the mass model of equation (3), we took $min = 5  10−4 00and
$max = 7:5 103 00. At each radial grid point $i, the energy of the circular orbit of radius
$i is Ei = (1=2$i)@=@$i + ($i; 0), thus dening the energy grid. The maximum
allowed angular momentum at energy Ei, L
i
max, is determined by the angular momentum
of a circular orbit. At each energy we choose NJ regularly-spaced values in Lz on the open
interval (0, Limax) (i.e. excluding L
i




max, which correspond to radial and
circular orbits respectively). This grid only selects orbits with one sense of rotation about
the symmetry axis, but orbits with the opposite sense of rotation are trivially obtained by
flipping the sign of the velocity. For each pair (Ei; L
i
j) we then compute the ZVC, the curve
on the meridional plane where the eective potential is zero:






The third quantity chosen to dene an orbit is the angle  between the major axis (x) and
the line joining the origin and a point on the ZVC. We select N equally-spaced angles 
in the open interval (0; ). In the tests described below, we computed for each mass model
a library with (NE ; NJ ; N) = (62; 9; 8) for a total of  4464 orbits having one sign of
rotation, or  8928 orbits overall.
Orbits were integrated in the meridional plane using an explicit Runge-Kutta integrator
of order 8(5,3) due to Hairer & Wanner (1993) with step size control and dense output.
The integration interval was taken to be 200 periods of the circular orbit at each energy
and orbits were sampled at 100 equally-spaced time steps during this interval. Orbits
were launched from the ZVC with initial velocities v$ = vz = 0. While integrations were
carried out in the meridional plane, we require the orbit in Cartesian coordinates in order
to compare with the observed data. Cartesian coordinates (x; y; z; vx; vy; vz) were computed
by assuming a random azimuthal angle 0    2 at each time step and v(t) = Lij=$(t).
The observed properties of the orbit need to be transformed to the correct viewing angle
based on the assumed inclination i of the model; this gives an additional set of coordinates





0 and z0 coinciding with the projected major and minor axes
respectively and v0y, the observed line-of-sight velocity.
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2.2.2. The Storage Grids
The orbital properties are stored on three kinds of grid, depending on the type of
observational constraint.
To reproduce the known mass distribution of the model (self-consistency constraints),
we store the orbital contribution to the mass of each cell on a grid in the (r; )-plane. We
use 20 logarithmically-spaced radial bins and 16 equally-spaced bins in  (0    =2).
For the M32 mass model described above, the lower and upper radial grid points were at
 5 10−400and 10200. (In some of the runs, adjacent bins were combined in pairs to give 10
radial bins and 8 polar bins). At each time step the orbital position ($, jzj) determines the
cell to which a fractional weight  is added. The total mass contributed by the th orbit to
the grid cell centered on (r; ) is a sum of all the fractional weights and is represented by
mr.
The orbital kinematics are stored on 3-D grids in the projected coordinates (x0; z0; v0y).
Each set of observations (dened by dierent seeing, aperture locations etc.) requires a
separate grid. The grids themselves are square in the x0 − z0-plane with outer boundaries
set by the outermost observed aperture. For the models in this paper the typical grid
consisted of 267  267 pixels with the bin width equal to  1=8 the FWHM of the PSF
(or seeing in the case of ground based data). So for instance for all data from the HST
(FOS and STIS) the orbit libraries were stored on grids with pixel width 0.012500 whereas
for ground based CFHT data (e.g. Bender, Kormendy & Dehnen 1996) the pixel width was
0.03800. The grid in the velocity dimension has 107 points in the range [-800km s−1, 800km
s−1] or a velocity resolution of 15.1km s−1. This is better than the velocity resolution of the
STIS spectrograph of  20km s−1at  8500 A (a wavelength scale of 0.56 A per pixel).
In general it was found necessary to use a velocity range which is at least 4 − 6 max,
where max is the largest observed velocity dispersion.
It is standard practice to generate orbit libraries for a single value of the mass-to-light
ratio 0 and to generate libraries for all other  values by scaling the velocities according
to
√
=0 (e.g. vdM98; Cretton et al. 1999). We will refer to the library generated
using M=L = 0 as the \primary library" for each value of M. It is important that the
choice of 0 be determined by a prior estimate of the best-t value of M=L (based on
e.g. 2I or spherical models). If the velocities in the primary library are stored on a grid







=0v0. The value of v0 must be set by
the smallest min for which the model will subsequently be scaled:
√
min=0v0 ’ 4max,
and the value of v0 should be set by the largest max to which the model will be scaled:
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√
max=0v0 ’ vobs where vobs is the velocity resolution of the highest-resolution
spectrograph. Carelessness in this regard can lead to spuriously poor ts to data at low
and/or high values of .
Each time the th orbit passes through a cell centered on (x0; z0; v0y) it adds a fractional
weight  = 5  10−5 in that cell. At the end of the integration we store the total weight
!x′z′v′y contributed by this orbit to each cell. In practice it was found to be better to
construct the orbital LOSVDs using a kernel density estimator (with a kernel width of
2.5v0) rather than by simple binning in v0y since this results in smoother LOSVDs
without compromising velocity resolution signicantly. This practice signicantly improves
the accuracy and speed of tting the observed LOSVDs.
A nal grid in the (r; )- plane is used to store 3-D kinematical properties of the
orbits. We store the density weighted (un-centered) zeroth, rst and second moments of





9 quantities are stored in each of the 20 radial and 16 polar bins described above. These
quantities are not used in tting the data but are useful for analyzing the properties of the
resulting models.
2.2.3. PSF Convolution
Convolution with the point spread function (PSF) is essential when comparing the
orbit libraries (which have eectively innite spatial resolution) with the observations. The
choice of Cartesian grids in (x0; z0; v0y) for storing the kinematical data is driven by the fact
that PSF convolution is most easily carried out in Fourier space via standard Fast Fourier
transforms (FFTs).
For this paper we assume that all PSFs are circularly symmetric Gaussians (or multiple
Gaussians) with FWHM given by the observed seeing. Bower et al. (2001) have shown that
the STIS/CCD PSF at  8500 A has a FWHM = 0.07900 with a broad asymmetric wing
on one side. This ring represents the rst Airy ring in the PSF and probably arises from
misaligned optical elements. Bower et al. also carried out tests with synthetic spectra to
show that a symmetric model PSF obtained by folding and averaging the true PSF about
the center reproduces the observed data to within the errors. They found that even when
noise was not added to the spectrum, the kinematic measurements from the model PSF
and the observed PSF were not statistically dierent. We therefore use a PSF which is a
circular Gaussian with FWHM of 0.100 for both the PSF convolution with the orbit library,
as well as for generation of the simulated-data.
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PSF convolution with a seeing function correlates the data in the two spatial directions
but does not aect data in the velocity direction. Therefore PSF convolution is carried
out separately for each 2-D velocity slice of each of the (x0; z0; v0y) grids. PSF convolution
redistributes the orbital weights and we now represent the weight due to the th orbit in
the bin centered on (x0; z0; v0y) by ~!

x′z′v′y .
In order to properly scale the orbital LOSVDs observed though dierent apertures, it is
essential to know the total flux observed through each aperture. In general this information
is not available from the kinematical data. We therefore compute this from the model
density distribution on a Cartesian grid with the same spatial resolution as each of the
kinematic storage grids. These projected mass grids are also convolved with the appropriate
PSFs. The resultant projected mass in each grid cell is represented by ~sobsx′z′.
2.2.4. \Observing" the Orbit Library
After each velocity slice of the Cartesian storage grid and the Cartesian projected mass
grid is convolved with the PSF, the kinematic properties of each orbit (and its projected
mass) are \observed" through the same set of apertures as the data. Each pixel of a
storage bin contributes a fraction x′z′l to the lth aperture, where 0  x′z′l  1 depending
on whether the pixel centered on (x0; z0) lies entirely outside the aperture, on the edge of
the aperture, or entirely inside the aperture. Since the positions and orientations of the
apertures relative to the Cartesian grids is xed for all the individual orbits these x′z′l are
computed at the start of the orbit library program and stored. The un-normalized LOSVD






~!x′z′v′y  x′z′l: (4)




~!x′z′v′y  x′z′l: (5)
Finally, as noted earlier, the observed flux through each aperture is information that is not
generally available from the data but is required for proper scaling of the LOSVDs. We
therefore compute the \observed" mass in each aperture Mobsl from the theoretical surface






2.3. Constructing the Model
The construction of a 3I model to t the constraints now consists of nding a weighted
superposition of the orbits that best reproduces both the assumed model stellar density
distribution ($; z) and the observed LOSVDs. The \observed" mass Mobsr in each cell in
the (r − )-plane is derived from ($; z). A weighted superposition of the orbital masses







where γ is the weight assigned to the th orbit. We do not separately t the surface
density distribution, since this is automatically guaranteed by an accurate t to the mass
distribution. We have found that it is generally possible to t the meridional plane masses
to a fractional accuracy of 10−3 − 10−8 over the entire M −  plane and this always
guarantees a t to the projected mass (or equivalently surface brightness distribution) of
better than 1%.
The second set of constraints to be tted are the kinematic constraints, consisting of
the LOSVDs observed through each aperture. The un-normalized orbital LOSVDs given in









Since LOSVDs are often approximately Gaussian in shape, it is common practice to
represent the observed LOSVDs through a truncated Gauss-Hermite series. The highest
quality spectra can yield useful Gauss-Hermite moments up to order 6; tting of moments
up to order 4 is now standard. We follow the method suggested by Rix et al. (1997)
to linearly superpose mass-weighted orbital GH moments that are linear in the orbital
LOSVDs and refer the reader to this source for details. The observed kinematic data do
not include information on the lowest order moment of the LOSVDs (h0 or γ0, or M
obs
l ),
which represents the total flux through each aperture. However it is vitally important to
correctly scale the observed Gauss-Hermite moments (hobsli ) in each of the l apertures by
this quantity (Mobsl ), in order to correctly carry out the linear superposition.
In principle one can attempt to t all the observed data as well as the mass (self-
consistency) constraints to within numerical precision. In practice, the observed LOSVDs
(and quantities derived thereof) have nite errors and there is nothing to be gained by
attempting such precision in the model ts. Following standard procedure, we account for
the errors in dierent quantities by dividing both the observed data and the corresponding
quantity in the orbit library by the error on the observed data. It is also possible to
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arbitrarily vary the accuracy with which the kinematic data are tted relative to the mass
constraints (which have essentially innite accuracy).
Previous authors have tted either the GH moments (e.g. Rix et al. 1997; vdM98;
Cretton et al. 1999; Cretton & van den Bosch 1999) or the entire LOSVD (Gebhardt et al.
2000a; Bower et al. 2001). In principle it is possible to t a combination of both kinds of
constraint. Only in the central aperture is the LOSVD likely to deviate strongly from a
Gaussian (due to high-velocity wings; cf. Joseph et al. 2001), and for these apertures it
may be important to t the full LOSVD. If the LOSVDs are explicitly tted in the central
apertures labeled by l, 1  l  l1, and the lowest few GH moments are tted elsewhere,
l1 +1  l  lmax, then the problem of tting the data via a linear superposition of the orbits































































y)g(w)Hi(w)dv; i = 1; hmax (11)
g(y) = (2)−1=2e−y
2=2; (12)
w = (v − Vl)=l: (13)
Typical values of hmax are 4 or 6. We are free to multiply each pair of terms inside the
same square brackets in the objective function by a constant factor, e.g. a scaling factor
or an inverse error. In equation 10 we have multiplied each term by an inverse error for
illustration. In practice we have multiplied the rst term by a constant scaling factor to
minimize the error in the t to the kinematic and mass constraints. One can in principle
dene dierent normalizations for each set of data pairs but in practice one uses a consistent
normalization throughout.
Minimization of the objective function was carried out using two dierent software
packages: the quadratic programming algorithm E04NCF of the NAG libraries, and a
non-negative least squares (NNLS) routine. The two algorithms gave similar results; for all
models described below we present the ts obtained using the NAG routine.
Unless otherwises noted, we use the symbol 2 to represent the objective function
including all quantities specically included in the t and not just e.g. the kinematical
constraints. Since the objective function includes errors in the measured quantities, 2 as
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we dene it should be loosely interpreted as a reduced 2, although as we discuss below,
that interpretation is problematic.
3. Indeterminacy of the Three-Integral Problem
Before discussing the results obtained by applying our 3I modelling algorithm to
simulated data, we review the reasons why we expect the potential estimation problem to
be underdetermined in the axisymmetric geometry. Some of these arguments were rst
given by Merritt (1992,1993a,b,1994,1999) and Gerhard (1993).
Consider rst the spherically symmetric case. Deprojection of (R) yields j(r), the
luminosity density, uniquely; given values for (, M), the mass density (r) and potential
(r) are also known. Suppose that the stellar distribution function f is isotropic, f = f(E).
Then Eddington’s formula gives the unique f that reproduces j(r) in this (r), and
corresponding to this unique f is a particular rms velocity prole 2(r) =
∫
f(E)v2dv.
Changing  will change both f and  in well-dened ways, so that the goodness-of-t of
(r) to the observed rms velocities will vary continuously with the parameters (; M) that
dene the potential. There will generally exist a \best-t" (minimum 2) set of parameters
for any kinematical data set. This has been illustrated in numerous studies (e.g. The &
White 1986; Little & Tremaine 1987; Kulessa & Lynden-Bell 1992; Merritt & Tremblay
1993).
The stellar distribution function for a general spherical system has the form
f = f(E; L2) with L the angular momentum per unit mass. There are many functions
f(E; L2) that can reproduce a given j(r) in a specied (r), since j(r) is a projection over
velocities of f(E; L2) and dierent 2D functions can have exactly the same 1D projection.
The same is true if additional moments of the distribution function (e.g. (r)) are added as
constraints: many 2D functions f are able to reproduce a nite set of such 1D constraint
functions. This means that one has the freedom to vary f along with  in order to maintain
the goodness-of-t to the data, subject to the constraint that f be nonnegative. The result
is an indeterminacy in the parameters that dene the potential: in general, there will be a
range of potentials for which f can be adjusted such that the t to the data is equally good,
and no \best-t" potential can be found. The indeterminacy of potential estimation in
the spherical geometry has been extensively demonstrated (e.g. Dejonghe & Merritt 1992;
Merritt 1993a,b; Merritt & Saha 1993). The range of allowed potentials { i.e. potentials
consistent with a non-negative f(E; L2) given a nite set of data constraints like (R) and
obs(R) { can be extremely wide (e.g. Merritt 1994).
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Consider next the axisymmetric case. Inversion of (X; Y ) can give j(r; ) uniquely if
the galaxy is known to be edge-on; otherwise there is an inderminacy in j (Rybicki 1987;
Gerhard & Binney 1996). We ignore that indeterminacy here and assume that j(r; ) is
precisely known. Suppose that f is restricted to its simplest possible form consistent with
axisymmetry, f = f(E; Lz). Just as in the spherical isotropic case, there is a unique, 2I
f that reproduces a given j(r; ) in a specied (r; ) (Lynden-Bell 1962; Hunter 1975;
Dejonghe 1986). Furthermore this unique f is associated with unique values for the mean
square velocity at every point in the projected image. Varying  will force both f and its
associated velocity eld to vary, hence once expects to nd a single set of values (; M)
that provide the best t to the measured velocities. This has been veried in a number of
2I modelling studies (e.g. Binney, Davies & Illingworth 1990; Dehnen 1995; Qian et al.
1995; Magorrian et al. 1998).
In the general axisymmetric case, f is a function of three variables, f = f(E; Lz; I3)
(assuming as above that all orbits are characterized by three isolating integrals). Just as in
the anisotropic spherical case, there are now many functions f(E; Lz; I3) that can reproduce
a known j(r; ) in a specied (r; ), since many 3D functions f project to the same 2D
function j. The same will be true if to j are added a nite set of 2D data constraints, such
as the mean square velocity measured over the image of the galaxy. The argument that
was made above in the anisotropic spherical case then applies to the 3I axisymmetric case:
changes in the assumed form of (r; ) can generally be compensated for by changes in f
so as to leave the t to any nite set of 2D data constraints precisely unchanged, and one
expects to nd a range of potentials over which the goodness-of-t to the data is constant.
The extent of this constant-2 region is determined by the requirement that f  0; if the
potential is made suciently extreme, the only f ’s that can reproduce the data will be
negative somewhere in phase space, and the ts of non-negative f ’s to the data will begin
to suer.
In the anisotropic spherical case, it is generally believed that measuring the LOSVDs
at a large enough set of radial positions can uniquely constrain the potential. Numerical
experiments seem to bear this out (Merritt 1993a; Gerhard 1993), although only a small
set of cases have been tested and no general theorems have been proved. Similarly in the
3I axisymmetric case, one expects that suciently good data will uniquely constrain both
(r; ) and f(E; Lz; I3). However we demonstrate below that even data of the highest
quality currently available can fail to constrain quantities like M very tightly.
We stress that the indeterminacy discussed here is mathematical, not statistical, in
nature: it is a consequence of the dimensionality of the problem, and is not due simply to
the fact that operations like deprojection are ill-dened when data are noisy or incomplete
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(although those factors may contribute to the indeterminacy). This means that any statistic
like 2 that measures the mean deviation between the data and the model will generally
be precisely constant over nite regions of parameter space { regions in which the data
functions predicted by the model are unchanged as the model parameters are varied. We
suggest that a sensitive test of the quality of a 3I modelling algorithm is its ability to
reproduce such perfectly-flat 2 plateaus, since any limitations in the flexibility of the
algorithm will keep it from reproducing some f ’s as well as others, resulting in spurious
minima in 2. For instance, if a 3I algorithm were written in such a way that it could
only reproduce the subset of f ’s satisfying f = f(E; Lz), one would always nd a unique
minimum in 2(; M).
Discussions in the statistics literature about condence intervals for parameters
determined via least-squares tting almost always assume that the estimation problem is
over-determined, i.e. that there are fewer adjustable parameters than measurements. For
instance, when estimating the slope and intercept of a line, one typically has far more
data points than the two required to constrain the slope and intercept. In this situation,
there is a well-dened minimum in 2 and the condence intervals associated with the
estimated parameters are easy to construct (e.g. Lampton, Margon & Bowyer 1976). In
the axisymmetric potential estimation problem, on the other hand, there are more orbital
occupation numbers than data points, and we have argued above that this implies an
under-determination of the parameters that dene the potential: the 2 plot will have a
perfectly-flat plateau. We are unaware of any discussion in the statistics literature of how
to assign condence intervals in this situation.
In the present paper, we sidestep this issue by focusing on the \indeterminacy" problem
{ the range of parameter values corresponding to models that are equally consistent with
the data. We leave to a future paper a treatment of the more dicult \uncertainty"
problem, i.e. estimating the statistical signicance of a model whose 2 value lies above
the constant-2 plateau by some nite amount 2. As justication, we state here our
conviction (justied below) that most of the total uncertainty in parameters like M will
typically be due to indeterminacy.
4. A Test Case: A 2I Model of M32
We would like to test our algorithm against a reasonably realistic, axisymmetric
galaxy model whose properties are precisely known. For this purpose we constructed an
axisymmetric two-integral (2I) model, f = f(E; Lz), with properties very similar to those
of models that have been tted in the past to data from M32. In this section we describe
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the construction of that model and the way in which we generated simulated \data sets"
from it.
We constructed 2I models using the Hunter & Qian (1993) (HQ) prescription to derive
the even part of the distribution function from a given mass model. The mass model was
represented by a sum of 3D Gaussian functions using the Multi Gaussian Expansion (MGE)
method (Monnet, Bacon & Emsellem 1992; Emsellem, Monnet & Bacon 1994). This
method allows one to obtain a simple analytic form for the potential; the HQ derivation is
also simplied due to the fact that the exponential form (Gaussians) separates well in the
complex plane. Thus an analytical continuation of the potential known only on the real
axis is straightforward.
The 2I models were designed to give a good t to all space-based and ground-based
observations of M32 available up to 2000. These data include long slit spectra along four
position angles, and one slit oset from the major axis, obtained with the WHT (van der
Marel et al. 1994a); CFHT spectra (Bender, Kormendy & Dehnen 1996); HST/FOS spectra
at eight apertures close to the major axis (van der Marel, de Zeeuw & Rix 1997); and the
HST/STIS spectra of Joseph et al. (2001).
A t to the surface brightness distribution was obtained by applying the MGE method
to both a wide eld and a high resolution I-band image. The wide eld image, kindly
provided by R. Michard and taken at INT/PFCU, contained 382x575 pixels (0.549 00/pixel);
the resolution was modest, > 2 arcsec FWHM. The MGE t was rst done directly on
the wide eld image to constrain the large scale luminosity distribution, after masking any
point sources (e.g. stars). The t was found to be good down to 19.5 mag arcsec−2 with
the sky becoming a problem at fainter levels. The broadest Gaussian had a  of about
4500: this means that at a radius of 10000, the luminosity of the model drops very rapidly
(exponentially). Previous tests have shown that this should not influence the central
kinematics (Emsellem, Dejonghe & Bacon 1999). The low-frequency components (Gaussians
with s larger than 800) of the original t were then removed from the high resolution image
(in the case of M32 the WFPC2/F814W image was used after proper normalization). A t
was then performed against the residuals using a 4-Gaussian approximation for the WFPC2
PSF in the F814W lter. The resultant t provides the deconvolved model for the surface
brightness at the very center (for more details see Emsellem, Dejonghe & Bacon 1999).
The nal model for M32 consisted of 11, 2D Gaussian components. Since even the HST
WFPC observations have a nite spatial resolution which causes a spurious turnover in the
central density, the central luminosity prole was replaced by a power-law component, or
cusp. This cusp was prescribed as in Emsellem, Dejonghe & Bacon (1999), with a power
law slope of 1.5 (j(r) / r−1:5) and a Gaussian width of 0:0500. The total energy of the
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model was kept constant when the cusp was added and this additional component did not
change the t of the surface brightness distribution in the central parts. The even part of
f , f+  12 [f(E; Lz) + f(E;−Lz)], was then derived for an assumed angle of inclination i,
mass-to-light ratio  and black hole mass M. The simulated data sets described below
were derived from a model with i = 90 (edge-on), V = 2 and M = 2:625 106M. The
odd part of f was chosen following the prescription of Emsellem et al. (1999), by flipping
the direction of orbits with respect to the symmetry axis until the best t was obtained to
the observed kinematics. The projected LOSVDs were then computed on a very ne grid
(1600 logarithmically spaced points within the one quadrant of the central 15 arcseconds).
Finally, the LOSVDs were convolved to take into account the seeing and the instrumental
PSFs and averaged over the apertures (pixel sizes) appropriate to each set of simulated
observations. We assume a distance to M32 of 0:7 Mpc, as in earlier studies (e.g. vdm98).
Two simulated data sets were constructed from this 2I model.
Data set A was designed to simulate kinematical data obtained by STIS on HST. The
2I model was \observed" at STIS resolution (0.100) in 0.05000.100 apertures from -1.500 to 1.500
along the major axis and the HST PSF was applied. The LOSVDs were extracted in each
aperture and sampled at 5 km s−1 resolution. These LOSVDs were then used to compute
the projected velocity V and velocity dispersion  as well as the rst six GH moments at
each aperture position. In addition, the LOSVDs were resampled at two other velocity
spacings: 19.5 km s−1 per pixel, comparable to that of STIS, and 100 km s−1, corresponding
approximately to the velocity resolution of the FOS spectrograph (used to observe M32 by
van der Marel, de Zeeuw & Rix 1997 and to observe NGC 3379 by Gebhardt et al. 2000a).
Data set B was obtained by \observing" the 2I model with the same set of apertures
and PSFs as in the data compiled by vdm98 and used by those authors in the construction
of 3I models for M32. These data, consisting of combined data sets from the WHT, CFHT
and FOS, are the same data used in constructing our 2I model.
In addition to these simulated data sets, we also applied our modelling algorithm to
the actual kinematical data in vdm98. We refer to these data as data set C. Of course,
data set C can not serve as a test of our algorithm since we do not know the true \model
parameters" of M32! However these data do allow us to compare our results with those
of vdm98, and to test the sensitivity of the derived parameters for M32 on the number of
orbits in the library, etc.
In what follows, unless stated otherwise, black hole masses are expressed in units of
106M and mass-to-light ratios in solar units.
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5. Fits to Data Set A – Constraining M From Nuclear Data
We rst apply our modelling algorithm to various subsets of data set A. Data set
A consists of kinematics within 1.500, \observed" in such a way as to mimic observations
of galactic nuclei with HST/STIS. In addition we include mass contraints out to 10000.
Figure 1 shows the entire data set; the total number of constraints is 571. Since these are
simulated data, there are no errors; we therefore assigned errors to the data points in each
aperture as follows. All velocities and velocity dispersions were assumed to have an error of
10 km s−1, and h3 and h4 were assumed to have errors of 0.1. These errors are fairly typical
of those associated with real HST/STIS data.
In order to test the dependence of the modelling results on the number and type of
data points supplied to it, we dened restricted data sets as follows:
a) A total of 98 constraints, consisting of the masses in 56 cells (every third radial cell
and every third polar angle), and vl and l as measured in every third aperture.
b) A total of 164 constraints, consisting of the masses in 102 cells (every other radial
cell and every other polar angle), and vl and l in 31 apertures.
c) A total of 226 constraints, consisting of the same mass constraints as in (b), as well
as vl, l, and the GH moments h3 − h4 measured at the same positions as in (b).
d) All 571 constraints, consisting of 19 14 cell masses, and vl, l and h3 − h4 in all 61
apertures.
We did not explicitly include the aperture masses shown in in Figure1b (Mobsl ) in the ts
(although they are implicitly included as described in x 2.3.) However we veried that the
ts to the aperture masses were always better than 0.1%.
The left column of Figure 2 shows how the 2 contours change as the number of
constraints is increased, given a xed number of orbits, No = 1430. It is clear that the
lowest velocity moments vl and l contain almost no information about M or V : only
when the higher GH moments are added do the 2 contours begin to exhibit a denite
minimum. However the best-t parameters in Figure 2d are substantially displaced from
their true values and plots of the predicted kinematics conrm that the t to the data is
poor.
A possible explanation for the oset and for the poor t when the number of data
constraints is large, is the small ratio of orbits to constraints in Figure 2d, No=Nc = 2:5.
This modest ratio { while typical of the published modelling studies (e.g. vdm98) { suggests
that our algorithm did not have much freedom to explore dierent orbital solutions. To
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test this idea, we repeated the experiments but this time increased the number of orbits
in step with the number of constraints so as to keep the ratio No=Nc xed. The results
are shown in the right panel of Figure 2. The dierences are striking: we now see that the
topology of the rst set of contours was an artifact of the small number of orbits used.
When the number of orbits is increased from 1430 to 8928 { i.e. when the ratio of orbits
to constraints is increased from 2.5 to 15.6 { the minimum in 2 disappears, leaving only a
broad 2 plateau. The true set of model parameters lies within this plateau although there
is no sense in which this model can be said to be \preferred." Evidently, even the full set
of GH moments can only weakly constrain the potential when the modelling algorithm has
the freedom to construct a wide variety of orbital populations.
In these experiments, the number of observational constraints was varied. More
typically one is faced with a xed number of measurements. Figure 3 shows what happens
when Nc is xed { we used the full data set A, with Nc = 571 { but the number of orbits
is varied. Again we see that the topology of the 2 plot depends strongly on the ratio of
orbits to constraints. As No=Nc increases from 2.5 to 5.0, the 
2 contours shift so that
their apparent center is close to the true model parameters, but as No=Nc is increased still
more, all semblance of a unique 2 minimum vanishes and the potential parameters become
essentially unconstrained. Indeed it is not clear from these plots whether we have reached a
limit; the 2 valley may become even broader as No=Nc is increased above 15.6. In the plots
with the two largest values of No=Nc, models lying within the 
2 plateau provide essentially
perfect ts to the kinematical data and each of the mass constraints is t to better than
one part in 106. Figure 4 shows the quality of the t to the data in the cases No=Nc = 5:0
and 2:5; the most signicant deviations are in h4.
Figure 5 shows 1D cuts through the 2 plots of Figure 3, all taken at V = 2: As the
ratio No=Nc increases, two things happen: the absolute value of 
2 drops, reflecting the
better quality of the t as the number of orbits is increased; and the 2-valley becomes
broader. The plateau of precisely-constant 2 predicted in x3 is very clear for No=Nc > 5.
The true value of M lies within this plateau but there is no sense in which it is preferred.
This behavior of the 2 plots as No is varied was rst predicted by Merritt & Ferrarese
(2001) (their Fig. 7).
The internal velocity dispersions in four models (labelled A-D in Figure 3a) are shown
in Figure 6. The models all have 2 values comparable to the model with the true potential
parameters. Close to the center, the model with lowest M (A) has a signicantly larger
number of stars on radial orbits than the models with large M (C-D); the increase in r is
needed to keep the central velocities high in spite of a too-small black hole. Nevertheless,
so great is the freedom to choose dierent orbital populations that even knowledge of the
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projected GH moments can not rule out these extreme models.
Part of the indeterminacy illustrated in Figure 3 might be due to the fact that the data
of data set A are restricted to the region near the black hole; hence the model kinematics
are not strongly constrained at large radii. Figure 7 shows how the 2 contours are modied
if, in addition to data set A, the modelling algorithm is given the additional 44 data
points (including the rst 4 moments of the LOSVD at each point) from data set B that
correspond to the ground-based WHT observations along all position angles. We see once
again a long flat chisquare valley but now the constraints on M are substantially tighter.
As an alternative to tting GH moments, one can t directly to the LOSVDs from
which the GH moments were derived (e.g. Merritt 1997). This procedure is expected to
be inecient if the LOSVDs are nearly Gaussian since measurements at many distinct
velocities are required to reproduce accurate estimates of just the lowest-order GH
moments. But direct use of the LOSVDs may be advisable near the centers of galaxies
where high-resolution observations can reveal extended wings due to high-velocity motion
around the black hole (e.g. Joseph et al. 2001), wings that are poorly represented by the
lowest terms in a GH expansion.
Figure 8 shows 2 contours for ts to the full LOSVDs, sampled at v  40km
s−1(half the velocity resolution of STIS). This choice of velocity sampling is justied by
the fact that it is approximately equal to two CCD pixels in the spectral direction and
is therefore the Nyquist frequency. A more pragmatic justication is that sampling at
v  40km s−1 already implies 1198 constraints and halving the velocity spacing would
increase the number of constraints to over 1800, requiring a prohibitively large number
of orbits for the modelling. We carried out optimizations for the same four sets of orbits
(No = 8928; 5775; 2863; 1430) used to t the GH moments in Figure 3. The total number
of data constraints was 1198: the same set of 266 mass constraints as in Figure 3, and the
LOSVDs measured at all 61 apertures along the major axis. The ratio No=Nc is smaller
than in the plots of Figure 3 because of the roughly three times larger number of constraints
required to represent the LOSVDs.
In all four panels of Figure 8, the decrease in No=Nc relative to Figure 3 results in a
slightly smaller allowed range of models. But once again, for a large enough orbit library,
there is an extended region within which 2 is precisely constant. For the smallest orbit
library (Nc = 1430) the true solution lies outside the minimum contour and the \best t"
solution is obtained for a larger M and smaller  than those corresponding to the true
solution. Figure 9 shows 1D cuts through Figure 8 for V = 2. The constant-
2 plateau
appears for No=Nc > 5.
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In order to make a more reasonable comparison between the quality of the ts to
the LOSVDs and to the GH moments, we dened a new statistic 2kin measures only the
goodness of t to the kinematical data in each aperture i.e. V , , h3 and h4, rather than
the value of the objective function (which in this case includes the LOSVDs). (The 2 of
the t to the mass constraints is also excluded from 2kin) but is < 10
−3 everywhere). When
8928 orbits were used, tting to the LOSVDs gave a minimum 2kin = 0:416, while tting
to the GH moments gave 2kin = 0:0442. (Although there is nearly an order of magnitude
dierence in the two numbers, the two ts are indistinguishable to the eye and both are
virtually perfect.) Thus we conclude that tting to the GH moments may be adequate even
when the LOSVDs have large wings, as in the case of our central aperture.
Prior to the installation of STIS aboard HST, the faint object spectrograph (FOS) was
used to observe the nuclei of galaxies with high spatial resolution, although its velocity
resolution was only  100km s−1. Due to the diculties associated with reducing the FOS
data, only a few of the galaxies observed with the FOS have been modelled. These include
M32 (vdm98) and NGC 3379 (Gebhardt et al. 2000a). Van der Marel et al. (1998) used Vl
and l as derived from the FOS observations in their modelling of M32, while Gebhardt et
al. (2000a) attempted to extract the central few LOSVDs in NGC 3379, sampled at 100
km s−1 spacing. In their most recent paper Gebhardt et al. (2002) modelled the kinematics
of 12 galaxies with nuclear data from STIS. In all cases they sample the LOSVDS with a
mere 13 points with typical velocity spacing of  100km s−1. In Figure 10 we compare the
ts to LOSVDs sampled at 40 km s−1 and 100 km s−1 at all 61 apertures using the full
orbit library of 8928 orbits. This plot shows that when LOSVDs are coarsely sampled with
v = 100km s−1, a much larger region of parameter space can t the data equally well and
the model parameters are not well constrained. Figure 11 shows 1D cuts through Figure 10
at V = 2. For the model closest to the \true" model (M = 2:66, V = 2), 2 = 0:416 and
2 = 0:084 for v = 40km s−1 and v = 100km s−1 respectively.
From these 2 values, one might conclude that all models close to the bottom of the
2 valley would give equally good ts. However, it is once again essential to compare the
actual t to the kinematics. Figure 12 shows the ts the GH moments for models lying on
the plateau of the 2 valley with each of the two velocity resolutions. It is clear that tting
coarsely-sampled LOSVDs gives a much poorer t to the kinematical data, especially for
the higher-order GH moments, e.g. h4. This is despite the fact that they are an almost
perfect t to the coarsly sampled LOSVDs! This quality of the t worsens even more at
points further away from the true model as shown by the steeply rising and highly variable
2kin values plotted in Figure 13.
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6. Fits to Data Set B – A 2I Model of M32
Data set B was obtained by \observing" the 2I model through exactly the same set
of apertures, and with the same PSFs, as in the observations of M32 that were used to
construct the model (van der Marel et al. 1994a; Bender, Kormendy & Dehnen 1996;
vdm98; Joseph et al. 2001). Van der Marel et al. (1998) used this same set of observations
in building their 3I models of M32 and estimating the black hole mass. Figure 14 shows
that data set B is not a perfect match to the actual M32 data although it reproduces the
kinematics near the central black hole very well. Again error bars on the pseudo dataset
have to be arbitrarily dened. There are two possible ways to select the error bars on the
data (a) to assume that the error bars on data set B are the same as those of the real data
in the corresponding apertures, (b) to assume some arbitrary values for errors in velocity,
velocity dispersion, and the Gauss-Hermite moments. For Data set A we assumed arbitrary
errors. For consistency with our results from that dataset we assume the same errors as for
set A: 10km s−1on V and  and uniform error of 0.1 on all GH moments. We emphasise
that the errors assumed can cause small but important changes to the solutions. We defer
a detailed discussion of this point to a future paper where we will present models for both
pseudo and real data for the M32 STIS data.
In Figure 15, we repeat an experiment rst carried out by vdm98 in their analysis
of the actual M32 data (see their Appendix A). We xed the number of orbits in our 3I
modelling algorithm at No = 1982 { similar to the number (1960) used by those authors
{ and explored how the 2 contours change as we apply progressively larger numbers of
observational constraints, as follows (all from data set B): (a) major axis V and  in the
WHT and CFHT apertures; (b) major axis V , , h3, h4 (WHT, CFHT); (c) major and
minor axis V , , h3, h4 (WHT, CFHT); (d) V , , h3 and h4 along all position angles
(WHT, CFHT); (e) all constraints in (d) plus V and  from from the HST/FOS apertures.
Each of these ts included 266 meridional-plane mass constraints within 10000 but none of
the aperture masses.
Figures 15 and 16 show how the constraints on M and  appear to tighten as the
number of data points used in the modelling is increased. When only the major-axis \WHT"
measurements of V and  are used), the potential parameters are almost unconstrained,
but when the entire data set is given to the modelling algorithm, a well-dened minimum
appears in 2(M; ) that is reasonably close to the true model parameters. Van der Marel
et al. (1998) found a similar dependence of the 2 contours on number of data points when
modelling the true M32 data.
But Figures 17 and 18 tell a very dierent story. Now the ts have been carried out
using a xed ratio of orbits to data constraints, No=Nc  10. The rapid shrinking of the
{ 24 {
2 contours with increasing Nc in Figure 15 and 16 is now gone: even using the full set of
data gives a 2(M) plot with an extended flat plateau, stretching from M  2 106M
to M  6 106M. The true value, M = 2:66 106M, lies on the edge of this plateau
suggesting that even the large number of orbits we used (5856) is barely sucient to
reproduce the true 2 contours.
The most important conclusion we draw from a comparison of Figures 15 and 17 is
that the appearance of the 2 contours depends strongly on the flexibility of the modelling
algorithm. The quality of the t to the data depends at least as strongly on the size of the
orbit library as on the size of the data set. Comparisons between ts made with dierent
sets of data are problematic unless care is taken to demonstrate that the ratio No=Nc is
suciently large for each t. And for a given data set, statements about the best-t model
parameters and their condence intervals can be very strongly influenced by the number of
orbits used.
We note that including the \HST/FOS" measurements from data set B has almost
no influence on the range of indeterminacy in M; the width of the constant-2 plateau is
virtually unchanged (Figure 18). This suggests that the FOS data for M32 were of poor
enough quality that they did not signicantly tighten the constraints on the mass of the
black hole in this galaxy compared with the constraints set by the ground-based data. Van
der Marel et al. (1998) reached a dierent conclusion; comparison of Figures 15 and 17
suggests that they were misled by the xed number of orbits in their modelling algorithm.
It is interesting to compare these results with those obtained using only the subset of
data set B corresponding to the ground-based, WHT data; these (simulated) data have
an eective resolution FWHM=2rh  0:5, better than that of most galaxies observed with
HST/STIS (Merritt & Ferrarese 2001b; Gebhardt et al. 2002) and their spatial coverage
and S/N are much greater than those of most STIS nucleus data. Thus we extracted
from data set B measurements at all the WHT apertures of V , , h3 and h4, including all
position angles (430 constraints). Figures 19 and 20 show the results, for three dierent
numbers of orbits, No = (1982; 5674; 8352). When the ratio of orbits to constraints is
largest (No=Nc = 19:4 for No = 8352), excellent ts are obtained for any black hole mass
in the range 1  106M < M < 10  106M! While there is a hint of a minimum at
M  4:5106M, it is well removed from the true value of M and furthermore its location
is very sensitive to No. We conclude that these data are almost useless for constraining the
black hole mass. We would expect a similar or greater degree of indeterminacy in values of
M derived from many of the galactic nuclei observed with HST/STIS. We return to this
point in x6.
Finally we ask if the constraints on M using this data set can be narrowed by adding
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the simulated HST/STIS data. Figure 21 shows 2 contours for 3I model ts to data set
B including all the STIS apertures as well as the ground based and FOS apertures. The
data were tted at 140 apertures in total (the four outermost STIS data points on the west
side of the galaxy were the only apertures in the Joseph et al. (2001) data set that were
not tted). Figure 22 shows 1-D cuts through the 2-contour plot at  = 2. This gure
suggests that the addition of the STIS data to the existing data for M32 may yield a tight
constraint on M: even for the largest orbit library, the allowed range of solutions is quite
small. We note also that the true solution lies close to the center of the minimum in the 2
valley.
Figure 21(a) should be considered provisional since the ratio of orbits to constraints is
< 10 and likely to be marginally adequate. We will return to this point in a later paper
when we analyze the true STIS data for M32.
7. Data Set C: M32 Re-Examined
In x 5 and 6 we presented ts to two simulated data sets derived from a model that
was based on data from M32. Here we show the results of ts to the actual data used in the
construction of that model, our data set C. These are also the data used by van der Marel
et al. (1998) in their 3I study of M32. The constraints in our data set C include meridional
plane masses in 266 cells.
Figure 23 shows the results of tting the full data set using four dierent orbit numbers,
No = (700; 1982; 6740; 8110), or No=Nc = (1:0; 3:0; 10:0; 12:0). The top-right-hand panel of
Figure 23 was made using almost exactly the same number of orbits as in vdM98. This
plot exhibits two minima in 2(; M), similar to what those authors found (their Fig.
6). However as No is increased, we nd that the two minima merge into a single, broad
plateau. We show in Figure 24 cuts along two axes in the 2(; M) plots. These gures
demonstrate that no preferred value for M in M32 can be found over a range in values that
extends at least from  1 106M to  6 106M. We demonstrate the indeterminacy
even more clearly in Figure 25, which shows detailed ts to the kinematics for a set of
models lying along the 2 plateau.
There is almost no change in the appearance of the 2 contours when No=Nc is
increased from 10 to 12 (Figures 23, 24), suggesting that our largest orbit library may be
revealing the true shape of the 2 contours. However it would be informative to repeat the
modelling with even larger numbers of orbits.
Van der Marel et al. (1998), in their edge-on modelling of M32 from these data, selected
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a model with M = 3:4  106M and   2 as their best t. That model corresponds
reasonably well to one of the two minima seen in the upper-right panel of Figure 23 (made
using almost exactly the same number of orbits as in their study). However the sensitive
dependence of the location and depth of the minima on No which we nd suggests that
neither of these minima can be said dene a true \best-t" model.
8. Discussion
We have shown that the results obtained from stellar dynamical modelling of galaxy
centers can depend as strongly on the flexibility of the modelling algorithm as on the
number and nature of the observational constraints. Estimation of the parameters M
(black hole mass) and  (stellar mass to light ratio) that dene the gravitational potential is
typically an underdetermined (degenerate) problem, and 3I modelling can (and, we believe,
often does) generate spurious, \best-t" model parameters that bear no special relation
to the true parameters. We demonstrated this in the case of previously-modelled data for
M32 (van der Marel et al. 1998): increasing the number of orbits by a factor of  4 above
what was used in the earlier studies led us to substantially dierent conclusions about the
most likely value of the black hole mass and its uncertainty in this galaxy. Indeed, we
found that no value of M was preferred and that values for M in the range 1 106M to
6  106M could reproduce the M32 data with no appreciable change in the goodness of
t (Figures 23-25).
Our work raises two concerns about published and ongoing modelling studies of galactic
nuclei. 1. Does a given data set contain enough information to distinguish a best-t value
of M, or is M indeterminate, and if so, over what range of values? 2. How much flexibility
is required in the modelling algorithm to accurately reproduce this degeneracy and avoid
generating spurious 2 minima?
With regard to the rst question, we showed that the degeneracy in M is substantial
even for one of the best available data sets, the pre-STIS data for M32 (vdm98). These
data resolve the sphere of influence of the black hole (FWHM=2rh  0:25 assuming
M  3 106M); include Gauss-Hermite moments up to h6; extend outward to  10rh
along several position angles; and have a high S/N. Furthermore, by virtue of its high
central rotation, M32 allows tighter constraints to be placed on the orbital distribution and
on M than in \hotter" stellar systems. Nevertheless our constraints on M were weak,
spanning a factor of  6.
We expect the degree of degeneracy in quantities like M to depend on the quality of
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the data, in particular on the degree to which the black hole’s sphere of influence is resolved.
We demonstrated this explicitly in x5-6 using our simulated and real data sets: placing
useful constraints on M required an eective resolution FWHM=2rh that was substantially
less than 1. Another relevant factor is the radial extent of the data, which determines how
well the mass to light ratio is constrained (cf. Figure 7).
With regard to the second question, we showed that recovering accurate 2 contours
for the simulated and true M32 data sets could only be achieved when the number of
orbits used exceeded 10 − 20 times the total number of data points (kinematical plus
mass constraints). Fully general statements are dicult to make, since some data points
are clearly more useful than others for constraining quantities like M. For instance, we
argued (x 5) that direct tting to LOSVDs is less ecient than tting to Gauss-Hermite
moments, in the sense that more orbits are required in the former case to achieve the
same degree of modelling flexibility. In one data set treated above (the simulated WHT
data, Figures 19 and 20), the shape of the 2 contours continued to change as the ratio of
orbits to constraints was increased from  10 to  20 and it is conceivable that even more
orbits would be required to generate the true 2 contours. We do not consider this at all
surprising: even 104 orbits is a relatively small number for representing a 3-D function like
f(E; Lz; I3).
In reviewing the galaxy modelling literature, we nd a number of examples where
the indeterminacy of the potential estimation problem is apparent or at least strongly
suggested. In the Gebhardt et al. (2000a) study of NGC 3379, the modelling used 6400
orbits compared with 702 kinematical constraints and 100 mass constraints, or No=Nc = 8:0.
Goodness-of-t contours generated from 3I models show a plateau of nearly-constant 2
extending from  106M to at least  108M (their Fig. 7). In fact a model with M = 0
ts the data almost as well: the authors state that \the dierence between the no-black hole
and black hole models is so subtle that one can barely discriminate those models" (cf. their
Fig. 11). Gebhardt et al. nevertheless argue for an (inclination-dependent) best-t value of
M based on the wings of the central LOSVD as derived from FOS data. Given that the
FOS LOSVD exhibits a puzzling unexplained asymmetry (their Fig. 6), we would argue
that the case for a SBH in this galaxy is weak, with an indeterminacy of M  (0−108)M.
We note that FWHM=2rh  0:5 for this galaxy (adopting the value for M implied by the
M −  relation), essentially the same as for the simulated data set modelled in Figures 19
and 20. We found that almost nothing useful could be inferred about M from such data
and that No=Nc > 10 was required to reproduce the true, perfectly-flat 2 contours.
A second example is the Cretton & van den Bosch (1999) study of NGC 4342. Once
again, these authors found that a model with no black hole provided \ts to the actual
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data [that] look almost indistinguishable" from that of a model with M = 3:6 108M ,
the claimed best-t value (cf. their Fig. 8). Their 2 contours (their Fig. 7) seem to
show a preferred black hole mass; however it is clear from their Figure 8 that the 2 is
dominated by a few data points at R > 500, far outside of the radius of influence of the black
hole. This is probably due to the modest number of orbits in their library (1400 orbits
compared with  250 constraints, or No=Nc  5:6). Reproducing the kinematical data at
large radii is especially dicult since only a fraction of the orbits go there. We note that
FWHM=2rh  0:6 for this galaxy (again using the value for M implied by the M − 
relation) which suggests, based on our results, that it should not be possible to assign a
unique best-t value of M.
Recently a sample of 12 galaxies observed with HST/STIS were modelled by Gebhardt
et al. (2002) using a 3I algorithm similar to ours. The eective resolution FWHM=2rh for
these data ranges from  0:2 (NGC 4549, 4697) to > 3 (NGC 2778), with a typical value of
 0:5 (M computed from the M −  relation; see Merritt & Ferrarese 2001b). The S/N of
the STIS data are low compared with typical ground-based observations and the error bars
on measured quantities like V and  are somewhat greater than for the ground-based M32
data modelled here. Gebhardt et al. (2002) nevertheless found best-t values for M in all
of their galaxies; none exhibits the flat plateau that we see in virtually all of our modelling
studies when the number of orbits is suciently large. We note that these authors included
additional constraints in the form of regularization (\maximum entropy") conditions on the
solution; thus their algorithm had less flexibility to represent f than an algorithm like ours
and an even larger number of orbits would be needed to give an accurate 2 plot.
Verolme et al. (2002) presented 3I modelling of M32 based on data from the SAURON
integral eld spectrograph on the WHT as well as HST/STIS data from Joseph et al.
(2001). The number of data constraints was  8000 for a single SAURON pointing while
the number of orbits used was only 1960, giving No=Nc < 0:25. This is a far smaller ratio
of orbits to constraints that in any of the test cases presented here. The fact that Verolme
et al. found well-dened minima in their 2(; M) plots could mean either that their
data have overcome the degeneracy, or that they used too few orbits. Testing the latter
hypothesis will be dicult however given the large number of orbits (No > 105) that would
be required.
Standard practices for estimating and describing condence intervals will need to be
changed when dealing with indeterminate problems like the estimation of M in galactic
nuclei. Quoting a black hole mass as 5:0 2 108M, for instance, is inappropriate if there
is no best-t value. Instead, a notation like M = (3− 7)  108M would more correctly
report the result that any value in the specied range is equally likely. We urge that such
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notation be adopted in the future. In addition, when using estimated black hole masses as
data points in other statistical studies, care will have to be taken to deal correctly with the
degeneracy. For instance, standard least-squares tting assumes that there exists a best
estimate of the measured quantities and that the errors about that estimate are normally
distributed. Both assumptions are incorrect when the measured quantity is indeterminate.
An important motivation for measuring black hole masses in galactic nuclei is to rene
and extend the M −  relation (Ferrarese 2002). Past discussions of the uncertainties
in that relation have focussed on statistical techniques (Merritt & Ferrarese 2001a) or on
systematic dierences in the denitions of  (Tremaine et al. 2002). We suggest that the
largest source of uncertainty in the M −  relation is the degeneracy in black hole masses
determined from stellar kinematical data.
9. Conclusions
1. The axisymmetric potential estimation problem is generically under-determined: a
range of values for quantities like M, the black hole mass, and , the mass-to-light ratio of
the stars, can generally be found that are equally consistent with the observed kinematics.
The indeterminacy arises from the large number of distinct distribution functions f that
can reproduce a given mass model.
2. The indeterminacy becomes apparent only when the modelling algorithm is flexible
enough to represent a wide range of stellar distribution functions. In practice, this means
having a sucient number of distinct orbits or phase-space cells. When the orbit library is
too small, spurious minima appear in plots like 2(M) due to the algorithm’s inability to
reproduce certain orbital populations as well as others.
3. When the LOSVDs are well sampled, there is no advantage to tting the full
LOSVD over tting just the GH moments. In fact when the LOSVDs are sampled coarsely
(v  100km s−1), the t to the kinematics can be extremely poor even when the t to the
poorly-sampled LOSVDs is nearly perfect.
4. A re-analysis of data for M32 published prior to 2000 reveals that these data do not
imply a preferred or best-t value for the black hole mass, contrary to claims made in the
literature. We show that a range of values, 1  106M < M < 6  106M, are equally
consistent with these data. We demonstrate that the best-t values of M in M32 derived
in earlier studies were artifacts resulting from the use of too few orbits to represent f .
5. We argue that the same is likely to be true of many of the published, three-integral
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modelling studies of galactic nuclei, including those based on HST/STIS data.
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Fig. 1.| All mass and kinematical constraints for simulated data set A. (a) The model
density in a total of 266 cells at 16 radial intervals and 14 polar angles ( in degrees). The
density is plotted in arbitrary units (density prole for each polar angle is oset from the
previous angle by 1 unit). Error bars used in the actual ts are plotted for  = 14 but are
multiplied by a factor of 10 for visibility. (b) The projected (theoretical) mass in apertures
which is used to scale the GH moments; (c)-(f) vl; l; h3; h4 with error bars used in the model
ts.
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Fig. 2.| Contour plots of 2(M; ) for models constructed to t various subsets of data
set A. The star indicates the true model parameters. Left column: The number of orbits
used in the solutions was xed at No = 1430. (a) Fits to vl and l only, coarsely sampled;
Nc = 98. (b) vl and l only, nely sampled; Nc = 163. (c) All four GH moments, nely
sampled; Nc = 225. (d) All four GH moments, very nely sampled; Nc = 571. (Nc includes
mass constraints.) Right column: Fits were carried out using the same data as in the left
column, but now the number of orbits has been varied in order to keep No=Nc constant at
15.6. (e) No = 2451 (f) No = 3412 (g) No = 8928. When the ratio of orbits to constraints is
kept constant, increasing the number of data points has little eect on the tightness of the
2 contours.
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Fig. 3.| Contour plots for a xed set of observational constraints (same as in Figure 2d,
Nc = 571) but dierent numbers of orbits, as indicated. The conclusions drawn from this
data set about the best-t model parameters M and V and their uncertainties would
depend very strongly on the number of orbits used in the modelling. The properties of the
models labelled A- D are illustrated in Figure 6.
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Fig. 4.| Fits to the kinematical data (Fig. 1) for two orbital solutions that lie within
the 2 valleys of Fig. 3, close to the true model (?). Solid line: No=Nc = 5; dashed line:
No=Nc = 2:5. Models constructed using the two larger values of No=Nc shown in Fig. 3
provide almost perfect ts to these data; those ts are not shown here.
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Fig. 5.| 1-D cuts through the 2 plots of Fig. 3, all taken at V = 2: The vertical arrow
indicates the location of the true model parameter, M = 2:625106M. When the number
of orbits used is small, there is a denite, but spurious, 2 minimum. As No is increased,
this minimum broadens into the perfectly flat plateau characteristic of under-determined
problems. The true model parameters lie on that plateau but can not be unambiguously
recovered.
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Fig. 6.| The intrinsic velocity dispersions r; ;  as functions of radius for models A-D
in Fig. 3. All models have comparable 2 values and V = 2. Black hole masses are: A,
1  106M; B, 2:66 106M; C, 6:  106M; D, 8:5 106M. The values of  and M
used in constructing Model B are closest to the true values. This model is approximately
isotropic (r  ), as was the 2I model from which the data were generated.
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Fig. 7.| 2 contours for ts to the data from data set A, to which has been added the
simulated data from the \WHT" ground-based apertures.
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Fig. 8.| 2 contours for ts to the full LOSVDs in all 61 apertures of data set A; Nc = 1198.
No = 8928; 5775; 2863; 1430 in a-d respectively.
{ 43 {
Fig. 9.| 1-D cuts through Figure 8 for V = 2. The unique minimum in 
2 that appears
when the number of orbits is small, becomes a perfectly flat plateau when No is large,
indicating that the estimation of M from these data is under-determined.
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Fig. 10.| Fits to the LOSVDs sampled with v = 40 km s−1 (left panel) and v = 100
km s−1(right panel) at all 61 apertures using the full library of 8928 orbits.
{ 45 {
Fig. 11.| 1-D cuts through Figure 10 at V = 2. The solid line is for v = 40 km s
−1 and
the dashed line is for v = 100 km s−1. Arrow marks true value of M.
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Fig. 12.| Fits to the kinematical data (Vl; ; h3; h4)) for models from Fig. 10 with
M = 2:66, V = 2. The solid line is the t obtained with v = 40km s−1(2kin = 4:1610−1)
and the dashed line is the t obtained with v = 100km s−1(2kin = 32:5).
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Fig. 13.| 1-D plot of 2kin for V = 2 for ts with the two dierent velocity spacings
(v = 40km s−1and v = 100km s−1).
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Fig. 14.| Data set B. Solid dots represent the real data to which the 2I model was tted;
solid lines represent the 2I t; open squares represent the points on the t which were selected
as data set B.
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Fig. 15.| Contour plots of the 2 that measures the quality of the t to various subsets
of data set B (the simulated M32 data) using 1982 orbits. (a) Major axis V and  (WHT,
CFHT apertures); (b) major axis V , , h3, h4 (WHT, CFHT apertures); (c) major and
minor axis V , , h3, h4 (WHT, CFHT apertures); (d) V , , h3, h4 along all PAs (WHT,
CFHT apertures); (e) all of the constraints in (d) plus V and  from the FOS apertures. The
? labels the true model parameters. Nc is the total number of constraints including mass
constraints. This plot seems to suggest that the constraints on M and  become rapidly
tighter as the number of data points increases.
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Fig. 16.| 1-D cuts through Figure 15 at V = 2. Arrow indicates true value of M.
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Fig. 17.| Same as Figure 15, except that the size of the orbit library in each panel has
been adjusted such that No=Nc is constant at  10. The 2 contours now change much
more slowly as the number of data points is increased, and even for the full data set, the
constraints on M and  are weak.
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Fig. 18.| 1-D cuts through Figure 17 at V = 2. Even using the full data set (Nc = 584),
there is a plateau of constant 2 indicating that these simulated data do not uniquely
constrain M.
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Fig. 19.| Fits to the subset of data set B corresponding to the ground-based, WHT
apertures only, for various numbers of orbits; Nc = 430.
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Fig. 20.| 1-D cuts through Figure 19 at V = 2. These data, which are superior in quality
to most STIS/HST nuclear data, place only very weak constraints on M.
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Fig. 21.| Contour plots of 2 for models constructed to t data set B including HST/STIS
apertures as well. The same number of constraints (810) are tted in each panel but the
number of orbits in the library is varied as indicated on the plots.
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Fig. 22.| 1-D cuts through Fig. 21. This gure shows that for the largest orbit library, the
minimum in the 2 valley is still reasonably narrow, suggesting that the HST/STIS data for
M32 may yield tight constraints on M in this galaxy.
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Fig. 23.| Contour plots of the 2 that measures the quality of the t to the combined FOS,
CFHT and WHT data sets for M32. These are the same data tted by van der Marel (1998)
in their 3I modelling study. M32 is assumed to be edge-on. The four panels show the results
using four dierent sizes of orbit library. Model parameters are the black hole mass M in
106M and the V -band mass-to-light ratio  in solar units. Dots indicate models that were
calculated. Labelled positions are models whose t to the data is illustrated in detail in
Figure 25. The upper right panel is based on the same number of orbits as in van der Marel
et al. (1998) and shows two distinct 2 minima, as in their paper. As the number of orbits
is increased, these two minima merge and broaden into a plateau of constant 2.
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Fig. 24.| 1-D 2 plots along the dotted lines in Figure 23. (a) Horizontal cut; (b) slanted
cut. The four lines in each plot correspond to the four dierent numbers of orbits used in
the modelling, increasing downward (cf. Figure 23). These plots show that the local minima
appearing for small No disappear as No is increased, yielding a region of nearly constant 
2
stretching at least from  1 106M to  6 106M.
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Fig. 25.| Predictions of selected models from Figure 23 compared with a subset of the
M32 data. Models A-F have black hole masses ranging from 1:4  106M (Model A) to
6:0106M (Model F). All plots show ts to major-axis data; however note that data along
other position angles, as well as HST/FOS data, were also used in constructing the models
and the 2 values plotted in Figure 23 include the full data. There is very little dierence
in the quality of t of these models to the data, showing that black holes with masses in the
range 1 106M < M < 6 106M are equally consistent with the data.
