A Dynamical Approach to Viscosity Solutions of Hamilton-Jacobi Equations by Wang, Lin & Yan, Jun
A DYNAMICAL APPROACH TO VISCOSITY SOLUTIONS OF
HAMILTON-JACOBI EQUATIONS
Lin Wang and Jun Yan
Abstract. In this paper, we consider the following Hamilton-Jacobi equation
with initial condition:{
∂tu(x, t) +H(x, t, u(x, t), ∂xu(x, t)) = 0,
u(x, 0) = φ(x).
Under some assumptions on the convexity of H(x, t, u, p) w.r.t. p, we develop a
dynamical approach to viscosity solutions and show that there exists an intrinsic
connection between viscosity solutions and certain minimal characteristics.
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1. Introduction and main results
Let M be a compact manifold without boundary and H be a C2 function called
a Hamiltonian. We consider the following Hamilton-Jacobi equation:
(1.1) ∂tu(x, t) +H(x, t, u(x, t), ∂xu(x, t)) = 0,
with the initial condition
u(x, 0) = φ(x),
where (x, t) ∈ M × [0, T ], T is a positive constant. The characteristics of (1.1)
satisfies the following equation:
(1.2)

x˙ = ∂H∂p ,
p˙ = −∂H∂x − ∂H∂u p,
u˙ = ∂H∂p p−H.
To avoid the ambiguity, we denote the solution of (1.2) (the characteristics of (1.1))
by (X(t), U(t), P (t)).
In 1983, M.Crandall and P.L.Lions introduced a notion of weak solution named
viscosity solution for overcoming the lack of uniqueness of the solution due to the
crossing of characteristics (see [1]). Owing to the notion itself, the uniqueness of the
viscosity solution can be followed from comparison principle (see [4, 5, 8, 9, 10, 12]
for instance). However, the nondecreasing property of H(x, t, u, p) with respect to u
was necessary to achieve the uniqueness of the viscosity solution. More generally, it
was required that for certain γ ∈ R, H(x, t, u, p)− γu is nondecreasing with respect
to u.
During the same period, S.Aubry and J.Mather developed a seminar work so
called Aubry-Mather theory on global action minimizing orbits for area-preserving
twist maps (see [2, 3, 19, 20, 21, 22] for instance). Moreover, it was generalized to
positive definite Lagrangian systems with multi-degrees of freedom in [23].
There is a close connection between viscosity solutions and Aubry-Mather the-
ory. Roughly speaking, the global minimizing orbits used in Aubry-Mather theory
can be embedded into the characteristic fields of PDEs. The similar ideas were re-
flected in pioneering papers [13] and [14] respectively. In [13], W.E was concerned
with certain weak solutions of Burgers equation. In [14], A.Fathi provided a weak
solution named weak KAM solution and implied that the weak KAM solution is a
viscosity solution, which initiated so called weak KAM theory. Later, it was obtained
the equivalence between weak KAM solutions and viscosity solutions for the Hamil-
tonian H(x, p) without t and u under strict convexity and superlinear growth with
respect to p. Moreover, based on the relations between weak KAM solutions and
viscosity solutions, the regularity of global subsolutions was improved (see [7, 16]).
A systematic introduction to weak KAM theory can be found in [15].
In this paper, we are concern with a general C2 Hamiltonian H(x, t, u, p) satis-
fying the following conditions
(H1) H(x, t, u, p) is strictly convex with respect p;
(H2) H(x, t, u, p) is superlinear growth with respect p;
(H3) The flows of (1.2) generated by H(x, t, u, p) are complete.
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We use L : T ∗M → TM to denote the Legendre transformation. Let L¯ :=
(L, Id, Id), where Id denotes the identity map from R to R. Then L¯ denote a dif-
feomorphism from T ∗M ×R×R to TM ×R×R. By L¯, the Lagrangian L(x, t, u, x˙)
associated to H(x, t, u, p) can be denoted by
L(x, t, u, x˙) := sup
p
{〈x˙, p〉 −H(x, t, u, p)}.
Let Ψt denote the flows of (1.2) generated by H(x, t, u, p). The flows generated by
L(x, t, u, x˙) can be denoted by Φt := L¯ ◦Ψt ◦ L¯−1. Based on (H1),(H2) and (H3), it
follows from L¯ that the Lagrangian L(x, t, u, x˙) satisfies:
(L1) L(x, t, u, x˙) is strictly convex with respect x˙;
(L2) L(x, t, u, x˙) is superlinear growth with respect x˙;
(L3) The flows generated by L(x, t, u, x˙) are complete.
If a Hamiltonian H(x, t, u, p) satisfies (H1), (H2), (H3), then we obtain the
following theorem:
Theorem 1.1 For given x0, x ∈ M , u0 ∈ R and t ∈ (0, T ], there exists a unique
hx0,u0(x, t) satisfying
(1.3) hx0,u0(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, hx0,u0(γ(τ), τ), γ˙(τ))dτ,
where the infimums are taken among the continuous and piecewise C1 curves. In par-
ticular, the infimums are attained at the characteristics of (1.1). Moreover, let Sxx0,u0
denote the set of characteristics (X(t), U(t), P (t)) satisfying X(0) = x0, X(t) = x
and U(0) = u0, then we have
(1.4) hx0,u0(x, t) = inf
{
U(t) : (X(t), U(t), P (t)) ∈ Sxx0,u0
}
.
By analogy with the notion of weak KAM solution of the Hamilton-Jacobi
equation without u (see [15]). We define another weak solution of (1.1) with initial
condition called variational solution (see Definition 2.1). Based on Theorem 1.1, we
construct a variational solution of (1.1) with initial condition. Following [15], we
show that the variational solution of (1.1) is the unique viscosity solution of (1.1).
More precisely, we have the following theorem:
Theorem 1.2 There exists a unique viscosity solution u(x, t) of (1.1) with initial
condition u(x, 0) = φ(x). Moreover, u(x, t) can be represented as
(1.5) u(x, t) = inf
y∈M
hy,φ(y)(x, t).
Theorem 1.1 and Theorem 1.2 implies the following theorem directly:
Theorem 1.3 For (x, t) ∈ M × [0, T ], the viscosity solution u(x, t) of (1.1) with
initial condition u(x, 0) = φ(x) is determined by the minimal characteristic curve.
More precisely, we have
(1.6) u(x, t) = inf
y∈M
inf
{
U(t) : (X(t), U(t), P (t)) ∈ Sxy,φ(y)
}
,
where Sxy,φ(y) denotes the set of characteristics (X(t), U(t), P (t)) satisfying X(0) = y,
X(t) = x and U(0) = φ(y).
4 L. WANG & J. YAN
Combining with characteristics method, it is obtained that certain minimal
curves called calibrated curves (see Definition 2.3 below) are solutions of the equation
of characteristics (1.2) globally. Moreover, Theorem 1.1 can be obtained, which
yields a variational solution of (1.1). Based on the definitions of variational solution
and viscosity solution, it is easy to see that a variational solution is a viscosity
solution, which together with the uniqueness of the viscosity solution of (1.1) gives
rise to a representation of the viscosity solution of (1.1) with initial condition under
the assumptions (H1), (H2), (H3). Moreover, Theorem 1.2 can be concluded.
Roughly speaking, the notion of viscosity solution was invented to avoid the
lack of uniqueness owing to the crossing of characteristics. Based on Theorem 1.3,
the reason why the notion of viscosity solution results in the fact without cross-
ing is that the properties of viscosity solutions are determined by certain minimal
characteristics.
2. Preliminaries
By analogy with the notion of weak KAM solution of the Hamilton-Jacobi
equation without u (see [15]). We define another weak solution of (1.1) with initial
condition called variational solution.
Definition 2.1 A variational solution of (1.1) with initial condition is a function
u : M × R→ R for which the following are satisfied:
(i) for each continuous piecewise C1 curve γ : [t1, t2]→M where t2 > t1 ≥ 0, we
have
(2.1) u(γ(t2), t2)− u(γ(t1), t1) ≤
∫ t2
t1
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ ;
(ii) for any (x, t2) ∈M×R, there exists a C1 curve γ : [t1, t2]→M with γ(t2) = x
where t2 > t1 ≥ 0, we have
(2.2) u(x, t2)− u(γ(t1), t1) =
∫ t2
t1
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
A viscosity solution can be defined as follows (see [8, 12]):
Definition 2.2 Let V be an open subset V ⊂M ,
(i) A function u : V × R → R is a subsolution of (1.1), if for every C1 function
φ : V ×R→ R and every point (x0, t0) ∈ V ×R such that u−φ has a maximum
at (x0, t0), we have
(2.3) ∂tφ(x0, t0) +H(x0, t0, u(x0, t0), ∂xφ(x0, t0)) ≤ 0;
(ii) A function u : V ×R→ R is a supersolution of (1.1), if for every C1 function
ψ : V ×R→ R and every point (x0, t0) ∈ V ×R such that u−ψ has a minimum
at (x0, t0), we have
(2.4) ∂tψ(x0, t0) +H(x0, t0, u(x0, t0), ∂xψ(x0, t0)) ≥ 0;
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(iii) A function u : V × R → R is a viscosity solution of (1.1) on the open subset
V ⊂M , if it is both a subsolution and a supersolution.
The following conception is crucial in our context.
Definition 2.3 For u(x, t) ∈ C(M × [0, T ],R), a curve γ : I → M is called a
calibrated curve of u if for every t1, t2 ∈ I with 0 ≤ t1 < t2, we have
u(γ(t2), t2) = u(γ(t1), t1) +
∫ t2
t1
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
We are devoted to detecting the viscosity solution of (1.1) from a dynamical
view. Hence, it is natural to consider a kind of so called Barrier function. For given
x0, x ∈M , u0 ∈ R and t ∈ (0, T ], we define formally:
(2.5) hx0,u0(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, hx0,u0(γ(τ), τ), γ˙(τ))dτ,
where the infimums are taken among the continuous and piecewise C1 curves. It
is easy to see that the cure achieving the infimum in the right side of (2.5) is a
calibrated curve of hx0,u0(x, t), if we let hx0,u0(x0, 0) = u0. In next section, we will
show the well posedness of hx0,u0(x, t) under the assumptions (L1), (L2) and (L3).
3. Proof of Theorem 1.1
The proof will be proceeded by six steps. In the first step, we will prove the
existence and uniqueness of hx0,u0(x, t) under two additional assumptions on L:
uniformly bounded and uniformly Lipschitz. In the second step, we will show that
calibrated curves satisfies the characteristics equation (1.2). Based on the prelim-
inaries in former two steps, we will give a relation between hx0,u0(x, t) and U(t)
belonging to a characteristic curve (X(t), U(t), P (t)) in the third step. By virtue
of Gronwall’s inequality, we drop the additional uniformly bounded assumption on
L(x, t, u, x˙) − L(x, t, 0, x˙) in the fourth step. In the fifth step, combing with the
completeness of flow (L3), it will be shown that the additional uniformly Lipschitz
assumption on L is also not necessary to verify the existence and uniqueness of
hx0,u0(x, t) defined as (2.5). Finally, we will complete the proof of Theorem 1.1 by
an argument on a limit process.
3.1. Step 1
In this step, we are concerned with the existence and uniqueness of hx0,u0(x, t)
under the additional assumptions:
(A1) There exists K > 0 such that |L(x, t, u, x˙)−L(x, t, 0, x˙)| ≤ K for any (x, t, u, x˙).
(A2) There exists λ > 0 such that |L(x, t, u, x˙) − L(x, t, v, x˙)| ≤ λ|u − v| for any
(x, t, u, x˙), (x, t, v, x˙).
We use Cac([0, t],M) to denote the set of all absolutely continuous curves γ : [0, t]→
M .
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Lemma 3.1 There exists hx0,u0(x, t) ∈ C(M × (0, T ],R) such that
(3.1) hx0,u0(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, hx0,u0(γ(τ), τ), γ˙(τ))dτ,
where γ ∈ Cac([0, t],M).
Proof For the simplicity of notations, without ambiguity, we drop the subscripts x0
and u0 of hx0,u0(x, t). We consider a sequence generated by the following recurrence
relation:
(3.2) hi+1(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, hi(γ(τ), τ), γ˙(τ))dτ,
where i = 0, 1, 2, . . . and h0(x, t) = u0. By means of a simple modification of Tonelli’s
theorem (see [23] and [24]), it follows that for a given hi(x, t) ∈ C(M × (0, T ],R)
there exists an absolutely continuous curve γi : [0, t]→M satisfying γi(0) = x0 and
γi(t) = x such that the infimum in (2.5) is achieved. To fix the notions, γi is called
a minimal curve of hi.
From (A1), it follows that
(3.3) |L(x, t, u, x˙)− L(x, t, 0, x˙)| ≤ K,
where K is a positive constant independent of (x, t, u, x˙). Let γ1 be a minimal curve
of h1 with γ1(0) = x0 and γ1(t) = x. Then for (x, t) ∈M × (0, T ], we have
h2(x, t)− h1(x, t)
≤
∫ t
0
L(γ1(τ), τ, h1(γ1(τ), τ), γ˙1(τ))dτ −
∫ t
0
L(γ1(τ), τ, h0, γ˙1(τ))dτ,
≤
∫ t
0
|L(γ1(τ), τ, h1(γ1(τ), τ), γ˙1(τ))− L(γ1(τ), τ, h0, γ˙1(τ))|dτ,
≤
∫ t
0
|L(γ1(τ), τ, h1(γ1(τ), τ), γ˙1(τ))− L(γ1(τ), τ, 0, γ˙1(τ))|dτ
+
∫ t
0
|L(γ1(τ), τ, h0, γ˙1(τ))− L(γ1(τ), τ, 0, γ˙1(τ))|dτ,
which together with (3.3) implies
(3.4) h2(x, t)− h1(x, t) ≤ 2Kt.
Let γ2 be a minimal curve of h2 with γ2(0) = x0 and γ2(t) = x. By a similar
argument, we have
(3.5) h2(x, t)− h1(x, t) ≥ −2Kt.
Denote 2K by C, then for (x, t) ∈M × (0, T ], we have
(3.6) |h2(x, t)− h1(x, t)| ≤ Ct,
By (A2), we have
(3.7) |L(x, t, u, x˙)− L(x, t, v, x˙)| ≤ λ|u− v|.
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Moreover,
h3(x, t)− h2(x, t)
≤
∫ t
0
L(γ2(τ), τ, h2(γ2(τ), τ), γ˙2(τ))dτ −
∫ t
0
L(γ2(τ), τ, h1(γ2(τ), τ), γ˙2(τ))dτ,
≤
∫ t
0
|L(γ2(τ), τ, h2(γ2(τ), τ), γ˙2(τ))− L(γ2(τ), τ, h1(γ2(τ), τ), γ˙2(τ))|dτ,
≤ λ
∫ t
0
|h2(γ2(τ), τ))− h1(γ2(τ), τ)|dτ,
≤ λC
∫ t
0
τdτ,
=
1
2
λCt2.
Let γ3 be a minimal curve of h3 with γ3(0) = x0 with γ3(t) = x. By a similar
argument, we have
(3.8) h3(x, t)− h2(x, t) ≥ −1
2
λCt2.
Then for (x, t) ∈M × (0, T ], we have
(3.9) |h3(x, t)− h2(x, t)| ≤ 1
2
λCt2,
Repeating the argument above n times, we have
(3.10) |hn+1(x, t)− hn(x, t)| ≤ 1
n!
λn−1Ctn.
It follows from (3.10) that as n→∞,
(3.11) |hn+1(x, t)− hn(x, t)| → 0,
which implies that {hn} is a Cauchy sequence, hence there exists h¯(x, t) ∈ C(M ×
(0, T ],R) such that
(3.12) lim
n→∞hn(x, t) = h¯(x, t),
where h¯(x, t) satisfies (2.5). This finishes the proof of Lemma 3.1. 
Lemma 3.1 implies that there exists hx0,u0(x, t) ∈ C(M × (0, T ],R) such that
(3.13) hx0,u0(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, hx0,u0(γ(τ), τ), γ˙(τ))dτ.
In particular, the infimum can be achived at an absolutely continuous curve denoted
by γ¯. By Definition 2.3, γ¯ is a calibrated curve if we let hx0,u0(x0, 0) = u0.
The following lemma implies the uniqueness of hx0,u0(x, t) under the additional
assumptions (A1) and (A2).
Lemma 3.2 If hx0,u0(x, t) and gx0,u0(x, t) satisfy (2.5), then hx0,u0(x, t) = gx0,u0(x, t)
for (x, t) ∈M × (0, T ].
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Proof The same as the notations in Lemma 3.1, we denote hx0,u0(x, t) and gx0,u0(x, t)
by h(x, t) and g(x, t) respectively. Let γ2 be a calibrated curve of g with γ2(0) = x0,
γ2(t) = x. From a similar argument to obtain (3.4), it follows that for s ∈ (0, t]
(3.14) h(γ2(s), s)− g(γ2(s), s) ≤ 2Ks.
Let γ21 be be a calibrated curve of h with γ21(0) = x0, γ21(s) = γ2(s). For s1 ∈ (0, s],
it follows from a similar argument that
(3.15) h(γ2(s1), s1)− g(γ2(s1), s1) ≥ −2Ks1.
Then for s ∈ (0, t], we have
(3.16) |h(γ2(s), s)− g(γ2(s), s)| ≤ Cs,
where C = 2K, γ2 is a calibrated curve of g with γ2(0) = x0, γ2(t) = x. Similarly,
we have for s1 ∈ (0, s]
(3.17) |h(γ21(s1), s1)− g(γ21(s1), s1)| ≤ Cs1,
where γ21 is a calibrated curve of h with γ21(0) = x0, γ21(s) = γ2(s).
From (3.7) and (3.16), we have for s ∈ (0, t]
h(γ2(s), s)− g(γ2(s), s)
≤
∫ s
0
L(γ21(τ), τ, h(γ21(τ), τ), γ˙21(τ))dτ −
∫ s
0
L(γ21(τ), τ, g(γ21(τ), τ), γ˙21(τ))dτ,
≤
∫ s
0
|L(γ21(τ), τ, h(γ21(τ), τ), γ˙21(τ))− L(γ21(τ), τ, g(γ21(τ), τ), γ˙21(τ))|dτ,
≤
∫ s
0
λ|h(γ21(τ), τ)− g(γ21(τ), τ)|dτ,
≤ λC
∫ s
0
τdτ,
=
1
2
λCs2.
From (3.17), it follows that s1 ∈ (0, s]
(3.18) h(γ2(s1), s1)− g(γ2(s1), s1) ≥ −1
2
λCs21.
Hence, we have
(3.19) |h(γ2(s), s)− g(γ2(s), s)| ≤ 1
2
λCs2,
where γ2 is a calibrated curve of g with γ2(0) = x0, γ2(t) = x.
Repeating the argument above n times, we have
(3.20) |h(γ2(s), s)− g(γ2(s), s)| ≤ 1
n!
λn−1Csn,
where γ2 is a calibrated curve of g with γ2(0) = x0, γ2(t) = x. (See Fig.1)
From s ≤ T , it follows that as n→∞,
(3.21) |h(γ2(s), s)− g(γ2(s), s)| → 0.
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Figure 1: Choices of calibrated curves
Since the left side of (3.20) is independent of n, then we have h(γ2(s), s) = g(γ2(s), s),
i.e. h(x, t) = g(x, t) for (x, t) ∈ M × (0, T ], which finishes the proof of Lemma 3.2.

Remark 3.3 Based on the aforementioned argument, let γ be a calibrated curve of
hx0,u0 with γ(0) = x0, then the definition of hx0,u0(γ(t), t) can be extended continu-
ously to t = 0.
3.2. Step 2
In Step 1, we obtain that there exists a unique h(x, t) ∈ C(M × (0, T ],R) sat-
isfying (3.13) and a calibrated curve γ of h. In this step, we will prove calibrated
curves satisfy the characteristics equation (1.2). More precisely, we have the follow-
ing lemma:
Lemma 3.4 Let γ : [0, t] → M be a calibrated curve of h, then γ is C1 and for
s ∈ [0, t], (γ(s), u(s), p(s)) satisfies the characteristics equation (1.2) where
(3.22) p(s) =
∂L
∂x˙
(γ(s), s, h(γ(s), s), γ˙(s)) and u(s) = h(γ(s), s).
Proof Since γ¯ ∈ Cac([0, t],M), then the derivative ˙¯γ(τ) exists almost everywhere
for τ ∈ [0, t]. Let t0 be a differentiate point of γ(τ). Without loss of generality, we
assume 0 < t0 < t.
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Let (x0, v0) := (γ(t0), γ˙(t0)). We use B˚(x, r) to denote an open ball with center
x and radius r. By the method of characteristics (see [15] for instance), it follows
that we can find , δ > 0 and a C2 function S : (t0 − δ, t0 + δ)× B˚(x0, ), which is a
solution of the following equation:
(3.23) ∂tS(x, t) +H(x, t, S(x, t), ∂xS(x, t)) = 0
with ∂xS(x0, t0) = ∂vL(x0, v0), where L denotes Lagrangian via the Legendre trans-
formation associated to the Hamiltonian H. Fix t ∈ (t0 − δ, t0 + δ) and let St(x) :=
S(x, t). We denote
(3.24) gradLSt(x) :=
∂H
∂p
(x, t, St(x), p),
where p = ∂xSt(x). In particular, we have v0 = gradLSt0(x0). It is easy to see that
gradLSt(x) gives rise to a vector field on M . Moreover, we have the following claim:
Claim: Let γ ∈ Cac([a, b], B˚(x0, )) with [a, b] ⊂ (t0 − δ, t0 + δ). Let γ˜ be a
solution of the vector field gradLSt(x) with γ˜(a) = γ(a) and γ˜(b) = γ(b), then for
γ 6= γ˜, we have
(3.25)
∫ b
a
L(γ˜(τ), τ, S(γ˜(τ), τ), ˙˜γ(τ))dτ <
∫ b
a
L(γ(τ), τ, S(γ(τ), τ), γ˙(τ))dτ.
Proof From the regularity of S(x, t), it follows that for γ ∈ Cac([a, b], B˚(x0, )),
we have
(3.26) S(γ(b), b)− S(γ(a), a) =
∫ b
a
{
∂S
∂t
(γ(τ), τ) + 〈∂S
∂x
(γ(τ), τ), γ˙(τ)〉
}
dτ.
By virtue of Fenchel inequality, for each τ where γ˙(τ) exists, we have
〈∂S
∂x
(γ(τ), τ), γ˙(τ)〉 ≤H(γ(τ), τ, S(γ(τ), τ), ∂S
∂x
(γ(τ), τ))
+ L(γ(τ), τ, S(γ(τ), τ), γ˙(τ)).
Since γ ∈ Cac([a, b], B˚(x0, )), it follows from (3.23) that for almost every τ ∈ [a, b]
(3.27)
∂S
∂t
(γ(τ), τ) + 〈∂S
∂x
(γ(τ), τ), γ˙(τ)〉 ≤ L(γ(τ), τ, S(γ(τ), τ), γ˙(τ)).
By integration, it follows from (3.26)
(3.28) S(γ(b), b)− S(γ(a), a) ≤
∫ b
a
L(γ(τ), τ, S(γ(τ), τ), γ˙(τ))dτ.
We have equality in (3.28) if and only if the equality holds in the Fenchel inequal-
ity, i.e. γ˙(t) = gradLSt(x) which means that γ is a solution of the vector field
gradLSt(x). 
Claim: Let γ¯ : [0, t]→M be a calibrated curve of h, for [t0, t1] ⊂ (t0−δ, t0 +δ),
we have γ¯(τ) ⊂ B˚(x0, ) for all τ ∈ [t0, t1].
Proof By contradiction, we assume there exists s ∈ (t0, t1) such that γ¯(τ) ⊂
B˚(x0, ) for τ ∈ [t0, s) and d(γ¯(t0), γ¯(s)) = . We use Ci to denote the constants
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independent of (x, t, u, x˙). By (L2) and the compactness of M , we have L(x, t, 0, x˙)
has a lower bound denoted by C1 > −∞ for (x, t) ∈ M × [0, T ]. From (L2) and
(A1), it follows that we can find C2 > −∞ such that
(3.29) L(x, t, u, x˙) ≥ L(x, t, 0, x˙)−K ≥ ‖x˙‖ − C2 −K,
where K denotes the uniform bound of |L(x, t, u, x˙)− L(x, t, 0, x˙)|. Hence,∫ t1
t0
L(γ¯(τ), τ, u(γ¯(τ), τ), ˙¯γ(τ))dτ
=
∫ s
t0
L(γ¯(τ), τ, u(γ¯(τ), τ), ˙¯γ(τ))dτ +
∫ t1
s
L(γ¯(τ), τ, u(γ¯(τ), τ), ˙¯γ(τ))dτ,
≥
∫ s
t0
‖ ˙¯γ(τ)‖ − C2 −Kdτ +
∫ t1
s
C1 −Kdτ,
≥ − C3(t1 − t0),
where C3 = |C1| + |C2| + K. Since γ¯ : [0, t] → M be a calibrated curve of h, then
we have
(3.30) h(γ¯(t1), t1) = h(γ¯(t0), t0) +
∫ t1
t0
L(γ¯(τ), τ, h(γ¯(τ), τ), ˙¯γ(τ))dτ,
Based on Remark 3.3, h(γ¯(t), t) is continuous with respect to t, then we have  ≤ 0
as t1 tends to t0, which is in contradiction with the assumption  > 0. 
By the strict minimality of the solution γ˜ of the vector field gradLSt(x), it
follows from Lemma 3.1 and Lemma 3.2 that the calibrated curve γ¯(τ) coincides ex-
actly with γ˜ for τ ∈ [t0 − δ¯, t0 + δ¯] up to a reparameterization, where δ¯ < δ. Hence,
there exists δ¯ > 0 such that for τ ∈ [t0 − δ¯, t0 + δ¯], ˙¯γ(τ) exists. By (L3), a standard
argument (see [15, 23]) shows that the differentiability of γ¯(τ) for τ ∈ [t0− δ¯, t0 + δ¯]
can be extended to the whole interval [0, t]. So far, we complete the proof of Lemma
3.4. 
3.3. Step 3
In this step, we will prove a relation between hx0,u0(x, t) and U(t), where U(t)
belongs to a characteristic curve (X(t), U(t), P (t)). More precisely, we have the
following lemma:
Lemma 3.5 For t ∈ (0, T ], let (X(t), U(t), P (t)) denote a characteristic curve and
Sxx0,u0 denote the set of (X(t), U(t), P (t)) satisfying X(0) = x0, X(t) = x and
U(0) = u0, then we have
(3.31) hx0,u0(x, t) = inf
{
U(t) : (X(t), U(t), P (t)) ∈ Sxx0,u0
}
.
Proof For the simplicity of notations, we use Ci to denote the constants only
depending on t. First of all, we prove that the infimum on the right side of (4.12)
can be achieved. More precisely, there exists (X¯(t), U¯(t), P¯ (t)) such that
(3.32) U¯(t) = inf
{
U(t) : (X(t), U(t), P (t)) ∈ Sxx0,u0
}
.
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In terms of the characteristic equation (1.2), it follows from the Legendre transfor-
mation that
(3.33) U˙(t) = L(X(t), t, U(t), X˙(t)).
By the assumptions (L2) and (A1), there exists a constant C1 such that for any s ∈
[0, t], L(X(s), s, U(s), X˙(s)) ≥ C1, hence U˙(s) ≥ C1. Moreover, a simple calculation
implies
(3.34) U(s) ≥ u0 − |C1|t.
Therefore, infSxx0,u0 U(t) exists, which is denoted by u˜. Then, one can find a sequence
(Xn(t), Un(t), X˙n(t)) such that (extracting a subsequence if necessary) as n→∞
Un(t)→ u˜,
hence, for n large enough, we have
(3.35) Un(t) ≤ u˜+ 1.
From U˙(s) ≥ C1, it follows that for any s ∈ [0, t], U(t) − U(s) ≥ C1(t − s), which
together with (3.35) implies
Un(s) ≤ u˜+ 1 + |C1|t.
It follows that for any s ∈ [0, t],
|Un(s)| ≤ C2.
Hence, according to (L2), it follows that for n large enough, there exists sn ∈ [ t2 , t]
such that
|X˙n(sn)| ≤ C3.
Based on the compactness of M × [0, t], we have (extracting a subsequence if neces-
sary) as n→∞
(3.36) (Xn(sn), sn, Un(sn), X˙n(sn))→ (x¯, s¯, u¯, ˙¯x).
By virtue of continuous dependence of solutions of (1.2) on initial conditions, it fol-
lows that there exists a characteristic curve (X¯(t), U¯(t), ˙¯X(t)) via Legendre trans-
formation such that
(3.37)
X¯(0) = x0, X¯(s¯) = x¯, X¯(t) = x,
U¯(0) = u0, U¯(s¯) = u¯, U¯(t) = u˜.
Therefore, there exists (X¯(t), U¯(t), P¯ (t)) such that
(3.38) U¯(t) = inf
{
U(t) : (X(t), U(t), P (t)) ∈ Sxx0,u0
}
.
In the next, we will prove
(3.39) hx0,u0(x, t) = U¯(t).
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By virtue of (3.33), we have
(3.40) U¯(t) = u0 +
∫ t
0
L(X¯(τ), τ, U¯(τ), ˙¯X(τ))dτ.
By Lemma 3.1 and Lemma 3.4, it follows that there exists a characteristic curve
(via Legendre transformation) (X˜(t), U˜(t), ˙˜X(t)) such that U˜(t) = hx0,u0(x, t) and
(3.41) hx0,u0(x, t) = u0 +
∫ t
0
L(X˜(τ), τ, hx0,u0(X˜(τ), τ),
˙˜X(τ))dτ.
By contradiction, we assume U¯(t) = hx0,u0(x, t). From (3.38), it follows that U¯(t) <
hx0,u0(x, t). Based on the method of characteristics and the compactness of M , for
given xˆ, uˆ and tˆ, there exist , δ > 0 small enough such that for any x ∈ B˚(xˆ, ) and
s ∈ (tˆ− δ, tˆ+ δ), we have
(3.42) hxˆ,uˆ(x, s) = S(x, s),
where S(x, t) is a classical solution of (1.1) satisfying S(xˆ, tˆ) = uˆ. Since (X¯(t), U¯(t),
˙¯X(t)) is a C1 characteristic curve, then it is easy to see that there exist N > 0 and
a partition as follows:
(3.43) {(X¯(si), si) : i = 0, . . . , N},
such that si+1 ∈ (si − δ, si + δ) and X¯(si+1) ∈ B˚(X¯(si), ). In particular, we let
s0 = 0 and sN = t. By (3.42), it yields
(3.44) hX¯(si),U¯(si)(X¯(si+1), si+1) = U¯(si+1).
From the definition of hx0,u0(x, t), it follows that
hx0,u0(x, t)− u0 ≤
N∑
i=0
hX¯(si),U¯(si)(X¯(si+1), si+1)− U¯(si)
= U¯(t)− u0,
which implies hx0,u0(x, t) ≤ U¯(t). It contradicts the assumption U¯(t) < hx0,u0(x, t).
This finishes the proof of Lemma 3.5. 
3.4. Step 4
In this step, we will provide a priori estimate of hx0,u0(γ(s), s), where γ(s) :
[0, t]→M is a calibrated curve connecting x0 and x.
For the simplicity of notations, we denote that L(x, t, u, x˙) − L(x, t, 0, x˙) by
V (x, t, u, x˙). We construct an function denoted by VR(x, t, u, x˙) such that VR(x, t, u, x˙)
is C2 with respect to x. More precisely
(3.45) VR(x, t, u, x˙) =
{
V (x, t, u, x˙), |u| ≤ R
0, |u| > R+ 1.
Let
(3.46) LR(x, t, u, x˙) = L(x, t, 0, x˙) + VR(x, t, u, x˙).
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For R suitable large, the Lipschitz continuity of V (x, x˙, u) with respect to u gives
rise to
(3.47) |VR(x, t, u, x˙)| ≤ λ|u| ≤ λR,
where λ is the Lipschitz constant of L(x, t, u, x˙). We omit the subscripts x0, u0 of
hx0,u0(x, t) for simplicity. Based on Step 1, we have that there exists a function
denoted by hR(x, t) such that
hR(x, t) = u0 + inf
γ(t)=x
γ(0)=x0
∫ t
0
L(γ(τ), τ, 0, γ˙(τ)) + VR(γ(τ), τ, hR(γ(τ), τ), γ˙(τ))dτ.
If we let hR(x0, 0) = u0, then the curve achieving the infimum is a calibrated curve.
Moreover, we have the following lemma.
Lemma 3.6 For a given (x, t) ∈ M × (0, t], let γ(s) : [0, t] → M be a calibrated
curve satisfying γ(0) = x0 and γ(t) = x, then there exists A
∗ such that for any
s ∈ [0, t]
(3.48) |hR(γ(s), s)| ≤ A∗,
where A∗ is a positive constant only depending on t.
Proof On one hand, we prove hR(γ(s), s) is lower bounded. By (L2), it yields that
L(γ(s), s, 0, γ˙(s)) has a lower bound denoted by C1, where we use Ci to denote the
constants independent of (x, t, u, x˙). Let γs(τ) : [0, s] → M be a calibrated curve
satisfying γs(0) = x0 and γs(s) = γ(s), where γ(s) : [0, t] → M be a calibrated
curve satisfying γ(0) = x0 and γ(t) = x. Without loss of generality, we assume
hR(γ(s), s) < 0, then we have the following dichotomy:
(I) there exists τ0 ∈ (0, s) such that hR(γs(τ0), τ0) = 0 and hR(γs(τ), τ) ≤ 0 for
any τ ∈ [τ0, s];
(II) for any τ ∈ (0, s), hR(γs(τ), τ) < 0.
For Case (I), we have
hR(γs(s), s)
= hR(γs(τ0), τ0) +
∫ s
τ0
L(γs(τ), τ, 0, γ˙s(τ)) + VR(γs(τ), τ, hR(γs(τ), τ), γ˙s(τ))dτ,
≥
∫ s
τ0
L(γs(τ), τ, 0, γ˙s(τ))dτ −
∫ s
τ0
λ|hR(γs(τ), τ)|dτ,
≥ C1(s− τ0) +
∫ s
τ0
λhR(γs(τ), τ)dτ,
where the second inequality is according to (A2). Set f(γs(s), s) := −hR(γs(s), s),
hence we have
(3.49) f(γs(s), s) ≤ −C1(s− τ0) +
∫ s
τ0
λf(γs(τ), τ)dτ.
By virtue of Gronwall’s inequality, it follows that
(3.50) f(γs(s), s) ≤ −C1(s− τ0)eλ(s−τ0) ≤ −C1teλt.
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Since hR(γ(s), s) = hR(γs(s), s), then we have
(3.51) hR(γ(s), s) = −f(γs(s), s) ≥ C1teλt.
For Case (II), it follows from a similar argument that
(3.52) hR(γ(s), s) ≥ (C1t− |u0|)eλt.
Therefore, for both of cases, there exists a constant A1 independent of R such that
(3.53) hR(γ(s), s) ≥ A1.
On the other hand, we prove hR(γ(s), s) is upper bounded. First of all, we
estimate hR(x, t) for a given (x, t) ∈ M × (0, T ]. Without loss of generality, we
assume hR(x, t) > 0. Let γ¯(s) : [0, t] → M be a straight line satisfying γ¯(0) = x0
and γ¯(t) = x. From (L1), it follows that for 0 ≤ s1 < s2 ≤ t
(3.54)
∫ s2
s1
L(γ¯(τ), τ, 0, ˙¯γ(τ))dτ ≤ C2d
2(x, x0)
t
+ C3t,
where d(x, x0) denote a Riemannian metric on M . The compactness of M implies
d(x, y) is finite for any (x, y) ∈ M . Since hR(x, t) > 0, we have the following
dichotomy:
(I) there exists s0 ∈ (0, t) such that hR(γ¯(s0), s0) = 0 and hR(γ¯(s), s) ≥ 0 for any
s ∈ [s0, t];
(II) for any s ∈ (0, t), hR(γ¯(s), s) > 0.
For Case (I), we have
hR(γ¯(t), t) ≤ hR(γ¯(s0), s0)
+
∫ t
s0
L(γ¯(τ), τ, 0, ˙¯γ(τ)) + VR(γ¯(τ), τ, hR(γ¯(τ), τ), γ˙(τ))dτ,
≤
∫ t
s0
L(γ¯(τ), τ, 0, ˙¯γ(τ)) + λhR(γ¯(τ), τ)dτ,
≤ C3t+ C4
t
+
∫ t
s0
λhR(γ¯(τ), τ)dτ,
which together with Gronwall’s inequality implies that
(3.55) hR(x, t) ≤ (C3t+ C4
t
)eλ(t−s0) ≤ (C3t+ C4
t
)eλt.
For Case (II), it follows from a similar argument that
(3.56) hR(x, t) ≤ (|u0|+ C3t+ C4
t
)eλt.
Secondly, Let γ(s) : [0, t] → M be a calibrated curve satisfying γ(0) = x0 and
γ(t) = x. We prove hR(γ(s), s) is upper bounded for any s ∈ (0, t). Let δ = 12λ . The
proof is divided into two cases.
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Case One: t ≤ δ. We denote B := hR(x, t). Without loss of generality, we
assume B > 0. In the following, we prove there exists a suitable large constant
n > 0 such that for any s ∈ (0, t], hR(γ(s), s) < nB.
By contradiction, we assume that there exists s0 such that hR(γ(s0), s0) ≥ nB.
Hence, we can find a time interval [s1, s2] ⊂ (0, t] such that hR(γ(s1), s1) = nB,
hR(γ(s2), s2) = B and B ≤ hR(γ(s), s) ≤ nB for s ∈ [s1, s2]. Moreover, we have
hR(γ(s2), s2) = hR(γ(s1), s1)
+
∫ s2
s1
L(γ(τ), τ, 0, γ˙(τ)) + VR(γ(τ), τ, hR(γ(τ), τ), γ˙(τ))dτ,
≥ hR(γ(s1), s1) + C1(s2 − s1)−
∫ s2
s1
λhR(γ(τ), τ)dτ,
which together with t ≤ δ and δ = 12λ yields
(3.57) hR(γ(s2), s2) ≥ 1
2
nB + C1δ.
For n suitable large, (3.57) is in contradiction with the assumption hR(γ(s2), s2) =
B. Hence, for any s ∈ (0, t], hR(γ(s), s) < nB.
Case Two: t > δ. In this case, it is easy to see that there exists m > 0 such
that the time interval is separated into m subintervals and the length of each one is
not greater than δ. More precisely, one can choose a partition of [0, t] as follows:{
τi : τi+1 − τi ≤ δ
2
}
,
where i = 0, 1, . . . , 2m and τ0 = 0, τ2m = t. Hence, for any s¯ ∈ (0, t), there exists
i¯ ≥ 1 such that s¯ ∈ (τi¯−1, τi¯+1]. By an argument similar to the case with t ≤ δ, we
have
hR(γ(s¯), s¯) < nhR(γ(τi+1), τi+1),
< n2hR(γ(τi+2), τi+2).
Repeating the deduction by 2m− i¯ times, it follows that
hR(γ(s¯), s¯) < n
2m−i¯hR(γ(τ2m), τ2m),
= n2m−i¯hR(x, t),
≤ n2mB.
We denote n¯ := n2m. It follows that there exists n¯ > 0 suitable large such that for
any s ∈ (0, t]
(3.58) hR(γ(s), s) < n¯B,
where γ(s) : [0, t]→M be a calibrated curve satisfying γ(0) = x0 and γ(t) = x.
Therefore, for both of cases, there exists a constant A2 independent of R such
that
(3.59) hR(γ(s), s) ≤ A2.
So far, it suffices to proof Lemma 3.6 that we take
(3.60) A∗ = max{A1, A2}.
This finishes the proof of Lemma 3.6. 
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3.5. Step 5
In this step, we will prove a priori estimate of |γ˙(s)|, where γ(s) : [0, t]→M is
a calibrated curve connecting x0 and x.
We construct an C2 function denoted by LR(x, t, u, x˙) satisfying
(3.61) LR(x, t, u, x˙) =
{
L(x, t, u, x˙), |u| ≤ R, |x˙| ≤ R,
lR(x˙), |u| > R+ 1, |x˙| > R+ 1,
where lR(x˙) denotes an integrable system such that LR(x, t, u, x˙) satisfies (L1), (L2)
and (L3). Hence, for a given R0, there exists λ0 > 0 (depending on R0) such that
for any u, v ∈ [−R0, R0], we have
(3.62) |LR0(x, t, u, x˙)− LR0(x, t, v, x˙)| ≤ λ0|u− v|.
By virtue of the arguments above, if we let hR0(x0, 0) = u0, then it follows that for
a given (x, t)(x 6= x0, t > 0), there exists a C1 characteristic curve γR0 : [0, t] → M
such that
hR0(x, t) = u0 +
∫ t
0
LR0(γR0(τ), τ, hR0(γR0(τ), τ), γ˙R0(τ))dτ,
where we drop the subscripts x0, u0 of hR0(x, t) for simplicity. First of all, we
estimate the initial velocity x˙R(0) for any R > 0.
Lemma 3.7 For any R > 0, |x˙R(0)| has a bound independent of R.
Proof Based on Lemma 3.6,
(3.63) |hR(γR(s), s)| ≤ A∗,
where γR(s) : [0, t] → M is a calibrated curve with γR(0) = x0 and γR(t) = x and
A∗ is independent of R. Hence, for any R > 0, there exists sR ∈ [0, t] such that
(3.64) |γ˙R(sR)| ≤ D,
where D denotes a constant independent of R. Moreover, we can find a sequence
Rn (extracting a subsequence if necessary) such that as n→∞,
(3.65) (γRn(sRn), γ˙Rn(sRn))→ (x∞(s∞), v∞(s∞)).
According to (L3), we have
(3.66) (x0, x˙∞(0)) = Π ◦ Φ−s∞ ◦Π−1(x∞(s∞), v∞(s∞)),
where Π denotes the projection from TM ×R×R to TM and Φ denotes the phase
flow generated by L, which is conjugated to the Hamiltonian flow generated by (1.2)
via Legendre transformation. Similarly, we have
(3.67) (x0, x˙R(0)) = Π ◦ ΦR−sR ◦Π−1(γR(sR), γ˙R(sR)).
From the construction of LR, it follows that for a given (x˜, t˜, u˜, ˙˜x), as R→∞,
(3.68) ΦR(x˜, t˜, u˜, ˙˜x)→ Φ(x˜, t˜, u˜, ˙˜x).
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Hence, for any subsequence Rm, we have that as m→∞,
ΦRm(x˜, t˜, u˜, ˙˜x)→ Φ(x˜, t˜, u˜, ˙˜x),
which yields that as R→∞,
(3.69) (x0, x˙Rm(0))→ (x0, x˙∞(0)).
Since A∗ is independent of R, then there exists a compact set denoted by C ⊂ TM
such that for any subsequence Rm, as m→∞
(3.70) (x0, x˙Rm(0)) ∈ C.
Consequently, there exists a compact set V independent of R such that any
R > 0, we have
(3.71) (x0, x˙R(0)) ∈ V.
Therefore, for any R > 0, |x˙R(0)| has a bound independent of R, which completes
the proof of Lemma 3.7. 
Combing Lemma 3.6 and Lemma 3.7, it follows from (L3) that for a given
(x, t)(x 6= x0, t > 0), there exists a compact set Λt independent of R such that for
any R and s ∈ [0, t], we have
(γR(s), hR(γR(s), s), γ˙R(s)) ∈ Λt.
Hence, there exists a positive constant K∗ independent of R such that for any R
and s ∈ [0, t], we have
(3.72) |γ˙R(s)| ≤ K∗.
3.6. Step 6
Based on Lemma 3.6 and (3.72), we will prove the existence and uniqueness of
hx0,u0(x, t) without the assumptions (A1) and (A2). As a preliminary, we have the
following lemma:
Lemma 3.8 For a given (x, t) ∈ M × (0, T ], there exists R∗ such that for any
R1, R2 > R
∗,
(3.73) hR1(x, t) = hR2(x, t) = hR∗(x, t).
Proof Let (XR(t), UR(t), PR(t)) denote a characteristic curve generated by HR,
where HR denotes the Legendre transformation of LR denoted by (3.46). For the
simplicity of notations, we denote
inf
SR
UR(t) := {U(t) : (XR(t), UR(t), PR(t)) ∈ SR} ,
where we drop the subscripts x0, u0, x of S. According to Lemma 3.5, we have
(3.74) hR2(x, t) = infSR2
UR2(t),
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where SR2 denotes the set of (XR2(t), UR2(t), PR2(t)) generated byHR2 withXR2(0) =
x0, XR2(t) = x and UR2(0) = u0.
By virtue of Lemma 3.6 and (3.72), it follows from the Legendre transformation
that for any R1, R2 > R
∗,
(3.75) (XR1(t), UR1(t), PR1(t)) ∈ SR∗ .
Hence,
SR1 ⊂ SR∗ .
On the other hand, it is easy to see that
(3.76) SR∗ ⊂ SR1 ,
Hence, we have
(3.77) SR1 = SR2 = SR∗ ,
which together with Lemma 3.5 implies
(3.78) hR1(x, t) = infSR1
UR1(t) = infSR∗
UR∗(t) = infSR2
UR2(t) = hR2(x, t).
Therefore, it suffices for proving Lemma 3.8 to take R∗ = max{A∗,K∗}. 
Lemma 3.8 the existence and uniqueness of hx0,u0(x, t) without the assumptions
(A1) and (A2). Indeed, for a given (x, t), we can denote
hx0,u0(x, t) := lim
R→∞
hR(x, t) = hR∗(x, t).
In terms of Lemma 3.8, we have
hx0,u0(x, t) = u0 + inf
γ(t)=x
γ(0)=y
∫ t
0
L(γ(τ), τ, hx0,u0(γ(τ), τ), γ˙(τ))dτ,
where the infimums are taken among the continuous and piecewise C1 curves.
It is easy to see that
lim
R→∞
SR = S = SR∗ ,
which implies
lim
R→∞
inf
SR
UR(t) = infS
U(t).
Therefore, we have
hx0,u0(x, t) = infS
U(t).
So far, we complete the proof of Theorem 1.1 under the assumptions (L1), (L2)
and (L3).
Remark 3.9 Based on the argument above, it is easy to see that the C2 dependence
on u of L(x, t, u, x˙) can be replaced by the locally Lipschitz continuity of L(x, t, u, x˙)
with respect to u.
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4. Proof of Theorem 1.2
In this section, we are devoted to proving Theorem 1.2. First of all, we construct
a variational solution of (1.1) with initial condition.
4.1. Construction of a variational solution
Based on Theorem 1.1, it follows that under the assumptions (L1), (L2) and
(L3), there exists a unique hy,φ(y)(x, t) ∈ C(M × (0, T ],R) such that
(4.1) hy,φ(y)(x, t) = φ(y) + inf
γ(t)=x
γ(0)=y
∫ t
0
L(γ(τ), τ, hy,φ(y)(x, t), γ˙(τ))dτ,
where the infimums are taken among the continuous and piecewise C1 curves. By
the compactness of M , we have that there exists u(x, t) ∈ C(M× [0, T ],R) such that
(4.2) u(x, t) = inf
γ(t)=x
{
φ(γ(0)) +
∫ t
0
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ
}
.
Indeed, we have the following lemma:
Lemma 4.1
(4.3) u(x, t) = inf
y∈M
hy,φ(y)(x, t).
Proof From the definition of hy,φ(y)(x, t) as (4.1), it is easy to see that
(4.4) u(x, t) ≤ inf
y∈M
hy,φ(y)(x, t).
We prove that the converse inequality holds in the following. Since M is com-
pact, then it yields that there exists y0 ∈ M and a curve γ1 satisfying γ1(0) = y0
and γ1(t) = x such that the infimum of (4.2) is achieved, i.e.
(4.5) u(x, t) = φ(y0) +
∫ t
0
L(γ1(τ), γ˙1(τ), u(γ1(τ), τ))dτ.
On the other hand, from the definition of hy,φ(y)(x, t), it follows that there exists
a curve γ2 satisfying γ2(0) = y0 and γ2(t) = x such that the infimum of (4.1) is
achieved, i.e.
(4.6) hy0,φ(y0)(x, t) = φ(y0) +
∫ t
0
L(γ2(τ), γ˙2(τ), hy0,φ(y0)(γ2(τ), τ))dτ.
The uniqueness of hy0,φ(y0)(x, t) gives rise to
u(x, t) = hy0,φ(y0)(x, t),
which implies that
u(x, t) ≥ inf
y∈M
hy,φ(y)(x, t).
Combining with (4.4), we obtain
u(x, t) = inf
y∈M
hy,φ(y)(x, t).
This finishes the proof of Lemma 4.1. 
A DYNAMICAL APPROACH TO VISCOSITY SOLUTIONS 21
Lemma 4.2 u(x, t) determined by (4.2) is a variational solution of (1.1) with initial
condition.
Proof Let γ : [t1, t2] → M be a continuous and piecewise C1 curve and Let
γ¯ : [0, t1] → M be a calibrated curve of u satisfying γ¯(t1) = γ(t1). We construct a
curve ξ : [0, t2]→M defined as follows:
(4.7) ξ(t) =
{
γ¯(t), t ∈ [0, t1],
γ(t), t ∈ (t1, t2].
From (4.2), it follows that
u(γ(t2), t2)− u(γ(t1), t1)
= inf
γ2(t2)=γ(t2)
{
φ(γ2(0)) +
∫ t2
0
L(γ2(τ), τ, u(γ2(τ), τ), γ˙2(τ))dτ
}
− inf
γ1(t1)=γ(t1)
{
φ(γ1(0)) +
∫ t1
0
L(γ1(τ), τ, u(γ1(τ), τ), γ˙1(τ))dτ
}
,
≤ φ(ξ(0)) +
∫ t2
0
L(ξ(τ), τ, u(ξ(τ), τ), ξ˙(τ))dτ
− φ(γ¯(0))−
∫ t1
0
L(γ¯(τ), τ, u(γ¯(τ), τ), ˙¯γ(τ))dτ,
which together with (4.7) gives rise to
(4.8) u(γ(t2), t2)− u(γ(t1), t1) ≤
∫ t2
t1
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ,
which verifies (i) of Definition 2.1.
By means of Lemma 3.4, there exists a C1 calibrated curve γ : [t1, t2] → M
with γ(t2) = x such that
(4.9) u(x, t2)− u(γ(t1), t1) =
∫ t2
t1
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
which implies (ii) of Definition 2.1. This completes the proof of Lemma4.2. 
4.2. Variational solutions are viscosity solutions
In this subsection, we will prove the following lemma:
Lemma 4.3 A variational solution of (1.1) with initial condition is a viscosity so-
lution.
Proof Let u be a variational solution. Since u(x, 0) = φ(x), then it suffices to
consider t ∈ (0, T ]. We use V ⊂ M to denote an open subset. Let φ : V × R → R
be a C1 test function such that u − φ has a maximum at (x0, t0). This means
φ(x0, t0) − φ(x, t) ≤ u(x0, t0) − u(x, t). Fix v ∈ Tx0M and for a given δ > 0, we
choose a C1 curve γ : [t0 − δ, t0 + δ] → M with γ(t0) = x0 and γ˙(t0) = ξ. For
t ∈ [t0 − δ, t0], we have
φ(γ(t0), t0)− φ(γ(t), t) ≤ u(γ(t0), t0)− u(γ(t), t),
≤
∫ t0
t
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ,
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where the second inequality is based (i) of Definition 2.1. Hence,
(4.10)
φ(γ(t), t)− φ(γ(t0), t0)
t− t0 ≤
1
t− t0
∫ t
t0
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
Let t→ t0, we have
∂tφ(x0, t0) + ∂xφ(x0, t0) · ξ ≤ L(x0, t0, u(x0, t0), ξ),
which together with Legendre transformation implies
∂tφ(x0, t0) +H(x0, t0, u(x0, t0), ∂xφ(x0, t0)) ≤ 0,
which shows that u is a viscosity subsolution.
To complete the proof of Theorem 4.3, it remains to show that u is a supersolu-
tion. ψ : V ×R→ R be a C1 test function and u−ψ has a minimum at (x0, t0). We
have ψ(x0, t0)−ψ(x, t) ≥ u(x0, t0)− u(x, t). From (ii) of Definition 2.1, there exists
a C1 curve γ : [0, t0] → M with γ(t0) = x0 and γ˙(t0) = η such that for 0 ≤ t < t0,
we have
(4.11) u(γ(t0), t0)− u(γ(t), t) =
∫ t0
t
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
Hence
ψ(x0, t0)− ψ(x, t) ≥
∫ t0
t
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
Moreover, we have
ψ(γ(t), t)− ψ(γ(t0), t0)
t− t0 ≥
1
t− t0
∫ t
t0
L(γ(τ), τ, u(γ(τ), τ), γ˙(τ))dτ.
Let t tend to t0, it gives rise to
∂tψ(x0, t0) + ∂xψ(x0, t0) · η ≥ L(x0, t0, u(x0, t0), η),
which implies
∂tφ(x0, t0) +H(x0, t0, u(x0, t0), ∂xφ(x0, t0)) ≥ 0.
This finishes the proof of Lemma 4.3. 
4.3. Uniqueness of viscosity solutions
In this subsection, we will prove that under the assumptions (H1), (H2), (H3),
a viscosity solution of (1.1) is a variational solution. Indeed, it suffices to prove the
uniqueness of viscosity solutions of (1.1) with initial condition. More precisely, we
will prove the following lemma:
Lemma 4.4 Under the assumptions (H1), (H2), (H3), the viscosity solution of
(1.1) with initial condition is unique.
In order to verify Lemma 4.4, we need to prove the following lemmas.
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Lemma 4.5 For any δ > 0, a viscosity solution u(x, t) of (1.1) with initial condition
is necessarily Lipschitz on M×[δ, T ], and therefore satisfies (1.1) almost everywhere.
Proof Let u¯(x, t) be a viscosity solution of (1.1) with initial condition. We consider
the following equation:
(4.12)
{
∂tu(x, t) +H(x, t, u¯(x, t), ∂xu(x, t)) = 0,
u(x, 0) = φ(x),
where u¯(x, t) is fixed. More precisely, (4.12) is equivalent to
(4.13)
{
∂tu(x, t) + H¯(x, t, ∂xu(x, t)) = 0,
u(x, 0) = φ(x),
where H¯(x, t, p) = H(x, t, u¯, p). Let {un(x, t)}n∈N be a sequence of C2 functions
such that
(4.14) ‖un(x, t)− u¯(x, t)‖C0 → 0 as n→∞.
Let
(4.15) vn(x, t) := inf
γ(t)=x
∫ t
0
L(γ(τ), τ, un(γ(τ), τ), γ˙(τ))dτ.
From [15], it follows that vn is a viscosity solution of the following equation:
(4.16)
{
∂tu(x, t) +Hn(x, t, ∂xu(x, t)) = 0,
u(x, 0) = φ(x),
where Hn(x, t, p) = H(x, t, un, p). By virtue of Proposition 4.6.6 in [15], it follows
that for each δ > 0, vn(x, t) is equi-Lipschitz on M × [δ, T ] where T is a positive
constant. Owing to the compactness of M , extracting a subsequence if necessary,
we have for t ∈ [δ, T ], there exists a Lipschitz function v(x, t) such that
(4.17) ‖vn(x, t)− v(x, t)‖C0 → 0 as n→∞.
.
From the stability of viscosity solution (see Theorem 8.1.1 in [15]), it follows
that v(x, t) is a viscosity solution of (4.13) on M × [δ, T ]. Therefore, the comparison
theorem (see [6] for instance) holds for the following equation:
(4.18) ∂tu(x, t) +H(x, t, u¯(x, t), ∂xu(x, t)) = 0,
where (x, t) ∈M × [δ, T ] and u¯ is fixed. Hence, we have
(4.19) sup
M×[δ,T ]
(v(x, t)− u¯(x, t)) ≤ sup
M
(v(x, δ)− u¯(x, δ)).
From the continuity of v and u¯, it follows that
lim
δ→0
v(x, δ)− u¯(x, δ) = v(x, 0)− u¯(x, 0) = 0
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which together with (4.19) yields
v(x, t) ≤ u¯(x, t).
By exchanging v and u¯ in (4.19), the comparison theorem implies
u¯(x, t) ≤ v(x, t).
Hence, v(x, t) = u¯(x, t), which means every viscosity solution of (1.1) with initial
condition is Lipschitz on M × [δ, T ] for any δ > 0. This completes the proof of
Lemma 4.5. 
Proof of Lemma 4.4: We construct an C2 function denoted by HR(x, t, u, p)
satisfying
(4.20) HR(x, t, u, x˙) =
{
H(x, t, u, p), |u| ≤ R, |p| ≤ R,
hR(p), |u| > R+ 1, |p| > R+ 1,
where hR(p) denotes an integrable system such that HR(x, t, u, p) satisfies (H1),
(H2) and (H3), which generates the following equation:
(4.21) ∂tu(x, t) +HR(x, t, u(x, t), ∂xu(x, t)) = 0.
Based on the compactness of M × [δ, T ] for any δ > 0 and Lemma 4.5, we have
the viscosity solutions of (1.1) are uniformly bounded and equi-Lipschitz onM×[δ, T ]
for any δ > 0. We denote the uniform bound by K1 and uniform Lipschitz constant
by K2. Hence, for R > max{K1,K2}, the viscosity solutions of (4.21) coincide with
the ones of (1.1).
Let u1(x, t) and u2(x, t) be two viscosity solutions of (1.1) with initial condition.
By the comparison theorem for (4.21), it follows that
(4.22) sup
M×[δ,T ]
(u1(x, t)− u2(x, t)) ≤ sup
M
(u1(x, δ)− u2(x, δ)),
which together the continuity of u1 and u2 yields
u1(x, t) = u2(x, t).
Therefore, we obtain the uniqueness of the viscosity solution of (1.1) with initial
condition. 
So far, we complete the proof of Theorem 1.2.
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