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Zusammenfassung
Aus vielen voneinander unabhängigen Überlegungen wird klar, daß die Raum-Zeit im
Kleinen, oder mit sehr großen Energien betrachtet, in irgendeiner Form nichtkommutativ
oder quantisiert sein muss. Diese Arbeit beschäftigt sich mit zwei verschiedenen Arten
der Nichtkommutativität der Raum-Zeit und mit eichtheoretischen Modellen auf solchen
Räumen. Wir werden die nichtkommutativen Konzepte via eines Isomorphismus auf
kommutative Räume übertragen. Die Information über die nichtkommutative Struktur
versteckt sich in einem neuen nichtabelschen Produkt, dem sogenannten ∗-Produkt.
Das Sternprodukt ist gegeben durch eine störungstheoretische Formel. Daher ist der
kommutative Limes, in dem die Nichtkommutativität verschwindet, und die gewohnten
Strukturen zurückkehren, sehr gut erkennbar.
Wir betrachten also die Konstruktion des Sternproduktes als ersten Schritt in Rich-
tung feldtheoretischer Modelle auf einem nichtkommutativen Raum. So werden im
ersten Teil die Sternprodukte für den 4-dimensionalen q-deformierten Euklidischen und
Minkowski Raum in Normalordnung berechnet. Hierfür können wir geschlossene Aus-
drücke angeben. Allerdings werden q-deformierte Räume in dieser Arbeit nicht weiter
verfolgt. Stattdessen werden wir uns mit kanonisch deformierten und κ-deformierten
Räumen befassen. Kanonisch deformierte Räume haben den Nachteil, dass die klassis-
chen Symmetrien gebrochen sind. Dagegen erlauben sowohl q- als auch κ-deformierte
Räume verallgemeinerte Symmetriestrukturen. Die Symmetrien werden durch Quan-
tengruppen beschrieben.
Rechnerisch sind kanonische Strukturen leichter handzuhaben. Wir werden das Stan-
dardmodell der Elemetarteilchenphysik auf kanonischer Raum-Zeit formulieren. Dabei
legen wir großen Wert darauf, zu zeigen, dass sowohl der Higgs Mechanismus als auch der
Yukawa Sektor im nichtkommutativen Modell implementiert werden können. Wir ent-
wickeln die Wirkung störungstheoretisch bis zur ersten Ordnung in der Nichtkommuta-
tivität. Die zusätzlichen Terme in erster Ordnung entsprechen neuen Wechselwirkungen.
Diese neuen Wechselwirkungen haben weitreichende phänomenologische Bedeutung und
erlauben eine experimentelle Suche nach Anzeichen, die auf die Nichtkommutativität der
Raum-Zeit hindeuten.
Darüber hinaus sind wir bemüht, auch Modelle auf κ-deformierten Räumen zu be-
trachten, die sowohl eine verallgemeinerte Poincaré Symmetry besitzen, als auch sym-
metrisch unter einer beliebigen Eichgruppe sind. Dabei legen wir der Eichtheorie die
gleichen Konzepte zugrunde wie im Falle der kanonischen Raum-Zeit. Da die Struk-
turen vielfältiger sind, werden wir auf interessante Unterschiede stoßen. So ist das
Eichfeld nicht nur ein Element der einhüllenden Algebra der Eichgruppe, sondern auch
der Poincaré Gruppe. Für die Formulierung von Lagrange-Modellen fehlt allerdings
im Moment noch ein invariantes Integral. Feldgleichungen können allerdings hergeleitet
werden. Wir werden, auf eindeutige Weise, eine κ-Poincaré kovariante Klein-Gordon und
Dirac Gleichung aufstellen. Weiters werden wir alle Ergebnisse in den ∗-Formalismus
und auf kommutative Räume übersetzen.
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Chapter 1
Introduction
Non-commutative spaces have a long history. Even in the early days of quantum me-
chanics and quantum field theory, continuous space-time and Lorentz symmetry was
considered inappropriate to describe the small scale structure of the universe [1]. It was
also argued that one should introduce a fundamental length scale limiting the precision of
position measurements. In [2, 3] the introduction of a fundamental length is suggested
to cure the ultraviolet divergencies occuring in quantum field theory. H. Snyder was
the first to formulate these ideas mathematically [4]. He introduced non-commutative
coordinates. Therefore a position uncertainty arises naturally. The success of the renor-
malisation programme made people forget about these ideas for some time. But when
the quantisation of gravity was considered thoroughly, it became clear that the usual
concepts of space-time are inadequate and that space-time has to be quantised or non-
commutative, in some way.
In order to combine quantum theory and gravitation (geometry), one has to describe
both in the same language, this is the language of algebras [5]. Geometry can be
formulated algebraically in terms of abelian C∗ algebras and can be generalised to non-
abelian C∗ algebras (non-commutative geometry). Quantised gravity may even act as a
regulator of quantum field theories. This is encouraged by the fact that non-commutative
geometry introduces a lower limit for the precision of position measurements. There is
also a very nice argument showing that, on a classical level, the selfenergy of a point
particle is regularised by the presence of gravity [6]. Let us consider an electron and a
shell of radius ε around the electron. The selfenergy of the electron is the selfenergy of
the shell m(ε), in the limit ε→ 0. m(ε) is given by
m(ε) = m0 +
e2
ε
,
1
where m0 is the restmass and e the charge of the electron. In the limit ε→ 0, m(ε) will
diverge. Including Newtonian gravity we have to modify this equation,
m(ε) = m0 +
e2
ε
− Gm
2
0
ε
,
G denotes Newton’s gravitational constant. m(ε) will still diverge for ε→ 0, unless the
mass and the charge are fine tuned. Considering general relativity, we know that energy,
therefore also the energy of the electron’s electric field, is the source of a gravitational
field. Again, we have to modify the above equation,
m(ε) = m0 +
e2
ε
− Gm(ε)
2
ε
.
The solution of this quadratic equation is straight forward,
m(ε) = − ε
2G
± ε
2G
√
1 +
4G
ε
(m0 +
e2
ε
).
We are interested in the positive root. Miraculously, the limit ε→ 0 is finite,
m(ε→ 0) = e√
G
.
This is a non-perturbative result, since m(ε → 0) cannot be expanded around G = 0.
m(ε → 0) does not depend on m0, therefore there is no fine tuning present. Classical
gravity regularises the selfenergy of the electron, on a classical level. However, this does
not make the quantisation of space-time unnecessary, since quantum corrections to the
above picture will again introduce divergencies. But it provides an example for the
regularisation of physical quantities by introducing gravity. So hope is raised that the
introduction of gravity formulated in terms of non-commutative geometry will regularise
physical quantities even on the quantum level.
The world of our daily perceptions is continuous. The idea behind non-commutative
space-time is that at some critical energy (or distance) there is a phase transition from
a continuous to a non-commutative space-time. At which energies this phase transition
might take place, or at which energies non-commutative effects occur is a point much
debated on. From various theories generalised to non-commutative coordinates, limits
on the non-commutative scale have been derived. These generalisations have mainly
considered the socalled canonical non-commutativity,[
x̂i, x̂j
]
= iθij,
2
θij = −θji ∈ C. For more details on this and other kinds of non-commutative coor-
dinates, see Chapter 2. Let us name a few estimates of the non-commutativity scale.
A very weak limit on the non-commutative scale ΛNC is obtained from an additional
energy loss in stars due to a coupling of the neutral neutrinos to the photon, γ → νν̄ [7].
They get
ΛNC > 81GeV.
The estimate is based on the argument that any new energy loss mechanism must not
exceed the standard neutrino losses from the Standard Model by much. A similar limit
is obtained in [8] from the calculation of the energy levels of the hydrogen atom and the
Lamb shift within non-commutative quantum electrodynamics ,
ΛNC & 10
4GeV.
If ΛNC = O(TeV ), measurable effects may occur for the anomalous magnetic moment
of the muon which may account for the reported discrepancy between the Standard
Model prediction and the measured value [9]. Also in cosmology and astrophysics non-
commutative effects might be observable. One suggestion is that the modification of the
dispersion relation due to (κ−)non-commutativity may explain the time delay of high
energy γ rays, e.g., from the active galaxy Makarian 142 [10,11].
As we already mentioned, we will provide an introduction to non-commutative geom-
etry in Chapter 2. We will mainly develop the quantum group point of view. This ap-
proach has the advantage to deform not only the space, but also its symmetry structure.
The canonical deformation breaks Lorentz symmetry, only a translational symmetry is
left unbroken. In the quantum group case, the symmetry is deformed to a quantum
group, but still present. Quantum groups depend on the deformation parameter q. In
the limit q → 1, we have to regain all the concepts of the undeformed world. We will
use the term ”classical theory” to denote ordinary theories on commutative space-time,
and the term ”classical fields” to denote fields (abelian or non-abelian) on commutative
space-time.
In Chapter 3, we will discuss a powerful perturbative approach to non-commutativity,
∗-products. The algebra of non-commutative functions Â,
Â = 〈〈x̂
1, . . . , x̂n〉〉
I
,
the free algebra generated by non-commutative coordinates divided by an Ideal gener-
ated by the relations [
x̂i, x̂j
]
= iθij(x̂),
3
is mapped to the commutative algebra of functions A. The non-commutativity is now
hidden in a new non-abelian multiplication
f ∗ g =
∞∑
n=0
hnBn(f, g),
where h is a formal deformation parameter (eh = q, for quantum groups). B0(f, g) =
fg is the commutative limit, h → 0. The ∗-products for the 4-dimensional quantum
Euclidean and Minkowski space will be presented. These results were obtained together
with Hartmut Wachter [12].
In Chapter 4 and 5, we will concern ourselves with the canonical space-time structure.
The construction of gauge theories on non-commutative spaces [13,14] will be revised in
Chapter 4. These ideas will be crucial in Chapter 5 where we will formulate the Standard
Model of theoretical particle physics on canonical space-time. Some phenomenological
and experimental implications will also be discussed. These results were obtained in
collaboration with Xavier Calmet, Branislav Jurčo, Peter Schupp and Julius Wess [15].
A special quantum deformation will be under scrutiny in Chapter 6, κ-deformation
[16, 17]. First of all, we will study the algebra of κ-Euclidean space and κ-deformed
rotation algebra very carefully, construct invariants and wave equations. The most
important result is the generalisation of the ideas developed in Chapter 4 to spaces
symmetric under a quantum group. So we will develop a model symmetric under both,
κ-Poincaré (rotation) symmetry and (arbitrary) gauge symmetry. So far, only scalar
field theory has been considered, and no gauge theory has been tackled on κ-deformed
spaces. The work is still in progress and is conducted in collaboration with Marija
Dimitrijević, Lutz Möller, Efrossini Tschouchnika and Julius Wess [18].
Essentially, this work consists of two parts, The first part is concerned with the
calculation of ∗-products of the q−deformed Euclidean and Minkowski space. This is
considered as a first step towards field theoretical models on q-deformed spaces, for-
mulated within the ∗-product approach. Further steps have been conducted in [19, 20].
Gauge theoretical models are at the heart of the second part. Models symmetric under
gauge transformations are constructed on canonical and κ-deformed space-time.
It is the aim to understand non-commutative spaces, especially spaces that allow for a
deformed symmetry, such that we are enabled to construct realistic particle models and
to predict some observable effects.
4
Chapter 2
Non-Commutative Geometry
Let us try to present some handwaving idea what picture we have in mind when we talk
about non-commutative geometry. Some examples will show, where non-commutativity
has already shown up in physics, and how these ideas might be useful. After all these
motivations, we will formulate some aspects of non-commutative geometry mathemati-
cally. We will mainly be concerned with quantum groups and quantum spaces.
Non-commutative geometry is based on non-commuting coordinates
[x̂i, x̂j] 6= 0, (2.1)
i.e., coordinates are non-commutative operators and we have to think in quantum me-
chanical terms. The x̂i’s cannot all be diagonalised simultaneously. Space-time is the
collection of the eigenvalues (spectrum) of the operators x̂i. If the spectrum is discrete,
space-time will be discrete. Commutative coordinates induce a continuous spectrum.
Therefore, also space-time will be continuous.
The theory of non-commutative geometry is based on the simple idea of replacing or-
dinary coordinates with non-commuting operators. We will see how this idea can be
formulated mathematically.
2.1 Physical Motivation for Non-Commuting Coor-
dinates
But before we do so, let us consider some examples.
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2.1.1 Divergencies in QFT
In quantum field theories, loop contributions to the transition amplitudes diverge. Con-
sider a real scalar particle φ which is described by the Lagrangian
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 +
λ
4!
φ4. (2.2)
The contribution of the diagram shown in Fig. 2.1 reads∫
d4q
(2π)4
1
q2 −m2
. (2.3)
The result is divergent. There may be other divergencies as well, and the renormalisation
procedure may remove some of these infinities. The theory is called renormalisable, if all
&%
'$
Figure 2.1: Loop contribution
divergencies can be removed with a finite number of counter terms. The theory defined
by (2.2) is renormalisable, in four dimensions. However, no renormalisable quantum field
theory of gravity is known so far. Discretising space-time may introduce a momentum
cut-off in a canonical way and render a theory finite or at least renormalisable. The
hope is that this can be accomplished by making space-time non-commutative.
2.1.2 Quantum Gravity
All kind of models for and approaches to quantum gravity seem to lead to a fundamental
length scale, i.e., to a lower bound to any position measurement [21]. This seems to
be a model independent feature. The uncertainty in space-time measurements can be
explained by replacing coordinates by non-commutative operators.
2.1.3 String Theory
In open string theory with a constant background B-field, the endpoints of the strings
are confined to submanifolds (D-branes) and become non-commutative [22]. This is true
even on an operator level,
[X i, Xj] = iθij, (2.4)
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where θij = −θji ∈ R, and X i are the coordinates of the 2-dimensional world sheet
embedded in the target space (e.g., R10), i.e., operator valued bosonic fields. Therefore,
we also have for the propagator
〈 [X i, Xj] 〉 = iθij. (2.5)
2.1.4 Classical Non-Commuting Coordinates
Consider a particle with charge e moving in a homogeneous and constant magnetic field.
The action is given by
S =
∫
dt
(
1
2
mẋµẋ
µ − e
c
Bµνx
µẋν
)
, (2.6)
where Bµν is an antisymmetric tensor defining the vector potential Aµ, Bµν = −Bνµ
and Aν = Bµνx
µ. The classical commutation relations are
{πµ, xν} = δνµ, (2.7)
where { , } is the classical Poisson structure. Writing it out explicitly, we get
{ẋµ, xν}+
eBµσ
cm
{xσ, xν} = 1
m
δµν , (2.8)
where πµ =
∂L
∂ẋµ
= mẋµ+
e
c
Bµνx
ν . Let us assume strong magnetic field B and small mass
m - i.e., we restrict the particle to the lowest Landau level [23]. In this approximation,
eqn. (2.8) simplifies, and we get [24]
{xσ, xν} = c (B
−1)σν
e
. (2.9)
The coordinates perpendicular to the magnetic field do not commute, on a classical
level.
2.2 Systematic Approach
Let us examine the classical situation depicted in Fig. 2.2. We start with a smooth
and compact manifold M. The topology of M is uniquely determined by the algebra
of continuous complex (real) valued functions on M, C(M) with the usual involution
7
compact
manifold M
 - C(M)
Urysohn’s
Lemma
 -
Gel’fand
Naimark
abelian, semisimple
C∗ algebra
Figure 2.2: Classical algebraic geometry
(Urysohn’s Lemma [25]). The Gel’fand-Naimark theorem [26] relates the function al-
gebra to an abelian C∗-algebra. The algebra of continuous functions over a compact
manifold M is isomorphic to an abelian unital C∗-algebra. The algebra of continu-
ous functions vanishing at infinity over a locally compact Hausdorff space C0(M) is
isomorphic to an abelian C∗-algebra (not necessarily unital).
Coordinates on the manifold are replaced by coordinate functions in C(M), vector fields
by derivations of the algebra. Points are replaced by maximal ideals, cf. Fig. 2.3.
points → maximal ideals
x ∈M 7→ ideal J = {f |f(x) = 0} ⊂ C(M)
coordinates → coordinate functions
vector field → derivations of the
algebra
geometry → algebraic geometry
Figure 2.3: Algebraic geometry
The trick in non-commutative geometry is to replace the abelian C∗ algebra by a non-
abelian one and to reformulate as much of the concepts of algebraic geometry as possible
in terms of non-abelian C∗ algebras [27, 28].
In the following, this non-commutative algebra A will be given by the algebra of formal
power series generated by the non-commutative coordinate functions x̂i, divided by an
ideal I of relations generated by the commutator of the coordinate functions,
A = C〈〈x̂
1, ...x̂n〉〉
I
, (2.10)
where [x̂i, x̂j] 6= 0. Most commonly, the commutation relations are chosen to be either
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constant or linear or quadratic in the generators. In the canonical case the relations are
constant,
[x̂i, x̂j] = iθij, (2.11)
where θij ∈ C is an antisymmetric matrix, θij = −θji. The linear or Lie algebra case
[x̂i, x̂j] = iλijk x̂
k, (2.12)
where λijk ∈ C are the structure constants, basically has been discussed in two different
approaches, fuzzy spheres [29] and κ-deformation [16,17,18]. Last but not least, we have
quadratic commutation relations
[x̂i, x̂j] = (
1
q
R̂ijkl − δ
i
lδ
j
k)x̂
kx̂l, (2.13)
where R̂ijkl ∈ C is the so-called R̂-matrix which will be discussed in some detail in
Subsection 2.2.1, corresponding to quantum groups. For a reference, see e.g., [30, 31].
In Chapter 5, we will deal with the Standard Model on canonical space-time, and
Chapter 6 will discuss wave equations and gauge theory in the framework of
κ-deformation. We will consider canonical spaces as an approximation in some sense, to
quantum spaces with a quantum group as its underlying symmetry. The advantage of
quantum spaces is that the concept of symmetry can be generalised to quantum groups.
Whereas canonical space-time does not allow for a generalised Lorentz symmetry. Let
us now discuss one specific approach to non-commutative geometry in some more detail,
namely quantum groups.
2.2.1 q-Deformed Case
Classically, symmetries are described by Lie algebras or Lie groups. Physical spaces are
representation spaces of its symmetry algebra - or respectively co-representations of the
function algebra over its symmetry group. Therefore, we will introduce non-commutative
spaces as representation spaces of some quantum algebra. The interpretation has already
been discussed in Chapter 1: Space-time is a continuum in the low energy domain, at
high energies - Planck energy or below - space-time undergoes a phase transition and
becomes a ”fuzzy” non-commutative space. Therefore the symmetries are not broken,
but deformed to a quantum group.
What is a quantum group? Let us start with the function algebra over a classical
Lie group F(G). F(G) is a Hopf algebra whose structure will be defined later in this
Section. Then there is a well defined transition from the classical function algebra
9
to the respective quantum group, F(G) → F(G)q, introducing the non-commutativity
parameter q ∈ C. In the classical limit, q → 1, we have to regain the classical situation.
This is the basic property of a deformation.
As we mentioned before, the enveloping algebra of a Lie algebra and the function
algebra over a Lie group are in a natural way Hopf algebras. Most importantly, q-
deformation does not lead out of the category of Hopf algebras.
Hopf algebra
A Hopfalgebra A (see e.g., [32]) consists of an algebra and a co-algebra structure which
are compatible with each other. Additionally, there is a map called antipode, which
corresponds to the inverse of a group. A is an algebra, i.e., there is a multiplication m
and a unit element η,
m : A⊗ A→ A,
a⊗ b 7→ ab,
η : C → A,
c 7→ c1A,
such that the multiplication satisfies the associativity axiom (Fig. 2.4) and η satisfies
A⊗ A⊗ A -
m⊗ id
A⊗ A
?
id⊗m
A⊗ A - A
?
m
m
=̂ (ab)c = a(bc)
Figure 2.4: Associativity
the axiom depicted in Fig. 2.5.
Reversing all the arrows in Figs. 2.4 and 2.5 and replacing m by the co-product ∆
and η by the co-unit ε gives us the axioms for the structure maps of a co-algebra. The
co-product and the co-unit,
∆ : A → A⊗ A,
ε : A → C
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C⊗ A - A⊗ A
η ⊗ id
 A⊗ C
?
A
id⊗ η
m
PPPPPPPPPq
)
∼= ∼=
=̂ 1A · a = a · 1A = a
Figure 2.5: Unity axiom
are the dual to m and η, respectively. Compatibility between algebra and co-algebra
structure means that the co-product ∆ and the co-unit ε are algebra homomorphisms,
∆(ab) = ∆(a)∆(b), (2.14)
ε(ab) = ε(a)ε(b), (2.15)
where a, b ∈ A. The antipode S : A → A satisfies the axiom shown in Fig. 2.6 below.
It is an anti-algebra homomorphism.
A⊗ A 
∆
A
?
id⊗ S
A⊗ A - A
?
η ◦ ε
m
-∆ A⊗ A
A⊗ A
?
m
id⊗ S =̂

m ◦ (S ⊗ id) ◦∆
= η ◦ ε
= m ◦ (id⊗ S) ◦∆
Figure 2.6: Antipode axiom
If A is the algebra of functions over some matrix group, the antipode S is the inverse,
S(tij) = (t
−1)ij, (2.16)
where tij are the coordinate functions and generate the algebra of functions.
Let me quote the structure maps for the function algebra and its dual. Let G be an
arbitrary, (for simplicity) finite group and F(G) the Hopf algebra of all complex-valued
functions on G. Then the algebra structure of F(G) is given by
m : F(G)⊗F(G) → F(G), (2.17)
m(f1 ⊗ f2)(g) = f1(g)f2(g),
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η : C → F(G), (2.18)
η(k) = k 1F(G).
And we have the following co-algebra structure
∆ : F(G) → F(G)⊗F(G), (2.19)
∆(f)(g1 ⊗ g2) = f(g1g2),
ε : F(G) → C, (2.20)
ε(f) = f(e),
where e is the unit element of G. Eventually, the antipode is given by
(S(f))(g) = f(g−1). (2.21)
F(G) is a commutative Hopf algebra.
Let us consider its dual. Let g be a Lie algebra. The universal enveloping algebra is
defined as
U(g) = T (g)
x⊗ y − y ⊗ x− [x, y]
, (2.22)
where T (g) is the universal tensor algebra. Its algebra structure is given by the commu-
tator and its unit element by the unit in T (g). The other structure maps are consistently
defined as
∆(x) = x⊗ 1 + 1⊗ x, (2.23)
ε(x) = 0, (2.24)
S(x) = −x. (2.25)
U(g) is a co-commutative Hopf algebra, i.e., the co-product is symmetric.
Quantum group
A quantum group is a Hopf algebra with one additional structure. Let us concentrate on
the function algebra F(G) over some Lie group G rather than on its dual, the universal
enveloping algebra of the Lie algebra. The additional structure is the R-form,
R : A⊗ A→ C.
F(G) is a commutative algebra, the R-form describes the almost commutativity of the
product in the deformed algebra. Let us denote this quantum group by F(G)q, since
12
R depends on the non-commutativity parameter q. Let tij be the coordinate functions
generating F(G)q. The generators satisfy the so-called RTT -relations expressing the
almost commutativity
Rijkl t
k
m t
l
n = t
j
l t
i
k R
kl
mn, (2.26)
where R(tik ⊗ t
j
l ) = R
ij
kl. In the commutative limit, R → 1, we have commutative
generators,
tkm t
l
n = t
l
n t
k
m. (2.27)
R is a solution of the Quantum-Yang-Baxter-Equation (QYBE)
R12R13R23 = R23R13R12, (2.28)
where (R13)
ijk
lmn = δ
j
mR
ik
ln, R12 and R23 are defined accordingly.
Quantum Spaces, Mq
A quantum space for a quantum group F(G)q has two basic properties. Mq is a
F(G)q−co-module algebra and in the commutative limit, q → 1, M is the proper
F(G)−co-module space.
Mq ≡ C〈〈x̂1, . . . , x̂n〉〉/I, (2.29)
where I is the ideal generated by the commutation relations of the generators x̂i. But
how can the commutation relations be chosen consistently? The product in Mq has to
be compatible with the co-action of F(G)q.
First let us introduce R̂ ≡ R ◦ τ . In the classical limit, R̂ is just the permutation τ ,
τ(a⊗ b) = b⊗ a. R̂ can be decomposed into projectors,
R̂ = λ1P̂S + λ2P̂A, (2.30)
where P̂A is the q-deformed generalisation of the antisymmetriser, P̂S of the symmetriser,
respectively. The relations
P̂A
mn
ij x̂
ix̂j = 0 (2.31)
on Mq satisfy both of the above requirements. In the commutative limit, (2.31) means
that the commutator of two coordinates vanishes. It is also covariant under the co-action
ρ of the quantum group
ρ : Mq → F(G)q ⊗Mq, (2.32)
ρ(x̂i) = tij ⊗ x̂j, (2.33)
since
P̂A
mn
ij (t
i
k ⊗ x̂k)(t
j
l ⊗ x̂
l) = tmi t
n
j ⊗ P̂A
ij
kl x̂
kx̂l = 0. (2.34)
P̂A is a polynomial in R̂, and the R̂TT relations (2.26) can be applied (R
ij
kl = R̂
ji
kl).
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Differentials, ∂̂A
∂̂A satisfy the same commutation relations as the coordinates [33],
P̂A
ij
kl ∂̂i∂̂j = 0. (2.35)
This follows from the assumptions on the exterior derivative d. The exterior derivative
d = ξA∂̂A shall have the same properties as in the classical case,
d2 = 0, (2.36)
dx̂A = ξA + x̂Ad, (2.37)
where the coordinate differentials ξA are supposed to anticommute, i.e.,
P̂S
AB
CD ξ
CξD = 0. (2.38)
Consequently, the differentials satisfy a modified Leibniz rule
∂̂A(f̂ ĝ) = (∂̂Af̂)ĝ +OAB(f̂) ∂̂B ĝ, (2.39)
where the operator OAB is a homomorphism OAB(f̂ ĝ) = OAC(f̂)OCB(ĝ).
We finish this Section on quantum groups and quantum spaces with a popular two
dimensional example, the Manin plane.
Example: Manin Plane
See e.g., [34]. The Manin plane is generated by the two coordinates x̂, ŷ. The underlying
symmetry is given by the quantum algebra Uq(sl2).
• The coordinates satisfy
x̂ŷ = qŷx̂. (2.40)
• The differentials fulfill the same relation, except for some scaling factor,
∂̂x∂̂y =
1
q
∂̂y∂̂x. (2.41)
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• The crossrelations compatible with the above structures are given by
∂̂xx̂ = 1 + q
2x̂∂̂x + qλŷ∂̂y, (2.42)
∂̂xŷ = qŷ∂̂x, (2.43)
∂̂yx̂ = qx̂∂̂y, (2.44)
∂̂yŷ = 1 + q
2ŷ∂̂y, (2.45)
where λ = q − 1
q
.
• The symmetry algebra Uq(sl2) is generated by T+, T−, T 3, which satisfy the fol-
lowing defining relations
1
q
T+T− − qT−T+ = T 3,
q2T 3T+ − 1
q2
T+T 3 = (q +
1
q
)T+, (2.46)
q2T−T 3 − 1
q2
T 3T− = (q +
1
q
)T−.
• The action of the generators on coordinates is given by
T 3x̂ = q2 x̂T 3 − qx̂,
T 3ŷ =
1
q2
ŷT 3 +
1
q
ŷ,
T+x̂ = qx̂T+ +
1
q
ŷ, (2.47)
T+ŷ =
1
q
ŷT+,
T−x̂ = qx̂T−,
T−ŷ =
1
q
ŷT− + qx̂.
In the classical limit, the symmetry algebra fulfills the usual sl2 relations
[T+, T−] = T 3,
[T 3, T+] = 2T+, (2.48)
[T−, T 3] = 2T−.
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Eqns. (2.47) reduce to the usual action of the generators of angular momentum on a
spin-1/2 state.
2.2.2 Lie Algebra Case
A special example of Lie algebra valued coordinates,
[x̂n, x̂i] = iax̂i, (2.49)
where a ∈ R, i = 1, . . . , n − 1, will be discussed in detail in Chapter 6. This structure
also allows for a quantum group as symmetry group. This case is called κ-deformation
in the literature, cf. [16, 17,18] and references given in Chapter 6.
2.2.3 Canonical Case
As discussed before, Minkowski space with canonical commutation relations does not
allow for a Lorentz symmetry. Only a translational symmetry is present. Compared
to the quantum group case or other more sophisticated examples, calculations can be
done more easily and more interesting models can be studied. The commutator of two
coordinates is a constant
[x̂µ, x̂ν ] = iθµν , (2.50)
where θµν = −θνµ ∈ C. The derivatives act on coordinates as in the classical case,
[∂̂ν , x̂
µ] = δµν . (2.51)
However, there are two consistent ways to define commutation relations of derivatives.
By observing that
x̂µ − iθµν ∂̂ν (2.52)
commutes with all coordinates x̂ν and all derivatives ∂̂ν one may assume that this
expression equals some constant, 0 say. Thus, we can define a derivative in terms of the
coordinates (for invertible θ),
∂̂µ = −iθ−1µν x̂ν . (2.53)
The commutator of derivatives is given by
[∂̂µ, ∂̂ν ] = i(θ
−1)µν . (2.54)
The other possibility compatible with the coordinate algebra relations and with (2.51)
is
[∂̂µ, ∂̂ν ] = 0. (2.55)
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The integral is given by the usual four dimensional integral over commutative functions∫
f̂ ĝ :=
∫
d4x f ∗ g (x) =
∫
d4x f(x) g(x). (2.56)
In the next Chapter, we will discuss what we mean by the map f → f̂ , mapping
functions f depending on commutative coordinates xµ onto non-commutative functions
f̂ , and by the product ∗.
All the necessary prerequisites for field theory with action integral are met. But
before we are going to turn to physics, to gauge theory, we will talk about the ∗-product
approach. In this approach the commutative limit is very transparent.
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Chapter 3
Star Products
Let us consider the non-commutative algebra of functions Â on a non-commutative
space
Â = C〈〈x̂
1, ..., x̂n〉〉
I
, (3.1)
where I is the ideal generated by the commutation relations of the coordinate functions,
and the commutative algebra of functions
A = C〈〈x
1, ..., xn〉〉
[xi, xj]
≡ C[[x1, ..., xn]], (3.2)
i.e., [xi, xj] = 0. Our aim in this Section is to relate these algebras by an isomorphism.
Let us first consider the vector space structure of the algebras, only. In order to construct
a vector space isomorphism, we have to choose a basis (ordering) in Â - satisfying the
Poincaré-Birkhoff-Witt property - e.g., the basis of symmetrically ordered polynomials,
1, x̂i,
1
2
(x̂ix̂j + x̂jx̂i), . . . . (3.3)
Now we map the basis monomials in A onto the according symmetrically ordered basis
elements of Â
W : A → Â,
xi 7→ x̂i, (3.4)
xixj 7→ 1
2
(x̂ix̂j + x̂jx̂i) ≡ : x̂ix̂j : .
The ordering is indicated by : :. W is an isomorphism of vector spaces. In order to
extend W to an algebra isomorphism, we have to introduce a new non-commutative
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multiplication ∗ in A. This ∗-product is defined by
W (f ∗ g) := W (f) ·W (g) = f̂ · ĝ, (3.5)
where f, g ∈ A, f̂ , ĝ ∈ Â.
(A, ∗) ∼= (Â, ·), (3.6)
i.e., W is an algebra isomorphism. The information on the non-commutativity of Â is
encoded in the ∗-product.
3.1 Construction of a ∗-Product of Functions
Let us choose symmetrically ordered monomials as basis in Â. The commutation rela-
tions of the coordinates are
[x̂i, x̂j] = iθij(x̂), (3.7)
where θ(x̂) is an arbitrary expression in the coordinates x̂, for now. In just a moment
we will discuss the special cases (2.11 - 2.13). The Weyl quantisation procedure [35,36]
is given by the Fourier transformation,
f̂ = W (f) =
1
(2π)n/2
∫
dnk eikj x̂
j
f̃(k), (3.8)
f̃(k) =
1
(2π)n/2
∫
dnx e−ikjx
j
f(x), (3.9)
where we have replaced the commutative coordinates by non-commutative ones (x̂i) in
the inverse Fourier transformation (3.8). The exponential takes care of the symmetrical
ordering. Using eqn. (3.5), we get
W (f ∗ g) = 1
(2π)n
∫
dnk dnp eikix̂
i
eipj x̂
j
f̃(k)g̃(p). (3.10)
Because of the non-commutativity of the coordinates x̂i, we need the Campbell-Baker-
Hausdorff (CBH) formula
eAeB = eA+B+
1
2
[A,B]+ 1
12
[[A,B],B]− 1
12
[[A,B],A]+.... (3.11)
Clearly, we need to specify θij(x̂) in order to evaluate the CBH formula.
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Canonical Case
Due to the constant commutation relations, the CBH formula will terminate, terms with
more than one commutator will vanish,
exp(ikix̂
i) exp(ipjx̂
j) = exp
(
i(ki + pi)x̂
i − i
2
kiθ
ijpj
)
. (3.12)
Eqn. (3.10) now reads
f ∗ g (x) = 1
(2π)n
∫
dnkdnp ei(ki+pi)x
i− i
2
kiθ
ijpj f̃(k)g̃(p) (3.13)
and we get for the ∗-product the Moyal-Weyl product [37]
f ∗ g (x) = exp( i
2
∂
∂xi
θij
∂
∂yj
) f(x)g(y)
∣∣∣
y→x
. (3.14)
Lie Algebra Case
The coordinates build a Lie algebra
[x̂i, x̂j] = iλijk x̂
k, (3.15)
with structure constants λijk . In this case the CBH sum will not terminate and we get
exp(ikix̂
i) exp(ipjx̂
j) = exp
(
i(ki + pi)x̂
i +
i
2
gi(k, p)x̂
i
)
, (3.16)
where all the terms containing more than one commutator are collected in gi(k, p). (3.10)
becomes
f ∗ g (x) = 1
(2π)n
∫
dnkdnp ei(ki+pi)x
i+ i
2
gi(k,p)x
i
f̃(k)g̃(p). (3.17)
The symmetrically ordered ∗-product takes the form
f ∗ g (x) = e
i
2
xi gi(−i ∂∂y ,−i
∂
∂z
) f(y)g(z)
∣∣∣
y→x
z→x
. (3.18)
In general, it will not be possible to write down a closed expression for the ∗-product,
since the CBH formula can be summed up only for very few examples.
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q-Deformed Case
The CBH formula cannot be used explicitly, we have to use eqns. (3.4), instead. Let us
first write functions as a power series in xi,
f(x) =
∑
J
cJ (x
1)j1 · . . . (xn)jn , (3.19)
where J = (j1, . . . , jn) is a multi-index. In the same way, non-commutative functions
are given by power series in ordered monomials
f̂(x̂) =
∑
J
cJ : (x̂
1)j1 · . . . (x̂n)jn : . (3.20)
In a next step, we have to express the product of two ordered monomials in the non-
commutative coordinates again in terms of ordered monomials, i.e., we have to find
coefficients aK such that
: (x̂1)i1 . . . (x̂n)in : : (x̂1)j1 . . . (x̂n)jn : =
∑
K
aK : (x̂
1)k1 . . . (x̂n)kn : . (3.21)
Knowing the aK , we know the ∗-product for monimials. It is simply given by
(x̂1)i1 . . . (x̂n)in ∗ (x̂1)j1 . . . (x̂n)jn =
∑
K
aK(x̂
1)k1 . . . (x̂n)kn , (3.22)
using the same coefficients aK as in (3.21). The whole procedure makes use of the
isomorphism W defined in eqns. (3.4) and (3.5). In a last step we have to generalise the
above expression to functions f and g, and express the ∗-product in terms of ordinary
derivatives on the functions f and g, respectively. This merely amounts to replacing
qik - where ik refers to the power ot the k
th coordinate in (3.22) - by the differential
operator qx
k∂k , where no summation over k is implied. We will work out in detail the
∗-product for physically relevant quantum spaces in the next Sections. But for a better
illustration, let us consider some examples first.
Examples
• In Quantum mechanics, cf. [38], we have Heisenberg commutation relations be-
tween momenta and position operators,
[Qi, Pj] = i~δij, (3.23)
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i, j = 1, . . . , n. In normal ordering, where all the momenta are on the right and
all coordinates on the left, QlP k, we get for the ∗-product
f ∗N g (Q,P ) = m ◦ exp(−i~∂Pi ⊗ ∂Qi)f(Q,P )⊗ g(Q,P ), (3.24)
where m is the multiplication map, m(a⊗ b) = ab. For symmetrical ordering the
∗-product reads
f ∗S g (P,Q) = m ◦ exp
(
i~
2
(
∂Qi ⊗ ∂Pi − ∂Pi ⊗ ∂Qi
))
f(Q,P )⊗ g(Q,P ). (3.25)
• The Manin plane is always an eligible candidate,
x̂ ŷ = q ŷ x̂.
First, we consider normal ordering, i.e., a normal ordered monomial has the form
: ŷ3 x̂2 ŷ : = x̂2 ŷ4.
Following the above prescription, we end up with the following ∗-product [13]
f ∗N g (x, y) = m ◦ q−y
∂
∂y
⊗x ∂
∂xf(x, y)⊗ g(x, y). (3.26)
Let us now consider a symmetric ordering, where the factor k! in the denominator
is replaced by [k]q1/2 !, e.g.,
W [xy] =
x̂ŷ + ŷx̂
[2]q1/2 !
, (3.27)
where [a]qb ≡ q
ab−q−ab
qb−q−b . The only difference to symmetrically ordered polynomials
is the normalisation.
f ∗S g (x, y) = m ◦ q−
1
2(y
∂
∂y
⊗x ∂
∂x
−x ∂
∂x
⊗y ∂
∂y )f(x, y)⊗ g(x, y). (3.28)
• The GL(n)q quantum plane is a generalisation of the Manin plane. We have n
generators, x̂1, . . . , x̂n satisfying the relations
x̂ix̂j = qx̂jx̂i, i < j. (3.29)
In the same symmetric ordering as above, the ∗-product is given by [34]
f ∗S g (x) = m ◦ exp
(
−h
2
∑
i<j
(
xj∂j ⊗ xi∂i − xi∂i ⊗ xj∂j
))
f(x)⊗ g(x). (3.30)
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• In the case of the q-deformed 3 dimensional Euclidean space, the algebra of func-
tions is generated by the coordinates x̂+, x̂3, x̂−. Again, we consider normal order-
ing,
: (x̂3)i3 (x̂+)i+ (x̂−)i− : = (x̂+)i+ (x̂3)i3 (x̂−)i− .
For the ∗-product we obtain [12]
f ∗ g =
∞∑
i=0
λi
x2i3
[[i]]q4 !
q2(σ̂3σ̂
′
++σ̂−σ̂
′
3)
(
D−q4
)i
f(x) ·
(
D+q4
)i
g(x′)
∣∣∣
x′→x
, (3.31)
where DAqf(x) =
f(xA)−f(qxA)
xA−qxA
is the discrete Jackson derivative, [[i]]qi =
1−qin
1−qi and
qσ̂A = q
xA
∂
∂xA , where no summation is implied.
In Section 3.5, we will examine the connection between ∗-products corresponding to
different oderings in more detail. Deformations using the CBH formula, such as (3.14)
or (3.18), are sometimes called CBH-quantisations.
3.2 q-Deformed 4-Dimensional Euclidean Space
The procedure to get the ∗-product for the 4-dimensional Euclidean space is very much
the same as described in the previous Section. The quantum space algebra is freely
generated by the coordinates X̂1, X̂2, X̂3 and X̂4, divided by the ideal generated by the
following relations [30,39]
X̂1X̂2 = qX̂2X̂1, X̂1X̂3 = qX̂3X̂1,
X̂3X̂4 = qX̂4X̂3, X̂2X̂4 = qX̂4X̂2, (3.32)
X̂2X̂3 = X̂3X̂2, X̂4X̂1 − X̂1X̂4 = λX̂2X̂3.
As a basis we use the ordered monomials X̂ i11 X̂
i2
2 X̂
i3
3 X̂
i4
4 , and
W (xi11 x
i2
2 x
i3
3 x
i4
4 ) = X̂
i1
1 X̂
i2
2 X̂
i3
3 X̂
i4
4 . (3.33)
The ∗-product on monomials is then defined by the condition
W ((xn11 x
n2
2 x
n3
3 x
n4
4 ) ∗ (xm11 xm22 xm33 xm44 )) = (3.34)
= W (xn11 x
n2
2 x
n3
3 x
n4
4 )W (x
m1
1 x
m2
2 x
m3
3 x
m4
4 ).
The right hand side of (3.34) has to be rewritten in normal ordering, using the relations
(3.32). For this aim, we need to calculate the commutation relations for X̂n22 X̂
m1
1 ,
23
X̂n11 X̂
m3
3 , X̂
n4
4 X̂
m3
3 , X̂
n4
4 X̂
m2
2 , X̂
n3
3 X̂
m2
2 and X̂
n4
4 X̂
m1
1 .
These commutation relations read
X̂n22 X̂
m1
1 = q
−n2m1X̂m11 X̂
n2
2 , X̂
n3
3 X̂
m1
1 = q
−n3m1X̂m11 X̂
n3
3 ,
X̂n44 X̂
m3
3 = q
−n4m3X̂m33 X̂
n4
4 , X̂
n4
4 X̂
m2
2 = q
−n4m2X̂m22 X̂
n4
4 ,
X̂m33 X̂
n2
2 = X̂
n2
2 X̂
m3
3 , (3.35)
X̂n44 X̂
m1
1 =
∑
min{n4,m1}
i=0 λ
iBn4,m1i X̂
m1−i
1 X̂
i
2X̂
i
3X̂
n4−i
4 ,
where
Bn4,m1i =
1
[[i]]q−2 !
[[n4]]q−2 ! [[m1]]q−2 !
[[n4 − i]]q−2 ! [[m1 − i]]q−2 !
. (3.36)
Therefore the ∗-product of two monomials has the form
(xn11 x
n2
2 x
n3
3 x
n4
4 ) ∗ (x
m1
1 x
m2
2 x
m3
3 x
m4
4 ) =
=
min{n4,m1}∑
i=0
λiq−(n2+n3)(m1−i)−(m2+m3)(n4−i)Bn4,m1i × (3.37)
× xn1+m1−i1 x
n2+m2+i
2 x
n3+m3+i
3 x
n4+m4−i
4 .
Using the substitution
qnA → qσ̂A = qxA
∂
∂xA , (3.38)
we obtain for f, g ∈ A
f ∗ g =
∞∑
i=0
λi
(x2x3)
i
[[i]]q−2 !
q−(σ̂2+σ̂3)σ̂
′
1−(σ̂′2+σ̂′3)σ̂4
(
D4q−2
)i
f(x) ·
(
D1q−2
)i
g(x′)
∣∣∣
x′→x
, (3.39)
where DAqif(x) =
f(xA)−f(qixA)
xA−qixA
are Jackson derivatives, and [[n]]qi =
1−qin
1−qi . Let us expand
expressions (3.37) and (3.39) in terms of h = ln q. We find
(xn11 x
n2
2 x
n3
3 x
n4
4 ) ∗ (xm11 xm22 xm33 xm44 ) = xn1+m11 xn2+m22 xn3+m33 xn4+m44 +
+ h
(
a
(1)
0 x
n1+m1
1 x
n2+m2
2 x
n3+m3
3 x
n4+m4
4 +
+ θ(n4)θ(m1) a
(1)
1 x
n1+m1−1
1 x
n2+m2+1
2 x
n3+m3+1
3 x
n4+m4−1
4
)
(3.40)
+ h2
(
a
(2)
0 x
n1+m1
1 x
n2+m2
2 x
n3+m3
3 x
n4+m4
4
+ θ(n4)θ(m1) a
(2)
1 x
n1+m1−1
1 x
n2+m2+1
2 x
n3+m3+1
3 x
n4+m4−1
4
+ θ(n4 − 1)θ(m1 − 1) a(2)2 xn1+m1−21 xn2+m2+22 xn3+m3+23 xn4+m4−24
)
+ O(h3),
24
where a
(j)
i = a
(j)
i (n,m),
a
(1)
0 (n,m) = −(n2 + n3)m1 − (m2 +m3)n4,
a
(1)
1 (n,m) = 2n4m1,
a
(2)
0 (n,m) =
1
2
((n2 + n3)m1 + (m2 +m3)n4)
2, (3.41)
a
(2)
1 (n,m) = −2n4m1(((n2 + n3) + 1)(m1 − 1) + ((m2 +m3) + 1)(n4 − 1)),
a
(2)
2 (n,m) = 2n4(n4 − 1)m1(m1 − 1).
And in terms of derivatives we find
f ∗ g = f(x)g(x)
+ h
(
− (σ̂2 + σ̂3)σ̂′1 − (σ̂′2 + σ̂′3)σ̂4 + 2
x2x3
x1x4
σ̂4σ̂
′
1
)
f(x)g(x′)
∣∣∣
x′→x
(3.42)
+ h2
(1
2
((σ̂2 + σ̂3)σ̂
′
1 + (σ̂
′
2 + σ̂
′
3)σ̂4)
2 + 2
(
x2x3
x1x4
)2
σ̂4(σ̂4 − 1)σ̂′1(σ̂′1 − 1)
− 2x2x3
x1x4
σ̂4σ̂
′
1 (((σ̂2 + σ̂3) + 1)(σ̂
′
1 − 1) + ((σ̂′2 + σ̂′3) + 1)(σ̂4 − 1))
)
f(x)g(x′)
∣∣∣
x′→x
+ O(h3).
The symmetry in all these expressions between x1 and x4, respectively n4 and m1 is
remarkable. In eqn. (3.40) the exponents of the variables x1 and x4 are always di-
minished by the same number. These powers are distributed symmetrically among the
coordinates x2 and x3. This stems from the fact that Uq(so(4)) can be decomposed into
2 independent copies of Uq(su(2)), as in the classical case. In case of the Lorentz group
its decomposition also leads to the tensor product of 2 copies of Uq(sl2(C)), which are
related to each other via complex conjugation. Thus we will not be able to observe this
symmetry between the corresponding Minkowski coordinates, x0 and x3. Additional
terms in (3.40) will occur where the powers taken away from x− and x+ are not sym-
metrically distributed among x0 and x3. But still some remnants of the symmetry are
present, cf. (3.51).
3.3 q-Deformed Minkowski Space
The maybe most important case we want to discuss here is a q-deformed version of the
Minkowski space, the co-module algebra of the q-deformed Lorentz group [31,33,40,41,
25
42]. q-Minkowski space is generated by the four coordinates X̂0, X̂+, X̂3 and X̂−, they
satisfy the following relations
X̂−X̂0 = X̂0X̂−, X̂+X̂0 = X̂0X̂+, X̂3X̂0 = X̂0X̂3,
X̂−X̂3 − q2X̂3X̂− = (1− q2)X̂0X̂−, X̂3X̂+ − q2X̂+X̂3 = (1− q2)X̂0X̂+, (3.43)
X̂−X̂+ − X̂+X̂− = λ
(
X̂3X̂3 − X̂0X̂3
)
.
In order to make the calculations easier, we introduce a new set of coordinates X̂0, X̂+,
ˆ̃
X3, X̂−, where
ˆ̃
X3 ≡ X̂3 − X̂0. (3.44)
Thus, the relevant relations of (3.43) become
X̂−
ˆ̃
X3 = q
2 ˆ̃X3X̂−,
ˆ̃
X3X̂+ = q
2X̂+
ˆ̃
X3, (3.45)
X̂−X̂+ − X̂+X̂− = λ
(
ˆ̃
X3
ˆ̃
X3 + X̂0
ˆ̃
X3
)
.
We again introduce the isomorphism W from the commutative coordinate algebra into
the q-deformed Minkowski space algebra
W (xn00 x
n+
+ x̃
n3
3 x
n−
− ) = X̂
n0
0 X̂
n+
+
ˆ̃
X
n3
3 X̂
n−
− , (3.46)
the right hand side is defined as our normal ordering. Using relations (3.45), we get
ˆ̃
X
n3
3 X̂
m+
+ = q
2n3m+X̂
m+
+
ˆ̃
X
n3
3 , (3.47)
X̂
n−
−
ˆ̃
X
m3
3 = q
2n−m3 ˆ̃X
m3
3 X̂
n−
− ,
X̂
n−
− X̂
m+
+ =
min{n−,m+}∑
i=0
λiX̂
m+−i
+ F
n−,m+
i (X̂0,
ˆ̃
X3) X̂
n−−i
− ,
where the coefficients F n,mi (X̂0,
ˆ̃
X3) satisfy the recursion relation
F n,mi (X̂0,
ˆ̃
X3) = F
n,m−1
i (X̂0,
ˆ̃
X3) + F
n,m−1
i−1 (X̂0,
ˆ̃
X3)×
×
(
q4(m−i)[[n− (i− 1)]]q4
ˆ̃
X
2
3 + q
2(m−i)[[n− (i− 1)]]q2X̂0
ˆ̃
X3
)
,
F n,m0 (X̂0,
ˆ̃
X3) = 1. (3.48)
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We could not deduce a closed expression for F n,mi (X̂0,
ˆ̃
X3) solving the recursion relations
(3.48). However, we can write down what we have so far for the ∗-product of ordered
monomials,
(xn00 x
n+
+ x̃
n3
3 x
n−
− ) ∗ (xm00 x
m+
+ x̃
m3
3 x
m−
− ) =
=
min{n−,m+}∑
i=0
λiq2(n3(m+−i)+m3(n−−i)) × (3.49)
× F n−,m+i (x0, x̃3)x
n0+m0
0 x
n++m+−i
+ x̃
n3+m3
3 x
n−+m−−i
− .
We can rewrite the recursion formula for F
n−,m+
i (x0, x̃3)
F n,mj =
m−j∑
i=0
(
q4i[[n− (j − 1)]]q4x̃23 + q2i[[n− (j − 1)]]q2x0x̃3
)
F
n,i+(j−1)
j−1
=
m−j∑
i0=0
i0∑
i1=0
· · ·
ij−2∑
ij−1=0
j−1∏
k=0
n−(j−k)∑
l=0
(
q4(l+ik)x̃23 + q
2(l+ik)x0x̃3
)
(3.50)
and expand this expression in powers of h = ln q. The expansion of F
n−,m+
i enables us to
write down the ∗-product up to order h2. In order to deduce a closed expression we will
use the identification of the generators of q-deformed Minkowski space with combinations
of the generators of the Drinfeld-Jimbo algebra Uq(sl2) [43,44,32]. Expanding expression
(3.49) in powers of h reads
(xn00 x
n+
+ x̃
n3
3 x
n−
− ) ∗ (xm00 x
m+
+ x̃
m3
3 x
m−
− ) = x
n0+m0
0 x
n++m+
+ x̃
n3+m3
3 x
n−+m−
−
+ h
(
a
(1)
0,0(n,m) x
n0+m0
0 x
n++m+
+ x̃
n3+m3
3 x
n−+m−
− (3.51)
+ θ(n−)θ(m+)
∑
i=0,1
a
(1)
1−i,1+i(n,m)×
× xn0+m0+(1−i)0 x
n++m+−1
+ x̃
n3+m3+(1+i)
3 x
n−+m−−1
−
)
+ h2
(
a
(2)
0,0(n,m) x
n0+m0
0 x
n++m+
+ x̃
n3+m3
3 x
n−+m−
−
+ θ(n−)θ(m+)
∑
i=0,1
a
(2)
1−i,1+i(n,m)×
× xn0+m0+(1−i)0 x
n++m+−1
+ x̃
n3+m3+(1+i)
3 x
n−+m−−1
−
+ θ(n− − 1)θ(m+ − 1)
2∑
i=0
a
(2)
2−i,2+i(n,m)×
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× xn0+m0+(2−i)0 x
n++m+−2
+ x̃
n3+m3+(2+i)
3 x
n−+m−−2
−
)
+ O(h3),
where
a
(1)
0,0(n,m) = 2(n3m+ +m3n−),
a
(1)
1,1(n,m) = a
(1)
0,2(n,m) = 2n−m+,
a
(2)
0,0(n,m) = 2(n3m+ +m3n−)
2,
a
(2)
1,1(n,m) = 2n−m+((2n3 + 1)(m+ − 1) + (2m3 + 1)(n− − 1)), (3.52)
a
(2)
0,2(n,m) = 4n−m+((n3 + 1)(m+ − 1) + (m3 + 1)(n− − 1)),
a
(2)
2,2(n,m) =
1
2
a
(2)
1,3(n,m) = a
(2)
0,4(n,m) = 2n−(n− − 1)m+(m+ − 1).
And in terms of derivatives we find
f ∗ g = f(x)g(x)
+ h
(
2(σ̂3σ̂
′
+ + σ̂
′
3σ̂−) + 2
x̃23 + x0x̃3
x+x−
σ̂−σ̂
′
+
)
f(x)g(x′)
∣∣∣
x′→x
+ h2
(
2(σ̂3σ̂
′
+ + σ̂
′
3σ̂−)
2 + 4
x̃23
x+x−
σ̂−σ̂
′
+((σ̂3 + 1)(σ̂
′
+ − 1) + (σ̂′3 + 1)(σ̂− − 1))
+ 2
x0x̃3
x+x−
σ̂−σ̂
′
+((2σ̂3 + 1)(σ̂
′
+ − 1) + (2σ̂′3 + 1)(σ̂− − 1)) (3.53)
+ 2
(
x̃23 + x0x̃3
x+x−
)2
σ̂−(σ̂− − 1)σ̂′+(σ̂′+ − 1)
)
f(x)g(x′)
∣∣∣
x′→x
+ O(h3).
Finally, we want to deduce a closed expression for the ∗-product (3.49). To this aim we
have a look at the algebra Uq(sl2) [32]. The algebra is generated by the four generators
E, F , K, K−1, satisfying the relations
KE = q2EK, KF = q−2FK, KK−1 = K−1K = 1 ,
EF − FE = K−K−1
q−q−1 . (3.54)
Further we have [32]
F nEm = EmF n (3.55)
+
min{n,m}∑
i=1
(−λ)−i [n]! [m]!
[i]! [n− i]! [m− i]!
(
i−1∏
j=0
Kqn−m+j −K−1q−n+m−j
)
Em−iF n−i,
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where [a] = q
a−q−a
q−q−1 . The operators LA, W defined in eqn. (3.56)) can be interpreted as
q−angular momentum operators [31]. They span a proper subalgebra of Uq(su2)
L+ ≡ q−3[2]−1/2E,
L− ≡ −q−2[2]−1/2KF,
L3 ≡ q−3[2]−1(qFE − q−1EF ), (3.56)
W ≡ K + q3λL3.
Because of (3.54), these generators satisfy the following relations
L3L+ − q2L+L3 = −
W
q2
L+,
L−L3 − q2L3L− = −
W
q2
L−,
L−L+ − L+L− = −
W
q3
L3 + λL3L3, (3.57)
1 = W 2 − q6λ2(L3L3 − qL+L− − q−1L−L+).
With the substitution W → q3lλX̂0, LA → lX̂A, A ∈ {+, 3,−}, 1 → q6l2λ2r̂2 we regain
the relations of q-Minkowski coordinates (3.43) [45]. l has the dimension of an inverse
length and is introduced only for dimensional reasons. Now we return to the third
equation of (3.47). Using eqn. (3.55), one gets
X̂n−X̂
m
+ = q
2nmX̂m+ X̂
n
− +
min{n,m}∑
i=1
[n]! [m]!
[i]! [n− i]! [m− i]!
(
λ−
λ+
)i
q2nm+i
2−2im (3.58)
×
(
i−1∏
k=0
qn−m+k
ˆ̃
X
2
3 − q−n+m−kr̂2
)
X̂m−i+ X̂
n−i
− ,
where r̂2 = −q−2 ˆ̃X
2
3 − (1 + q−2)X̂0
ˆ̃
X3 + (q + q
−1)X̂+X̂−, and λ± = q ± q−1. The right
hand side of eqn. (3.58) still has to be ordered according to the normal ordering. Note
that
ˆ̃
X
2
3 and r̂
2 commute, therefore we find
qi
2−2im∏i−1
k=0
(
qn−m+k
ˆ̃
X
2
3 − q−n+m−k r̂2
)
X̂m−i+ X̂
n−i
− = (3.59)
= q−i
2 ∑i
k=0(−1)kq(1/2i−k)(i−1)
[
i
k
]
q
(
qi−2kX̂+
)m−i ˆ̃
X
2(i−k)
3 r̂
2k
(
qi−2kX̂−
)n−i
,
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where
[
i
k
]
q
= [i]!
[k]! [k−i]! . One can also calculate W
−1(
ˆ̃
X
2(i−k)
3 r̂
2k) the last missing link to
write down the ∗-product for q-deformed Minkowski space, and after a lengthy calcula-
tion one gets
W−1(
ˆ̃
X
2(i−k)
3 r̂
2k) = x̃
2(i−k)
3
k∑
p=0
(q4(i−k) λ+x+x−)
pSk,p(x0, x̃3), (3.60)
where
Sk,p(x0, x̃3) =

1, if p = k
p∑
j1=0
j1∑
j2=0
· · ·
jk−p−1∑
jk−p=0
∏k−p
l=1 a(x0, q
2jl x̃3), if 0 ≤ p < k
,
a(x0, x̃3) = −q−2x̃23 − (1 + q−2)x0x̃3. (3.61)
Eqns. (3.58), (3.60) and (3.61) enable us to order any two monomials in the q-Minkowski
generators and to write down the ∗-product for q-deformed Minkowski space in a closed
expression,
f ∗ g =
∞∑
i=0
(
λ−
λ+
)i ∑
k+j=i
Rk,j (x)
[[k]]q2 ! [[j]]q2 !
q(2σ̂3+σ̂−+i)σ̂
′
++(2σ̂
′
3+σ̂
′
++i)σ̂− × (3.62)
×
[
(D−q2)
if
]
(x0, x+, x̃3, q
j−kx−) ·
[
(D+q2)
ig
]
(x′0, q
j−kx′+, x̃
′
3, x
′
−)
∣∣∣
x′→x
,
where x = (x0, x+, x3, x−) and with the polynomials
Rk,j(x0, x+, x̃3, x−) = (−q)k(qjx̃23)j
k∑
p=0
Sk,p(x0, x̃3)λ
p
+(q
4jx+x−)
p =
= W−1
(
(qj ˆ̃X3
2
)j(−q r̂2)k
)
. (3.63)
So finally, we have found both, the expansion of the ∗-product in powers of h (3.53) and
a closed expression (3.62).
3.4 Remarks
Let us end these Sections with a few comments on eqns. (3.31), (3.39) and (3.62). First
of all, we can see that the formulas for the ∗-product have a similiar structure in all
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three cases. The commutative product is modified by an infinite sum of corrections,
f ∗ g = fg +
∞∑
i=1
hiCi(f, g),
where Ci are local differential operators, see Section 3.5. The i
th term is of order O(λi) =
O(hi).
Additionally, there are some kind of mixed scaling operators of the form qaσ̂
′σ̂, which
lead to a displacement effect. The derivatives in the exponent will shift the argument of
the function, such that the value of the ∗-product at a given point will also depend on
the values of the functions at neighbouring points. The displacement effect is present
in all dimensions and shows that non-commutativity induced by q−deformation implies
some kind of non-locality. Especially in Minkowski space, one is forced to reinterpret
the concept of causality, as the ∗−product, which can be considered as some kind of
interaction (cf. Chapter 5), does not only depend on the nearby past but also on the
nearby future.
The remaining operators and factors are responsible for an effect we have already
mentioned at the end of Section 3.2. This substitution effect is absent in less than 3
dimensions. It transforms the (plane) coordinates X+ and X− (X1 and X4, respectively)
into the transverse coordinate X3 and the time coordinate X0 (X2 and X3, respectively).
It also shows that physical quantities like charge densities initially restricted to a plane
may disperse in transverse directions or undergo an evolution in time.
3.5 Mathematical Approach to ∗-Products
Definition 1 (Poisson Bracket)
Let M be a smooth manifold, a Poisson bracket is a bi-linear map {, } : C∞(M) ×
C∞(M) → C∞(M) satisfying
f, g, h ∈ C∞(M)
(i) {f, g} = −{g, f}, antisymmetry
(ii) {{f, g}, h}+ {{g, h}, f}+ {{h, f}, g} = 0, Jacobi identity
(iii) {f, gh} = {f, g}h+ g{f, h}, Leibniz rule
Locally, we can always write the Poisson bracket with the help of an antisymmetric
tensor
{f, g} = θij ∂if∂jg, (3.64)
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where θij = −θji. Because of the Jacobi identity θij has to satisfy
θij∂jθ
kl + θkj∂jθ
li + θlj∂jθ
ik = 0. (3.65)
Definition 2 (∗-Product)
Let f, g ∈ C∞(M) and Ci : C∞(M) × C∞(M) → C∞(M) be local bi-differential opera-
tors. Then we define the ∗-product ∗ : C∞(M)× C∞(M) → C∞(M)[[h]], by
f ∗ g =
∞∑
n=0
hnCn(f, g), (3.66)
such that the following axioms are satisfied:
(i) ∗ is an associative product.
(ii) C0(f, g) = f g, classical limit.
(iii) 1
h
[f ∗
,
g] = −i{f, g}, in the limit h→ 0, semiclassical limit.
The rhs. of definition (3.66) is an element of C∞(M)[[h]], the algebra of formal power
series in the formal parameter h with coefficients in C∞(M). Therefore we can generalise
the given definition of the ∗-product to a C[[h]]-linear product in B = C∞(M)[[h]] by
(
∑
n
fnh
n) ∗ (
∑
m
gmh
m) =
∑
k,l
fkglh
k+l
+
∑
k,l≥0,m≥1
Cm(fk, gl)h
k+l+m. (3.67)
Theorem 3 (Theorem by M. Kontsevich [46])
∗-products exist for any given Poisson bi-vector field α in a domain of Rn. It is given
by the formula
f ∗K g =
∞∑
n=0
hn
∑
Γ∈Gn
ωΓBΓ,α(f, g). (3.68)
Let us explain the symbols occuring in (3.68) only very briefly. In order to compute the
Kontsevich ∗-product, one has to consider the upper half complex plain and to draw n
points in that plane, corresponding to the hn term. Every point is the starting point of
two arrows pointing to another point or to points 0 and 1. Every such graph is associated
a multi-vectorfield, B in (3.68) assigns a differential operator to these multi-vectorfields.
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The arrows correspond to the derivatives, the points to the Poisson structure. If an
arrow ends on another point in the plane, the derivative acts on the Poisson structure of
that point. If it ends on 0 or 1, respectively the derivative acts on the function f or g,
respectively. Γn denotes the set of admissable graphs, which is a proper subset of the set
of all graphs. The weight ωΓ of a graph Γ is given by a complicated complex integration.
For details see [46], for the explicit calculations of some weights, see e.g., [47, 48].
Changing the ordering in the non-commutative algebra leads to gauge equivalent ∗-
products. The ∗-products are related by a transformation D,
Df ∗ Dg = D(f ∗′ g), (3.69)
where
Df = f +
∑
n≥1
(ih)nDn(f). (3.70)
Dn is a differential operator of order n.
Let us reconsider the examples at the end of Section 3.1. There ∗N and ∗S are
gauge equivalent ∗-products. For simplicity, let us consider 1-dimensional Quantum
Mechanics. The generalisation to n dimensions is straight forward. In this case, the
∗-products (3.24) and (3.25) read
f ∗N g (q, p) = m ◦ exp (−i~∂p ⊗ ∂q) f(q, p)⊗ g(q, p), (3.71)
f ∗S g (q, p) = m ◦ exp
(
i~
2
(∂q ⊗ ∂p − ∂p ⊗ ∂q)
)
f(q, p)⊗ g(q, p). (3.72)
Using matrices in the exponent, these formulae can be written very succinctly as
f ∗N g (q, p) = m ◦ exp
(
i~
2
α̃ij∂i ⊗ ∂j
)
f(q, p)⊗ g(q, p),
f ∗S g (q, p) = m ◦ exp
(
i~
2
αij∂i ⊗ ∂j
)
f(q, p)⊗ g(q, p),
where (
α̃ij
)
i,j=q,p
=
(
0 0
−2 0
)
,
(
αij
)
i,j=q,p
=
(
0 1
−1 0
)
. (3.73)
(α) is the antisymmetric part of (α̃). These ∗-products are connected by the transfor-
mation D,
D = exp
(
i~
4
θijS ∂i∂j
)
= exp
(
−i~
2
∂q∂p
)
, (3.74)
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where (θS) is the symmetric part of (α̃), i.e., α̃
ij = αij + θijS . We have
f ∗S g = D−1 (Df ∗N Dg) . (3.75)
The same is true in case of the Manin plane. There we have
(α̃ij)i,j=q,p =
(
0 0
−2y ⊗ x 0
)
, (αij)i,j=q,p =
(
0 x⊗ y
−y ⊗ x 0
)
,
(
θijS
)
i,j=q,p
=
(
0 −x⊗ y
−y ⊗ x 0
)
. (3.76)
The transformation D = exp
(
ih
4
θijS ∂i∂j
)
connects the normal ordered ∗-product (3.26)
and the symmetrical ordered ∗-product (3.28) (with q-numbers as normalisation factors).
Again, we have f ∗S g = D−1 (Df ∗N Dg).
In Chapter 6, we will consider a quantum space covariant under κ-deformed Poincaré
symmetry. Therefore, it is very important to briefly consider the covariance properties
of ∗-products, see [49] and references therein. Covariance of a space M under the
symmetry algebra U~(g) means that M is a U~(g)−module,
g . m(x⊗ y) = m(∆~(g) . [x⊗ y]) = m(g(1) . x⊗ g(2) . y), (3.77)
where g ∈ U~(g), x, y ∈M. Drinfel’d’s theorem [50] establishes an isomorphism U~(g) ∼=
(U(g)[[~]],∆~, ε~, S~), where
∆~(g) = F∆(g)F−1.
∆ is the classical co-product of U(g). F is the socalled Drinfel’d twist. Covariant
∗-products are defined in [49] using some appropriate Drinfel’d twist by
x ∗ y = m(F−1 . [x⊗ y]). (3.78)
The twist is defined uniquely by the requirement of covariance up to a central 2-
coboundary. The covariance ot the ∗-product (6.110) in Section 6.4 has been checked
explicitly.
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Chapter 4
Gauge Theory on
Non-Commutative Space-Time
We will now concentrate on physics. We will discuss the Standard Model on a canonically
deformed space-time in Chapter 5. Before we can do so, we have to think about gauge
theory on canonically deformed spaces, in general. Let us first briefly recall classical
gauge theory. We will discuss in some detail the features that are essential for the
non-commutative generalisation.
4.1 Gauge Theory on Classical Space-Time
Internal symmetries are described by Lie groups or Lie algebras, respectively. The
elements T a
[T a, T b] = fabc T
c (4.1)
are generators of the Lie algebra, where fabc are its structure constants. Fields are given
by n-dimensional vectors carrying an irreducible representation of the gauge group.
Elements of the symmetry algebra are represented by n × n matrices. The free action
of the field ψ is given by
S =
∫
d4xL =
∫
d4x ∂µψ ∂
µψ. (4.2)
Requiring the gauge invariance of the action S, one has to introduce additional fields,
gauge fields and to replace the usual derivatives by covariant derivatives Dµ.
Let us start with the field ψ building an irreducible representation of the gauge group,
i.e.,
δψ(x) = iα(x)ψ(x), (4.3)
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where α is Lie algebra valued,
α(x) = αa(x)T
a.
Observe that the derivative of a field ψ does not transform covariantly,
δ∂µψ 6= iα(x)∂µψ(x). (4.4)
Replacing the usual derivatives ∂µ by covariant derivatives Dµ and demanding that Dµψ
transforms covariantly, one has to introduce a gauge potential Aµ(x),
Dµ = ∂µ − igAµ(x),
Aµ(x) = Aµa(x)T
a,
δAµ(x) =
1
g
∂µα(x) + [α(x), Aµ(x)].
As it is well known, the interaction fields are a consequence of the gauge invariance of
the action. Interactions are gauge interactions. The modified action reads
S =
∫
d4xDµψDµψ, (4.5)
including gauge Fields Aµ. Forgetting about mass terms, we still need a kinetic term
for the gauge fields in our action. The only requirement is the gauge invariance of the
kinetic term, and the theory must be renormalisable at the end. That fixes the kinetic
term uniquely. This is a crucial point, and the situation will be different in the case of
the Non-Commutative Standard Model. The action reads
S =
∫
d4x (DµψDµψ + Tr FµνF µν) , (4.6)
where Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ] is the field strength. Considering abelian gauge
symmetry, commutators in Fµν and in δAµ will vanish. Let us make one more im-
portant remark: there is a sharp distinction between internal and external symmetry
transformations. As we will see, that is not true in the case of non-commutative gauge
theory.
4.2 Non-Commutative Gauge Theory
Non-commutative gauge theory, as presented in [13, 14], is based on essentially three
principles,
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• Covariant coordinates,
• Locality and classical limit,
• Gauge equivalence conditions.
Let us first briefly recall our starting point. We have non-commutative coordinates
[x̂µ, x̂ν ] = iθµν ,
Â = C〈〈x̂
1, ..., x̂n〉〉
I
,
the product of function f, g ∈ A is given by the Weyl-Moyal product
f ∗ g (x) = exp( i
2
∂
∂xi
θij
∂
∂yj
) f(x)g(y)
∣∣∣
y→x
.
4.2.1 Covariant Coordinates
Let ψ be a non-commutative field, i.e., ψ̂ ∈ ⊕ni=1Â,
δ̂ψ̂(x̂) = iα̂ψ̂(x̂) (4.7)
or
δ̂ψ(x) = iα ∗ ψ(x), (4.8)
in the ∗ formalism, where W (α) = α̂. Now, a similar situation arises as in eqn. (4.4),
only the derivatives are replaced by coordinates. The product of a field and a coordinate
does not transform covariantly, since the ∗-product is not commutative,
δ̂(x ∗ ψ(x)) = i x ∗ α(x) ∗ ψ(x) 6= i α(x) ∗ x ∗ ψ(x). (4.9)
The arguments are the same as before, and we introduce covariant coordinates
Xµ ≡ xµ + Aµ, (4.10)
such that
δ̂(Xµ ∗ ψ) = iα ∗ (Xµ ∗ ψ). (4.11)
The coovariant coordinates and the gauge potential transform under a non-commutative
gauge transformation in the following way
δ̂Xµ = i[α ∗, Xµ], (4.12)
δ̂Aµ = i[α ∗, xµ] + i[α ∗, Aµ]. (4.13)
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Other covariant objects can be constructed from covariant coordinates, such as a gen-
eralisation of the field strength,
F µν = [Xµ ∗, Xν ]− iθµν , δ̂F µν = i[α ∗, F µν ]. (4.14)
For non degenerate θ, we can define another gauge potential Vµ
δ̂Vµ = ∂µα+ i[α ∗, Vµ], (4.15)
Fµν = ∂νVµ − ∂νVν − i[Vµ ∗, Vν ], (4.16)
δ̂Fµν = i[α ∗, Fµν ], (4.17)
using
Aµ = θµνVν , F
µν = iθµσθντFστ , (4.18)
iθµν∂νf = [x
µ ∗, f ].
And we get for the covariant derivatives
Dµψ = (∂µ − iVµ) ∗ ψ, (4.19)
δ̂(Dµ ∗ ψ) = iα ∗ Dµψ.
Even for abelian gauge groups, the ∗−commutators in eqns. (4.15) and (4.16) do not
vanish, and the theory has similarities to a non-abelian gauge theory on a commutative
space-time.
Let us have a closer look at the gauge parameters and the gauge fields. In classical
theory, the gauge parameters and the gauge field are Lie algebra valued, as we have
mentioned before. Two subsequent gauge transformations are again a gauge transfor-
mation,
δαδβ − δβδα = δ−i[α,β], (4.20)
where −i[α, β] = αaβbfabc T c. However, there is a remarkable difference to the non-
commutative case. Let Mα be some matrix basis of the enveloping algebra of the
internal symmetry algebra. We can expand the gauge parameters in terms of this basis,
α = αaM
a, β = βbM
b. Two subsequent non-commutative gauge transformations again
take the form
δ̂αδ̂β − δ̂β δ̂α = δ̂−i[α,β], (4.21)
but the commutator of two gauge transformations involves the ∗-commutator of the
gauge parameters, and
[α ∗, β] =
1
2
{αa ∗, βb}[Ma,M b] +
1
2
[αa ∗, βb]{Ma,M b}, (4.22)
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where {Ma,M b} = MaM b +M bMa is the anti-commutator. The difference to (4.20) is
the anti-commutator {Ma,M b}, respectively the ∗−commutator of the gauge parame-
ters, [αa ∗, βb]. This term causes some problems. Let us assume that M
α are the Lie
algebra generators. Does the relation (4.22) close? Or does (4.22) rule out Lie algebra
valued gauge parameters? Clearly, the only crucial term is the anti-commutator. The
anti-commutator of two hermitian matrices is again hermitian. But the anti-commutator
of traceless matrices is in general not traceless. Relation (4.22) will be satisfied for
the generators of the fundamental representation of U(n). Therefore it has been ar-
gued [51, 52, 53] that U(n) - and with some difficulty SO(n) and Sp(n) [54, 55] - is the
only gauge group that can be generalised to non-commutative spaces. But in fact ar-
bitrary gauge groups can be tackled. But the gauge parameters α, β and the gauge
fields Aµ have to be enveloping algebra valued [13, 56], in general. Gauge fields and
parameters now depend on infinitely many parameters, since the enveloping algebra is
infinite dimensional. Luckily, the infinitely many degrees of freedom can be reduced to
a finite number, namely the classical parameters, by the so-called Seiberg-Witten maps
we will discuss in the next paragraph.
4.2.2 Locality and Classical Limit
The non-commutative ∗-product can be written as an expansion in a formal parameter
h,
f ∗ g = f · g +
∞∑
n=1
hnCn(f, g).
In the commutative limit h → 0, the ∗-product reduces to the pointwise product of
functions. One may ask, if there is a similiar commutative limit for the fields? The
solution to this question was given by [22],
Âµ[A] = Aµ +
1
2
θστ (Aτ∂σAµ + FσµAτ ) +O(θ2), (4.23)
ψ̂[ψ,A] = ψ +
1
2
θµνAν∂µψ +O(θ2), (4.24)
α̂ = α+
1
2
θµνAν∂µα+O(θ2), (4.25)
where Aµ is the commutative gauge field and α the commutative gauge parameter. The
gauge field and gauge parameter defined above is not hermitian. The solutions are not
unique and we can use this freedom to define a unique hermitian solution, cf. 4.2.3.
First of all, let me introduce an important convention to which we will stick from
now on. Quantities with ”hat” (ψ̂, Â, α̂ . . . ∈ (A, ∗)) refer to non-commutative fields
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and gauge parameters, respectively which can be expanded (cf. above) in terms of the
ordinary commutative fields and gauge parameters, respectively (ψ, A, α).
The Seiberg-Witten maps (4.23 - 4.25) reduce the infinitely many parameters of the
enveloping algebra to the classical gauge parameters.
The origins of this map are in string theory. It is there that gauge invariance depends
on the regularisation scheme applied [22]. Pauli-Villars regularisation provides us with
classical gauge invariance
δai = ∂iλ, (4.26)
where ai is the gauge field and λ the gauge paramter, whence point-splitting regularisa-
tion comes up with non-commutative gauge invariance
δ̂Âi = ∂iΛ̂ + i[Λ̂ ∗, Âi]. (4.27)
Seiberg and Witten argued that consequently there must be a local map from ordinary
gauge theory to non-commutative gauge theory
Â[a], Λ̂[λ, a], (4.28)
satisfying
Â[a+ δλa] = Â[a] + δ̂λÂ[a]. (4.29)
The Seiberg-Witten maps are solutions of (4.29). By locality we mean that in each order
in the non-commutativity parameter there is only a finite number of derivatives.
4.2.3 Gauge Equivalence Conditions
Let us remember that we consider arbitrary gauge groups. Non-commutative gauge fields
Â and gauge parameters Λ̂ are enveloping algebra valued. Let us choose a symmetric
basis in the algebra, T a, 1
2
(T aT b + T bT a), . . .
Λ̂(x) = Λ̂a(x)T
a + Λ̂1ab(x) : T
aT b : + . . . , (4.30)
Âµ(x) = Âµa(x)T
a + Âµab(x) : T
aT b : + . . . . (4.31)
Eqn. (4.29) defines the Seiberg-Witten maps for the gauge field and the gauge param-
eter. However, it is more practical to find equations for the gauge parameter and the
gauge field alone [14]. First we will concentrate on the gauge parameters Λ̂. We already
encountered the consistency condition
δ̂αδ̂β − δ̂β δ̂α = δ̂−i[α,β].
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More explicitly, it reads
iδ̂αβ̂[A]− iδ̂βα̂[A] + [α̂[A] ∗, β̂[A]] = ([̂α, β])[A]. (4.32)
Keeping in mind the results from Subsection 4.2.2, we can expand α̂ in terms of the
non-commutativity θ,
α̂[A] = α+ α1[A] + α2[A] + . . . , (4.33)
where αn is O(θn). The consistency relation (4.32) can be solved order by order in θ.
0th order : α0 = α, (4.34)
1st order : α1 =
1
4
θµν{∂µα,Aν} (4.35)
=
1
2
θµν∂µαaAµb : T
aT b : .
For fields ψ̂, the condition
δαψ̂[A] = δ̂αψ̂[A] = iα̂[A] ∗ ψ̂[A] (4.36)
has to be satisfied. That means that the ordinary gauge transformation induces a
non-commutative gauge transformation. We expand the fields in terms of the non-
commutativity
ψ̂ = ψ0 + ψ1[A] + ψ2[A] + . . . (4.37)
and solve eqn. (4.36) order by order in θ. In first order, we have to find a solution to
δαψ
1[A] = iαψ1[A] + iα1[A]ψ − 1
2
θµν∂µα∂νψ. (4.38)
It is given by
0th order : ψ0 = ψ, (4.39)
1st order : ψ1 = −1
2
θµνAµ∂νψ +
i
4
θµνAµAνψ. (4.40)
The gauge fields Âµ have to satisfy
δαÂµ[A] = ∂µα̂[A] + i[α̂[A] ∗, Âµ[A]]. (4.41)
Using the expansion
Âµ[A] = A
0
µ + A
1
µ[A] + A
2
µ[A] + . . . (4.42)
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and solving (4.41) order by order, we end up with
0th order : A0µ = Aµ, (4.43)
1st order : A1µ = −
1
4
θτν{Aτ , ∂νAµ + Fνµ}, (4.44)
where Fνµ = ∂νAµ − ∂µAν − i[Aν , Aµ]. Similarly, we have for the field strength F̂µν
δαF̂µν = i[α̂, F̂µν ] and (4.45)
F̂µν = Fµν +
1
2
θστ{Fµσ, Fντ} −
1
4
θστ{Aσ, (∂τ +Dτ )Fµν}, (4.46)
where DµFτν = ∂µFτν − i[Aµ, Fτν ].
4.2.4 Remarks
Let us conclude this section with some remarks and observations.
• Seiberg-Witten maps provide solutions to the gauge equivalence relations.
• Gauge equivalence relations are not the only possibile approach to Seiberg-Witten
maps. Another approach is via non-commutative Wilson lines, see e.g., [57].
• However, a certain ambiguity in the Seiberg-Witten map remains. They are unique
modulo classical field redefinition and non-commutative gauge transformation. We
used these ambiguities in order to choose Λ̂, Âµ hermitian. The freedom in Seiberg-
Witten map may also be essential for renormalisation issues. There, parameters
characterising the freedom in the Seiberg-Witten maps become running coupling
constants [58]. Discussing tensor products of gauge groups, this freedom will also
be of crucial importance, in Section 5.2.
• Gauge groups in non-commutative spaces contain space-time translations. Since
∂f = −iθ−1ij [x̂j, f ], (4.47)
we can express the infinitesimal translation of the field Ai as
δAi = v
j∂jAi = i[ε ∗, Ai], (4.48)
where ε = −vjθ−1jk xk. The gauge transformation of Ai with gauge parameter ε
gives
δ̂εAi = i[ε ∗, Ai]− vjθ−1ji .
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This agrees with (4.48), ignoring the overall constant, which has no physical effect
[59].
• Non-commutative gauge theory allows the construction of realistic particle models
on a non-commutative space-time with an arbitrary gauge group as internal sym-
metry group. Non-commutative gauge parameters and gauge fields are enveloping
algebra valued, in general (e.g., for SU(n)), but via Seiberg-Witten maps the in-
finite number of degrees of freedom is reduced to the classical gauge parameters.
Therefore these models will have the proper number of degrees of freedom.
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Chapter 5
The Non-Commutative Standard
Model
5.1 Particle Content
The symmetry group of the Standard Model is GSM = SU(3)C × SU(2)L × U(1). This
is also the gauge group we want to generalise to a non-commutative space-time. Let
me stress that we will therefore not introduce any new degrees of freedom or any new
parameters we would have to get rid off in the end. Naively spoken, the method we use
is very simple. We just write down the Standard Model Lagrangian, replace · by ∗ and
the fields Ψ, A by the Seiberg-Witten transformed fields Ψ̂[Ψ, A], Â[A]. Of course, it is
not as easy as that. We have written down the non-commutative Lagrangian in (5.44).
In the rest of this Chapter we are going to explain what all these terms mean. Let us
remind ourselves of the convention that fields with a hat are non-commutative whereas
those without a hat are ordinary fields.
First of all, we have to address some restrictions on non-commutative gauge theories
proposed in [51,52,53]. In Section 4.2, we have already discussed the problem of gener-
alising other gauge groups than U(n) to non-commutative spaces. Further it is argued
in [53] that a non-commutative field may be charged under at most two gauge groups
only. This is a problem since we have three gauge groups in the Standard Model. It
will be resolved in Section 5.2 combining all the gauge fields of the Standard Model
into a single ”master gauge field” und applying the Seiberg-Witten map. We have the
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SU(3)C SU(2)L U(1)Y U(1)Q
eR 1 1 −1 −1
LL =
(
νL
eL
)
1 2 −1/2
(
0
−1
)
uR 3 1 2/3 2/3
dR 3 1 −1/3 −1/3
QL =
(
uL
dL
)
3 2 1/6
(
2/3
−1/3
)
Φ =
(
φ+
φ0
)
1 2 1/2
(
1
0
)
Bi 1 3 0 (±1, 0)
A 1 1 0 0
Ga 8 1 0 0
Table 5.1: The Standard Model fields. The electric charge is given by the Gell-Mann-
Nishijima relation Q = (T3 + Y ). The fields B
i with i ∈ {+,−, 3} denote the three
electroweak gauge bosons. The gluons Gi are in the octet representation of SU(3)C .
following particle spectrum, see Table 5.1,
Ψ
(i)
L =
(
L
(i)
L
Q
(i)
L
)
, Ψ
(i)
R =
 e(i)Ru(i)R
d
(i)
R
 , Φ = (φ+
φ0
)
, (5.1)
where ΨL denotes the left handed fermions - the leptons LL and the quarks QL - , ΨR
the right handed fermions. (i) ∈ {1, 2, 3} is the generation index, and φ+ and φ0 are
the complex scalar fields of the scalar Higgs doublet. g′Aµ(x)Y is the gauge field of
the hypercharge symmetry U(1)Y , Bµ(x) =
g
2
Bµa(x)σ
a the field of the weak interaction
SU(2)L and Gµ(x) =
gS
2
Gµa(x)λ
a of the strong interaction SU(3)C , respectively. The
coupling constants of the gauge groups U(1)Y , SU(2)L and SU(3)C are respectively
denoted by g′, g and gS. σ
a are the usual Pauli matrices and λa the Gell-Mann matrices.
We have to discuss four serious problems, namely
the tensor product of gauge groups,
the so-called charge quantisation problem in non-commutative QED,
the gauge invariance of the Yukawa couplings and
ambiguities in the choice of the kinetic terms for the gauge fields in the Lagrangian
(5.44).
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5.2 Tensor Product of Gauge Groups
There are several possibilities to deal with the tensor product of gauge groups which cor-
respond to the freedom in the choice of the Seiberg-Witten maps. The most symmetric
and natural choice is to take the classical tensor product
Vµ = g
′Aµ(x)Y +
g
2
3∑
a=1
Bµaσ
a +
gS
2
8∑
a=1
Gµaλ
a, (5.2)
defining one overall ”master” gauge field Vµ. The corresponding gauge paramter Λ is
given by
Λ = g′α(x)Y +
g
2
3∑
a=1
αLa (x)σ
a +
gS
2
8∑
b=1
αSb (x)λ
b. (5.3)
The non-commutative gauge field V̂ [V ] and gauge parameter Λ̂[Λ, V ] are given by the
Seiberg-Witten maps (4.44) and (4.35)
V̂ξ[V ] = Vξ +
1
4
θµν{Vν , ∂µVξ}+
1
4
θµν{Fµξ, Vν}+O(θ2), (5.4)
Λ̂ = Λ +
1
4
θµν{Vν , ∂µΛ}+O(θ2), (5.5)
with the ordinary field strength Fµν = ∂µVν−∂νVµ−i[Vµ, Vν ]. Note that this is not equal
to a naive sum of non-commutative gauge parameters and fields corresponding to the
three factors in GSM . This is due to the nonlinearity of the Seiberg-Witten maps and ul-
timately a consequence of the nonlinear consistency condition (4.32). As a consequence,
the gauge groups mix in higher order in θ and cannot be viewed independently.
Let me also say a few words on the general tensor product of two gauge groups [60]. The
most general solution of the gauge consistency condition (4.32) - for one gauge group -
is given by
Λ̂[A] = Λ +
1
2
θµν{Aν , ∂µΛ}c +O(θ2), (5.6)
where
{A,B}c :=
1
2
{A,B}+ (c− 1/2)[A,B], (5.7)
c is a complex function of space-time. We have {A,B}1/2 = 12{A,B}. The according
gauge field is of the form
Âµ[A] = Aµ +
1
2
θνσ{Aσ, ∂νAµ}c +
1
2
θνσ{Fνµ, Aσ}c +O(θ2). (5.8)
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The gauge parameter Λ̂(Λ,Λ′)[A,A
′] of the tensor product of two gauge groups G and G′
consists of two parts
Λ̂(Λ,Λ′)[A,A
′] = Λ̂Λ[A,A
′] + Λ̂′Λ′ [A,A
′], (5.9)
because of the linearity in the classical case. Λ̂(Λ,Λ′)[A,A
′] has to fulfill the consistency
relation (4.32). Therefore both, Λ̂Λ[A,A
′] and Λ̂′Λ′ [A,A
′] have to satisfy (4.32) separately,
and there is an additional cross relation
[Λ̂Λ ∗, Λ̂
′
Λ′ ] + iδΛΛ̂
′
Λ′ − iδΛ′Λ̂Λ = 0. (5.10)
The solution is given by [60]
Λ̂(Λ,Λ′)[A,A
′] = Λ + Λ′ +
1
2
θµν
(
{Aν , ∂µΛ}c + {A′ν , ∂µΛ′}d
)
(5.11)
+(1− γ(x)
2
) θµνA′ν∂µΛ +
γ(x)
2
θµνAν∂µΛ
′ +O(θ2).
γ(x) is a real function, c−1/2 and d−1/2 are purely imaginary. Solving eqns. (4.36) and
(4.41) using (5.11) will provide us with the Seiberg-Witten maps for matter and gauge
fields. The symmetric choice in (5.5) is recovered by choosing γ = 1 and c = d = 1/2.
5.3 Charge Quantisation in Non-Commutative QED
It seems that in non-commutative QED only charges ±q, 0 can be accounted for, once
q is fixed [61,62]. The minimal coupling is given by
D̂µψ̂ = ∂µψ̂ − iqÂµ ∗ Ψ̂. (5.12)
The only other couplings of the field Âµ to a matter field consistent with the non-
commutative gauge transformation δ̂αÂµ = ∂µα̂+ i[α̂ ∗, Âµ] are
D̂−µ ψ̂− = ∂µψ̂− + iqψ̂− ∗ Âµ, (5.13)
D̂0µψ̂0 = ∂µψ̂0, (5.14)
D̂0′µ ψ̂0
′
= ∂µψ̂
0′ − iq[Âµ ∗, ψ̂0
′
], (5.15)
corresponding to charge −q and 0, respectively. Other charges q(n) cannot be absorbed
into the respective field Âµ, because of the commutator in
F̂µν = ∂µÂν − ∂νÂµ + ieq[Âµ ∗, Âν ], (5.16)
δ̂αÂµ = ∂µα̂+ i[α̂ ∗, ,Âµ]. (5.17)
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Classically, we can have two particles ψ and ψ′ with charges q and q′ coupling to the
same gauge field. The gauge transformation of these fields has the form
δψ = iqeλψ,
δψ′ = iq′eλ′ψ′,
with covariant derivatives
Dµψ = ∂µψ − ieqaµψ,
Dµψ′ = ∂µψ′ − ieq′a′µψ′,
where
δaµ = ∂µλ,
δa′µ = ∂µλ
′.
Now, let us assume that λ′ = λ. We can consistently define
aµ =
q′
q
a′µ, fµν =
q′
q
f ′µν .
The ∗-commutators spoil this simple picture. The solution to this quantisation problem
is again provided by the Seiberg-Witten maps. We have to introduce a different gauge
field â
(n)
µ for each distinct charge q(n) that appears in the theory. It seems that we have
introduced too many degrees of freedom, but the Seiberg-Witten map for â
(n)
µ is an
expansion in the (single) commutative gauge field aµ and θ only,
â(n)µ = aµ +
eq(n)
4
θστ{∂σaµ, aτ}+
eq(n)
4
θστ{fσµ, aτ}+O(θ2). (5.18)
The degrees of freedom are reduced to the classical ones.
5.4 Yukawa Couplings
Let us now consider the Yukawa coupling terms in (5.44) and their behaviour under
gauge transformation. They involve products of three fields, e.g.,
−
3∑
i,j=1
(
W ij (
¯̂
L
(i)
L ∗ ρL(Φ̂)) ∗ ê
(j)
R +W
†ij ¯̂e
(i)
R ∗ (ρL(Φ̂)† ∗ L̂
(j)
L )
)
. (5.19)
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Only in the case of commutative space-time, Φ commutes with the generators of U(1)
and SU(3)C . Therefore, the Higgs field needs to transform from both sides in order to
”cancel charges” from fields on either side (e.g.,
¯̂
L
(i)
L and ê
(j)
R in (5.19)). The expansion
of Φ̂ transforming on the left and on the right under arbitrary gauge groups is called
hybrid Seiberg-Witten map,
Φ̂[Φ, A,A′] = φ+ 1
2
θµνAν
(
∂µφ− i2(Aµφ+ φA
′
µ)
)
(5.20)
−1
2
θµν
(
∂µφ− i2(Aµφ+ φA
′
µ)
)
A′ν +O(θ2),
with δ̂Φ̂ = iΛ̂ ∗ Φ̂− iΦ̂ ∗ Λ̂′. In the above Yukawa term (5.19), we have
ρL(Φ̂) = Φ̂[φ, V, V
′], (5.21)
with
Vµ = −
1
2
g′Aµ + gBaµT aL,
V ′µ = g
′Aµ.
We further need a different representation in each of the Yukawa couplings. The missing
representations of the gauge potentials appearing in (5.44) are
ρQ(Φ̂) = Φ̂[φ,
1
6
g′Aµ + gBaµT aL + gSGaµT aS ,
1
3
g′Aν − gSGaνT aS ], (5.22)
ρQ̄(Φ̂) = Φ̂[φ,
1
6
g′Aµ + gBaµT aL + gSGaµT aS , −
2
3
g′Aν − gSGaνT aS ]. (5.23)
The respective sum of the gauge fields on both sides gives the proper quantum numbers
of the Higgs shown in Table 5.1. The representation ρ0 of these gauge potentials in the
kinetic term of the Higgs and in the Higgs potential is the simplest one possible,
ρ0(Φ̂[φ, Vµ, V
′
ν ]) = Φ̂[φ,
1
2
g′Aµ + gBaµT aL, 0]. (5.24)
Of course, there is an ambiguity in the choice of the gauge fields. One can add an
abritrary U(1)Y or SU(3)C gauge field on the right side, as long as it is subtracted again
on the left side. Eventually, physical criteria should single out the right choice. These
criteria may include, e.g., renormalisation, CPT invariance, anomaly freedom, or any
kind of symmetry one might want to impose on the action.
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5.5 Kinetic Terms for the Gauge Bosons
As we have mentioned earlier in Section 4.1, the kinetic terms for the gauge field in the
classical theory are determined uniquely by the requirements of gauge invariance and
renormalisability. In the non-commutative case, we do not have a principle like renor-
malisability at hand. Gauge invariance alone does not fix these terms in the Lagrangian.
The non-commutative Standard Model as defined here, has rather to be considered as
an effective theory, where renormalisability is not applicable. Otherwise, the role of
the non-commutativity θ has to be considered very carefully. θ may become a space-
time field with a kinetic term of its own. Therefore, the representations used in the
trace of the kinetic terms for the gauge bosons are not uniquely determined. We will
take the simpliest choice, since we are interested in a version of the Standard Model
on non-commutative space-time with minimal modifications. This choice is discussed in
Subsection 5.5.1. In Subsection 5.5.2 we will consider a maybe more physical and natu-
ral choice of representation. Considering a Standard Model originating from a SO(10)
GUT theory [60], these terms have a unique non-commutative generalisation.
5.5.1 Minimal Non-Commutative Standard Model
The simplest choice for the gauge kinetic terms is named Minimal Non-Commutative
Standard Model. The gauge kinetic terms have the form displayed in eqn. (5.44),
−
∫
d4x
1
2g′
tr1F̂µν ∗ F̂ µν −
∫
d4x
1
2g
tr2F̂µν ∗ F̂ µν −
∫
d4x
1
2gS
tr3F̂µν ∗ F̂ µν .
It is the sum of traces over the U(1)Y , SU(2)L and SU(3)C sectors. tr2 and tr3 are the
usual SU(2)L and SU(3)C traces, respectively. tr1 is the trace over the U(1)Y sector
with
Y =
1
2
(
1 0
0 −1
)
as representation of the charge generator.
5.5.2 Non-Minimal Non-Commutative Standard Model
A perhaps more physical version of the Non-Commutative Standard Modell is obtained,
if we consider a charge matrix Y containing all the fields of the Standard Model with
covariant derivatives acting on them. For the simplicity of presentation we will only
consider one family of fermions and quarks. The situation taking account of all the
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families can be recovered by a redefinition of the coupling constants given in (5.40).
Then the charge matrix has the form
Y =

−1
−1/2
−1/2
2/3
2/3
2/3
−1/3
. . .

, (5.25)
according to Table 5.1. It acts on fields given by column vectors containing all the
particles of the theory,
Ψ =

eR
LL
uR
dR
QL
φ
 . (5.26)
The kinetic term for the gauge field is given by
Sgauge = −
∫
d4xTr
1
2G2
F̂µν ∗ F̂ µν , (5.27)
where F̂µν = ∂µV̂ν − ∂νV̂µ − i[V̂µ ∗, V̂ν ]. The classical gauge field Vµ is the sum
Vµ = g
′Aµ(x)Y +
g
2
3∑
a=1
Bµaσ
a +
gS
2
8∑
a=1
Gµaλ
a,
where Y is defined by (5.25), and V̂µ = V̂µ[V ]. G takes the role of the coupling constant
for the ”master” gauge field V̂µ. It is an operator commuting with all the generators of
(Y, T aL, T
b
c ). It can be expressed in terms of Y and the six constants g1, . . . , g2 referring
to the six multiplets (cf. Table 5.1),
GeR = g1eR,
GLL = g2LL,
...
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In the classical limit only three combinations of these six constants are relevant. They
correspond to the usual coupling constants, g′, g, gS,
Tr
1
G2
Y 2 =
1
2g′2
, (5.28)
Tr
1
G2
T aLT
b
L = δ
ab 1
2g2
, (5.29)
Tr
1
G2
T aST
b
S = δ
ab 1
2g2S
. (5.30)
The above equations read, taking the charge matrix (5.25) into account
1
g21
+
1
2g22
+
4
3g23
+
1
3g24
+
1
6g25
+
1
2g26
=
1
2g′2
, (5.31)
1
g22
+
3
g25
+
1
g26
=
1
g2
, (5.32)
1
g23
+
1
g24
+
2
g25
=
1
g2S
. (5.33)
These three equations define for fixed g′, g, gS a three-dimensional simplex in the six-
dimensional moduli space spanned by 1/g21, . . . , 1/g
2
6. The remaining three degrees of
freedom become relevant at order θ in the expansion of the non-commutative action.
Interesting are in particular the following traces corresponding to triple gauge boson
vertices:
Tr
1
G2
Y 3 = − 1
g21
− 1
4g22
+
8
9g23
− 1
9g24
+
1
36g25
+
1
4g26
, (5.34)
Tr
1
G2
Y T aLT
b
L =
1
2
δab
(
− 1
2g22
+
1
2g25
+
1
2g26
)
, (5.35)
Tr
1
G2
Y T cST
d
S =
1
2
δcd
(
2
3g23
− 1
3g24
+
1
3g25
)
. (5.36)
We may choose, e.g., to maximise the traces over Y 3 and Y T aLT
b
L. This will give 1/g
2
1 =
1/(2g′2)− 4/(3g2S)− 1/(2g2), 1/g23 = 1/g2S, 1/g26 = 1/g2, 1/g22 = 1/g24 = 1/g25 = 0 and
Tr 1
G2
Y 3 = − 1
2g′2
+ 3
4g2
+ 20
9g2S
, (5.37)
Tr 1
G2
Y T aLT
b
L =
1
4g2
δab, (5.38)
Tr 1
G2
Y T cST
d
S =
2
6g2S
δcd. (5.39)
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In the scheme that we have presented in Section 5.5.1 the three traces above are all
zero. One consequence is that while non-commutativity does not require a triple photon
vertex, such a vertex is nevertheless consistent with non-commutativity. It is important
to note that the values of all three traces are bounded for any choice of constants. By
rescaling of the coupling constants g1, . . . , g6,
g1, g3, g4, g6 → g1, g3, g4, g6,
g2 →
g2√
3
, (5.40)
g5 →
g5√
3
,
we recover the case where we sum over all three families of fermions.
5.6 The Model
Let us work out the Lagrangian of the Non-Commutative Standard Model expanded in
the non-commutativity θ up to first order. The non-commutative fermion fields Ψ̂(n)
corresponding to particles labelled by (n) are
Ψ̂(n) = Ψ(n) +
1
2
θµνρ(n)(Vν)∂µΨ
(n) +
i
8
θµν [ρ(n)(Vµ), ρ(n)(Vν)]Ψ
(n) +O(θ2). (5.41)
The expansion of the gauge field has been given in eqn. (5.4) and of the gauge parameter
in (5.5). The non-commutative field strength is
F̂µν = ∂µV̂ν − ∂νV̂µ − i[V̂µ ∗, V̂ν ]. (5.42)
The non-commutative Higgs field Φ̂ is given by the hybrid Seiberg-Witten map (5.20),
Φ̂ = φ+
1
2
θµνVν
(
∂µφ−
i
2
(Vµφ+ φV
′
µ)
)
(5.43)
−1
2
θµν
(
∂µφ−
i
2
(Vµφ+ ΦV
′
µ)
)
V ′ν +O(θ2).
The non-commutative Standard Model Lagrangian can now be written in a very compact
way,
SNCSM =
∫
d4x
3∑
i=1
Ψ̂
(i)
L ∗ i /̂DΨ̂
(i)
L +
∫
d4x
3∑
i=1
Ψ̂
(i)
R ∗ i /̂DΨ̂
(i)
R
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−
∫
d4x
1
2g′
tr1F̂µν ∗ F̂ µν −
∫
d4x
1
2g
tr2F̂µν ∗ F̂ µν
−
∫
d4x
1
2gS
tr3F̂µν ∗ F̂ µν +
∫
d4x
(
ρ0(D̂µΦ̂)
† ∗ ρ0(D̂µΦ̂) (5.44)
−µ2ρ0(Φ̂)† ∗ ρ0(Φ̂)− λρ0(Φ̂)† ∗ ρ0(Φ̂) ∗ ρ0(Φ̂)† ∗ ρ0(Φ̂)
)
+
∫
d4x
(
−
3∑
i,j=1
(
W ij (
¯̂
L
(i)
L ∗ ρL(Φ̂)) ∗ ê
(j)
R +W
†ij ¯̂e
(i)
R ∗ (ρL(Φ̂)† ∗ L̂
(j)
L )
)
−
3∑
i,j=1
(
Giju (
¯̂
Q
(i)
L ∗ ρQ̄(̂̄Φ)) ∗ û(j)R +G†uij ¯̂u(i)R ∗ (ρQ̄(̂̄Φ)† ∗ Q̂(j)L ))
−
3∑
i,j=1
(
Gijd (
¯̂
Q
(i)
L ∗ ρQ(Φ̂)) ∗ d̂
(j)
R +G
†
d
ij ¯̂
d
(i)
R ∗ (ρQ(Φ̂)† ∗ Q̂
(j)
L )
))
,
with Φ̄ = iτ2Φ
∗. The matrices W ij, Giju and G
ij
d are the Yukawa couplings. The
gauge fields in the Seiberg-Witten maps and covariant derivatives of the fermions are
summarised in Table 5.2.
Ψ(n) ρ(n)(Vν)
eR −g′Aν(x)
LL =
(
νL
eL
)
−1
2
g′Aν(x) + gBνa(x)T aL
uR
2
3
g′Aν(x) + gSGνb(x)T bS
dR −13g
′Aν(x) + gSGνb(x)T bS
QL =
(
uL
dL
)
1
6
g′Aν(x) + gBνa(x)T aL + gSGνb(x)T bS
Table 5.2: The gauge fields in the Seiberg-Witten maps of the fermions and in the
covariant derivatives of the fermions in the non-commutative Standard Model. (The
symbols T aL and T
b
S are here the Pauli and Gell-Mann matrices, respectively.)
5.6.1 The Non-Commutative Electroweak Sector
We shall apply the Seiberg-Witten map to the electroweak non-commutative Standard
Model. For the lepton field L
(i)
L of the i
th generation which is in the fundamental
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representation of SU(2)L and in the Y representation of U(1)Y , we have the following
expansion
L̂
(i)
L [A, B] = L
(i)
L + L
(i)1
L [A, B] +O(θ
2), (5.45)
with
L
(i)1
L [A, B] = −
1
2
g′θµνAµ∂νL(i)L −
1
2
gθµνBµ∂νL
(i)
L (5.46)
+
i
8
θµν [g′Aµ + gBµ, g′Aν + gBν ]L(i)L .
For a right handed lepton field of the ith generation,
ê
(i)
R [A] = e
(i)
R + e
(i)1
R [A] +O(θ
2), (5.47)
we have
e
(i)1
R [A] = −
1
2
g′θµνAµ∂νe(i)R . (5.48)
The expansion reads
Q̂
(i)
L [A, B,G] = Q
(i)
L +Q
(i)1
L [A, B,G] +O(θ
2) (5.49)
for a left-handed quark doublet Q̂
(i)
L of the i
th generation, where
Q
(i)1
L [A, B,G] = −
1
2
g′θµνAµ∂νQ(i)L −
1
2
gθµνBµ∂νQ
(i)
L −
1
2
gSθ
µνGµ∂νQ
(i)
L (5.50)
+
i
8
θµν [g′Aµ + gBµ + gSGµ, g′Aν + gBν + gSGν ]Q(i)L .
For a right-handed quark, e.g., û
(i)
R , we have
û
(i)
R [A, G] = u
(i)
R + u
(i)1
R [A, G] +O(θ
2), (5.51)
u
(i)1
R [A, G] = −
1
2
g′θµνAµ∂νu(i)R −
1
2
gSθ
µνGµ∂νu
(i)
R (5.52)
+
i
8
θµν [g′Aµ + gSGµ, g′Aν + gSGν ]u(i)R .
The same expansion is obtained for a right-handed down type quark d
(i)
R . The field
strength F̂µν = ∂µV̂ν − ∂νV̂µ − i[V̂µ ∗, V̂ν ] has the expansion
F̂µν = Fµν + F
1
µν +O(θ2), (5.53)
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where
Fµν = g
′fµν + gF
L
µν + gSF
S
µν . (5.54)
fµν is the field strength corresponding to the group U(1)Y , F
L
µν refers to SU(2)L and
F Sµν to SU(3)C , respectively. The leading order correction in θ is given by
F 1µν =
1
2
θαβ{Fµα, Fνβ} −
1
4
θαβ{Vα, (∂β +Dβ)Fµν}, (5.55)
with
DβFµν = ∂βFµν − i[Vβ, Fµν ]. (5.56)
The leading order expansion for the mathematical field V is given by
V̂µ = Vµ + iΓµ +O(θ2), (5.57)
with
Γµ =
i
4
θαβ {g′Aα + gBα + gSGα, g′∂βAµ + g∂βBµ + gS∂βGµ (5.58)
+g′fβµ + gF
L
βµ + gSF
S
βµ}.
The action of the non-commutative electroweak Standard Model reads
SNCSM = SLeptons + SQuarks + SGauge + SHiggs + SYukawa. (5.59)
Let us first consider the fermions, i.e., leptons and quarks.
Fermionic Part of the Electroweak Standard Model
The fermionic matter part is
SFermions = SLeptons + SQuarks
=
∫
d4x
(∑
f
Ψ̂
(f)
L ∗ i /DΨ̂
(f)
L +
∑
f
Ψ̂
(f)
R ∗ i /DΨ̂
(f)
R
)
, (5.60)
where Ψ̂
(f)
L denotes the left-handed SU(2) doublets, Ψ̂
(f)
R the right-handed SU(2)L sin-
glets and the index f runs over the three flavours. We thus have
Ψ
(1)
L =

(
νL
eL
)
(
urL
drL
)
(
uyL
dyL
)
(
ubL
dbL
)

, Ψ
(1)
R =

eR
urR
drR
uyR
dyR
ubR
dbR

, (5.61)
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for the first generation. Expanding the fermion part of the action (5.60) yields
SLeptons =
∫
d4x
(∑
i
(
L̄
(i)
L + L̄
(i)1
L
)
∗ i
(
/DSM + /Γ
)
∗
(
L
(i)
L + L
(i)1
L
)
+
∑
i
(
ē
(i)
R + ē
(i)1
R
)
∗ i
(
/DSM + /Γ
)
∗
(
e
(i)
R + e
(i)1
R
))
+O(θ2)
=
∫
d4x
∑
i
(
L̄
(i)
L i /D
SML
(i)
L + ē
(i)
R i /D
SMe
(i)
R
)
(5.62)
−1
2
θµν
∫
d4x
∑
i
{
L̄
(i)
L
(
1
2
FWµν i /D
SM + γαFWαµiD
SM
ν
)
L
(i)
L
+ē
(i)
R
(
1
2
g′fµνi /D
SM + g′γαfαµiD
SM
ν
)
e
(i)
R
}
+O(θ2),
where we have used the definition
FWµν ≡ g′fµν + gFLµν .
The kinetic terms involving the right and left handed quarks reads
SQuarks =
∫
d4x
(∑
i
(
Q̄
(i)
L + Q̄
(i)1
L
)
∗ i
(
/DSM + /Γ
)
∗
(
Q
(i)
L +Q
(i)1
L
)
+
∑
i
(
ū
(i)
R + ū
(i)1
R
)
∗ i
(
/DSM + /Γ
)
∗
(
u
(i)
R + u
(i)1
R
))
+
∑
i
(
d̄
(i)
R + d̄
(i)1
R
)
∗ i
(
/DSM + /Γ
)
∗
(
d
(i)
R + d
(i)1
R
)
+O(θ2)
=
∫
d4x
∑
i
(
Q̄
(i)
L i /D
SMQ
(i)
L + ū
(i)
R i /D
SMu
(i)
R + d̄
(i)
R i /D
SMd
(i)
R
)
(5.63)
−1
2
θµν
∫
d4x
∑
i
{
Q̄
(i)
L
(
1
2
Fµνi /D
SM + γαFαµiD
SM
ν
)
Q
(i)
L
+ ū
(i)
R
(
1
2
FRµνi /D
SM + γαFRαµiD
SM
ν
)
u
(i)
R
+ d̄
(i)
R
(
1
2
FRµνi /D
SM + γαFRαµiD
SM
ν
)
d
(i)
R
}
+O(θ2),
where we have used the substitutions
Fµν ≡ g′fµν + gFLµν + gSF Sµν ,
FRµν ≡ g′fµν + gSF Sµν .
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We recover the commutative Standard Model, but some new interactions appear. The
most striking feature are point-like interactions between gluons, electroweak bosons and
quarks.
Gauge Kinetic Part of the Electroweak Standard Model
For the gauge part of the action, one finds, cf. [14],
SGauge = −
∫
d4x
1
2g′
tr1F̂µν ∗ F̂ µν −
∫
d4x
1
2g
tr2F̂µν ∗ F̂ µν −
∫
d4x
1
2gS
tr3F̂µν ∗ F̂ µν
= −1
2
∫
d4x
(
1
2
fµνf
µν + TrFLµνF
Lµν + TrF SµνF
Sµν
)
(5.64)
− θµν Tr
∫
d4x
(
gFLµρF
L
νσF
Lρσ + gSF
S
µρF
S
νσF
Sρσ
)
+
1
4
gS θ
µν Tr
∫
d4xF SµνF
S
ρσF
Sρσ +O(θ2).
The coefficients of the triple vertex in the U(1) sector are also different from plain
non-commutative QED with a single electron. These coefficients depend on the rep-
resentation we are choosing for Y (cf. Section 5.5) . For the simple choice that we
have taken tr1Y
3 = 0, and this coefficient is zero. So there is no triple vertex for the
U(1)Y -photon. Note that the term
+
1
4
g θµν Tr
∫
d4xFLµνF
L
ρσF
Lρσ (5.65)
vanishes, the trace over the three Pauli matrices yields 2iεabc and the sum εabcF bLρσ F
cLρσ
vanishes. The trace over τ 3τ 3τ 3 is zero. Therefore, there is also no cubic self-interaction
term for the electromagnetic photon coming from the SU(2)L sector. Limits on non-
commutative QED found from triple photon self-interactions do therefore not apply to
the Minimal Non-Commutative Standard Model.
Higgs Branch
As in the usual commutative Standard Model, the Higgs mechanism can be applied
to break the SU(2)L × U(1)Y gauge symmetry and thus to generate masses for the
electroweak gauge bosons. The non-commutative action for a scalar field φ in the fun-
damental representation of SU(2)L and with the hypercharge Y = 1/2 reads
SHiggs =
∫
d4x
(
ρ0
(
DµΦ̂
)†
∗ ρ0
(
DµΦ̂
)
(5.66)
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− µ2ρ0(Φ̂)† ∗ ρ0(Φ̂)− λ(ρ0(Φ̂)† ∗ ρ0(Φ̂)) ∗ (ρ0(Φ̂)† ∗ ρ0(Φ̂))
)
.
In the leading order of the expansion in θ, we obtain
SHiggs =
∫
d4x
(
(DSMµ φ)
†DSMµφ− µ2φ†φ− λ(φ†φ)(φ†φ)
)
(5.67)
+
∫
d4x
(
(DSMµ φ)
†
(
DSMµρ0(φ
1) +
1
2
θαβ∂αV
µ∂βφ+ Γ
µφ
)
+
(
DSMµ ρ0(φ
1) +
1
2
θαβ∂αVµ∂βφ+ Γµφ
)†
DSMµφ
+
1
4
µ2θµνφ†(g′fµν + gF
L
µν)φ− λiθαβφ†φ(DSMα φ)†(DSMβ φ)
)
+O(θ2),
where
DSMµ = ∂µ − ig′Aµ − igBµ, (5.68)
Γµ = −iV 1µ =
i
4
θαβ {g′Aα + gBα, g′∂βAµ + g∂βBµ + g′fβµ + gFLβµ}. (5.69)
We have also used the representation ρ0 (5.24),
ρ0(Φ̂) = φ+ ρ0(φ
1) +O(θ2), (5.70)
where
ρ0(φ
1) = −1
2
θαβ(g′Aα + gBα) ∂βφ+
i
8
θαβ [g′Aα + gBα, g′Aβ + gBβ]φ. (5.71)
For µ2 < 0 the SU(2)L × U(1)Y gauge symmetry is spontaneously broken to U(1)Q,
which is the gauge group describing the electromagnetic interaction. We have gauge
invariance and may choose the so-called unitarity gauge,
φ =
(
0
η + v
)
1√
2
, (5.72)
where v is the vacuum expectation value. Since the zeroth order of the expansion of the
non-commutative action corresponds to the Standard Model action, the Higgs mecha-
nism generates the same masses for electroweak gauge bosons as in the commutative
Standard Model,
MW± =
gv
2
and MZ =
√
g2 + g′2
2
v, (5.73)
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where the physical mass eigenstates W±, Z and A are as usual defined by
W±µ =
B1µ ∓ iB2µ√
2
, Zµ =
−g′Aµ + gB3µ√
g2 + g′2
and Aµ =
gAµ + g′B3µ√
g2 + g′2
. (5.74)
There are no corrections to the masses of order θ at tree level, since these terms involve
derivatives and therefore do not resemble mass terms. The Higgs mass is given by
m2η = −2µ2. Rewriting the term Γµ in terms of the mass eigenstates, using
B3µ =
gZµ + g
′Aµ√
g2 + g′2
and Aµ =
gAµ − g′Zµ√
g2 + g′2
, (5.75)
one finds that besides the usual Standard Model couplings, numerous new couplings
between the Higgs boson and the electroweak gauge bosons appear. We note that the
non-commutative version of the Standard Model is also compatible with the alternative
to the Higgs mechanism proposed in [63].
Yukawa Branch
The Yukawa terms generate masses for the fermions, they have the form
SYukawa =
∫
d4x
(
−
3∑
i,j=1
(
W ij (
¯̂
L
(i)
L ∗ ρL(Φ̂)) ∗ ê
(j)
R +W
†ij¯̂e
(i)
R ∗ (ρL(Φ̂)† ∗ L̂
(j)
L )
)
−
3∑
i,j=1
(
Giju (
¯̂
Q
(i)
L ∗ ρQ̄(̂̄Φ)) ∗ û(j)R +G†uij ¯̂u(i)R ∗ (ρQ̄(̂̄Φ)† ∗ Q̂(j)L )) (5.76)
−
3∑
i,j=1
(
Gijd (
¯̂
Q
(i)
L ∗ ρQ(Φ̂)) ∗ d̂
(j)
R +G
†
d
ij ¯̂
d
(i)
R ∗ (ρQ(Φ̂)† ∗ Q̂
(j)
L )
))
,
where Φ̂[Φ, V, V ′]’s are given in (5.21)-(5.23). The sum is over the generation index.
The leading order expansion yields
SYukawa = S
SM
Yukawa
−
∫
d4x
( 3∑
i,j=1
{
W ij
(
(L̄
(i)
L φ) e
(j)1
R + (L̄
(i)
L ρL(φ
1)) e
(j)
R + (L̄
(i)1
L φ) e
(j)
R
+
i
2
θαβ(∂αL̄
(i)
L ∂βφ) e
(j)
R
)
+W †
ij
(
ē
(i)
R (φ
†L
(j)1
L ) + ē
(i)
R (ρL(φ
1)†L
(j)
L )
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+ē
(i)1
R (φ
†L
(j)
L ) +
i
2
θαβ ē
(i)
R (∂αφ
†∂βL
(j)
L )
)}
(5.77)
−
3∑
i,j=1
{
Giju
(
(Q̄
(i)
L φ̄)u
(j)1
R + (Q̄
(i)
L ρQ̄(φ̄
1))u
(j)
R + (Q̄
(i)1
L φ̄)u
(j)
R
+
i
2
θαβ(∂αQ̄
(i)
L ∂βφ̄)u
(j)
R
)
+G†u
ij
(
ū
(i)
R (φ̄
†Q
(j)1
L ) + ū
(i)
R (ρQ̄(φ̄
1)†Q
(j)
L )
+ū
(i)1
R (φ̄
†Q
(j)
L ) +
i
2
θαβū
(i)
R (∂αφ̄
†∂βQ
(j)
L )
)}
−
3∑
i,j=1
{
Gijd
(
(Q̄
(i)
L φ) d
(j)1
R + (Q̄
(i)
L ρQ(φ
1)) d
(j)
R + (Q̄
(i)1
L φ) d
(j)
R
+
i
2
θαβ∂αQ̄
(i)
L ∂βφ d
(j)
R
)
+G†d
ij
(
d̄
(i)
R (φ
†Q
(j)1
L ) + d̄
(i)
R (ρQ(φ
1)†Q
(j)
L )
+d̄
(i)1
R (φ
†Q
(j)
L ) +
i
2
θαβd̄
(i)
R (∂αφ
†∂βQ
(j)
L )
)})
+O(θ2),
where L
(i)
L stands for a left-handed leptonic doublet of the i
th generation, e
(i)
R for a
leptonic singlet of the ith generation, Q
(i)
L for a left-handed quark doublet of the i
th
generation, u
(i)
R for a right-handed up-type quark singlet of the i
th and d
(i)
R stands for a
right-handed down-type quark singlet of the ith generation. We used
ρ(Φ) = φ+ ρ(φ1) +O(θ2), (5.78)
where ρ stands for ρL, ρQ and ρQ̄, respectively. ρ(φ
1) is given by (5.20),
ρ(φ1) =
1
2
θµνρ(Vν)
(
∂µφ−
i
2
ρ(Vµ)φ−
i
2
φ ρ(V ′µ)
)
(5.79)
−1
2
θµν
(
∂µφ−
i
2
ρ(Vµ)φ−
i
2
φ ρ(V ′µ)
)
ρ(V ′ν).
Once again we recover the Standard Model, but some new interactions arise. The
Yukawa coupling matrices can be diagonalised using bi-unitary transformations. We
thus obtain a Cabibo-Kobayashi-Maskawa matrix in the charged currents, as in the
Standard Model and as long as right-handed neutrinos are absent, we do not predict
lepton flavour changing currents. We will present the Lagrangian for the charged and
neutral currents in Section 5.7. We will also extract the currents which have their origin
in (5.77).
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5.7 Currents in the Non-Commutaive Standard Model
5.7.1 Currents in the Commutative Standard Model
Let us calculate charged and neutral currents of the quarks in the Standard Model on
commutative space-time. The kinetic term for the left handed quark fields is given by
SQuarks =
∫
d4x
3∑
i=1
Q̄
(i)
L i /D
SMQ
(i)
L . (5.80)
But let us also forget about the three different families of the quarks, let us consider
only one of them. Explicitly, we obtain
Q̄Li /D
SMQL = Q̄Lγ
µ
(
i∂µ − ig′YAµ −
ig
2
Bµaσ
a
)
QL. (5.81)
We only consider electroweak currents, therefore the strong interaction does not con-
tribute. We get
(
ū d̄
)
i/∂
(
u
d
)
+
(
ū d̄
)( g′Y /A+ g
2
/B3
g√
2
/W+
g√
2
/W− g′Y /A− g
2
/B3
)(
u
d
)
. (5.82)
The currents are defined by the matrix in (5.82),
SQuarks =
∫
d4x
(
Q̄Li/∂QL +
g√
2
ūLJ1dL +
g√
2
d̄LJ2uL + ūL /N1uL + d̄L /N2dL
)
, (5.83)
where J1 and J2 are the charged currents, /N1 and /N2 the neutral currents, respectively.
They are given by
J1 = /W
+, J2 = /W
−, (5.84)
/N1 = g sin θW (Y + 1/2)/A+ (g/2 cos θW − g′Y sin θW )/Z, (5.85)
/N2 = g sin θW (Y − 1/2)/A− (g/2 cos θW + g′Y sin θW )/Z.
We may now identify g sin θW in (5.85) and (5.84) with the electromagnetic coupling
(electron charge) e, and Y ± 1/2 with the electromagnetic charge Q of the quark. The
second identification is just the Gell-Mann - Nishijima relation,
Q = T3 + Y.
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5.7.2 Charged Currents
In this Section, we give the explicit formulas for the electroweak charged currents in the
non-commutative Standard Model up to leading order of the expansion in θ.
L = ( ū c̄ t̄ )L VCKMJ1
 ds
b

L
+ ( d̄ s̄ b̄ )L V
†
CKMJ2
uc
t

L
. (5.86)
For the current J1 we obtain
J1 =
1√
2
g /W+ + (
1
2
θµνγα + θναγµ)
((
−
√
2
4
Y g′g(cos θWAµν − sin θWZµν)W+α
)
+g
√
2
8
(
W+µν − ig
(
(cos θWZµ + sin θWAµ)W
+
ν −W+µ (cos θWZν + sin θWAν)
) )
× (−2i∂α + (2Y g′ sin θW + g cos θW )Zα + g′ cos θW (1− 2Y )Aα) (5.87)
−
√
2
8
g2
(
cos θWZµν + sin θWAµν − igW±µν
)
W+α
)
+O(θ2),
where
W±µν = W
+
µ W
−
ν −W+ν W−µ ,
Aµν = ∂µAν − ∂νAµ,
Zµν = ∂µZν − ∂νZµ,
W+µν = ∂µW
+
ν − ∂νW+µ .
W−µν is defined accordingly. For the current J2 we obtain
J2 =
1√
2
g /W− + (
1
2
θµνγα + θναγµ)
((
−
√
2
4
Y g′g(cos θWAµν − sin θWZµν)W−α
)
+g
√
2
8
(
W−µν − ig
(
W−µ (cos θWZν + sin θWAν)− (cos θWZµ + sin θWAµ)W−ν
) )
×(−2i∂α + (2Y g′ sin θW − g cos θW )Zα − g′ cos θW (2Y + 1)Aα) (5.88)
+
√
2
8
g2
(
cos θWZµν + sin θWAµν − igW±µν
)
W−α
)
+O(θ2).
Note that as previously we have not included the interactions with the gluons in the
”electroweak” charged currents. We have used the identity g′ cos θW = g sin θW in order
to simplify above formulae.
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5.7.3 Neutral Currents
The explicit formula for the neutral current in the leading order of the expansion in
θ is derived similarly. Let /N1 be the current connecting left handed up-type quarks,
ūL /N1uL. /N2 connects left handed down-type quarks, d̄L /N2dL, and the right handed
quarks are connected by /N3 and /N4, respectively, i.e., ūR /N3uR, d̄R /N4dR. As a result
we obtain
/N1 = g sin θW (Y + 1/2)/A+ (g/2 cos θW − Y g′ sin θW )/Z (5.89)
+
(
1
2
θµνγα + θναγµ
)(
g′Y
4
fµν
(
−2i∂α − 2g′YAα − gB3α
)
+
g
8
(B3µν − igW±µν)
(
−2i∂α − 2g′YAα − gB3α
)
−g
2
4
(
W+µν − ig(B3µW+ν −W+µ B3ν)
)
W−α
)
,
/N2 = g sin θW (Y − 1/2)/A− (g/2 cos θW + Y g′ sin θW )/Z (5.90)
+
(
1
2
θµνγα + θναγµ
)(
g′Y
4
fµν
(
−2i∂α − 2g′YAα + gB3α
)
−g
8
(B3µν − igW±µν)
(
−2i∂α − 2g′YAα + gB3α
)
−g
2
4
(
W−µν − ig(W−µ B3ν −B3µW−ν )
)
W+α
)
,
/N3 = g
′Y (cos θW /A− sin θW /Z) (5.91)
+
(
1
2
θµνγα + θναγµ
)(
g′Y
2
fµν (−i∂α − g′YAα)
)
,
/N4 = g
′Y (cos θW /A− sin θW /Z) (5.92)
+
(
1
2
θµνγα + θναγµ
)(
g′Y
2
fµν (−i∂α − g′YAα)
)
,
where fµν = ∂µAν−∂νAµ is the field strength of the U(1)Y photon, B3µν = ∂µB3ν−∂νB3µ.
For simplicity or presentation, we have used the unphysical U(1)Y photon Aµ and SU(2)
boson Bµ in the above formulae. They have to be replaced by the physical eigenstates,
the electromagnetic photon Aµ and the neutral Z boson,
Aµ = cos θWAµ − sin θWZµ,
B3µ = cos θWZµ + sin θWAµ and
fµν = cos θWAµν − sin θWZµν ,
B3µν = cos θWZµν + sin θWAµν .
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Note that we have not included the interactions with the gluons in the ”electroweak”
neutral currents.
5.7.4 Currents from the Yukawa Terms
Let us expand the Yukawa terms (5.77) to first order in θ. We will include strong
interaction. In terms of currents the Yukawa terms read
SYukawa = S
SM
Yukawa
+
3∑
i,j=1
(
W ij L̄
(i)
L
1
2
θµνC1µνe
(j)
R +W
†ij ē
(i)
R
1
2
θµν(C1)†µνL
(j)
L (5.93)
+ Giju Q̄
(i)
L
1
2
θµνC2µνu
(j)
R +G
†
u
ij
ū
(i)
R
1
2
θµν(C2)†µνQ
(j)
L
+ Gijd Q̄
(i)
L
1
2
θµνC3µνd
(j)
R +G
†
d
ij
d̄
(i)
R
1
2
θµν(C3)†µνQ
(j)
L
)
+O(θ2),
where
C1µν = g
′Aµφ ∂ν +
(
−3
2
g′Aν + gBν
)(
∂µ −
i
2
(
1
2
g′Aµ + gBµ)
)
φ (5.94)
−
←
∂ν
(
−1
2
g′Aµ + gBµ + i∂µ
)
φ+
i
4
[−g
′
2
Aµ + gBµ, −
g′
2
Aν + gBν ]φ,
C2µν = −
2
3
g′Aµφ̄ ∂ν − gSGµ φ̄ ∂ν−
←
∂ν (Vµφ̄+ i∂µφ̄) (5.95)
+
i
4
[
2
3
g′Aµ + gSGµ,
2
3
g′Aν + gSGν ] φ̄+
i
4
[Vµ, Vν ]φ̄
+
(
5
6
g′Aν + gBν + 2gSGν
)(
∂µ +
i
4
g′Aµ −
i
2
gBµ
)
φ̄,
C3µν =
(
1
3
g′Aµ − gSGµ
)
φ ∂ν−
←
∂ν (Vµφ+ i∂µφ) (5.96)
+
i
4
[−1
3
g′Aµ + gSGµ, −
1
3
g′Aν + gSGν ]φ+
i
4
[Vµ, Vν ]φ
+
(
5
6
g′Aν + gBν + 2gSGν
)(
∂µφ−
i
2
(
1
2
g′Aµ + gBµ)
)
,
(5.97)
We have used the definition
Vµ =
1
6
g′Aµ + gBµ + gSGµ. (5.98)
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Aµ and B3µ still have to be replaced by the physical photon Aµ and the neutral Z-boson
Zµ, which we have not done for the sake of brevity.
5.8 Discussion and Remarks
We have shown in Section 5.6 that the commutative Standard Model is the zeroth order
approximation in an expansion in θ of the action of the Non-Commuative Standard
Model. Although we have considered a minimal version of the Non-Commutative Stan-
dard Model (Section 5.5.1), there is a basic difference between the commutative and
the non-commutative version. In the non-commutative model, the different interactions
cannot be considered separately as the master field Vµ, which is a superposition of the
different gauge fields has to be introduced. In zeroth order of the expansion in θ, the
gauge bosons of the different gauge groups decouple, but mix in higher orders due to the
Seiberg-Witten map. Therefore, some new vertices appear where the gauge bosons of
different gauge groups are connected to the quarks. A kind of mixing or unification be-
tween all the interactions appears as we have vertices where e.g., SU(3)C gauge bosons
couple to the U(1)Y gauge boson and to quarks. This type of unification implies that
parity is broken in non-commutative QCD.
Up to the first order, we do not find couplings of neutral particles like the Higgs
boson to the electromagnetic photon in the minimal version of the Non-Commutative
Standard Model. We find new vertices in the pure gauge sector. One might expect
to find a self-interacting vertex of the U(1)Y gauge boson which is not the case in the
minimal version.But one does find vertices with five and six gauge bosons for the gauge
group SU(3)C and SU(2)L. Neutral decays of heavy particle, e.g., of the b and t-quarks
might also reveal the non-commutative nature of space-time. New vertices appear in
QCD. We find a point-like interaction between two quarks a gluon and a photon, thus
opening new decay modes for hadrons.
A main result is that all the important features of the ordinary Standard Model can
be implemented in this non-commutative version, in particular the Higgs mechanism
and the Yukawa sector. Bi-unitary transformations can be applied to diagonalise the
matrices of Yukawa couplings.
Recently a model based on the gauge group U(3)× U(2)× U(1) was proposed [64].
This model involves a clever extra Higgs mechanism to deal with the problems of charge
quantisation and tensor products, but it contains two gauge bosons which are not present
in the usual Standard Model. What we are doing is fundamentally different as we are
considering the Standard Model gauge group SU(3)× SU(2)× U(1), directly. We thus
have proposed a minimal non-commutative extension of the Standard Model.
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We have presented the first order expansion in θµν of the non-commutative Standard
Model, which only represents a low energy effective theory. The limits that can be
found in the literature on the combination Λθ are based on the assumption that θµν is
constant [65, 66], clearly the limits are much weaker if the assumption is relaxed. The
effects are expected to be small for light particles. But, they could be sizable for heavy
particles. In particular it is conceivable that a phase transition occurs at high energy,
nature could be non-commutative above that scale but commutative under the scale of
this phase transition, as discussed in Chapter 1.
The Non-Commutative Standard Model predicts a lot of new physics beyond the
Standard Model. In particular as we have seen, we expect the charged and neutral
currents to be considerably affected by non-commutative physics. The extraction of the
CKM matrix elements and in particular of the phase at the origin of CP -violation would
be strongly influenced by that type of new physics. One expects that the effects should
become larger with the mass of the decaying particle, especially if a phase transition
exists. The expansion of the Higgs part of the action still has to be calculated explicitly,
and the currents have to be extracted, as done in Sections 5.7.2 - 5.7.4. One-loop correc-
tions to the Non-Commutative Standard Model may also reveal additional substantial
insight to the understanding of this model.
There are attempts to search for processes that are sensitive to the non-commutativity
of space-time in both, the minimal and non-minimal Non-Commutative Standard Model
[67,68]. For this aim, the expansion of the non-commutative Lagrangian in terms of cur-
rents is crucial.
One is tempted to think that our model is renormalisable to all orders in the coupling
constants and in θ. A study in the framework of non-commutative quantum electrody-
namics [58] has shown that the photon self-energy is renormalizable to all order. But,
it occured that non-commutative QED might not be power-counting renormalisable
in perturbation theory [69]. Additional symmetries may still render non-commutative
QED and the Standard Model renormalisable. A proof of the renormalisability of our
model is also still to be furnished. This is may be related to the still open question
of anomaly freedom of the model [70]. Arguing as above that this model represents a
low energy effective theory, ideas of renormalisation are not applicable. The problem of
ultra-violet and infra-red mixing which plagues non-commutative quantum field theo-
ries [71], should be reconsidered in the framework of the Seiberg-Witten expansion used
in our approach [72].
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Chapter 6
Towards Gauge Theory on
κ−Deformed Space-Time
6.1 Introduction
κ−deformed Euclidean space and a gauge theoretical model on this deformed space will
be of scrutiny in this Chapter. So far, we have discussed models on canonical space-
time. In [16] the κ−deformed Poincaré algebra has been constructed via a contraction
of the anti-de-Sitter algebra Uq(o(3, 2)). Analogously, the contraction of o(3, 2) leads
to the classical Poincaré algebra. The κ−deformed Poincaré algebra Pκ is a quantum
group. In [17] a κ−deformed Minkowski space Mκ has been introduced. Mκ is a Pκ−
module algebra. This enables us to construct fields and knowing an invariant integral
Lagrangian models.
The algebra relations of the Lorentz generators are undeformed. The difference lies
in the co-product structure of the boost generators (6.18). I.e., the rotational sector is
completely undeformed. The derivatives ∂µ do not only generate a sub-algebra of Pκ,
but also a sub-Hopf algebra. This is the key fact for the construction of the κ−Poincaré
algebra as a bicrossed product algebra [17]. The advantage of this deformation is its
mildness. In Section 6.9 we will comment on different choices of generators of Pκ.
The algebra relations of the generators of Mκ are [17]
[x̂0, x̂i] = iax̂i, (6.1)
where i = 1, 2, 3 and a ∈ R. Clearly, the non-commutativity parameter a has the
dimension of length. In order to compare with [17], we have to make the substitution
a ≡ − 1
iκ
. (6.2)
68
The most general linear quantum space structure compatible with a deformed version
of Poincaré symmetry is given by [73]
[x̂µ, x̂ν ] = i (aµδνσ − aνδµσ) x̂σ, (6.3)
where aµ is a constant 4−vector ”pointing into the direction of non-commutativity”. Its
components also play the role of Lie algebra structure constants. Choosing
aµ = aδµ0 (6.4)
we get relation (6.1) and Pκ as symmetry algebra. In order to be able to consider any
4−vector aµ or the non-commutativity pointing in any direction, we will formulate the
Euclidean version of the κ−deformed Poincaré algebra (algebra of rotations) and the
corresponding κ−deformed Euclidean space. In the Euclidean case, all directions are
equivalent. We will construct wave equations and will also formulate all results using
the ∗-product formalism. Last but not least, a gauge theoretical model on κ−deformed
Euclidean space will be discussed. These results will be translated to κ−Minkowski
space and the κ−deformed Poincaré algebra in Section 6.8.
Some field theoretical aspects on κ−Minkowski space have already been discussed
in [74, 75, 76, 77, 78, 79]. Nevertheless, gauge theory has not been tackled. The gauge
theory discussed here will be based on Seiberg-Witten maps introduced in Chapter 4.
These methods will have new implications on the nature of the gauge fields.
6.2 Quantum Space and Symmetry Algebra - The
Setting
Let us consider a n dimensional Euclidean space with coordinates x1, . . . , xn. In the
following, Latin indices range from 1 to n− 1, greek indices from 1 to n. In Euclidean
spaces all directions are equivalent. For convenience, the non-commutativity will point
into the n−direction, i.e.,
aµ = a δnµ. (6.5)
The n dimensional κ−Euclidean space algebra Eκ is generated by the coordinates
x̂1, . . . , x̂n. They satisfy the relations
[x̂n, x̂i] = iax̂i, (6.6)
all other commutators vanish,
[x̂i, x̂j] = 0. (6.7)
69
The symmetry group of the κ-Euclidean space is a deformed version of the n-dimensional
rotation group. It is generated by the rotations Mµν . Since the n-direction is special,
we will denote the generators Mnl by N l and will call them boosts, in analogy to the
Lorentz algebra. The relations between symmetry generators and coordinates are have
to be compatible with the algebra structure on Eκ and are supposed to be linear. We
get as a result
M rsx̂k = δrkx̂s − δskx̂r + x̂kM rs, (6.8)
M rsx̂n = x̂nM rs, (6.9)
N lx̂i = −δlix̂n + x̂iN l − iaM li, (6.10)
N lx̂n = x̂l + (x̂n + ia)N l. (6.11)
In the commutative limit, a→ 0, the relations are the usual relations for a 4-dimensional
Euclidean space. The consistent choice of algebra relations is given by
[N l, Nk] = M lk, (6.12)
[M rs, N l] = δrlN s − δslN l, (6.13)
[M rs,Mkl] = δrlMks − δslMkr − δrkM ls + δskM lr. (6.14)
These are just the undeformed algebra relations. The difference arises in the co-
algebra structure. The commutation relations (6.8) - (6.11) can be generalised to
non-commutative functions, which are given as power series in the non-commutative
coordinates. For these relations we obtain
N lf̂(x̂) = N l . f̂(x̂) + f̂(x̂i, x̂n + ia)N l − ia(∂̂b . f̂(x̂))M lb, (6.15)
M rsf̂(x̂) = M rs . f̂(x̂) + f̂(x̂)M rs. (6.16)
We can read off the co-product structure of the rotation generators from the above
formulae, using the crossed product
T x̂ν = (T(1) . x̂
ν)T(2). (6.17)
We obtain
∆N l = N l ⊗ 1 + exp(ia∂̂n)⊗N l − ia∂̂b ⊗M lb, (6.18)
∆M rs = M rs ⊗ 1 + 1⊗M rs. (6.19)
Now let us define derivatives on the this κ-Euclidean space. We introduce them by
finding a deformed Leibniz rule compatible with the algebra relations (6.6). Since the
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coordinate algebra is the freely generated algebra divided by the ideal generated by
relations (6.6) and (6.7), the derivatives have to map cosets on cosets. Consistent
Leibniz rules are given by
∂̂nx̂
i = x̂i∂̂n,
∂̂nx̂
n = 1 + x̂n∂̂n, (6.20)
∂̂ix̂
j = δji + x̂
j ∂̂i,
∂̂ix̂
n = (x̂n + ia) ∂̂i.
However, these relations are not unique. Additionally, the derivatives have to form a
module algebra of the deformed rotation algebra, i.e., they have to constitute a vector
under rotations. This singles out the above choice of Leibniz rules. For the action of
the symmetry generator on the derivatives we obtain
[M rs, ∂̂i] = δ
ri∂̂s − δsi∂̂r, (6.21)
[M rs, ∂̂n] = 0, (6.22)
[N l, ∂̂i] = δ
li 1
2ia
(
1− e2ia∂̂n
)
− ia
2
δli∆̂κ + ia ∂̂l∂̂i, (6.23)
[N l, ∂̂n] = ∂̂l, (6.24)
where ∆̂κ =
∑
i ∂̂i∂̂i. The commutator of derivatives compatible with (6.6) is given by
[∂̂µ, ∂̂ν ] = 0. (6.25)
The Leibniz rule for non-commutative functions reads
∂̂if̂(x̂) = ∂̂i . f̂(x̂) + f̂(x̂
i, x̂n + ia) ∂̂i. (6.26)
∂̂n satisfies the ordinary Leibniz rule. Since we have calculated the action of the sym-
metry generators on the derivatives, we can also include the derivatives as generators in
the symmetry algebra. As a result we obtain the κ−deformed Poincaré algebra Pκ on
κ−deformed Euclidean space. It is generated by rotations M rs, boosts N l and transla-
tions ∂̂µ. The algebra relations are given by (6.12) - (6.14) and (6.21) - (6.24). Note the
difference in some minus signs compared to the algebra relations of the Poincaré algebra
on κ−Minkowski space, given in [17]. The co-product of the translation generators reads
∆∂̂n = ∂̂n ⊗ 1 + 1⊗ ∂̂n, (6.27)
∆∂̂i = ∂̂i ⊗ 1 + exp(ia∂̂n)⊗ ∂̂i. (6.28)
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6.3 Invariants and Wave Equations
First of all, let me construct an invariant I under κ−Poincaré transformations of the
coordinate algebra. Invariant means h . I = ε(h)I, where h ∈ Pκ. This is a kind of
radius square,
∑
µ x
µxµ. However, in the case of Eκ, there is a linear correction term
and we get
I =
n∑
µ=1
x̂µx̂µ − ia(n− 1)x̂n, (6.29)
cf. [17]. However, [N l, Î] 6= 0, but
[N l, I] = ia (2x̂n + ia− ia(n− 1)) N l − 2ia
n−1∑
b=1
x̂bM lb, (6.30)
in accordance with (6.18). These terms vanish, if we let them act on 1. The substitution
x̂i 7→ ˆ̃xi = x̂i, (6.31)
x̂n 7→ ˆ̃xn = x̂n − ia(n− 1)
2
,
simplifies the expression for I,
I =
∑
µ
ˆ̃x
µ ˆ̃x
µ
+
a2(n− 1)2
4
. (6.32)
A rescaling leaves us with a quadratic expression and with the usual Euclidean metric
gµν ,
gµν = δµν ,
Ĩ = gµν ˆ̃x
µ ˆ̃x
ν
. (6.33)
6.3.1 Klein-Gordon Operator
The Klein-Gordon operator ̂ is the Casimir operator of the momentum algebra, i.e.,
it is an invariant of the algebra generated by derivatives under the adjoint action of the
Poincaré algebra, [N l, ̂] = [M rs, ̂] = 0. This is the deformed mass square operator.
A general ansatz leads to
̂ = e−ia∂̂n∆̂κ +
2
a2
(
1− cos(a∂̂n)
)
. (6.34)
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6.3.2 Dirac Operator
Dirac operators for κ-Minkowski space have already been constructed in [77,80]. In [77],
the Dirac operator is defined as the square root of the Klein-Gordon operator (6.34),
whereas the construction in [80] is similiar to the construction shown here. The Dirac
operator D is required to be invariant under κ-Poincaré transformations,
[T,D] = 0, (6.35)
where T ∈ {N l,M rs, ∂̂n} act on functions of coordinates as well as on spinor indices.
This approach differs in the way the orbital and spinorial operators add up. In our
case, it is just the sum of the operators, cf. (6.47), relying on the fact that the adjoint
action of the deformed Lorentz generators on derivatives ∂̂µ, and therefore on the Dirac
operator which is a function of ∂̂µ, does not involve any Lorentz generators acting on
the right. Remarkably, the square of the Dirac operator in [80] agrees with (6.55).
In the classical Minkowski space, we have the following transformations of coordi-
nates xµ and derivatives ∂µ under a Lorentz transformation
x′µ = Λµνx
ν , (6.36)
∂µ = (Λ
−1)νµ∂ν . (6.37)
A spinor ψ transforms accordingly
ψ′(x′) = Sψ(x), (6.38)
where the matrices S build a finite dimensional representation of the Lorentz group.
The Dirac operator D is uniquely determined by demanding that D is linear in the
derivatives and a scalar under Lorentz transformations, i.e.,
D′ψ′ = S Dψ. (6.39)
Consequently, D is given by
D = γµ∂µ, (6.40)
where γµ are the Dirac matrices with
Λµνγ
ν = S−1γµ S. (6.41)
Let us express eqn. (6.39) infinitesimally. Using
Λµν ≈ δµν + λµν , (6.42)
S ≈ 1 + s (6.43)
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we get
[s,D]− [λ,D] = 0, (6.44)
where [λ,D] = λ . D = γµ(λ−1)νµ∂ν . The matrices s are given by the usual γ matrices,
sµν =
i
4
[γµ, γν ]. (6.45)
It can be shown easily that sµν satisfy the algebra of the Lorentz generators,
[Jµν , Jρσ] = i (gνρJµσ − gµρJνσ − gνσJµρ + gµσJνρ) . (6.46)
Generalising eqn. (6.44) to κ-Euclidean space we get the defining equation
[T, D̂] + [t, D̂] = 0, (6.47)
where D̂ is the deformed Dirac operator and T some generator of the κ-Poincaré algebra.
The spin or internal degree of freedom is undeformed. The operators t generate this
representation. As in the classical case the generators are given in terms of the γ matrices
in n-dimensional Euclidean space, γ1, . . . , γn−1, γ0,
{γµ, γν} = 2δµν . (6.48)
If we denote these classical generators with small letters (t ∈ {mrs, nr}), we have
mrs =
1
4
[γs, γr], (6.49)
nr =
1
4
[γr, γ0] =
1
2
γrγ0 (6.50)
= mnr.
The action of the generators on γ matrices is given by the adjoint action,
nr . γl = [nr, γl] = −γ0δrl, (6.51)
nr . γ0 = γr. (6.52)
The most general ansatz for the Dirac operator can be written as
D̂ = γ0
∑
k
bk∂̂
k
n + γ
0∆̂κ
ia
2
∑
k
ck∂̂
k
n + γ
r∂̂r
∑
k
dk∂̂
k
n, (6.53)
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where bk, ck, dk are coefficients proportional to a
k. Eqn. (6.47) allows for a unique
solution,
D̂ =
γ0
a
sin(a∂̂n) +
iaγ0
2
∆̂κ exp(−ia∂̂n) + γr∂̂r exp(−ia∂̂n). (6.54)
The square of the Dirac operator D̂ does not give the Klein-Gordon operator (6.34).
It involves an additional factor which introduces a regularisation mass in the spirit of
Pauli-Villars regularisation, c.f. [74],
D̂2 = ̂
(
(ia)2
4
̂ + 1
)
. (6.55)
In the limit a→ 0, the regulator mass goes to infinity.
6.4 Derivatives and Vector Fields
We have introduced derivatives ∂̂ν as translation generators. Their Lorentz transfor-
mation property is given by eqns. (6.21) - (6.24). The action of the derivatives on
non-commutative coordinates were obtained in eqn. (6.20). However, we find a second
differential structure compatible with the algebra relations of the coordinates, using the
Dirac operator D̂. Similarly, A. Connes introduces derivatives as the commutator with
the Dirac operator. He has a different approach to non-commutative geometry. It is
based on the spectral triple, (A,H,D), see e.g., [81]. The spectral triple consists of the
non-commutative algebra of coordinates, A represented on the Hilbert space H and the
Dirac operator D. In the commutative case, A is an abelian C∗-algebra of operators on
the Hilbert space H and corresponds to a compact manifold, as shown in Fig. 2.2. D is
a selfadjoint operator on H.
Using
D̂ = γ0D̂n + γ
rD̂r,
D̂i = ∂̂i e
−ia∂̂n , (6.56)
D̂n =
1
a
sin(a∂̂n) +
ia
2
∆̂κ e
−ia∂̂n , (6.57)
we can calculate the action of the new derivatives on non-commutative coordinates,
[D̂n, x̂
i] = ia∂̂i exp(−ia∂̂n), (6.58)
[D̂j, x̂
i] = δij exp(−ia∂̂n), (6.59)
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[D̂n, x̂
n] = cos(a∂̂n) +
(ia)2∆̂κ
2
exp(−ia∂̂n), (6.60)
[D̂j, x̂
n] = 0. (6.61)
In order to obtain a proper Leibniz rule, we have to express the rhs. in terms of D̂µ,
i.e., we have to invert (6.56) and (6.57). The first step of the inversion is to calculate
eia∂̂n and its inverse e−ia∂̂n . Note that replacing a by −a will not lead from eia∂̂n to its
inverse, because D̂µ depend on a as well. Inserting
∆̂κ = e
ia∂̂n̂− 2
a2
eia∂̂n
(
1− cos(a∂̂n)
)
into eqn. (6.57) yields
e−ia∂̂n = 1− iaD̂n +
(ia)2
2
̂. (6.62)
(6.55) can be considered as a quadratic equation in ̂. The solution is easily obtained,
taking into account the proper limit a→ 0,
(ia)2
2
̂ = −1 +
√
1 + (ia)2D̂µD̂µ (6.63)
and hence
e−ia∂̂n = −iaD̂n +
√
1 + (ia)2D̂µD̂µ. (6.64)
We imply summation over repeated indices unless stated differently. Multiplying (6.57)
with eia∂̂n yields the quadratic equation for eia∂̂n
e2ia∂̂n
(
1 + (ia)2D̂µD̂µ
)
− 2iaD̂neia∂̂n − 1 = 0 (6.65)
with the solution
eia∂̂n =
1
1 + (ia)2D̂jD̂j
(
iaD̂n +
√
1 + (ia)2D̂µD̂µ
)
. (6.66)
The root is selected by demanding that eia∂̂n → 1, for a → 0. By direct computation,
we see that it is the inverse of (6.64). Equipped with eqns. (6.64) and (6.66), we can
compute the Leibniz rules for D̂µ. They read
[D̂n, x̂
i] = iaD̂i, (6.67)
[D̂j, x̂
i] = −iaδijD̂n + δij
√
1 + (ia)2D̂µD̂µ, (6.68)
[D̂n, x̂
n] =
√
1 + (ia)2D̂µD̂µ, (6.69)
[D̂j, x̂
n] = 0. (6.70)
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Furthermore, we can express the derivatives ∂̂µ in terms of D̂µ,
∂̂i =
D̂i
1 + (ia)2D̂jD̂j
(
iaD̂n +
√
1 + (ia)2D̂µD̂µ
)
(6.71)
=
D̂i
1 + (ia)2D̂jD̂j
(
1 + iaD̂n +
(ia)2
2
̂
)
,
∂̂n = −
1
ia
ln
(
−iaD̂n +
√
1 + (ia)2D̂µD̂µ
)
. (6.72)
In order to assure you that we do not devide by operators, we give you the expansion
of the above equations around a = 0,
∂̂i = D̂i + iaD̂iD̂n +
(ia)2
2
(
D̂nD̂n − D̂jD̂j
)
D̂i +O(a3), (6.73)
∂̂n = D̂n −
ia
2
D̂iD̂i −
(ia)2
6
D̂n
(
3D̂iD̂i + D̂nD̂n
)
+O(a3). (6.74)
Remarkably, the transformation properties of D̂µ under rotations and boosts are espe-
cially simple. They are determined by eqn. (6.47),
[N l, D̂n] = D̂l, (6.75)
[N l, D̂i] = −δliD̂n. (6.76)
This is the usual, undeformed transformation property of a vector. The structure under
rotation is always the same, since the rotation sector of the Hopf algebra is undeformed.
Since [∂̂µ, ∂̂ν ] = 0, we also have
[D̂µ, D̂ν ] = 0.
From (6.56) and (6.57), we can compute the co-product of D̂µ using the fact that the
co-product ∆ is an algebra homomorphism. We find
∆D̂i = D̂i ⊗ e−ia∂̂n + 1⊗ D̂i, (6.77)
∆D̂n = D̂n ⊗ e−ia∂̂n + eia∂̂n ⊗ D̂n + iaD̂ieia∂̂n ⊗ D̂i. (6.78)
We have not inserted expressions (6.62) and (6.66) into above equations. We can ex-
press D̂µ in terms of ∂̂µ and vice versa, in a closed form, i.e., D̂µ are elements of the
enveloping algebra generated by ∂̂µ and vice versa. The derivatives Dµ are merely a
different set of generators of the enveloping algebra. Therefore, we have two derivatives
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we can gauge. We decided to gauge the Dirac operator D̂µ, see Section 6.6, because
it transforms linearly under Lorentz transformations. The derivatives ∂̂µ have a very
involved transformation property.
Let us analyse this model further, and let us consider the structure of vector fields.
As there are two derivative structures, there are two vector field structures. Let us first
derive the transformation properties of a vector field Âµ transforming in a similiar way as
the translation generators ∂̂µ. We demand that the transformation is linear in Âµ, that
we are back at eqns. (6.21) - (6.24) when we replace Âµ by ∂̂µ and that the relations are
respected by the symmetry algebra. These assertions fix the transformation property
uniquely. We obtain up to all order in a
[M rs, Âi] = δ
riÂs − δsiÂr, (6.79)
[M rs, Ân] = 0, (6.80)
[N l, Âi] = δ
l
i
1− e2ia∂̂n
2ia∂̂n
Ân −
ia
2
δli∂̂kÂk +
ia
2
(∂̂lÂi + ∂̂iÂl)
− a
2∂̂n
δli tan(
a∂̂n
2
) ∂̂k
(
∂̂nÂk − ∂̂kÂn
)
(6.81)
+
(
1
∂̂2n
− a
2∂̂n
cot(
a∂̂n
2
)
)(
∂̂n∂̂iÂl + ∂̂n∂̂lÂi − 2∂̂l∂̂iÂn
)
,
[N l, Ân] = Âl. (6.82)
We will shortly introduce another vector field that transforms similiar to the derivative
D̂µ. In order to do so, we express the Dirac operator (6.54) in terms of a ”Lorentz
vielbein” eµ
ν ,
D̂ = γµeµ
ν ∂̂ν . (6.83)
We can define another vector field V̂µ by
V̂µ = eµ
νÂν . (6.84)
V̂µ will transform like a classical vector, cf. (6.75) and (6.76). Let us calculate the
derivative (symmetry algebra) valued vielbein eµ
ν . Eqn. (6.83) does not define the
vielbein uniquely. The vielbein contains itself derivatives and since there is a derivative
at the end of (6.83), in some cases you cannot tell which derivative belongs to the
vielbein. Therefore we need to take into account the transformation properties. We
know that the Dirac operator D̂ = γµeµ
ν ∂̂ν satisfies relation (6.47). We also know
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that γµeµ
νÂν satisfies the same relation. From this expression, we can extract the
transformation of the vielbein itself. It reads[
N l, en
n
]
= el
n + en
l e
2ia∂̂n − 1
2ia∂̂n
− enl
a
2∂̂n
tan
(
a∂̂n
2
)
∂̂j ∂̂j (6.85)
+2en
j
(
1
∂̂2n
− a
2∂̂n
cot
(
a∂̂n
2
))
∂̂l∂̂j,
[
N l, en
i
]
= el
i − δlienn +
ia
2
en
l∂̂i −
ia
2
δlien
j ∂̂j −
ia
2
en
i∂̂l (6.86)
+
a
2
en
l tan
(
a∂̂n
2
)
∂̂i − (δlienj ∂̂j + eni∂̂l)
(
1
∂̂n
− a
2
cot(
a∂̂n
2
)
)
,
[
N l, ei
n
]
= −δlienn + eil
e2ia∂̂n − 1
2ia∂̂n
− eil
a
2∂̂n
tan
(
a∂̂n
2
)
∂̂j ∂̂j (6.87)
+2ei
j
(
1
∂̂2n
− a
2∂̂n
cot(
a∂̂n
2
)
)
∂̂l∂̂j,
[
N l, ei
j
]
= −δlienj − δljein +
ia
2
ei
l∂̂j −
ia
2
δljei
k∂̂k −
ia
2
ei
j ∂̂l (6.88)
+
a
2
ei
l tan
(
a∂̂n
2
)
∂̂j − (δljeik∂̂k + eij ∂̂l)
(
1
∂̂n
− a
2
cot(
a∂̂n
2
)
)
.
Using the transformation properties of the vielbein, we can express the vielbein in terms
of derivatives,
en
n =
1
a∂̂n
sin(a∂̂n) + e
−ia∂̂n
(
ia
2
− i
∂̂n
tan(
a∂̂n
2
)
)
∆̂κ
∂̂n
, (6.89)
en
j =
i
∂̂n
e−ia∂̂n tan(
a∂̂n
2
) ∂̂j, (6.90)
ei
n =
(
e−ia∂̂n − 1− e
−ia∂̂n
ia∂̂n
)
∂̂i
∂̂n
, (6.91)
ei
j =
1− e−ia∂̂n
ia∂̂n
δji . (6.92)
We have two different vector structures, one - Vµ - transforming like a classical vector
and like D̂µ, and one - Aµ - transforming like the derivatives ∂̂µ. The vielbein eµ
ν
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connects both vector fields, intertwines the different transformation rules. The lower
index of the vielbein transforms like a classical vector index, cf. (6.51) and (6.52) -
from now on denoted by indices α, β, γ, ... and a, b, c, . . ., respectively. The upper index
and indices transforming like ∂̂µ will be denoted from now on by indices µ, ν, ρ, ... and
k, l,m, . . ., respectively.
In the computation of the transformation property of the vector field Âµ, (6.81) and
(6.82), we have put all the derivatives on the left of the field. Since Âµ is a field and
depends on the coordinates, it is very hard to permute the derivatives to the right side
of the field. Equally well, we could have started with an ansatz where all the derivatives
are on the right side. Therefore we introduce another vector field,
̂̃
Bµ. Similarily to
(6.81) and (6.82), we obtain
[N l,
̂̃
Bi] = δ
l
i
̂̃
Bn
1− e2ia∂̂n
2ia∂̂n
− ia
2
δli
̂̃
Bk∂̂k +
ia
2
(
̂̃
Bi∂̂l +
̂̃
Bl∂̂i)
− a
2
δli
(̂̃
Bk∂̂n −
̂̃
Bn∂̂k
)
∂̂k
∂̂n
tan(
a∂̂n
2
) (6.93)
+
(̂̃
Bl∂̂n∂̂i +
̂̃
Bi∂̂n∂̂l − 2
̂̃
Bn∂̂l∂̂i
)(
1
∂̂2n
− a
2∂̂n
cot(
a∂̂n
2
)
)
,
[N l,
̂̃
Bn] =
̂̃
Bl. (6.94)
We want to construct scalars under Poincaré transformations. Therefore, we have to
introduce fields B̂µ and
̂̃
Aµ, such that
̂̃
AµÂµ and
̂̃
BµB̂
µ
are invariant, i.e., [N l,
̂̃
AµÂµ] = [N
l,
̂̃
BµB̂
µ] = 0. The invariance defines the transforma-
tion properties. They are given by
[N l,
̂̃
An] = − ̂̃Al 1− e2ia∂̂n
2ia∂̂n
− ̂̃Al a
2∂̂n
tan
(
a∂̂n
2
)
∂̂j ∂̂j (6.95)
+2
̂̃
Aj
(
1
∂̂2n
− a
2∂̂n
cot(
a∂̂n
2
)
)
∂̂l∂̂j,
[N l,
̂̃
Ai] = −δli ̂̃An + ia
2
̂̃
Al∂̂i −
ia
2
δli
̂̃
Am∂̂m −
ia
2
̂̃
Ai∂̂l (6.96)
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+2
̂̃
Al tan
(
a∂̂n
2
)
∂̂i − (δli
̂̃
Aj ∂̂j +
̂̃
Ai∂̂l)
(
1
∂̂n
− a
2
cot(
a∂̂n
2
)
)
,
[N l, B̂n] = −1− e
2ia∂̂n
2ia∂̂n
B̂l − a
2∂̂n
tan
(
a∂̂n
2
)
∂̂j ∂̂jB̂
l (6.97)
+2
(
1
∂̂2n
− a
2∂̂n
cot(
a∂̂n
2
)
)
∂̂l∂̂jB̂
j,
[N l, B̂i] = −δliB̂n + ia
2
∂̂iB̂
l − ia
2
δli∂̂mB̂
m − ia
2
∂̂lB̂
i (6.98)
+2 tan
(
a∂̂n
2
)
∂̂iB̂
l −
(
1
∂̂n
− a
2
cot(
a∂̂n
2
)
)
(δli∂̂jB̂
j + ∂̂lB̂
i).
In the same way as the vielbein eα
µ connects V̂α and Âµ, there is another vielbein ẽµ
α
connecting
̂̃
Aµ and V̂ α,
V̂ α =
̂̃
Aµ ẽµ
α,
̂̃
Aµ = V̂ αẽ−1α
µ. (6.99)
We know that V̂ µV̂µ is an invariant, and
̂̃
AµÂµ = V̂
α ẽ−1α
µ e−1µ
β
V̂β. (6.100)
Therefore, we conclude that
ẽ−1α
µe−1µ
β
= δβα, (6.101)
and we get
ẽ−1α
µ = eα
µ. (6.102)
Let us calculate the inverse of the vielbein perturbatively. In order to do so, we have to
expand eα
µ around δµα,
en
n = 1 +
(ia)2
6
∂2n +O(a3),
en
i =
ia
2
∂i −
(ia)2
2
∂n∂i +O(a3),
ei
n = −ia
2
∂i +
(ia)2
3
∂n∂i +O(a3),
ei
j = δji (1−
ia
2
∂n +
(ia)2
6
∂2n) +O(a3).
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Then, the inverse is defined by
eα
νe−1ν
β
= δβα. (6.103)
We obtain the following expressions,
e−1n
n
= 1− (ia)
2
6
∂̂2n −
(ia)2
4
∆̂κ +O(a3), (6.104)
e−1n
i
= −ia
2
∂̂i +
(ia)2
4
∂̂n∂̂i +O(a3), (6.105)
e−1i
n
=
ia
2
∂̂i −
(ia)2
12
∂̂n∂̂i +O(a3), (6.106)
e−1i
j
= δji
(
1 +
ia
2
∂̂n +
(ia)2
12
∂̂2n
)
− (ia)
2
4
∂̂i∂̂j +O(a3). (6.107)
We may also introduce a conjugation † on the algebra. The coordinates are chosen to
be real and we have the following definitions compatible with all the relations
x̂µ
†
= x̂µ, T † = −T, T ∈ {M rs, N l, ∂̂µ}, (6.108)
Âµ
† =
̂̃
Bµ,
̂̃
Aµ† = B̂µ, V̂ †µ = V̂µ. (6.109)
6.5 Representation on Commutative Functions
In this Section, we want to translate our results to the ∗-product formalism introduced in
Chapter 3. We will work out the ∗-product and the action of the κ−Poincaré generators
on commutative functions for two different orderings. We will examine symmetrical
ordering using CBH quantisation (Section 3.1) and normal ordering. The formulae can
be written in a closed form, considering normal ordering.
6.5.1 Symmetric Ordering
The ∗-product of functions in symmetrical ordering is obtained as
f ∗ g (x) = f(x)g(x) + ia
2
(xν∂nf(x)∂νg(x)− xµ∂µf(x)∂ng(x))
+
(ia)2
12
(
xν(∂2nf(x)∂νg(x) + ∂νf(x)∂
2
ng(x))
−xµ(∂µ∂nf(x)∂ng(x) + ∂nf(x)∂µ∂ng(x))
)
(6.110)
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+
(ia)2
8
xµxν
(
∂2nf(x)∂µ∂νg(x)− ∂ν∂nf(x)∂n∂µg(x)
−∂µ∂nf(x)∂n∂νg(x) + ∂µ∂νf(x)∂2ng(x)
)
+O(a3).
This ∗-product is hermitian, i.e., f ∗ g = ḡ ∗ f̄ . The bar denotes complex conjugation.
The representation of the algebra generators on commutative functions will be denoted
by M̃ rs, Ñ l, ∂̃µ. The action of these generators of the κ−Poincaré algebra on commuta-
tive functions is calculated in a similar way as the ∗-product in Section 3.1. First, one
has to calculate the action of the generators on symmetrically ordered polynomials of
the non-commutative coordinates. Expressing the result again in terms of symmetrically
ordered polynomials, it can be translated to the action on the corresponding commu-
tative monomials, see (3.21) and (3.22). In a second step, one has to generalise these
expressions to commutative functions, polynomials in the coordinates. The action of
the derivatives on commutative functions is given by
∂̃n . f(x) = ∂nf(x), (6.111)
∂̃i . f(x) = ∂i
exp(ia∂n)− 1
ia∂n
f(x). (6.112)
The derivatives on the rhs. are ordinary derivatives. We can also evaluate the action
of the derivatives on a product of two function, i.e., we calculate the modified Leibniz
rule. It is given by
∂̃n . f ∗ g(x) = (∂̃n . f(x)) ∗ g(x) + f(x) ∗ (∂̃n . g(x)), (6.113)
∂̃i . f ∗ g(x) =
(
∂̃i . f(x)
)
∗ g(x) + (eia∂̃n . f(x)) ∗
(
∂̃i . g(x)
)
. (6.114)
The boosts and the rotation generators act on functions in the following way,
Ñ l . f(x) =
(
xl∂n − xn∂l (6.115)
+xl∂µ∂µ
eia∂n − 1
2∂n
+ xν∂ν∂l
a∂n + i(e
ia∂n − 1)
a∂2n
)
f,
M̃ rs . f(x) = (xs∂r − xr∂s) f(x), (6.116)
where ∆cl =
∑n−1
i=1 ∂i∂i. The action of the rotations M̃
rs is easily obtained, since their
algebra and co-algebra structure is undeformed. Acting with the generator N l on sym-
metrically ordered polynomials in the non-commutative coordinates, we see that Ñ l
must have the form
Ñ l = xl∂n − xn∂l + xl∂µ∂µ
∞∑
i=0
Ai∂
i
n + x
µ∂ν∂l
∞∑
i=0
Bi∂
i
n. (6.117)
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The coefficients Ai and Bi are determined by the algebra relations. Since the quantities
denoted with a tilde are a representation of the κ-Poincaré algebra, they have to fulfill
the same relations. The relation [Ñ l, ∂̃n] = ∂̃l determines coefficients Bi. We obtain
B(∂n) =
∑
m
Bm∂
m
n =
a∂n + i(e
ia∂n − 1)
a∂2n
(6.118)
= −
∑
m
(ia)m+1
(m+ 2)!
∂mn .
The relation [Ñ l, Ñk] = M̃ lk provides us with another equation for Ai and Bi, namely
A(z)′ = 2A(z)2 + A(z)B(z) + zA′(z)B(z), (6.119)
where A(z) =
∑
iAiz
i. Eqn. (6.119) has the solution
A(z) =
eiaz − 1
2z
(6.120)
=
∞∑
m=0
(ia)m+1
2(m+ 1)!
∂mn ,
taking A0 =
ia
2
into account, which we know from acting on symmetrically ordered
polynomials. The action on a product of functions is defined by the co-product structure,
Ñ l . f ∗ g(x) =
(
Ñ l . f(x)
)
∗ g(x) + (eia∂̃n . f(x)) ∗ (Ñ l . g(x)) (6.121)
−ia
(
∂̃b . f(x)
)
∗ (M̃ lb . g(x)),
M̃ rs . f ∗ g(x) = (M̃ rs . f(x)) ∗ g(x) + f(x) ∗ (M̃ rs . g(x)). (6.122)
The Leibniz rules for the generators have been checked explicitly up to second order.
That means, that the ∗-product is covariant with respect to the action of the quantum
Poincaré algebra Pκ.
Since we have calculated the action of the non-commutative derivatives on commu-
tative functions, we can also rewrite the Klein-Gordon operator (6.34) and the Dirac
operator (6.54). They now act on commutative functions and spinors, respectively. The
Klein-Gordon operator reads
 =
2
(ia∂n)2
(cos(a∂n)− 1)
(
∆cl + ∂
2
n
)
. (6.123)
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We drop the hats in order not to forget that we are back in the commutative regime,
i.e., the operators act on classical wave functions. For the Dirac operator we obtain
D =
γ0
ia
(
i sin(a∂n) +
∆cl
∂2n
(cos(a∂n)− 1)
)
+
γr
ia
2i∂r
∂n
e−
ia
2
∂n sin(
a
2
∂n), (6.124)
D = γ0Dn + γ
rDr. As the Dirac operator is also considered as derivative, we will
mention its Leibniz rule. Using (6.77) and (6.78), we find for the action on a product
of functions
D̃n . f ∗ g(x) = (D̃n . f(x)) ∗ (e−ia∂̃n . g(x)) + (eia∂̃n . f(x)) ∗ (D̃n . g(x))
+ia
n−1∑
i=1
(
D̃ie
ia∂̃n . f(x)
)
∗ (D̃i . g(x)), (6.125)
D̃i . f ∗ g(x) = (D̃i . f(x)) ∗ (e−ia∂̃n . g(x)) + f(x) ∗ (D̃i . g(x)), (6.126)
where D̃µ . f(x) = Dµf(x).
6.5.2 Normal Ordering
Let us compute the ∗-product in normal ordering. By normal ordered monomials we
mean monomials like (xn)in(xl)il , where all the xns are on the left. We have to modify
the quantisation rule (3.8) slightly. We define the map W by
f̂ = W (f) =
1
(2π)n/2
∫
dnk : eikµx̂
µ
: f̃(k), (6.127)
where : : defines the ordering,
: eikµx̂
µ
: = eiknx̂
n
eikix̂
i
, (6.128)
compare e.g., [74, 78]. The ∗-product can be computed using eqn. (3.5),
W (f ∗N g) =
1
(2π)n
∫
dnk dnp : eikµx̂
µ
: : eipν x̂
ν
: f̃(k)g̃(p) (6.129)
The next step in the computation of the ∗-product is to order the exponentials according
to (6.128). We find
eiknx̂
n
eikix̂
i
eipnx̂
n
eipix̂
i
= eiknx̂
n
eipnx̂
n
e−ipnx̂
n
eikix̂
i
eipnx̂
n︸ ︷︷ ︸
exp(ikix̂ieapn )
eipix̂
i
= ei(kn+pn)x̂
n
ei(ki+pi)x̂
i
exp (ikix̂
i(eapn − 1)) ,
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where we have used
eABe−A = B + [A,B] +
1
2!
[A, [A,B]] +
1
3!
[A, [A, [A,B]]] + . . . (6.130)
and
e−ipnx̂
n
x̂ieipnx̂
n
= x̂ieapn . (6.131)
Therefore, we obtain
W (f ∗N g) =
1
(2π)n
∫
dnk dnpei(kn+pn)x̂
n
ei(ki+pi)x̂
i
exp
(
ikix̂
i(eapn − 1)
)
, (6.132)
and the the ∗-product of functions for normal ordering is given by
f ∗N g (x) = exp
(
zi
∂
∂xi
(
e−ia
∂
∂yn − 1
))
f(x)g(y)
∣∣∣
z→x
y→x
. (6.133)
We can check the equation for the ∗-product on normal ordered monomials. For mono-
mials we can calculate the ∗-product in the same way as in Section 3.2 and 3.3. We
obtain the result
(x̂n)in(x̂1)i1 · · · (x̂n−1)in−1 (x̂n)jn(x̂1)j1 · · · (x̂n−1)jn−1 = (6.134)
= (x̂n)in (x̂n − (i1 + i2 + . . .+ in−1)ia)jn (x̂1)i1+j1 · · · (x̂n−1)in−1+jn−1 .
And therefore we have
((xn)in(x1)i1 · · · (xn−1)in−1) ∗̃N ((xn)jn(x1)j1 · · · (xn−1)jn−1) =
= (xn)in (xn − (i1 + i2 + . . .+ in−1)ia)jn (x1)i1+j1 · · · (xn−1)in−1+jn−1 .
It is a partial displacement in xn. We see that (6.133) leads to the same result,
(xn)in(x1)i1 · · · (xn−1)in−1 ∗N (xn)jn(x1)j1 · · · (xn−1)jn−1 = xI ∗N xJ =
= exp
(
zi ∂
∂xi
(
e−ia
∂
∂yn − 1
))
xIyJ
∣∣∣
z→x
y→x
= (xn)in
(
x1 + x1(e−ia
∂
∂yn − 1)
)i1
· · ·
(
xn−1 + xn−1(e−ia
∂
∂yn − 1)
)in−1
yJ
∣∣∣
y→x
= (xn)in(x1)i1 · · · (xn−1)in−1
(
e−ia
∂
∂yn
)i1+...+in−1
yJ
∣∣∣
y→x
= (xn)in(xn − (i1 + . . .+ in−1)ia)jn(x1)i1+j1 · · · (xn−1)in−1+jn−1 . (6.135)
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In contrast to the symmetrically ordered ∗-product, this product is not hermitian, i.e.,
conjugation changes the ordering. Similarily as in the previous Subsection, we can
compute the action of the κ−symmetry generators on commutative functions. For the
derivatives we get
∂̃i . f(x) = ∂i e
ia∂n f(x), (6.136)
∂̂n . f(x) = ∂n f(x). (6.137)
The action of the Lorentz generators reads
Ñ l . f(x) =
(
xl
a
sin(a∂n)− xn∂l eia∂n +
ia
2
xl∆cl e
ia∂n
)
f(x), (6.138)
M̃ rs . f(x) = (xs∂r − xr∂s) f(x). (6.139)
Furthermore, we again rewrite the Klein-Gordon and Dirac operator. We get
 = eia∂n∆cl +
2
a2
(1− cos(a∂n)) , (6.140)
D = γ0
(
sin(a∂n)
a
+
ia
2
∆cl e
ia∂n
)
+ γr∂r. (6.141)
The action of the Dirac operator on a product of functions is given by eqn. (6.125),
where the action is defined by eqn. (6.141). Comparing (6.141) with (6.138), we see
that
Ñ l . f(x) =
(
xlDn − xnDl eia∂n
)
f(x). (6.142)
6.6 Seiberg-Witten Maps
We proceed to gauging the Dirac operator D̂. We define
D̂α = eαµ∂̂µ − iV̂α (6.143)
= D̂α − iV̂α,
where V̂α is the gauge potential. The operator γ
αD̂α satisfies by construction the defining
eqn. (6.47). The Lorentz transformation of the algebra valued gauge potential V̂α is
given by eqns. (6.51) and (6.52). Let us introduce a non-commutative field ψ̂ which
transforms as follows under a non-commutative gauge transformation,
δ̂αψ̂ = iΛ̂αψ̂. (6.144)
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The gauge transformation of V̂α is determined by demanding that D̂γψ transforms co-
variantly, i.e.,
δ̂α D̂γ ψ̂ = iΛ̂α D̂γ ψ̂. (6.145)
Therefore, we have for the gauge transformation of the gauge potential V̂α
(δ̂αV̂γ) ψ̂ = [D̂γ, Λ̂α] ψ̂ − i[V̂γ, Λ̂α] ψ̂. (6.146)
Because of the co-product structure of the derivatives D̂µ given in (6.77) and (6.78), the
gauge field V̂α has to be derivative dependent, i.e., Poincaré symmetry algebra valued.
In the quantum group case [82], the co-product of derivatives reads
∆∂̌µ = ∂̌µ ⊗ 1 + Lµν ⊗ ∂̌ν , (6.147)
where Lµ
ν is the L-matrix, cf. (2.39). Here the L-matrix, a linear transformation appears
in the first tensor factor of the second term. In this case covariant derivatives are defined
introducing a vielbein Eµ
ν with non-trivial transformation properties,
DµΨ = Eµν
(
∂̌ν − iAν
)
Ψ. (6.148)
In our case, this very factor is non-linear in the derivatives, and it cannot be compensated
by a vielbein, but we have to introduce a derivative dependent gauge field. The gauge
field V̂α can be expanded in terms of derivatives and in terms of the non-commutativity
a,
V̂α =
∑
l
{
alV̂ (0,l)α + a
l+1V̂ (1,l)µα ∂̂µ + . . .+ a
l+nV̂ (n,l)µ1...µnα ∂̂µ1 . . . ∂̂µn + . . .
}
, (6.149)
where the component fields, e.g., V̂
(0,l)
α , V̂
(n,l)µ1...µn
α are still elements of the enveloping
algebra of the gauge symmetry, see Section 4.2. We plug (6.149) into eqn. (6.146), in
order to compute the gauge transformation property of the component functions. In or-
der to compute the Seiberg-Witten maps, we have to proceed as discussed in Subsection
4.2.3. We have to solve the gauge equivalence conditions. We use the symmetrically or-
dered ∗-product (6.110). In the last Chapter, quantities with a ”hat” denoted quantities
that can be expanded in terms of commutative fields and parameters. In this Chapter,
however, we have used this notation to denote quantities on the algebra level. In order
to avoid unnecessary confusion, quantities with a ”tilde” will indicate commutative el-
ements that can be expanded via Seiberg-Witten maps in terms of ordinary fields and
gauge parameters. In very much the same way, we have denoted the representation of
the κ-Poincaré generators on commutative functions with Ñ l, M̃ rs and ∂̃µ.
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Let us first consider the Seiberg-Witten map of the gauge parameter Λ̃ to first order
in a. The first order expression of the gauge equivalence relations (4.32) in case of
κ−Euclidean space reads
iδαΛ
1
β[A]− iδβΛ1α[A] + [α, Λ1β[A]] + [Λ1α[A], β]− Λ1[α,β][A] = (6.150)
= − ia
2
(xµ{∂nα, ∂µβ} − xµ{∂nβ, ∂µα}) ,
where Λ̃α[A] = α + Λ
1
α[A] + O(a2), and A is the classical gauge field. The right hand
side of eqn. (6.150) can be writen more concisely as
−ia
2
(xµ{∂nα, ∂µβ} − xµ{∂nβ, ∂µα}) = −
i
2
xλCµ,νλ {∂µα, ∂νβ},
where Cµνλ are the structure constants of the space algebra,
[xµ ∗, xν ] = iCµνλ x
λ
with Cµνλ = a (δ
µ
nδ
ν
λ − δ
µ
λδ
ν
n). The solution of (6.150) is given by
Λ1α[A] =
1
4
xλCµνλ {Aµ, ∂να} = −
a
4
xλ ({An, ∂λα} − {Aλ, ∂nα}) . (6.151)
Also in higher orders in the expansion, there will occur terms that look similar to terms
occuring in the canonical case, replacing θµν by xλCµνλ [18]. Both expressions constitute
the respective Poisson structure. Let us introduce non-commutative fields ψ̃ which
transform as follows under a non-commutative gauge transformation,
δ̂αψ̃ = iΛ̃α ∗ ψ̃. (6.152)
We expand ψ̃ in a,
ψ̃[A] = ψ + ψ1[A] +O(a2).
For the consistency relation (4.38) one obtains
δαψ
1[A] = iΛ1α[A]ψ + i α ψ
1[A]− 1
2
xλCµνλ ∂µα ∂νψ. (6.153)
We obtain as solution
ψ1[A] = −1
2
xλCµνλ Aµ ∂νψ +
i
4
xλCµνλ AµAν . (6.154)
We can always add a solution of the homogeneous part of (6.150) and (6.153) to the
solutions (6.151) and (6.154), respectively to obtain another solution. This freedom may
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be used to make the fields and parameters hermitian, but it is not clear how this works
for the gauge field.
For the gauge field Ṽα[A], the Seiberg-Witten map is much more involved, because
of the complicated co-product structure of the derivatives Dµ. I will only briefly sketch
the calculations and quote the results, since I have not contributed to these calculations.
The solution has been calculated up to third order in a and will also be presented in [18].
The starting point is eqn. (6.146). A close examination of this equation provides us with
some help to simplify the expansion (6.149). In the ∗-formalism, eqn. (6.146) reads,
(δ̂αṼγ) ∗ ψ̃ = D̃γ . (Λ̃α ∗ ψ̃)− Λ̃α ∗ D̃γ . ψ̃ (6.155)
−iṼγ ∗ Λ̃α ∗ ψ̃ + iΛ̃α ∗ Ṽγ ∗ ψ̃. (6.156)
Using the co-product of the derivatives D̃µ, we can eliminate the fields ψ̃,
δ̂αṼc = (D̃c . Λ̃α) ∗ e−ia∂̃n − iṼc ∗ Λ̃α + iΛ̃α ∗ Ṽc, (6.157)
δ̂αṼn = (D̃n . Λ̃α) ∗ e−ia∂̃n + ia(D̃ieia∂̃n . Λ̃α) ∗ D̃i (6.158)
+
(
(eia∂̃n − 1) . Λ̃α
)
∗ D̃n − iṼn ∗ Λ̃α + iΛ̃α ∗ Ṽn.
Therefore, we can find for the derivative dependence of the gauge field
Ṽb = ṽbe
−ia∂̃n , (6.159)
Ṽn = ṽIn∂̃j ∂̃je
−ia∂̃n + ṽjIIn∂̃je
−ia∂̃n + ṽIIIne
−ia∂̃n + ṽIVn cos(a∂̃n) (6.160)
+ṽVn sin(a∂̃n)
and the gauge equivalence conditions become
δαṽc[A] = ∂̃ce
−ia∂̃n . Λ̃α[A]− iṽc[A] ∗ (e−ia∂̃n . Λ̃α[A]) + iΛ̃α[A] ∗ ṽc[A], (6.161)
δαṽIn[A] =
ia
2
(eia∂̃n − 1) . Λ̃α[A]− iṽIn[A] ∗ (eia∂̃n . Λ̃α[A]) (6.162)
+iΛ̃α[a] ∗ ṽIn[A],
δαṽ
j
IIn[A] = ia∂̃j . Λ̃α[A]− i[ṽjIIn[A] ∗, Λ̃α[A]]− 2iṽIn[A] ∗ (∂̃j . Λ̃α[A]), (6.163)
δαṽIIIn[A] =
ia
2
∂̃j ∂̃je
−ia∂̃n . Λ̃α[A]− iṽIIIn[A] ∗ (eia∂̃n . Λ̃α[A]) (6.164)
+iΛ̃α[A] ∗ ṽIIIn[A]− iṽIn[A] ∗ (∂̃j ∂̃je−ia∂̃n . Λ̃α[A])
−iṽjIIn[A] ∗ (∂̃je−ia∂̃n . Λ̃α[A]),
δαṽIVn[A] =
1
a
sin(a∂̃n) . Λ̃α[A]− iṽIVn[A] ∗ (cos(a∂̃n) . Λ̃α[A]) (6.165)
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−iṽVn[A] ∗ (sin(a∂̃n) . Λ̃α[A]) + iΛ̃α[A] ∗ ṽIVn[A],
δαṽVn[A] =
1
a
(cos(a∂̃n)− 1) . Λ̃α[A] + iṽIVn[A] ∗ (sin(a∂̃n) . Λ̃α[A]) (6.166)
−iṽVn[A] ∗ (cos(a∂̃n) . Λ̃α[A]) + iΛ̃α[A] ∗ ṽVn[A].
Because of the co-product the structure for Ṽn is far more complicated. We expand the
fields ṽµ[A] in terms of the commutative gauge field Aµ,
ṽµ[A] = Aµ + a v
1
µ[A] + a
2v2µ[A] +O(a3) (6.167)
and can solve (6.159) and (6.160) order by order in a. For the 0th order, we have to
demand
v0In = v
j0
IIn = v
0
IIIn = v
0
Vn = 0, v
0
IVn = An, (6.168)
v0j = Aj.
The solution up to first order is given by [18]
v1c [A] = −
i
2
∂nAc −
1
2
AnAc −
1
4
xλCµνλ ({Aµ, ∂νAc}+ {Aµ, Fνc}) , (6.169)
v1In[A] = 0,
v1jIIn[A] = iAj,
v1IIIn[A] =
i
2
(∂j − iAj)Aj, (6.170)
v1IVn[A] =
1
4
xλCµνλ {Aν , ∂µAn}+
1
4
xλCµνλ {Fµn, Aν}, (6.171)
v1Vn[A] = 0, (6.172)
where Fµν = ∂µAν − ∂µAν + ig[Aµ, Aν ] is the field strength. This solution is not the
most general one. The discussion in Section 5.2 applies. It has to be noted that due to
vjIIn the gauge potential is not hermitian.
6.7 Formulation of Models
Let us return to the non-commutative algebra for a moment. Physical fields χ̂ are
defined as power series in the non-commutative coordinates,
χ̂(x̂) =
∑
I
ci1...in : (x̂
1)i1 . . . (x̂n)in : =
∑
I
cI : x̂
I : (6.173)
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with certain properties under Poincaré transformations. A scalar field φ̂ is defined by
φ̂′(x̂′) = φ̂(x̂), (6.174)
where e.g., x̂′µ = x̂µ + ζ(N l . x̂µ) is the transformation of x̂ under a boost. ζ is an
infinitesimal parameter. Explicitly, we have
φ̂′(x̂′) =
∑
I
c′I : (x̂
′1)i1 . . . (x̂′n)in :
=
∑
I
c′I : ((1 + ζNl) . x̂
1)i1 . . . ((1 + ζNl) . x̂
n)in : (6.175)
=
∑
J
cJ : (x̂
1)j1 . . . (x̂n)jn : .
Spinor (vector) fields are defined as
ψ̂′µ(x̂
′) = (1 + ζN lrep)µ
ν
. ψ̂ν(x̂), (6.176)
where N lrep is a representation of the boost generators acting on spinors (vectors). In the
classical case, the transformation only affects the spinor (vector) indices, the coordinate
dependence is untouched. In the κ-deformed case, the transformation of a vector field,
N lrepµ
ν
. Âν is given by [N
l, Aµ], eqn. (6.81) and (6.82). The coordinate dependence of
the fields are affected by the occuring derivatives.
This leads to Poincaré covariant field equations. The Klein-Gordon equation (6.34)
and the Dirac Equation (6.54) are given by
(̂ +m2) . φ̂(x̂) = 0, (6.177)
(γkD̂k −m) . ψ̂(x̂) = 0. (6.178)
They are covariant, i.e.,
(̂′ +m2) . φ̂′(x̂′) = (̂ +m2) . φ̂(x̂), (6.179)
(γkD̂′k −m) . ψ̂′(x̂′) = (γkD̂k −m) . ψ̂(x̂). (6.180)
In the ∗-formalism, the Klein-Gordon and the Dirac operator are obtained taking into
account eqns. (6.123) and (6.124).
For the construction of Lagrangian models, we need a measure invariant under κ-
Poincaré transformations, i.e.,
〈h . f̂(x̂)〉 = ε(h) 〈f̂(x̂)〉, (6.181)
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h ∈ Pκ, and ε denotes the co-unit. The trace property is also a desirable feature for the
functional 〈 〉,
〈f̂ ĝ〉 = 〈ĝf̂〉. (6.182)
In [83], a measure function is computed for q-deformed 3 and 4 dimensional Euclidean
space and 4 dimensional Minkowski space, such that the integral satisfies the trace
property, up to first order in h = ln q,∫
dnxµ(x) f ∗ g(x) =
∫
dnxµ(x) g ∗ f(x) +O(a2). (6.183)
In the same way the weight function can be computed for κ-Euclidean space. We get
the defining equations for the measure function µκ(x)
∂n µκ(x) = 0, x
i∂i µκ(x) = −(n− 1)µ(x). (6.184)
The solution is given by
µκ(x) =
1
x1x2 . . . xn−1
. (6.185)
However, this integral is not invariant under κ-Poincare transformations. The commu-
tative limit seems to be a problem, since to 0th order we have
∫
dnxµκ(x)f(x). We may
modify the measure slightly,
µ′κ(x) =
X1 . . . Xn−1
x1 . . . xn−1
, (6.186)
where Xj are the covariant coordinates. In the limit a→ 0, we have µ′κ(x) → 1.
In order to compute the transformation properties of a volume element, we have
to construct a covariant differential calculus. This has already been done in [84, 85].
They assumed that the relations between coordinates and differentials are linear in
the differentials, that a mixed Jacobi identity holds, and that the exterior derivative
d satisfy the classical Leibniz rule. However, they found that, in n-dimensions, there
is no n-dimensional covariant differential calculus satisfying all of these relations. The
calculus has to be higher dimensional. It nevertheless might be possible to construct a
n-dimensional covariant calculus, by allowing a deformed Leibniz rule. We define the
exterior derivative
d̂ = ξ̂µD̂µ, (6.187)
where ξ̂µ are the non-commutative coordinate differentials. Note that we use the Dirac
operator, and not the derivatives ∂̂µ to define the exterior derivative. The algebra of
coordinates can be extended to also include the differentials ξ̂µ. Relations consistent
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with (6.6) and covariant with respect to the κ-Poincaré algebra have still to be found.
Then, we can map the coordinates and differentials to the commutative calculus via the
quantisation isomorphism W , using non-commutative products.
Equipped with a covariant integral, we can write down Lagrangians using the ∗-
formalism invariant under both, κ-Poincaré and gauge symmetry. Since the ∗-product
is covariant, i.e.,
h̃ . f ∗ g = (h̃(1) . f) ∗ (h̃(2) . g),
h ∈ Pκ, we know how the symmetry generators act on a (∗-)product of functions or
fields. However, if we expand the fields in terms of Seiberg-Witten maps, cf. Section
6.6, and consider only terms up to some power in a, we will break κ-Poincaré invariance.
It is present when we consider expressions to all orders of a.
6.8 Minkowski Signature
Let us define the n-dimensional Minkowski signature by its metric ηµν ,
(ηµν) =

1
−1
−1
. . .
 . (6.188)
κ-Minkowski space Mκ is generated by the coordinates x̂0, x̂1 . . . , x̂n−1. We want to dis-
cuss two different situations, corresponding to different directions of the non-commutativity.
First, the non-commutativity points into the time direction, that is the case in κ-
Minkowski space, as discussed in [16, 17]. Secondly, we want to rotate the direction
of non-commutativity into the 1−direction. In this case, we can, for example, consider
the interesting case of 5 dimensional Minkowski space with the non-commutativity in
the fifth direction. The fifth dimension may be compactified. This resembles a very
interesting model, which, however, will not be studied here.
6.8.1 Time Non-Commutativity
Let the non-commutativity point into the time-direction. We have the commutation
relations
[x̂0, x̂i] = iax̂i, (6.189)
where i = 1, 2, . . . , n−1. There are two different changes in the algebra relations and in
the action of the generators on coordinates. First, we have to replace n by 0. Secondly,
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we have to change the Euclidean signature to the Minkoski one. The rotational sector is
classical, therefore no changes have to be done there. Relation (6.23) has to be altered
according to [17],
[N l, ∂̂i] = ηli
1
2ia
(
1− e2ia∂̂n
)
− ia
2
ηli ∆̂κ + ia ∂̂l∂̂i, (6.190)
where ∆̂κ = η
km∂̂k∂̂m = −
∑n−1
i=1 ∂̂i∂̂i. Equation (6.11) has to be changed, also. It now
reads
N lx̂0 = ηlµx̂
µ + (x̂0 + ia)N l = −x̂l + (x̂0 + ia)N l. (6.191)
All other relations are unchanged. Therefore, we get for the invariant of Mκ (6.29)
I = x̂0x̂0 −
∑
i
x̂ix̂i − 3iax̂0 (6.192)
= ηµν x̂
µx̂ν − 3iax̂0.
The Klein-Gordon operator (6.34) becomes
̂ =
2
a2
(
1− cos(a∂̂n)
)
+ e−ia∂̂n∆̂κ, (6.193)
where we again define the Laplace operator as ∆̂κ = η
km∂̂k∂̂m. The γ matrices are
defined by
{γµ, γν} = 2ηµν . (6.194)
The action of the boost generators on the γ matrices, (6.51) and (6.52) become
nr . γl = ηrlγ0, (6.195)
nr . γ0 = −γr.
Finally, we obtain for the Dirac Operator the expression
D̂ =
γ0
a
sin(a∂̂0) +
iaγ0
2
∆̂κ exp(−ia∂̂0) + γr∂̂r exp(−ia∂̂0). (6.196)
Bear in mind that ∆̂κ = −∂̂i∂̂i.
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Symmetric Ordering
We obtain for the action of the boosts on commutative functions
Ñ l . f(x) =
(
− xl∂0 − x0∂l + xlηµν ∂ν∂µ
eia∂0 − 1
2∂0
(6.197)
+xν∂ν∂l
a∂0 + i(e
ia∂0 − 1)
2∂20
)
f(x).
The action of the derivatives on functions is unaltered. Therefore, the Klein-Gordon
and Dirac operators read
 =
2
(ia∂0)2
(cos(a∂0)− 1)
(
∂20 + ∆cl
)
, (6.198)
D =
γ0
ia
(
i sin(a∂0) +
∆cl
∂20
(cos(a∂0)− 1)
)
+
γr
ia
2i∂r
∂0
e−
ia
2
∂0 sin(
a
2
∂0), (6.199)
where ∆cl = η
km∂k∂m.
Normal Ordering
The action of boosts on commutative functions is given by
Ñ l . f(x) =
(
−x
l
a
sin(a∂0)− x0∂l eia∂0 −
ia
2
xl∆cl e
ia∂0
)
f(x). (6.200)
For the Klein-Gordon operator we obtain the following expression,
 =
2
a2
(1− cos(a∂0)) + eia∂0∆cl. (6.201)
The Dirac operator becomes
D = γ0
(
sin(a∂0)
a
+
ia
2
∆cl
)
+ γr∂r. (6.202)
6.8.2 Space Non-Commutativity
To remind the reader, the position of the space-time indices are important in this section.
The metric η is used to lower and raise indices,
Aµ = ηµνAν ,
96
and we have ηµνηνσ = δ
µ
σ = η
µ
σ . For a
µ pointing into the 1−direction, we have
[x̂1, x̂f ] = iax̂f , (6.203)
where f = 0, 2, 3, . . . , n − 1. We proceed as before and obtain for the action of the
derivatives on coordinates
∂̂1x̂
f = x̂f ∂̂1, ∂̂1x̂
1 = 1 + x̂1∂̂1,
∂̂f x̂
g = δgf + x̂
g∂̂f , ∂̂f x̂
1 = (x̂1 + ia) ∂̂f , (6.204)
where f, g = 0, 2, 3, . . . , n− 1. For the other algebra generators, we use the definition
N l ≡M0l.
The algebra relations of Pκ are obtained by first exchanging n with 1 and then changing
the signature to the Minkowski one. We get as a result
[N i, ∂̂1] = η
i
1 ∂̂0,
[N1, ∂̂0] = −
1
2ia
(
1− e2ia∂̂1
)
− ia
2
(∂̂0∂̂0 −
n−1∑
b=2
∂̂b∂̂b) + ia∂̂0∂̂0,
[Na, ∂̂0] = ∂̂a, (6.205)
[N1, ∂̂a] = ia∂̂0∂̂a = −ia∂̂0∂̂a,
[N b, ∂̂a] = η
b
a ∂̂0,
[M1a, ∂̂1] = ∂̂a,
[Mab, ∂̂1] = 0,
[M1a, ∂̂0] = ia∂̂0∂̂0, (6.206)
[M1a, ∂̂c] = η
a
c
1
2ia
(
1− e2ia∂̂i
)
− ia
2
ηac (−∂̂0∂̂0 +
∑
∂̂b∂̂b)− ia∂̂a∂̂c,
[Mab, ∂̂c] = η
a
c ∂̂b − ηbc ∂̂a = ηbc ∂̂a − ηab ∂̂b,
where a, b, c = 2, 3, . . . , n−1. All the other relations or unaltered. We can rewrite above
relations in a compact form1 as
[Mµν , ∂̂σ] = η
ν
σ ∂̂
µ − ηµσ ∂̂ν , (6.207)
[M g1, ∂̂1] = ∂̂
g = −∂̂g, (6.208)
[M g1, ∂̂f ] = η
g
f
1
2ia
(
e2ia∂̂1 − 1
)
− ia
2
ηgf (∂̂0∂̂0 −
∑
∂̂b∂̂b) + ia∂̂
g∂̂f .
1this notation has been introduced by M. Dimitrijević
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The action of the generators on coordinates is given by
[N1, x̂0] = −x̂1, [Na, x̂0] = −x̂a, (6.209)
[N1, x̂1] = −x̂0 − iaN1, [Na, x̂1] = 0, (6.210)
[N1, x̂a] = iaNa, [N b, x̂a] = −δabx̂0, (6.211)
[M1a, x̂µ] = ηµax̂1 − ηµ1x̂a − iaMaµ, (6.212)
[Mab, x̂µ] = ηµbx̂a − ηµax̂b, (6.213)
where i = 1, . . . , n− 1, a, b = 2, . . . , n− 1, µ = 0, 1, . . . , n− 1.
For µ = 0, eqn. (6.212) reads
[M1a, x̂0] = −iaMa0 = iaNa. (6.214)
In a more concise form we can rewrite the relations in the following way
[M fg, xµ] = ηµgx̂f − ηµf x̂g, (6.215)
[M f1, xµ] = ηiµx̂f − ηµf x̂1 + iaMaµ, (6.216)
where f, g = 0, 2, 3, . . . , n − 1. As done in Subsection 6.8.1, one could calculate the
∗-product of functions and the action of the generators on commutative functions. This
will not be covered here.
6.9 Conclusions and Remarks
We have constructed a deformed version of the n-dimensional algebra generated by
rotations and translations, which we have called Pκ. This construction is such that the
n-dimensional κ-deformed Euclidean space,
[x̂n, x̂i] = iax̂i
constitutes a Pκ−module algebra. In the limit briefly discussed in Section 6.8, we
recover κ-deformed Minkowski space which serves as a model for space-time at small
distances or high energies. The advantage over the canonical deformation of space-time
which has been extensively discussed prior in this work is that the symmetry structure
of classical space-time is conserved. Space-time is still symmetric under a deformed
Poincaré symmetry. Pκ is a quantum group [86].
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The structure of κ-Euclidean space-time and its symmetry algebra has been exploited
in detail, and a lot of interesting features have shown up. In analogy to [16, 17], we
have constructed the invariant of the coordinate algebra under Poincaré transformations
(6.29) and the Klein-Gordon operator as Casimir of the symmetry algebra (6.34). The
Dirac operator is introduced demanding that γαD̂α(∂̂) is a scalar under κ-Poincaré
transformations, where γα are the ordinary Dirac matrices. This determines D̂α(∂̂)
uniquely. The square of the Dirac operator, however, is not equal to the Klein-Gordon
operator, but we obtain (6.55). The difference might be interpreted as a regulator,
in the spirit of Pauli-Villars. It is interesting and vital for our work, that the Dirac
operator introduces additional derivatives into the algebra. The step from ∂̂µ to D̂α
is merely a change of basis in the enveloping algebra of the translations. Therefore,
we can also express the derivatives ∂̂µ as a function of D̂α. The formulae are given in
eqns. (6.71) and (6.72). Due to the transformation properties of D̂, D̂α transforms as
an ordinary vector in commutative theory. So we have equipped the algebra with two
differential structures, ∂̂µ have a complicated structure under Lorentz transformations
and a simple action on coordinates, D̂α have simple transformation properties, but act
in a complicated way on coordinates (6.67) - (6.70). Two different kinds of vector fields
are introduced by its transformation properties. V̂α transforms ordinarily, i.e., in the
same way as D̂α. Âµ and
̂̃
Bµ transform in rather the same way as the derivatives ∂̂µ.
Because of the co-product of the κ-Poincaré generators, ÂµÂµ (or Â
†
µÂµ) does not form
a scalar. We have to introduce another vector field
̂̃
Aµ, such that
̂̃
AµÂµ builds a scalar.
The same is true for
̂̃
Bµ, it is a ”dual” situation. There is a conjugation † which satisfies,
Âµ
† =
̂̃
Bµ,
̂̃
Aµ† = B̂µ, V̂ †µ = V̂µ.
Note that
̂̃
Aµ 6= Âµ†. The vector fields Âµ and
̂̃
Aµ are related to the ordinarily trans-
forming vector field V̂α, in the same as the derivatives ∂̂µ are related to D̂α: via the
”Lorentz” vielbein eα
µ. The vielbein is an intertwiner between these two structures.
Now, algebraic field equations covariant under κ-Poincaré transformations can be
formulated. This has been done in Section 6.7.
All these structures and formulae can be translated to the commutative regime and
formulated within the ∗-formalism. Therefore, we can write down covariant field equa-
tions for commutative functions and fields. Gauge fields can be introduced to the al-
gebra as vector fields. By construction they can be added to derivatives, covariantly.
Seiberg-Witten maps can be used to express the fields and gauge parameters of the
non-commutative theory in terms of commutative gauge fields and commutative gauge
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parameters. The structure of the gauge fields is somehow peculiar. In canonically non-
commutative gauge theory, the gauge parameters and the gauge fields are elements of
the enveloping algebra of the gauge group. The co-product of the derivatives is the
classical one. In our case the co-product is non-trivial. Non-linear operators apear. As
a consequence the gauge equivalence conditions only close, if the gauge field is not only
an element of the enveloping algebra of the gauge group, but also an element of the
enveloping algebra of the translations. The gauge field has to be Poincaré symmetry
valued. Since the gauge field is derivative valued, the field strength F̂µν = [D̂µ, D̂ν ] is
also derivative valued. A possible action functional would therefore contain derivatives.
In order to get rid of them, we have to let them act on 1.
We need an integration invariant under κ-Poincaré transformations, in order to be
able to consider Lagrangian models. These Lagrangian models will then be both, co-
variant under κ-Poincaré and under arbitrary gauge symmetry. κ-Poincaré covariance
will be broken, if we do not consider the Seiberg-Witten maps to all orders.
To ensure that the invariant integral also possesses the trace property might become
a problem.
Once we are able to examine actions, we can study physical models and their pre-
dictions, the structure of the newly found interactions. One of the main tasks will be to
study renormalisability of such models. The hope is that a non-commutative space-time
compatible with a Poincaré symmetry is a good candidate to describe nature in the high
energy regime. κ-deformation is a very mild deformation and has already at that early
stage revealed a lot of interesting new structures.
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