Abstract-In this note, we develop and prove a rule for an upper bound on the optimal number of carriers (with respect to throughput) in a threeworkstation closed serial production system with finite buffers, operating under production blocking (blocking-after-service). This system is, in fact, a three server (single server) closed tandem queueing system with finite buffers. Our assumptions regarding service time distributions are nonrestrictive and include the case of iid random variables.
I. INTRODUCTION
In industry, closed production systems are very prevalent. In closed systems, all jobs are moved on job carriers, and since job carriers do not regularly enter or leave the system, the systems can be modeled as closed queueing networks. Some examples of closed production systems are automotive paint systems with jobs carried by power and free conveyors, and assembly systems with main assemblies carried by automated guided vehicles (AGVs). In closed production systems, decisions on how many job carriers to use can significantly impact the performance (i.e., throughput) of the system (in particular, systems similar to the examples mentioned, normally have fewer buffer spaces than machines). Using a small number of carriers may cause excessive starving, and a large number of carriers may cause excessive blocking. During the operation of a production system, observations of individual workstations may lead to the unwise addition or deletion of carriers. Observing starvation at a workstation may lead to more carriers being added and similarly observing blocking may lead to the removal of carriers. Both situations occur in practice and can lead to nonoptimal carrier numbers. Furthermore, when designing closed systems, the number of carriers is a decision that can affect both performance and cost (carriers such as AGV's are very expensive). In this note, we formalize and prove a rule for the upper bound on the optimal number of carriers in a three workstation closed serial production system with finite buffers operating under production blocking (blocking-after-service [3] ). The rule is that the number of carriers should not exceed the number of workstations plus one half of the total buffer capacity (each workstation can hold one carrier and this capacity is separate from the buffer capacity). This work was motivated by the existence of many closed production systems used in producing "large" products such as vehicles, and our own observations of simulation results.
Our result contributes to the area of structural results in closed queueing systems. Structural results are those that are independent of service time distribution parameters or distribution independent. Using a linguistic approach, Lin [7] showed for two server closed cyclic queues with finite buffers, operating under communications blocking (blocking-before-service) that throughput is maximized when the number of customers is equal to half of the system capacity. Similar results for an arbitrary number of servers with exponentially distributed service times can be inferred from the symmetry results shown in [1] , [4] , [5] , and throughput concavity results shown in [11] , [4] , and [3] . Dallery, Liu and Towsley [3] also showed the same result for general fork-join queueing networks with communications blocking and servers having PERT service time distributions (PERT distributions include exponential and Erlang distributions). For two-server systems operating under production blocking, an upper bound on the optimal number of carriers can be inferred from the symmetry results in [5] . To the best of our knowledge, no results on three-server systems with production blocking and general service time distributions have been obtained before. The remainder of this note begins with the definitions and operating assumptions of our systems. We then state our main result. We next review necessary background materials and prove our results. In most of the note we will use terminology that is more common in production than in queueing. Thus "carriers" will be used interchangeably with "customers", and "workstations" will mean the same as "server".
II. SYSTEM SPECIFICATION AND MAIN RESULTS
The system we are interested in consists of M workstations that can hold one carrier each while servicing a job. The workstations are separated by finite buffers. The number of buffers (capacity for carriers) preceding workstation i is denoted by b i . Carriers, upon service completion at the last workstation, release their job and return to the first workstation, where another job joins the carrier and begins service. Hence, the system can be viewed as a closed system.
We denote a closed serial production system with M workstations that operates under production blocking as P = (M; B) where B = (b 1 ; b 2 ; . . . ; b M ). Although in this note we consider only the case where M = 3, we leave M as a parameter because we conjecture that our results extend to the general case. The system is completely specified if we know the number of carriers in the system N and the initial state (i.e., the initial carrier distribution) s0 . The throughput of production system P at time t with N carriers starting from initial state s 0 is denoted by TH(P; N; t; s 0 ) = n(t)=t where n(t) is the number of jobs completed at workstation M at time t. We are interested in the long run average throughput TH(P; N ) = lim t!1 n(t)=t which is shown to exist, independent of s 0 , under very general conditions on the processing (service) times (see [2] ). Our assumptions on processing time distributions are those required to guarantee the existence of TH(P; N ). Dallery, Liu, and Towsley [2] show the processing times of the workstations must be jointly stationary and ergodic with finite means. This includes the important case of iid random variables. The transit times through buffers are assumed to be zero and, without loss of generality, we assume that
Our result states that the number of carriers in the system should not exceed the minimum of the number of workstations plus one half of the total buffer capacity, and the total carrier capacity minus the capacity of the largest buffer.
Theorem 1: Consider a production system P = (M; B) with M = 3. Let N 3 = The carrier number that maximizes throughput. Then 
III. THE LINGUISTIC APPROACH TO THE COMPARISON OF STOCHASTIC SYSTEMS
To establish a theoretical foundation for proving the above result, we review the linguistic approach introduced in [9] , [7] , and [8] . The performance of a queueing system depends on its structure as well as its stochastic features. However, comparison of two systems can often be made based on their structures only. In particular, the next two theorems state that if one system is structurally more flexible (e.g., less likely to block or starve) than the other, then the first system runs faster. This conclusion holds regardless of the stochastic features. 1 Although the aforementioned observation seems intuitive, the general result cannot be formally proved unless we describe the structure of a queueing system rigorously. To this end, we use an automaton and its associated language. For example, the three server queueing system with two carriers shown in Fig. 1 , operating under production blocking, is described by the automaton in Fig. 1 . In the figures, i denotes a job completion at workstation i, and the numbers in the nodes represent the number of carriers in a workstation and its input buffer.
Formally, an automaton is denoted by S = (6;Q;), where 6 = f1; 2; ...; M g is the set of events; Q is the set of states (nodes or vertices); and : 62Q ! Q is the transition function (describing the edges).
Given an initial condition (state) q0, let L(S) be the language generated by S in 6. That is, L(S) is the set of all strings i1 ; i2 ; i3 ; .. .; ik (k is a nonnegative integer) where there exist states qi1; qi2; qi3; .. .;q ik in Q with (i1; q0) = qi1, ( i2 ; q i1 ) = q i2 , ( i3 ; q i2 ) = q i3 1 1 1 ( ik ; q ik01 ) = q ik .
Given a string w 2 L(S), we denote by jj(w) the number of occurrences of in w. We say that L(S) is fair if It was shown in [7] that fairness is equivalent to the combination of nonpreemptiveness and order independence, two conditions that are satisfied in most queueing systems. The closed system we address in this note is fair.
To compare two systems, we incorporate stochastic features as follows. Underlying each event, we introduce a point process that governs the event lifetime. That is, if we denote by = f(1(j );2(j);. ..; m(j)): j = 1; 2; ...g the point process with probability law 2, then i (j) is the lifetime of the jth occurrence of i. Denote !: a realization of (! can be viewed as the input to S); w(S; t; !): the string of events occurring before time t in S driven by !; Then the following theorem can be derived from the results of [7] . Theorem 2: Consider two queueing systems modeled by two automata S1 and S2. If L(S1) L(S2), then w(S1; t; !) w(S2; t; !) for all !.
If L(S1) L(S2), then S2 is more flexible than S1. The theorem states that S 2 runs faster.
For two automata S 1 and S 2 , we denote by S 1 S 2 that S1 is a subautomaton (i.e., subgraph) of S2. Then for a given (common) initial state, S 1 S 2 ) L(S 1 ) L(S 2 ). If we are . . . ; ng, and T (S; ! n ) = the (earliest) time when all events occurred n times in S driven by ! n , then as shown in [8] , the initial state is unimportant and we can derive the following theorem.
Theorem 3: Consider two queueing systems modeled by two automata S 1 and S 2 . If S 1 S 2 , then TH(S 1 ) TH(S 2 ).
To prove our main results, we need one more intermediate result on reversed systems. Given a closed cyclic queueing system, its reversed system is obtained by simply reversing the direction of flow in the system. It is not difficult to see that if the original system is modeled by an automaton S, then its reversed system is modeled by the reversed automaton which is obtained by reversing the direction of all the arrows in S: S R = (6; Q; R ), where R is the reversed transition function. The following theorem can then be derived from the results of [3] or proved directly as shown in [6] .
Theorem 4: Let S and S R be the two automata modeling the original and reversed closed cyclic queueing systems, respectively. Then
TH(S) = TH(S R ).

IV. PROOF OF THE MAIN RESULTS
Our general approach to proving our main result (Theorem 1) will be as follows.
• Let P 3 = (M; B +1) 3 , where B +1 = (b 1 +1; b 2 +2; . . . ; b M + 1), denotes the production system P with one space added to each buffer that operates under a blocking-before-service with conditional loading mechanism [3] . In this blocking mechanism, a customer is only allowed to enter the server if there is an empty space in the output buffer. Dallery, Liu, and Towsley [3] show that TH(P; N ) = TH(P 3 ; N ).
• For a three workstation closed production system P = (3; B), derive the production system P 3 = (3; B + 1) 3 .
• Algebraically characterize the "shape" of the automaton for P 3 as a function of the buffer sizes (b 1 ; b 2 ; b 3 ), and number of carriers N . The use of P 3 instead of P permits a more straightforward algebraic characterization, since each state in the automaton can be viewed as representing a system state expressed as an ordered triplet of three integers.
• Demonstrate containment of automata as a function of carrier number.
For Theorem 1, when b1 b2 + b3 we show that the automaton describing production system P 3 with N = M + bB=2c 0 i carriers contains the automaton describing production system P 3 with N = M + bB=2c + i carriers moving in reverse direction. To describe the shape of an automaton for production system P 3 , we put a label (n 1 ; n 2 ; n 3 ) on each state of the automaton that denotes the number of jobs in each workstation and it's preceding buffer. Let S(P 3 ; N ) = (6; Q(P 3 ; N ); (P 3 ; N )) denote the automaton for production system P 3 where Q and are functions of the production system and the number of carriers. For clarity, we represent the automaton on a two-dimensional grid as shown in Fig. 2 . The nodes of an automaton for a three workstation closed production system will form columns, rows, and diagonals. The number of columns, rows, and diagonals in an automaton will be determined by the maximum and minimum number of carriers that can be held in the input buffer and workstation for workstations 1, 3, and 2, respectively. In Fig. 1 , the nodes of the automaton form three rows, columns, and diagonals. More generally the number of columns, rows, and diagonals for production system P Proof: See [6] . The above lemma shows that with respect to the number of columns, rows, and diagonals that the automaton S(P 3 ; M +B=2+i) is smaller than the automaton S(P 3 ; M + B=2 0i). Unfortunately, this does not always imply that S(P 3 ; M + B=2 0 i) is contained in S(P 3 ; M + B=2 + i). We need to characterize the shape of an automaton in more detail. In general the automaton of a three-workstation system can be characterized by six points P 1; P 2; . . . ; P 6 as shown in Fig. 2 .
On the grid in Fig. 2 , each node in an automata will have an x and y coordinate. To define the coordinates of the P i as a function of buffer sizes and carrier number, we must establish an origin. We define the origin for an automaton to be such that P 1 has a y coordinate of zero, and the x coordinate of P 1 equals the y coordinate of P 2. In Fig. 2 , P 1 = (2; 0) and P 2 = (2; 2). In Fig. 1 , P 1 = P 2 = (0; 0); P 3 = P 4 = (2; 2); P 5 = P 6 = (2; 0).
As stated before, the automaton of the same production system with the carriers moving in the opposite direction is derived from the original automaton by reversing the directions of the arrows. Let the six corner points of a reversed automaton be denoted as P i R . Then P 1 R = P 4, P 2 R = P 5, P 3 R = P 6, P 4 R = P 1, P 5 R = P 2, and P 6 R = P 3.
The origin of a reversed automaton is defined similarly but the x and y directions have been reversed. In Fig. 2 , P 1 R = (1; 0), and P 2 R = (1; 1). Let (see Fig. 2 ; N ) can be expressed as functions of B and N by utilizing the state labels described early. By utilizing the state labels, we can express the physical interpretation of each previous quantity and then express that quantity as a function of B and N . For example, X 1 (P 3 ; N ) equals the maximum number of carriers in workstation 2 when workstation 1 is as full as possible, minus the minimum number of carriers in workstation 2 when workstation 1 is as full as possible. This results in the following: ; k) since the number of rows and diagonals in S R (P 3 ; i) is less than or equal to the number of rows and diagonals in S(P 3 ; i). The result follows from Theorem 3.
Next assume b 1 > b 2 + b 3 . For production system P 3 , we need to show that TH(P From Lemmas 5 and 6, S R (P 3 ; i + 1) is contained in S R (P 3 ; i) with respect to columns of nodes. By Lemma 4 S R (P 3 ; i + 1) must be contained in S R (P 3 ; i) since the number of rows and diagonals in S R (P 3 ; i+ 1) is less than or equal to the number of rows and diagonals in S R (P 3 ; i). The result follows from Theorem 3.
V. FUTURE WORK Naturally, the next problem to be investigated is whether the results in this note hold for systems with M > 3. Our conjecture is that the answer is "yes." Indeed, many simulation runs as well as the authors' industrial experience in production systems all indicate that the rule of N M + bB=2c holds for systems with arbitrary number of workstations. Unfortunately, our proof, which is graphical in nature, cannot be extended easily for M > 3. But we feel that this is rather the weakness of our proof than the incorrectness of the conjecture. We are working on a new approach to proving the results that is not so graphically dependent.
However, the graphical representation used in this note does provide some insight into the problem of how to compare throughputs when the subautomaton or sublanguage conditions are not satisfied. Note that when a system is operating in the "interior" of its graphical representation such as shown in Fig. 2 , none of its workstations is idle. It is only when the system operates on the "boundary" of the graphical representation, some of its workstations are idle, due to either starvation or blocking. Therefore, it is intuitive that a system with a large ratio of "interior" versus "boundary" will have potential to run faster than a system with a small ratio. To prove this rigorously, however, some assumptions on service time distributions must be made. We believe that this shall not be too difficult to do, and the results will be more widely applicable.
