Breeding for drought tolerance is a challenging task that requires costly, extensive, and precise phenotyping. Genomic selection (GS) can be used to maximize selection efficiency and the genetic gains in maize (Zea mays L.) breeding programs for drought tolerance. Here, we evaluated the accuracy of genomic selection (GS) using additive (A) and additive + dominance (AD) models to predict the performance of untested maize single-cross hybrids for drought tolerance in multienvironment trials. Phenotypic data of five drought tolerance traits were measured in 308 hybrids along eight trials under water-stressed (WS) and well-watered (WW) conditions over two years and two locations in Brazil. Hybrids' genotypes were inferred based on their parents' genotypes (inbred lines) using single-nucleotide polymorphism markers obtained via genotyping-by-sequencing. GS analyses were performed using genomic best linear unbiased prediction by fitting a factor analytic (FA) multiplicative mixed model. Two cross-validation (CV) schemes were tested: CV1 and CV2. The FA framework allowed for investigating the stability of additive and dominance effects across environments, as well as the additive-by-environment and the dominance-by-environment interactions, with interesting applications for parental and hybrid selection. Results showed differences in the predictive accuracy between A and AD models, using both CV1 and CV2, for the five traits in both water conditions. For grain yield (GY) under WS and using CV1, the AD model doubled the predictive accuracy in comparison to the A model. Through CV2, GS models benefit from borrowing information of correlated trials, resulting in an increase of 40% and 9% in the predictive accuracy of GY under WS for A and AD models, respectively. These results highlight the importance of multi-environment trial analyses using GS models that incorporate additive and dominance effects for genomic predictions of GY under drought in maize single-cross hybrids.
Introduction
Accurate prediction of the performance of untested genotypes in one or more environments is essential to maximize * Lauro José Moreira Guimarães lauro.guimaraes@embrapa.br * Maria Marta Pastina marta.pastina@embrapa.br genetic gains in breeding programs (Bernardo 1994 (Bernardo , 1996 . Pedigree-based analyses have been widely used to evaluate field experiments, estimate genetic parameters, and predict breeding values (Piepho et al. 2008 ). However, due to the decreasing genotyping costs of thousands or millions of markers, and to the increasing phenotyping costs (Krchov and Bernardo 2015) , genomic selection (GS; Meuwissen et al. 2001 ) is emerging as an alternative genome-wide marker-based method to predict yet-to-be seen genetic responses. Appropriate GS methods provide accurate predictions even for untested genotypes, resulting in a considerable progress for breeding programs, reducing the number of field-tested genotypes, with a consequent reduction in the phenotyping costs (Krchov and Bernardo 2015) . The benefits of GS are more evident when traits are difficult, time-consuming, and/or expensive to measure, or when several environments need to be evaluated. In breeding programs for drought tolerance, genotypes are evaluated in water-managed environments, such as wellwatered (WW) and water-stressed (WS) conditions, in which an effective phenotypic screening for several traits is often laborious and time-consuming. Thus, the release of new cultivars with yield stability for areas that are prone to water limitations is considered a critical and challenging task. Due to the impact of climate changes and the limitation of water resources to irrigation, yield stability obtained via improved drought tolerance will be highly desirable in the future (Cooper et al. 2014) . In maize, a major effect of drought stress is to increase the anthesis-sliking interval (due to a delay in silking), resulting in yield losses (Ribaut et al. 2009; Maazou et al. 2016 ). In addition, there are also other important traits related to drought tolerance, such as those described in Ribaut et al. (2009) and Tuberosa (2012) . Most of the drought tolerance-related traits are controlled by many genes of small effects and strongly influenced by the environment (Ribaut et al. 2009; Zhang et al. 2015) . Therefore, GS is expected to increase genetic gains, because its capacity to accurately predict the performance of untested genotypes based on markers distributed throughout the genome. Ziyomo and Bernardo (2013) compared GS to phenotypic selection based on grain yield (GY) and on secondary traits, and showed the advantage of GS to increase genetic gains for drought tolerance in maize. Beyene et al. (2015) and Zhang et al. (2015) also reported superior results with GS in comparison to phenotypic selection for drought tolerance in maize.
Although the estimation of both additive and nonadditive (dominance and epistasis) effects helps to improve the understanding of the genetic architecture of target traits and to define optimal breeding strategies, most genetic analyses focus only on the estimation of additive or total genetic effects. The estimation of these effects and their corresponding variance components are often difficult, requiring appropriate mating designs and a large number of observations, given the lack of orthogonality in the estimation process. Some studies have shown that the use of molecular-based relationship matrices greatly improves orthogonality and predictability of both additive and nonadditive effects (Vitezica et al. 2013; Muñoz et al. 2014; Nazarian and Gezan 2016b) . Furthermore, the inclusion of dominance effects in the GS models is essential for the accurate prediction of untested genotypes in species with some level of heterosis, such as single-cross hybrids in maize (Technow et al. 2014; Almeida Filho et al. 2016; Santos et al. 2016) .
Models that evaluate genotype-by-environment (GxE) interaction are essential to any plant breeding program regardless of the method used for genetic prediction. Understanding GxE provides valuable information for breeders, including: (i) evaluation of stability of the genotypes' response across environments; (ii) selection of genotypes to specific environments; (iii) evaluation/definition of breeding zones; (iv) definition of target environments; and (v) definition of strategies to maximize genetic gain. Recent studies have shown the advantages of GS models that incorporate GxE to predict untested genotypes for quantitative traits (Burgueño et al. 2012; Heslot et al. 2014; Oakey et al. 2016) . In maize, prediction of single-cross hybrids has been done with high level of predictive accuracy using GxE models (Technow et al. 2014; Kadam et al. 2016 ). In the case of drought tolerance in maize, Zhang et al. (2015) showed the advantage of modeling GxE effects for the prediction of untested genotypes.
Several modeling approaches exist to explore GxE. The most interesting ones consider modeling the genetic variance-covariance (VCOV) matrix across environments. Following this matrix structure, it is possible to improve the understanding of GxE and of the genetic architecture of breeding traits, together with the estimation of all environment-to-environment genetic correlations. One parsimonious way to model this genetic VCOV matrix is by using a factor analytic (FA) structure (Piepho 1997 (Piepho , 1998 Smith et al. 2001) . The FA structure approximates the unstructured (UN) matrix but with a reduction in the number of parameters to be estimated, which is particularly relevant when the number of environments is large, and also in early generation trials of breeding programs (Kelly et al. 2007) . Many studies have shown that FA models are good approximations of the UN models and that they can be implemented in most breeding programs (Burgueño et al. 2008; Cullis et al. 2014; Smith et al. 2015) . Another advantage of the FA model is that it can be extended to estimate additive and non-additive effects simultaneously (Kelly et al. 2009 ).
Few studies have simultaneously incorporated additive, dominance (Azevedo et al. 2015; Bouvet et al. 2015; Santos et al. 2016) , and GxE interaction effects (Burgueño et al. 2012; Lopez-cruz et al. 2015; Oakey et al. 2016 ) into GS models. Reports on the inclusion of additive and dominance effects into multi-environment trials genomic selection (MET-GS) models is limited (Kumar et al. 2015; Kadam et al. 2016) . Additionally, some of these studies have not taken full advantage of linear mixed models, such as FA models that can fit different genetic and residual variance components for each environment, and genetic and residual correlations between pairs of environments using additive and dominance effects simultaneously. To our knowledge, latent regression, including additive and dominance effects, has not yet been used to understand GxE in multienvironment trial (MET) analyses. Therefore, the goals of this study were: (i) to evaluate the accuracy of GS to predict the performance of untested maize single-cross hybrids for five traits under two different water conditions using a highdensity single-nucleotide polymorphism (SNP) marker panel and multi-environmental trials analyses; (ii) to compare the predictive accuracy achieved by models that account only for additive effects (A model) against models with additive and dominance (AD model) effects; and (iii) to explore the stability of hybrids via latent regression plots using AD models.
Material and methods

Phenotypic data
Field data comprised of 308 single-cross maize hybrids evaluated under WW and WS conditions at two locations in Brazil (Janaúba-Minas Gerais state, and Teresina-Piauí state) over 2 years (2010 and 2011) in a total of eight trials/ environments. Hybrids were obtained from single crosses between two testers and 188 inbred lines, representing dent (85 lines) and flint (86 lines) heterotic groups, and also another group-here called group C (17 lines) which is unrelated to both dent and flint sources. The two testers were a flint (L3) and a dent (L228-3) inbred lines. Fifty-two inbred lines were crossed with L228-3 only, and 16 with L3 only, whereas 120 lines were crossed with both testers. Each trial comprised of the 308 maize single-cross hybrids randomly split into six sets i.e., sets 1-3 for L3 crosses, with 61, 61, 14 hybrids each, and sets 4-6 for L228-3 crosses, with 80, 77, and 15 hybrids each. In the field, each set was augmented with four common checks (commercial maize cultivars), and arranged as a randomized complete block design. Although the hybrids within each set were kept the same across trials, hybrids and checks were randomly allocated to groups of plots within each set, and this allocation was different between replicates of sets and between trials. The WS trials had three replicates, except for the sets of 15 hybrids and the trials evaluated in 2010 that had two replicates. All WW trials had two replicates, except the trials in 2011, when both locations had a single replicate. In Janaúba, plots had a 3.6-m row, and in Teresina each plot consisted of a 4-m row. In all trials, the distance between rows was 0.8 m with a density of four plants per meter.
The experiments were performed in a dark red latosol in Janaúba, and in a red-yellow argisol in Teresina. In the WS experiments, the water supply was interrupted before flowering, and the drought stress was imposed during flowering and grain filling. WW conditions were ensured by compensating evapotranspiration losses, based on local climatic data obtained from an automatic weather station; i.e., the frequency and the amount of water supplied by irrigation in the WW experiments were based on the daily crop evapotranspiration index, obtained using the reference evapotranspiration calculated from the Penman-Monteith equation and the crop coefficient per phase, ensuring the occurrence of no stress until the stage of physiological maturity. The water content in the soil was monitored up to a depth of 0.70 m using a DIVINER 2000 ® probe (Sentek Sensor Technologies, Australia). Other agronomical practices were performed as recommended for maize crops.
Five drought tolerance traits were evaluated: GY (ton/ ha), determined by weighing all the grains in each plot, adjusted to 13% of grain moisture and converted to tons per hectare (t/ha), considering the differences in the plot sizes across trials; number of ears per plot (EPP); female and male flowering times (FFT and MFT), measured as the number of days from sowing until silks have emerged on 50% of the plants, and 50% of the plants have begun to shed pollen, respectively; and anthesis-silking interval (ASI, days), which corresponds to the time between FFT and MFT. For the traits GY and EPP, the number of plants per plot was used as a covariate. A summary of phenotypic distribution and phenotypic correlations for all evaluated traits under WW and WS are presented in Fig. S1 .
Genotypic data
Genomic DNA was extracted from young leaves of inbred lines based on the cetyl trimethylammonium bromide method (Saghai-Maroof et al. 1984) . DNA samples were quantified using the Fluorometer Qubit ® 2.0, following the manufacturer's instructions (Life Technologies TM , USA). Samples were also evaluated on 1% agarose gel in Trisacetate-EDTA buffer, stained with GelRed TM (Biotium, USA) and recorded under UV light in the Imager Gel Doc L-PIX (Loccus Biotecnologia, Brazil). Genotyping-bysequencing (GBS) was carried out by the Genomic Diversity Facility at Cornell University (Ithaca, NY, USA) using the GBS standard protocol (Elshire et al. 2011 ) with the restriction enzyme ApeKI and 96 samples per sequencing lane. Tags were aligned to the B73 reference genome (AGPv3) using the Burrows-Wheeler alignment tool (Li and Durbin 2009) . Then, SNPs were called using the GBS pipeline, available in the software TASSEL v. 5 (Glaubitz et al. 2014) . SNPs were obtained for the 188 inbred lines and the two testers used as parents of the 308 maize hybrids (relationship between lines within and across heterotic group are shown in Fig. S2 ). SNPs were discarded if: the minor allele frequency was smaller than 5%, more than 20% of missing genotypes were found, and/or there were more than 5% of heterozygous genotypes. After filtering, missing data were imputed using NPUTE (Roberts et al. 2007 ). Then, for each SNP, the genotypes of the hybrids were inferred based on the genotype of their parents (inbred line and tester). The number of SNPs per chromosome ranged from 3121 (chromosome 10) to 7705 (chromosome 1), totalizing 47,127 markers.
Genomic relationship matrices
Genetic relationships between hybrids were constructed based on the SNP information. Additive (A g ) and dominance (D g ) genomic relationship matrices were calculated following the methods described by Yang et al. (2010) and Vitezica et al. (2013) , respectively. Both methods consider two alleles (A and a) for a given marker locus. The A g matrix was calculated as:
Here, m is the total number of markers, p k is the observed allele frequency of the k th SNP, g ki and g kj represent the number of copies of a given allele A for individuals i and j at SNP k, assuming values 2, 1, and 0 for the genotypes AA, Aa, and aa, respectively. The allele A was considered as the most frequent one. The D g matrix was calculated as:
Additive and dominance genomic relationship matrices were obtained using the software GenoMatrix (Nazarian and Gezan 2016a) . If A g and D g were not positive definite, their inverse were obtained by iterative bending methods as described by Nazarian and Gezan (2016a) .
Dependence between additive and dominance variances were evaluated as described by Muñoz et al. (2014) . For this, the portions of asymptotic VCOV matrices attributed to additive and dominance components were used to evaluate the non-independence among variance components by calculating and plotting the eigenvalues of the corresponding correlation matrix.
Statistical analyses
Genomic best linear unbiased predictions (GBLUP) were performed for models with additive and dominance effects in single-environment and MET analyses. For MET analyses, different groups of trials were considered: (i) the four trials under WW conditions; (ii) the four trials under WS conditions; and (iii) all eight trials under both WW and WS conditions. However, note that MET analysis considering all the eight trials was used only to investigate additive-byenvironment and dominance-by-environment interactions, and to obtain the latent regression plots. The following generic linear mixed model with genomic relationship matrices was fitted for each trait and group:
where y (n × 1) is the vector of phenotypes for q sets, j replicates, m hybrids, and s trials, n ¼ P s i¼1 n i , where n i is the number of plots in trial s; µ is the overall mean; s (s × 1) is the vector of fixed effects of trials; b.s (qs × 1) is the vector of fixed effects of sets within trials; r.s (jqs × 1) is the vector of fixed effects of replicates within sets within trials; a.s (ms × 1) is the vector of random additive effects of hybrids within trials, with a:s$ MVNð0; A g Σ A Þ; d.s (ms × 1) is the vector of random dominance effects of hybrids within trials, with d:s$ MVNð0; D g Σ D Þ; and e (n × 1) is the vector of residuals, with e$ MVNð0; È s i¼1 I n i R i Þ. X 1 ðn Â sÞ, X 2 ðn Â qsÞ, X 3 ðn Â jqsÞ, Z 1 ðn Â msÞ, and Z 2 ðn Â msÞ represent incidence matrices for their respective effects, 1 is a (n x 1) vector of ones, and I n i is an identity matrix of its corresponding order. R is a diagonal VCOV matrix, in which each trial has a different and independent variance component for the residuals. Σ A and Σ D are VCOV matrices for the additive and dominance genetic effects of hybrids across trials, with dimensions of 4 × 4 for the group of trials under WW or WS conditions, and 8 × 8 when considering all trials. A FA model of order k (FA k ) was considered for both Σ A and Σ D , in which k is the number of multiplicative components (for more details, see Piepho 1998 and Smith et al. 2001 ). The genomic relationship matrices A g and D g were previously specified, and the kronecker product is denoted by ⊗.
The model presented in Eq. (1) corresponds to the AD model, which contains both additive and dominance effects. An alternative model including only additive effects (A model) was also fitted by dropping the term d.s. Narrowsense heritability (h 2 ) and the proportion of the variance explained by the dominance effects (d 2 ) were estimated for each trait using the following expressions:
where the bars over the variance components represent the average variance (i.e., diagonal terms) across trials within each water condition. Broad-sense heritability was estimated as
The FA structures used in the MET analyses were fitted as described in Oakey et al. (2007) and Kelly et al. (2009) , in which the vector of genetic effects (u g ), that includes both additive and dominance effects, is defined as:
where u A and u D are random vectors of additive and dominance effects within s trials, respectively. These vectors are assumed to be independent with a multivariate normal distribution with zero mean and VCOV matrices
Here, Σ A and Σ D are s × s matrices for the additive and dominance genetic effects, respectively. The structure of Σ A and Σ D matrices were defined based on a FA k (i.e., of order k) model as:
k matrices of factor loadings (common factors) for the additive and dominance effects, respectively, for s trials; and ψ A and ψ D (diagonal matrices of dimension s × s) are specific factors for the additive and dominance effects, respectively. Common and specific factors are assumed to be independent and normally distributed. Hence, under the above definitions the VCOV matrix of the genetic effects, i.e. cov (u g ), can be derived as:
where all terms were previously defined. Note, the use of these VCOV matrices allowed to estimate site-to-site additive, dominance, and additive + dominance genetic correlations.
In a FA k structure, adaptability and stability of genetic effects can be easily assessed using latent regression plots (Cullis et al. 2014; Smith et al. 2015) . These plots show the genetic responses to each environment-i.e., the predicted breeding values from marginal prediction as shown in Cullis et al. (2014) -considering the genetic effects as dependent variables against the independent variables-i.e., the rotated estimated factor loadings λ rs; r¼1;2:::k . Here, the regression plots proposed for additive effects (Cullis et al. 2014) were extended to dominance effects as well, based on the MET-GS model jointly fitted for all eight trials (WS and WW conditions). Plots for the first and second factors were obtained for WW and WS trials together using: (i) plot FA 1 : y j ¼ũ is against x j ¼ λ Ã 1s ; and (ii) plot FA 2 : y j ¼ũ is À λ
, whereũ is ðis Â 1Þ is the vector of breeding values or dominance deviations of hybrid i within trial s, f is a vector of factors scores, and (*) denotes the vectors after rotation. The important difference here is that plots FA 1 and FA 2 were constructed for additive and dominance effects separately. Therefore, patterns of additive and dominance effects in terms of adaptability and stability can be easily identified. The rotation of factor loading ðλ Ã Þ and factor scores ðf Ã Þ using Varimax rotation was performed to facilitate and simplify the results of FA models.
A and AD models were fitted for all five traits using the library ASReml-R v. 3 (Butler et al. 2009 ), within the statistical package R v. 3.2.5 (R Core Team 2016) that estimates variance components using restricted maximum likelihood (REML) through the average information algorithm (Gilmour et al. 1995) , followed by estimation of fixed and random effects by solving the mixed model equations. Diagnostic plots were used to verify the outliers and normality of the residuals. Akaike information criterion (AIC, Akaike 1974 ) was used for model comparisons. The standard errors of h 2 , d 2 , and H 2 were estimated through the Delta method as implemented in the library nadiv (Wolak 2012) available in R v. 3.2.5 (R Core Team 2016), which estimates approximated standard errors of the variance components. It is worth mentioning that preliminary analyses were performed by fitting single-environment models to each trial.
Cross-validation scheme
In order to compare the advantage of models that borrow information between correlated trials, two cross-validation schemes, CV1 and CV2, were performed for MET data analyses as proposed by Burgueño et al. (2012) . CV1 is the most traditional cross-validation scheme, in which new hybrids have not been evaluated in any trial/environment. In this case, prediction of the performance of an untested hybrid does not borrow information from any trial for this particular hybrid, but it borrows information from related hybrids; hence, predictions derived from CV1 are based on phenotypic and genotypic information of other hybrids. The CV2 scheme speculates a situation where hybrids are evaluated in some trials but not measured in others. In this case, predictions of an untested hybrid borrow some information from other trials for this particular hybrid, in addition to the information of related hybrids; hence, it takes some advantage of information from correlated trials.
A five-fold cross-validation procedure was implemented for CV1 and CV2 by splitting the total set of hybrids through the stratified sampling method, in a way that both training (80% of the hybrids) and validation (20% of the hybrids) sets contained proportionally all genetic backgrounds (Dent × Dent, Dent × Flint, Flint × Flint, C × Dent, C × Flint) for each fold. Untested hybrids (i.e., hybrids in the validation set) were predicted for each fold of the cross-validation procedure. Then, the prediction accuracy was estimated as the Pearson's correlation between the observed genotypic values-i.e., obtained from singleenvironment trial analyses considering hybrids as fixed effects-and the genomic predicted genotypic values. The entire cross-validation process was repeated 10 times for both CV1 and CV2, and it was performed separately for each trait and water condition (WW or WS) using the MET-GS model [1] for additive and additive + dominance effects.
In the CV1 scheme, hybrids in the validation set were considered as not measured in any trial, and in the CV2 hybrids were considered as not evaluated in two trials. For the latter, two trials were randomly selected, e.g. trials 1 and 3, and missing values were set in these trials for the hybrids in the validation set. Latter, for the other two trials, e.g. trials 2 and 4, the same validation set was used to assign missing values for the hybrids in these two trials, and the phenotypic values of trials 1 and 3 were considered as observed for the genomic predictions in trials 2 and 4. This process was repeated for each fold in CV2.
Results
Estimates of genetic parameters using high-density SNP markers
Broad-sense and narrow-sense heritabilities (H 2 and h 2 , respectively) varied considerably between WW and WS conditions in the MET-GS analyses (Table 1) . For GY, ASI, and FFT, the heritabilities were lower in WS than under WW conditions. The highest H 2 and h 2 were found for ASI under WW and for MFT under WS respectively. Based on the AD model, ASI showed h 2 in WS conditions 51% smaller than in WW conditions. Similar trends were observed for ASI broad-sense heritabilities, with values of 0.35 and 0.53 in WS and WW conditions, respectively. AD models exhibited a considerable decrease in the additive variance component, and consequently in h 2 , for GY in both water conditions and for EPP, FFT, and MFT in WS conditions. For example, GY showed a decrease of 50% in h 2 in WS conditions when the dominance effects were incorporated in the GS model. However, for ASI and EPP, h 2 values were almost the same for A and AD models in WW conditions. A similar pattern was also observed in the single-environment trial analyses (Supplementary Tables  S1-S5 ).
For almost all traits, except GY and MFT, the proportion of the total genetic variance explained by the dominance effects (d 2 ) was smaller in WW than in WS conditions (Table 1) . For example, ASI showed d 2 more than twice larger in WS than in WW conditions. In general, the ratio h 2 /d 2 ranged from 1.43 (GY) to 6.28 (MFT) in WS, and from 1.40 (GY) to 12.25 (ASI) in WW conditions. Values within parentheses are approximated standard errors Improving accuracies of genomic predictions for drought tolerance...Moreover, the AIC criterion showed that, in general, the inclusion of dominance effects improved the model fitness compared with the A model, except for ASI and EPP under WW. The dependency between additive and dominance genomic relationship matrices is presented in Supplementary Fig. S3 . A small dependency between A g and D g was observed when compared with a hypothetical situation of orthogonality (diagonal solid line, Fig. S3 ). However, in 2011 for the WW condition of Janaúba and Teresina, where unreplicated trials were used to evaluate hybrids, the dependency between A g and D g was higher for the secondary traits (ASI, EPP, FFT and MFT).
Average additive and dominance genetic correlations, estimated through the FA models between pairs of trials within and across water conditions, are shown in Fig. 1 . Additive genetic correlations ranged from 0.39 (WS_GY) to 0.81 (WS_MFT), and dominance genetic correlations ranged from 0.003 (WS_ASI) to 0.72 (WS_MFT) within water conditions. Based on these correlations for each water condition, it was noted that the dominance effects exhibited, in general, lower correlation between trials (higher crossover interaction) than the additive effects, except for WS_EPP and WS_GY. The additive effects showed low interaction with environments (exhibit smaller crossover interaction) for the traits MFT and FFT in both conditions, with correlations greater than 0.70. In contrast, all the dominance correlations were smaller than 0.60, except for MFT in WS. Similar trends were observed across water conditions, with dominance correlation lower than additive correlation for all traits. Further information showing the correlations for additive and dominance effects for each pair of trials is presented in supplementary heatmaps (Figs. S4,   S5 ). Likelihood ratio test for the additive and dominance by environment interaction are shown in Table S6 .
Accuracy of MET-GS models for drought tolerancerelated traits
Predictive accuracy varied considerably across WW and WS conditions (Fig. 2) . In general, considering only CV1, the predictive accuracy was higher in WW conditions, ranging from 0.36 (GY) to 0.57 (FFT) for the A model, and from 0.43 (EPP) to 0.59 (MFT and FFT) for the AD model. For GY, when the dominance effects were included in the model, the predictive accuracy was approximately 28% and 100% higher in WW and WS conditions, respectively, than using the A model. EPP, FFT, and MFT in WS showed an increase of 26, 17, and 16% in the predictive accuracy, when the dominance effects were considered in the MET-GS model, respectively. However, ASI in WS conditions, and ASI, EPP, FFT, and MFT in WW conditions, did not exhibit considerable increase in the predictive accuracy (lower than 10%) when dominance effects were included in the MET-GS model. Important differences in terms of predictive accuracies were observed between GY and the secondary traits for the A model in both CV1 and CV2 (Fig. 2) . The A model in WW conditions resulted in a predictive accuracy higher than 0.44 for all secondary traits, which was at least 22% higher than the predictive accuracy observed for GY in CV1. For the A model in WS conditions, such differences were more evident, where the predictive accuracies for ASI, FFT, and MFT were almost twice larger than the one observed for GY in CV1. For the AD models, the 1)) between pairs of trials within each water regime -i.e., well-watered (WW) and water-stressed (WS) conditions, and across water regimes (WW/ WS). Traits correspond to grain yield (GY, t/ha), number of ears per plot (EPP), anthesis-silking interval (ASI, days), female flowering time (FFT, days), and male flowering time (MFT, days) differences between the average predictive accuracies obtained for the secondary traits and GY were less evident in both conditions and cross-validation schemes compared to the A model (Fig. 2, Tables 2 and 3 ).
GxE interaction model for additive and additive + dominance effects
For the A model, in general, and as expected, predictive accuracies were higher in CV2 than in CV1; however, for the AD model, the differences between CV2 and CV1 were smaller (Tables 2 and 3 ). Average predictive accuracy (across four trials under each water regime) for CV1 and CV2 are given in Fig. 2 . In the CV2 scheme the benefits of borrowing information from correlated trials with the same hybrid were more evident under WS conditions, with values ranging from 0.29 (GY) to 0.54 (MFT) for the A model, and from 0.45 (ASI) to 0.53 (FFT) for the AD model. For GY under WS, the predictive accuracy in CV2 increased 40% for the A model, and 9% for the AD model when compared to CV1, highlighting the advantage of CV2 for MET genomic predictions.
Factor scores of the additive and the dominance effects for the 15 top hybrids for GY are shown in Table 4 . Among them, 13 hybrids represent crosses between flint and dent heterotic groups. Here, additive and dominance effects with the first and the second factor scores close to the origini.e., close to (0, 0) -have stable performance across all trials, and, therefore, across WW and/or WS conditions. Four hybrids (35, 47, 258, and 265) showed stability (i.e., all factor scores lower than 0.4) for additive and dominance effects in both water conditions for GY (data not shown). However, these hybrids had poor performance for GY. Among the best hybrids, some exhibited only stable additive effects, whereas others had only stable dominance effects. For example, hybrid 11 showed only stable additive effects, whereas hybrid 210 exhibited only stable dominance effects (Table 4) . Latent regression plots for the first and the second factors of additive and dominance effects of hybrids 11 and 210 are shown in Fig. 3 . Note that the additive effects of hybrid 210 increased in trials with higher estimated loadings, as suggested by the latent regression (Fig. 3a, b) . On the other hand, for hybrid 11, the dominance effects increased in the trials with higher estimated loadings (Fig. 3c, d ).
Discussion
Improving accuracy of genomic prediction for untested hybrids in maize is a recurrent challenge for the successful application of GS in breeding programs. This requires models that account for multi-environment trials data, as well as for additive and non-additive effects. Our results, based on tropical maize germplasm cultivated in Brazil, show that it is possible to achieve high levels of predictive accuracy of untested hybrids for drought tolerance-related traits by including GxE, additive, and dominance effects simultaneously into a MET model that incorporates genomic relationship matrices.
Partition of the genetic variance through the incorporation of SNP markers
Orthogonal partitioning of the genetic variance into additive and dominance effects was performed based on the use of Fig. 2 Average predictive accuracy (across four trials) for the additive (a) and for the additive + dominance (b) models under well-watered (WW) and water-stressed (WS) conditions. Traits correspond to grain yield (GY, t/ha), number of ears per plot (EPP), anthesis-silking interval (ASI, days), female flowering time (FFT, days), and male flowering time (MFT, days) genomic relationship matrices. This partitioning contributes to a better understanding of the genetic architecture of target traits. In maize, for instance, this knowledge assists breeders to decide if target traits should be better evaluated in inbred lines or hybrids. The genomic relationship matrices used in this study were constructed based on the quantitative genetics theory, under the assumption that the covariance between additive and dominance effects is zero (Vitezica et al. 2013 ). This parameterization has been previously used in plants (Muñoz et al. 2014; Bouvet et al. 2015) , humans (Zhu et al. 2015) , and in simulation studies (Almeida Filho et al. 2016; Nazarian and Gezan 2016b; Santos et al. 2016) , and showed reasonable orthogonal partitioning of additive and non-additive effects. These studies also highlighted the importance of a better partitioning of the genetic components whenever genomic relationship matrices are incorporated.
In the present study, narrow-sense heritabilities decreased when the dominance effects were included in the MET-GS models for GY (Table 1) , probably due to the distribution of allele frequencies at causal loci (Hill et al. 2008) . In this case, depending on the allele frequencies, part of these effects can be estimated as additive variance, even in the presence of non-additive effects (Hill et al. 2008) . Our findings, showing that h 2 values decreased when dominance effects were included in the models, agree with results published by Muñoz et al. (2014) and Bouvet et al. (2015) in pine and eucalyptus, respectively. However, to our knowledge, ours is the first study to incorporate GxE, additive, and dominance effects into the genomic prediction framework of single-cross hybrids for drought tolerancerelated traits in maize. Therefore, the presence of dominance in the genetic models is important for obtaining a realistic and more accurate partitioning of the genetic variance. As seen in Table 1 , narrow-sense heritabilities and the genetic gains may be overestimated when only an additive model is considered.
Accuracy of METs GS models
The differences in predictive accuracy between A and AD models found in this study were more evident in WS than in WW conditions (Fig. 2) . Small differences were observed between the predictive accuracies of the A and AD models for the secondary traits -i.e., EPP and ASI (under WS) and ASI, EPP, and FFT (under WW). In contrast, dominance effects had an important contribution for the genomic predictions of GY. One possible explanation for this is that traits with small differences in the predictive accuracies between A and AD models are expected to exhibit smaller Table 2 Predictive accuracy based on the CV1 scheme for five traits evaluated in WW and WS trials using additive (A) and additive + dominance Values within parentheses are standard deviations contribution of dominance effects in the total genetic variance (Table 1) . Thus, the results of this study suggest that the genetic architecture of a drought tolerance trait affects the prediction accuracy of A and AD model. Secondary traits, such as ASI, FFT, and MFT, had similar or higher prediction accuracies than GY in WW and WS conditions for both CV schemes. These differences were less evident in CV2, where models borrowed information from correlated trials. These results are in good agreement with the results of other GS studies for drought tolerance in maize (Ziyomo and Bernardo 2013; Zhang et al. 2015) . Additionally, comparisons between GS and phenotypic selection for drought tolerance in biparental maize populations showed that, after three cycles of selection, GS achieved larger genetic gains . The values of predictive accuracies found in this study, which are similar or higher than the ones reported in other GS studies, suggested that including a dominance term in the model can improve considerably selection of untested hybrids for drought tolerance.
In general, prediction accuracy within D_D (dent × dent) or F_F (flint × flint) groups were higher than in the D_F (dent × flint) group for GY (data not shown). However, other relevant studies performed in maize, which have often considered larger population sizes, have suggested that GS models, including specific marker effects for each heterotic group, had little or no advantage over models that assume consistent marker effects across heterotic groups (Technow et al. 2012; Technow et al. 2014) . Thus, future studies in tropical maize with a larger population size, and considering additional testers, are required to generalize this conclusion.
In recent years, many statistical models have been proposed for the application of GS in plant and animal breeding programs. Although comparisons between different statistical models for GS are important, GBLUP has shown high levels of predictive accuracy, often ranking among the best predictive approaches (for further details, see Heslot et al. 2012; Resende Jr. et al. 2012) . Azevedo et al. (2015) compared different models for GS that incorporate additive and dominance effects, and concluded that GBLUP was among the best methods and provided an accurate prediction of total genotypic values, as well as the additive and dominance effects. In addition, GBLUP often reduces computing resources and allows for fitting complex linear mixed models such as single-step models applied to METs and multi-trait analyses (Meyer 2009; Cullis et al. 2014; Oakey et al. 2016) . Here, we extended the GBLUP method to account for additive and dominance effects in the context of MET data using FA structures, which has been widely recommended as an efficient VCOV model to perform MET analysis. Improving accuracies of genomic predictions for drought tolerance...
GxE interaction for additive and dominance effects
Estimation of GxE effects in the MET analysis provides valuable information about the stability of hybrids in both WW and WS conditions. However, an appropriate statistical model that accounts for genetic and residual correlations across trials and deals with unbalanced data is required. GxE explicit models that have a main genetic effect and a GxE interaction effect provide the same results as GxE implicit models where there is a single term for genotype effects within environments, with a VCOV matrix based on the compound symmetry structure (Smith et al. 2001; Cullis et al. 2014) . This means that the GxE explicit models assume the same genetic variance and covariance (and hence correlation) across all trials and pairs of trials, respectively (Smith et al. 2001 (Smith et al. , 2015 . Therefore, the GxE implicit models in comparison to the explicit models have the advantage of evaluating different VCOV matrix structures, such as UN or FA, allowing to fit more realistic models. Hence, the presence of high GxE for most of the traits analyzed by breeders highlights the importance of using models that can deal with MET data and can properly model GxE interactions. Modeling complex genetic VCOV matrices did not improve the predictive accuracy in CV1 (see Table S7 ). For example, genomic predictions of GY under WS using additive effects, considering even an identity, a diagonal, or a FA2 VCOV structure for the genetic effects, and a residual diagonal matrix, had similar values of predictive accuracy. Further, advantages of CV2 were observed for a FA2 model (see Table S8 ). As also indicated by Burgueño et al. (2011 Burgueño et al. ( , 2012 , the CV1 scheme provides results similar as the ones provided by fitting a GBLUP model for each trial. In other words, modeling the genetic covariances in CV2 allows to borrow the information of hybrids across trials, whereas CV1 assumes that the hybrids in the validation set have not been evaluated in any environment.
Recently, Lopez-cruz et al. (2015) showed in three wheat data sets that GS models that account for GxE resulted, as expected, in larger prediction accuracies than models without GxE modeling. In the case of drought tolerance in biparental maize populations, the prediction accuracy was also increased by fitting a model that incorporated GxE for GY (Zhang et al. 2015) . Our findings confirm the results of Burgueño et al. (2012) , Lopez-cruz et al. (2015) , and Zhang et al. (2015) , which showed that predicting performance of new genotypes is more challenging than predicting genotypes that have been evaluated in some correlated trials. If WW and WS information were combined, based on CV2 scheme, then prediction accuracy would likely increase, since the additive and the dominance genetic correlations were modeled across water conditions.
In the present study, we have used latent regression plots based on a FA VCOV structure to visualize additive-byenvironment and dominance-by-environment interaction effects (Fig. 3) . These plots are useful to infer about the stability of additive and dominance effects across environments for a given hybrid. Based on these plots, it is possible to select, among all high-performance hybrids, those with stable additive effects across environments to inter-mate their parents (inbred lines) in the subsequent breeding cycles. Then, optimized crosses through the selection of the best and stable parents can be performed aiming to improve hybrids stability and expected genetic gains (Toro and Varona 2010) . This approach can be easily extended to other crops, such as sugarcane, eucalyptus, and pine, in which the evaluated individual is used as parent to generate the next breeding cycle. In maize breeding, testcrosses are commonly used to evaluate the performance of new inbred lines using elite inbred testers from complementary heterotic groups. Thus, in this case, the new inbred lines identified as parents of high-performance testcross hybrids, with stable additive effects across environments, can be selected to be used for inbred recycling and/or inter-population selection. Moreover, highperformance testcross hybrids exhibiting stable additive and dominance effects across environments can be directly indicated as a potential hybrid cultivar for a given mega environment.
Implementation of GS in a maize breeding program for drought tolerance
There are at least two scenarios in which GS can be applied in a maize breeding program for drought tolerance. First, focusing on additive effects, GS can be used for parental selection and for successive cycles of intermating and selection within breeding populations (usually biparental populations). In this case, a GS model can be used to perform more than one breeding cycle per year, increasing the genetic gains per unit of time. Applying a similar approach, Beyene et al. (2015) showed the advantage of this GS Improving accuracies of genomic predictions for drought tolerance...strategy over phenotypic selection to increase genetic gains in drought tolerance breeding programs in maize. In another scenario, that focuses on additive and dominance effects, GS can be employed to predict untested hybrids, which has an important role in maize breeding programs, allowing for the reduction in the number of tested (phenotyped) hybrids. In both scenarios, there are time and financial resources benefits. Recently, Krchov and Bernardo (2015) reported that some financial resources can be saved when using GS in a breeding program, given that the genotyping costs are currently decreasing. These authors, also emphasized the importance of GS to predict the performance of double haploid (DH) lines that do not have enough seeds for testcrossing and phenotyping. Our findings suggest that GBLUP models that account simultaneously for GxE, additive, and dominance effects should be routinely used in any MET-GS analysis to predict the performance of untested hybrids for drought tolerance in maize breeding programs. These MET models that incorporate genomic relationship matrices can be easily extended to other crops, such as outcrossing species, in which nonadditive effects are important. However, in advanced stages of a breeding program, one-stage analysis using FA models, as used in this study, may be challenging to fit, since hybrids are usually evaluated across many locations and years. One option is to perform a two-stage analysis that first fits every single environment and then combines the estimated means into a second and larger analysis (for further details, see Mohring and Piepho 2009) . By fitting MET linear mixed models that included additive and dominance effects through a FA structure, it was possible to investigate the stability of these effects across environments, as well as additive-by-environment and dominanceby-environment interactions, with interesting applications for parental and hybrid selection in maize. Moreover, our results contributed to a better understanding of the genetic architecture of important traits related to drought tolerance in WW and WS conditions and highlighted the importance of MET-GS that account for dominance effects for the prediction of maize single-cross hybrids.
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