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Abstract: The use of continuously imbedded Runge-Kutta-Sarafyan methods for the solution of ordinary differential 
equations with either time-dependent or state-dependent delays is discussed. It is shown how to get reliable solutions 
for such problems in a manner that does not require that the effect of the local approximation error be considered 
separately from the local integration error. It is also shown how to reliably handle derivative discontinuities that arise 
in the solution of differential equations with delays. 
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1. Introduction 
This paper is concerned with the solution of ordinary differential equations which contain 
delays. The techniques discussed are applicable to the solution of ordinary differential equations 
with state-dependent delays: 
dy(t) 
dt - f ( t ,  y(t), y(fl(y(t), t))), 
y(s )  =q~(s) for f l (Y(to)  , to) <~ s <~ to, 
if the integration goes left to right. A similar formulat ion applies in the case the integration goes 
right to left. Throughout  his paper, it is assumed that 
f l (y ( t ) ,  t )<t  
(again assuming the integration goes left to right). 
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Standard initial-value techniques are not directly applicable to delay problems ince evalua- 
tion of the derivative at time t requires the solution at the previous times f l(y(t), t). However, 
standard techniques may be modified and used to solve delay problems. The basic idea involved 
is to use a standard integration method to advance the integration, to save the solution as it is 
generated, and to employ some type of interpolation to approximate the solution at previous 
times. The type of interpolation used for a particular method should be tied in some way to the 
integration method in order to preserve the desired order of accuracy. For example, if a 
high-order Runge-Kutta method is used to integrate the problem but finear interpolation is used 
to approximate the delayed variables, large errors can occur: regardless of the local accuracy of 
the integration, the linear interpolations will introduce rrors in the evaluation of the differential 
equation. These errors will be reflected in the solution of the problem. 
Some methods provide a nice solution for the interpolation problem. For example, linear 
multistep methods uch as the Adams or backward differentiation methods used in Gear-type 
solvers (e.g., the SDRIV2 solver discussed in [6]) are based on polynomial interpolants. These 
interpolants may be used to approximate the delayed variables. Since the solution of the 
differential equation is also based on the polynomial interpolants, the delayed variables are 
approximated to the same order of accuracy as the integrated solution. Runge-Kutta methods 
are also popular for the solution of delay problems. Care must be taken however since traditional 
Runge-Kutta methods are not based directly on polynomial interpolants. A common approach 
is to use an ad hoc Hermite interpolation to approximate the delayed solution. It is necessary to 
consider the effect of the interpolation on the integration method in this case. 
In a recent paper in this journal [5], the question of stepsize control for (discrete) imbedded 
Runge-Kutta methods was considered. The methods employed in [5] require that the effect of 
the local approximation error in the delayed variables be considered in addition to the local 
integration error. Examples are given in [5] which demonstrate hat ignoring the effect of the 
approximation error can lead to incorrect results. This is due to the fact that the underlying 
Hermite approximation polynomials are not directly tied to the integration methods used. The 
present paper discusses the use of continuously imbedded Runge-Kutta methods due to 
Sarafyan [13-15,18,19] for the solution of delay equations. The underlying polynomial approxi- 
mations are themselves Runge-Kutta approximations which are used directly in the error 
estimation and stepsize selection. Consequently, no problem arises due to the approximation 
polynomials not reflecting the local accuracy of the basic integration method. The manner in 
which this attractive feature of the methods can be exploited in the solution of delay equations i  
described in the following sections. 
There are several alternative approaches to the question of interpolation for Runge-Kutta 
methods. Sarafyan has investigated extensively the question of interpolation for Runge-Kutta 
methods. The first systematic use of interpolation for Runge-Kutta methods is described in [13]. 
See also [14,15] and the references therein. Some other approaches are discussed in [2,3,16]. 
(Interestingly, some of these approaches amount o rediscoveries of Sarafyan's methods.) Only 
the use of continuously imbedded Sarafyan methods will be considered in this paper. The 
techniques discussed in this paper are applicable to some of these other approaches. Some of the 
techniques are equally applicable to rootfinding ODE solvers based on linear multistep methods 
(e.g., the SDRIV2 solver in [6]). 
The above form of the delay problem includes the constant delay form considered in [5]. It 
will be seen that the Sarafyan methods provide a natural means of solving such problems with 
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state-dependent delays. Readers interested in the question of software for problems with delays 
are referred to [7-10,12] and the references therein. 
2. Sarafyan methods 
The basic idea used in the derivation of continuously imbedded Runge-Kutta methods is to 
obtain a traditional Runge-Kutta method which satisfies the order equations of order, say, r, 
and then to find a polynomial approximation that uses the same derivative approximations and 
which also satisfies the Runge-Kutta order equations of some order. For example, in [14] 
Sarafyan obtained a fifth-order Runge-Kutta method in which is imbedded a third-order 
polynomial approximation. It is desirable that the imbedded polynomial satisfy the order 
equations of order r or r -  1. Sarafyan has developed methods with this remarkable property. 
Specific imbeddings of this type are discussed in [19]. Two sets of the imbedded methods 
discussed in [19] are particularly attractive. Both have been implemented in rootfinding ODE 
software which is competitive with other Runge-Kutta software for standard problems and 
which is applicable also to problems with dense output or rootfinding requirements. One of the 
sets of methods includes a 9-stage sixth-order method in which fifth- and sixth-order polynomial 
approximations are imbedded. The second set of methods includes a 7-stage fifth-order Runge- 
Kutta method in which two fourth-order polynomial approximations are imbedded. The tech- 
niques for delay equations discussed in this paper have been implemented in software based on 
the latter set of methods. These methods were chosen primarily because it is necessary to save 
only five of the seven derivative approximations at each integration step (due to the form of the 
imbedded Runge-Kutta polynomials; see below), and because they allow a particularly attrac- 
tive means of error control. 
A standard coefficient tableau is associated with the method chosen. The tableau contains the 
coefficients a,. and b~j that determine the calculation of the Runge-Kutta derivatives. If the 
integration stepsize is denoted by h, these derivatives are defined by: 
i -1 ) 
ko=hf(t,, Yn) and k~=hf tn+aih, y,+ ~ bikk j fo r i>0.  
j=O 
The coefficient 
i a i 
1 1 
1 2 
1 3 
1 4 
3 5 
6 1 
tableau for the method under consideration is given as follows: 
bij, j=0  ....  , i -1  
! 
9 
1_!_ 3 
24 24 
± 0 16 
! 0 4 
± 0 I6 
4 0 
35 
! 
16 
3 4 
4 
0 0 
1~ L2 
35 35 
9 
16 
12 24 
35 35 
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Define the following: 
A = 1( -25k0  + 48k 3 - 36k 4 + 16k 5 - 3k6), 
B = ~(35k 0 -  104k 3 + l14k 4 -  56k 5 + l lk6) ,  
C--  ~( -5k  0 + 18k 3 - 24k 4 + 14k 5 - 3k6), 
D = ~(k  0 - 4k 3 + 6k 4 - 4k 5 + k 6), 
E = 1( _ 11ko + 18k3 _ 9k 4 + 2k5) '
F= 8(2k 0 -  5k 3 + 4k 4 -  ks), 
G= ~( -k  0 + 3k 3 -  3k 4+ k 5). 
Let c = (t - t , ) /h .  The methods are given by: 
ys(t~ + h) =Yn + ~(7ko + 32k3 + 12k4 + 32k5 + 7k6), 
y4+(tn + ch) =yn + ck o + c2A + c3B + c4C + cSD, 
Y4(tn + ch) =Yn + cko + c2E + c3F + c4a. 
For c = 1, ys(t~ + ch) =y4÷(t~ + ch) and Y4 becomes 
y4(t~ + ch) =y,  + ½(2k 3 -  k 4 + 2k5). 
Note that, as previously mentioned, only five of the derivative approximations eed to be saved 
for interpolation purposes; kI and k 2 are not used by the interpolation polynomials. 
For these methods, Y5 satisfies the fifth-order Runge-Kutta  order equations; and y4 ÷ and Y4 
satisfy the fourth-order Runge-Kutta  order equations for each value of c, 0 < c <~ 1. (In fact, y4 ÷ 
satisfies almost all of the fifth-order equations.) In the software discussed in the next section, Y5 
is used as the the basic integration method and y4 ÷ is used for interpolation. 
3. Basic software features 
The basic features of the software used in the present experiments are summarized briefly in 
this section. Detailed discussions are included in a forthcoming report [20]. The fifth-order 
method Y5 is used as the basic integration method. The fourth-order method y4 ÷ is used for 
interpolation. Many of the ODE heuristics in the software are modelled after the corresponding 
ones in the well-known Runge-Kutta-Fehlberg solver DERKF  (RKF45) discussed in [17]. For 
purposes of error estimation and stepsize control, the difference of the fourth-order methods y4 ÷ 
and Y4 is used. The following results provide the basis for error control using the Sarafyan 
methods under consideration. They show that the maximum difference between the imbedded 
polynomials y4÷ and Y4 always occurs at integration meshpoints. 
Lemma 1. Using the previous notation, the maximum difference 
max{ I(Y4+- Y4)( tn + ch ) [: O ~ c <~ l ) 
between the imbedded Runge-Kutta polynomials is attained for a value of c in { ~, ½, 3, 1 }. 
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This result may be established using a calculation which shows that 
(y4+-Y4) " (tn + ch) = ~c(c -  1 ) (c -  ½)(c- ] ) (k0 -4k  3 + 6k4-4k5  + k6). 
Theorem 2. Using the previous notation, the maximum difference 
max{ I(Ya+-Y4)(tn + ch)l :  0~c~< 1} 
between the imbedded Runge-Kutta polynomials i  attained for c -- 1. 
This result may be established by integrating the polynomial factor involving c in Lemma 1 
and comparing the magnitude of the resulting polynomial at the four values of c given in 
Lemma 1. The magnitude is a maximum for c = 1. 
Following each integration step, the error is estimated using the maximum difference over all 
components of the ODE for c = 1. The resulting error estimate at t n + 1 = tn + h is given by 
ys(tn + h) -y4(t0 + h) = ~(7k 0 -  28k 3 + 42k 4 -  28k 5 + 7k6). 
A mixed error test is used as in [17]. The estimated error in each component is given by 
I(y4+-Y4)(tn +h) l 
,a +%lY4÷(t~ +h)l  ' 
where Ca and er are the absolute and relative error tolerances for the test. Theorem 2 ensures that 
the errors in subsequent polynomial interpolations are consistent with the errors at integration 
meshpoints. Therefore, it is not necessary to consider the polynomial approximation error 
separately when subsequent interpolations are performed. 
A second difficulty which must be considered is the effect of derivative discontinuities in the 
solution. It is well known that the solution of delay equations can inherit derivative discontinui- 
ties [4,11]. These discontinuities arise if the initial function does not satisfy the differential 
equation. For constant delay problems uch as those considered in [5] (see Examples 1 and 2 in 
the next section), such discontinuities occur at multiples of the constant delay. Their effect can 
therefore be minimized by forcing each such point to be an integration meshpoint. However, for 
state-dependent problems in which the points of discontinuity cannot be located beforehand 
without prior knowledge of the solution, other techniques must be used to handle the discontinu- 
ities. Although an adaptive solver can often sense such discontinuities and reduce the stepsize to 
get past them, this is not always the case [10]. Interpolating across such discontinuities can result 
in large errors in the computed solution. 
In addition to handling simple time-dependent discontinuities, the software described in [20] is 
capable of handling state-dependent derivative discontinuities. Following is a brief discussion of 
how this is accomplished using Sarafyan methods. The original ODE solvers (on which the 
present delay software is based), which are discussed in [19], contain provisions to solve the 
following problem: 
dy( t )  
dt =f( t ,  y(t)),  
Y( to) =Y0, 
0 = g(t ,  y(t)). 
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In addition to solving the ODE, it is therefore possible to locate roots of auxiliary functions 
g(t, y(t)) that depend on the solution. Basically, the interpolation polynomial y4 ÷ is used in 
conjunction with a rootfinder to do the necessary rootfinding when a sign change in the function 
is detected. In [11], Neves and Feldstein characterize the points at which derivative discontinui- 
ties can occur as roots of odd multiplicity (and at which sign changes must occur) of functions of 
the form 
g(t, y(t))=fl(y(t), t ) -  T, 
where T = t o initially and T is any previous such root thereafter. 
The software in [19] was modified to automatically locate roots of these functions. (In 
addition, the software also allows the user to supply other root functions and to conveniently 
make necessary changes in problem parameters at roots of the functions.) Note that this entails 
working with a system of root functions which increases in size each time a root is located. In 
general, the roots form a "tree" of points [11]. The basic idea is to have the software 
automatically locate each discontinuity point in the tree. Extensive testing indicates that the 
modified software is capable of doing this. Location of the roots makes it possible to include 
each as an integration meshpoint, hus avoiding the difficulty of interpolating across discontinui- 
ties. 
Roots are located using a combination of extrapolatory and interpolatory rootfinding. Before 
each integration step, the most recent Runge-Kutta  polynomial for y4 ÷ is extrapolated. If it 
predicts a sign change over the next integration interval, the stepsize is reduced to force the 
integrator to hit the first root. Following each integration step, interpolatory rootfinding is used 
to locate the root as accurately as possible; and the integration step is repeated forcing the 
integrator to hit the root. This is an example of a situation in which extrapolatory ootfinding is 
very useful and in which it can cause no numerical problems (since it effectively is used only to 
limit the stepsize, and interpolatory rootfinding is used to determine the actual root). For 
problems that do not involve derivative discontinuities, the rootfinding option need not be used. 
4. Numerical examples 
In this section three problems are used to illustrate the manner in which delay problems can 
be solved using software based on the Sarafyan methods. The first two examples are constant-de- 
lay problems taken from [5]. The last problem, taken from [8], is one with a state-dependent 
delay. 
Example 1. 
dy( t )  
dt -y ( t -  1), 
y (s )  = 1 for - l~s~0.  
For each n >/0, the exact solution for this problem is a polynomial of degree n + 1 on the 
interval (n, n + 1). It is straightforward (if somewhat edious) to calculate the exact solution. 
Table 1 contains numerical results for this problem. All results were obtained using equal 
absolute and relative error tolerances, c = c a = Or, for the given values of c. As the integration 
Table 1 
Results for Example 1 
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Table 2 
Results for Example 2 
- logl0c Absolute error Relative error - logl0c Absolute error Relative error 
a t t=15 at t=15 at t=10 at t=10 
4 348.10 -3 625.10 -7 4 347.10 -5 358.10 -6 
6 149.10 -4 268-10 -8 6 349.10 -7 361-10 -8 
8 954.10 -7 171-10-11 8 670-10 -9 692.10-10 
10 403.10-9 723-10-13 10 200-10-11 207.10-12 
12 455.10-11 817-10-15 12 195.10-13 202-10-14 
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error tolerance is reduced, the actual error in the computed solution is reduced in the manner 
expected of a stepsize control algorithm that is working properly. 
Example 2. 
dy( t )  
dt - ~(Y( t -  1))2' 
y (s )  = e s for - 1 ~<s~< 0.
For this problem, it is difficult to calculate the exact solution. For testing purposes, a reference 
solution was calculated using an error tolerance of 10 -16 . The computed solutions for other 
tolerances were compared with this reference solution. Results similar to those for Example 1 are 
given for this problem in Table 2, As in Example 1, as the integration error tolerance is reduced, 
the actual error in the computed solution is reduced in the manner expected of a stepsize control 
algorithm that is working properly. 
Example 3. 
dy(t)d/_ = ly(t)y(ln(y(t))), 
y(s )  = 1 for 0~<s~< 1.
The exact solution for this problem is given by: 
I t ,  ( ! )  i f l~<t~<e,  
y(t) = exp , if e ~< t ~< e 2, 
if e 2 ~< t ~< e3, 
where e 3 = exp(3 - exp(1 - e)). Table 3 contains numerical results for this problem. The results 
indicate once again that the stepsize control algorithm for the Sarafyan methods works satisfac- 
torily. Table 4 contains the errors in the points of discontinuity located automatically by the 
software. For this problem, derivative discontinuities occur at t = e, t = e 2 and t = e 3. Since the 
integration is exact for t < e, the first root was located to machine precision for all error 
tolerances. Therefore, only the errors in the last two roots are included in the table. The results 
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Table 3 
Results for Example 3
- logloc Absolute error Relative rror 
at t=e 3 at t=e 3 
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Table 4 
Absolute rrors in computed roots for Example 3
-logl0c Root 2 Root 3 
4 288-10 +1 178.10 -2 4 219.10- 3 221.10 -2  
6 880.10  -1  544 .10  -4  6 878.10 -5 699.10 -4  
8 225-10 -z 139.10 -5 8 238-10 -6 180-10 -5 
10 584-10 -4 361-10-7 10 633.10- 8 470-10-7 
12 148.10- 5 916.10- 9 12 162.10 - 9 119" 10-- S 
demonstrate hat in addition to providing a simple mechanism for stepsize control for problems 
with delays, the Sarafyan methods provide a natural basis for locating points of discontinuity for 
such problems. 
5. Summary 
This paper discussed the use of continuously imbedded Runge-Kutta  methods of Sarafyan for 
the solution of ordinary differential equations with delays. It demonstrated that the methods 
provide a simple and reliable mechanism for stepsize control. In addition, it demonstrated that 
the methods provide a mechanism for automatically ocating points with derivative discontinui- 
ties for such problems. Consequently, software based on the methods is capable of solving 
problems with delays in a reliable fashion. The software, which was developed for the well-known 
SLATEC mathematical software library [1], is available in both single- and double-precision 
versions from the author. 
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