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Abstract
Let S be a nonempty finite set with cardinality m. Let M = (S,I(M)) be a matroid on S
with no loops. We present results connecting the structure of the bases of M(k) (the kth power
of M) and the covering number of elements of S in M. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let S be a nonempty finite set with cardinality m. Let M = (S,I(M)) be a mat-
roid on S with no loops [7]. An element x ∈ S is a coloop of M if x belongs to every
basis of M. We denote by CL(M) the set of coloops of M. The closure operator of
M is denoted by clM (briefly cl). Let X be a subset of S, the restriction of M to X is
denoted by M|X or by M\(S\X). The set of parts of S
{
I1 ∪ · · · ∪ Ik : Ii ∈ I(M), i = 1, . . . , k
}
is the set of independents of a matroid on S, called the kth power of M. We denote
this matroid by M(k) [8].
The covering number of x ∈ S in M is the smallest positive integer s such that
x ∈ CL(M(s)) [4]. We denote this integer by sx(M).
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If B is a basis of M(k), there exist pairwise disjoint independent subsets of M,
B1, . . . , Bk such that B = B1 ∪ · · · ∪ Bk and B1 ∪ · · · ∪ Bt is a basis of M(t), t =
1, . . . , k [2]. In these conditions, we say that B1 ∪ · · · ∪ Bk is a k-factorization of B
in M.
It is easy to see that if B1 ∪ · · · ∪ Bk is a k-factorization of a basis B of M(k), then
B1 is a basis of M. However not all bases of M occur as factor in a k-factorization of
a basis of M(k) [5].
A basis of M that occurs as first factor in a factorization of a basis of M(k) is called
k-special basis [5]. We say that a basis B of M is special if it is m-special. We can
easily see that a special basis is a k-special basis for every 1  k  m.
A set T ⊆ S is a k-transversal of M [1] if there exists a family of k pairwise
disjoint subsets of T, I1, . . . , Ik satisfying:
(1) Ii is a basis of M|T , i = 1, . . . , k,
(2) T =⋃ki=1 Ii .
Let B be a basis of M(k) and let x be an element of S.
In Section 3, we use the notion of covering number of x in M and the notion of k-
factorization of B in M, B1 ∪ · · · ∪ Bk , to describe, for each 1  i  k, if x ∈ cl(Bi)
or if x 	∈ cl(Bi). In this section, we also prove that there exists a k-factorization of B
in M, C1 ∪ · · · ∪ Ck satisfying x ∈ Cs , where s = sx(M).
In [4] we introduced two classes of matroids. The class of matroids, M1, that
have a certain sequence of transversals (called a regular sequence of transversals)
and the class of matroids,M2, that have a regular sequence of transversals satisfying
a condition (called an embeddable regular sequence of transversals). So,
M2 ⊂M1.
In Section 4, we are going to prove that
M2 =M1.
In Section 5, we are going to prove that
{
z ∈ S : sz(M) > k
}
is the closure of a k-transversal of M. In this section we also prove that for a certain
set I ⊆ S if there exists a k-special basis E satisfying I ⊆ E, then there exists a
special basis P satisfying I ⊆ P .
2. Preliminaries
Let M be a matroid on S with no loops. The rank of A ⊆ S is denoted by rM(A) or
simply by r(A). The concept of covering number of a matroid element was studied
for the first time in [4].
Proposition 2.1 [4]. Let M be a matroid on S with no loops. For x ∈ S,
sx(M) > k
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if and only if there exists a k-transversal T of M satisfying x ∈ clM(T )\T .
In [6], we proved the following:
Proposition 2.2. Let x, y be distincts elements of S. Then
sx(M)− 1  sx(M\y)  sx(M).
The basis of M(k) were studied in [2]. In particular, it is proved in [2] that if B is a
basis of M(m) and B1 ∪ · · · ∪ Bm is an m-factorization of B in M, then the sequence
ρ(M) = (|B1|, |B2|, . . . , |Bm|),
where | | denotes cardinality, satisfies:
(1) |Bi |  |Bi+1|, i = 1, . . . , m,
(2) ∑mi=1 |Bi | = m.
The sequence ρ(M) is called the rank partition of M. We denote by
ρ(M)′ = (r ′1, . . . , r ′m)
the sequence, where
r ′i = |{j : |Bj |  i}|, i = 1, . . . , m.
This sequence, ρ(M)′, is called the conjugate partition of ρ(M).
Proposition 2.3 [4]. Let M be a matroid on S and let x be a noncoloop of M. Let
A ⊆ (S\x) be an independent set of M. There exists a basis B of M satisfying x 	∈ B
and A ⊆ B.
The concept of k-transversal of M was studied in [1]. It is proved in [1] that T is a
k-transversal of M if and only if T is an independent set of M(k) satisfying
|T | = krM(T ).
Equivalently, T is a k-transversal of M if and only if there exist k pairwise disjoint
independent subsets of T, I1, . . . , Ik such that
(1) T = I1 ∪ · · · ∪ Ik ,
(2) clM(Ii) = clM(Ij ), i /= j .
Remark that if T is a k-transversal of M and I1 ∪ · · · ∪ Ik is a k-factorization of T
in M|T , then I1 ∪ · · · ∪ Ip, where 1  p < k, is a p-transversal of M.
It is proved in [1] that if C is a circuit of M(k) and y ∈ C, then C\y is a k-
transversal. It is also proved that the maximal k-transversals, ordered by inclusion,
have the same closure in M, denoted by Dk(M), or briefly by Dk , and that there
is a maximal k-transversal contained in each basis of M(k). Futhermore, if T is the
maximal k-transversal contained in the basis B of M(k), then
S\B = clM(k)(T )\T = clM(T )\T
and
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clM(k)(T ) = clM(T ).
The following proposition is contained in [3].
Proposition 2.4. Let T be a k-transversal of M contained in a basis B of M(k).
Assume that
B1, . . . , Bk
are pairwise disjoint subsets of S, independents in M, whose union is B. Then
cl(T ∩ B1) = · · · = cl(T ∩ Bk) = cl(T ).
The following result was stated in [1].
Proposition 2.5. Let M be a matroid on S. Let B be a basis of M(k). If T1 and T2 are
k-transversals of M contained in B, then T1 ∪ T2 is a k-transversal of M.
3. On the bases of M(k)
Let M be a matroid on S with no loops.
The main results we are going to present in this section are the following:
Theorem 3.1. Let B1 ∪ · · · ∪ Bk be a k-factorization of a basis of M(k) and let x be
an element of S such that sx(M) = s. Then
(i) x ∈ clM(Bi), i < s,
(ii) x 	∈ clM(Bi), s < i  k.
Theorem 3.2. Let B be a basis of M(k) and let x be an element of S such that
sx(M) = s  k. Then there exists a k-factorization of B in M, B1 ∪ · · · ∪ Bk, such
that
x ∈ Bs.
Theorem 3.3. Let x be an element of S such that sx(M) = s. The following condi-
tions are equivalent:
(i) If B is a basis of M(k), k  s and B1 ∪ · · · ∪ Bk is a k-factorization of B in M,
then x ∈ clM(Bs);
(ii) x ∈ Ds .
We start by proving some auxiliary results.
Lemma 3.4. Let B be a basis ofM(k) and let x be an element of S such that sx(M) =
s  k. If B1 ∪ · · · ∪ Bk is a k-factorization of B in M, then there exists i ∈ {1, . . . , s}
such that x ∈ Bi .
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Proof. By definition of the covering number of an element, and since k  s =
sx(M), then we have x ∈ B. The result is trivial when k = s. Assume that k > s.
Suppose that there exists a k-factorization of B in M, B1 ∪ · · · ∪ Bk , such that x ∈ Bi
and i > s. By definition of k-factorization, B1 ∪ · · · ∪ Bs is a basis of M(s). We
conclude that x 	∈ CL(M(s)), which is a contradiction. 
Lemma 3.5. Let x, y be elements of S. If {x, y} is a circuit of M, then sx(M) =
sy(M).
Proof. Suppose that s = sx(M) < sy(M). Let B be a basis of M(s) that does not
contain y. Let B1 ∪ · · · ∪ Bs be an s-factorization of B in M. By Lemma 3.4, there ex-
ists i  s such that x ∈ Bi . Since {x, y} is a circuit of M, (Bi\x) ∪ y is independent
in M. Using an argument of cardinality we conclude that
B1 ∪ · · · ∪ [(Bi\x) ∪ y] ∪ · · · ∪ Bs
is a basis of M(s) that does not contain x. Contradiction. Thus, sx(M)  sy(M).
We can argue as before to conclude that sx(M)  sy(M) and consequently we have
sx(M) = sy(M). 
Proof of Theorem 3.1. (i) Let r = min(k, s − 1). Since
clM(Br) ⊆ · · · ⊆ clM(B1)
it is enough to prove that x ∈ clM(Br). By Proposition 2.1 there exists an (s − 1)-
transversal T of M satisfying x ∈ clM(T )\T . Let P be an r-transversal of M such
that P ⊆ T and clM(T ) = clM(P ). Let W be a maximal r-transversal of M such
that P ⊆ W and let W ′ be a maximal r-transversal contained in B1 ∪ · · · ∪ Br . Then
clM(W ′) = clM(W) ⊇ clM(P ) = clM(T ) and consequently x ∈ clM(W ′). Accord-
ing to Proposition 2.4, clM(W ′) = clM(Br ∩W ′) and therefore we conclude that
x ∈ clM(Br) ⊇ clM(Br ∩W ′) = clM(W ′). Thus x ∈ clM(Bi), i < s.
(ii) Assume that k > s. Since
clM(Bs+1) ⊇ · · · ⊇ clM(Bk),
if there exists an i such that k  i > s and such that x ∈ clM(Bi), then x ∈ clM(Bs+1).
Consequently it is enough to prove that x 	∈ clM(Bs+1).
Suppose that x ∈ clM(Bs+1). By Lemma 3.4, there exists j ∈ {1, . . . , s} such that
x ∈ Bj . Since Bj and Bs+1 are independent in M and clM(Bj ) ⊇ clM(Bs+1), we
have |Bj |  |Bs+1|. Thus, there exists X ⊆ Bj such that Bs+1 ∪X is independent
in M and |Bs+1 ∪X| = |Bj |. As x ∈ clM(Bs+1), then x 	∈ X. Thus
C = B1 ∪ · · ·Bj−1 ∪ (Bs+1 ∪X) ∪ Bj+1 ∪ · · · ∪ Bs
is independent in M(s). Using an argument of cardinality, we conclude that C is
a basis of M(s) that does not contain x. Contradiction. Then x 	∈ clM(Bs+1) and
consequently x 	∈ clM(Bi), s < i  k. 
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Proof of Theorem 3.2. LetC1 ∪ · · · ∪ Ck be a k-factorization of B in M. By Lemma
3.4, there exists i ∈ {1, . . . , s} such that x ∈ Ci . The result is trivial when i = s.
Assume that x ∈ Ci and i < s. Let
C = C1 ∪ · · · ∪ Ci−1 ∪ Cs ∪ Ci+1 ∪ · · · ∪ Cs−1.
Then C is independent in M(s−1). Since x ∈ (S\CL(M(s−1))), by Proposition 2.3,
there exists a basis B ′ of M(s−1) such that x 	∈ B ′ and C ⊆ B ′.
Let X = B ′\C. Since B ′ ∪ (Ci\X) is independent in M(s), if X 	⊆ (Ci\x), then
the cardinality of the set B ′ ∪ (Ci\X) = C1 ∪ · · · ∪ Cs ∪X is greater than the card-
inality of the set C1 ∪ · · · ∪ Cs , which is a basis of M(s). Consequently X ⊆ (Ci\x).
Let B1 ∪ · · · ∪ Bs−1 be an (s − 1)-factorization of B ′ in M. Therefore
B1 ∪ · · · ∪ Bs−1 ∪ (Ci\X) ∪ Cs+1 ∪ · · · ∪ Ck
is a k-factorization of B in M and x ∈ Bs = (Ci\X). 
Corollary 3.6. Let x, y be elements of S such that sx(M) = r 	= s = sy(M). Let B
be a basis of M(k), k  max{r, s}. Then:
(1) There exists a k-factorization of B in M
B1 ∪ · · · ∪ Bk
such that x ∈ Br and y ∈ Bs .
(2) There exists a k-factorization of B in M
C1 ∪ · · · ∪ Ck
such that x, y ∈ Ci, i = min{r, s}.
Proof. Assume that r > s.
(1) Using Theorem 3.2, there exists a k-factorization
E1 ∪ · · · ∪ Ek
of B in M such that x ∈ Er .
Since E1 ∪ · · · ∪ Es is a basis of M(s), by the same theorem, there exists an s-
factorization of E1 ∪ · · · ∪ Es in M, B1 ∪ · · · ∪ Bs such that y ∈ Bs . If we define
Bs+1 = Es+1, . . . , Bk = Ek , we have that
B1 ∪ · · · ∪ Bk
is a k-factorization of B and x ∈ Br , y ∈ Bs .
(2) Let B1 ∪ · · · ∪ Bk be a k-factorization of B in M such that x ∈ Br , y ∈ Bs . By
Theorem 3.1, y 	∈ clM(Br). Since clM(Br) ⊂ clM(Bs) and |Bs | > |Br |, then there
exists X ⊆ Bs such that Br ∪X is independent in M, |Bs | = |Br ∪X| and y ∈ X.
Therefore, using an argument of cardinality, we have that
B1∪ · · · ∪ Bs−1∪ (Br ∪X) ∪ Bs+1∪ · · · ∪ Br−1∪ (Bs\X) ∪ Br+1∪ · · · ∪Bk
is a k-factorization of B in M and x, y ∈ Cs = (Br ∪X). 
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Proof of Theorem 3.3. Assume that x ∈ Ds . Let k  s. Let B1 ∪ · · · ∪ Bk be a k-
factorization of a basis B of M(k) in M and let T be a maximal s-transversal contained
in B1 ∪ · · · ∪ Bs .
According to Proposition 2.4,
(B1 ∩ T ) ∪ · · · ∪ (Bs ∩ T )
is an s-factorization of T in M|T . Since Ds = clM(T ) = clM(Bs ∩ T ) ⊆ clM(Bs),
then we conclude that x ∈ clM(Bs). So (ii) implies (i).
Assume that (i) holds. Let k  s and let
B1 ∪ · · · ∪ Bk
be a k-factorization of a basis B of M(k) in M. Then x ∈ clM(Bs). Let y be an element
that does not belong to S and MclM(x) be the principal modular cut defined by the
flat clM(x). Let
N = M +clM(x) y.
Since {x, y} is a circuit of N, by Lemma 3.5, sx(N) = sy(N). Because sx(M) = s
andM = N\y, then sx(N) ∈ {s, s + 1}. Assume, to get a contradiction, that sx(N) =
s = sy(N). Because S\B ⊆ clM(k)(B) ⊆ clN(k) (B), using the definition of the cov-
ering number of a matroid element, we can conclude that B ∪ y is a basis of N(k).
By Theorem 3.2, there exists a k-factorization B ′1 ∪ · · · ∪ B ′k of B ∪ y in N such that
y ∈ B ′s . Using Lemma 3.4 and the fact that {x, y} is a circuit of N, there exists an i ∈
{1, . . . , s} such that x ∈ B ′i . Using the definition of the covering number of a matroid
element, and since B ′1 ∪ · · · ∪ (B ′s\y) is a basis of M(s), then B ′1 ∪ · · · ∪ (B ′s\y) ∪
B ′s+1 ∪ · · · ∪ B ′k is a k-factorization of a basis of M(k) such that x 	∈ clM(B ′s\y).
Contradiction. Thus sx(N) = s + 1. According to Proposition 2.1, there exists an
s-transversal T of N such that x ∈ clN(T )\T . If y 	∈ T , then T is an s-transversal
of M and consequently sx(M) > s. Contradiction. Then y ∈ T . Let I1 ∪ · · · ∪ Is
be an s-factorization of T in N |T such that y ∈ I1. Then ((I1\y) ∪ x) ∪ · · · ∪ Is
is an s-factorization of (T \y) ∪ x in M|((T \y) ∪ x). Therefore (T \y) ∪ x is an s-
transversal of M and x ∈ (T \y) ∪ x. Thus x ∈ Ds . Therefore, (i) is equivalent to (ii).

4. On the k-transversals of M
Definition 4.1 [4]. Let M be a matroid on a set S of cardinality m with no loops
and let ρ(M) = (r1, . . . , rm). Let ρ(M)′ = (r ′1, . . . , r ′m) be the conjugate partition
of ρ(M). A sequence (T1, . . . , Tr1) of subsets of S satisfying
(i) r(Ti) = i, i = 1, . . . , r1,
(ii) Ti is an r ′i -transversal, i = 1, . . . , r1 and
(iii) clM(T1) ⊂ clM(T2) ⊂ · · · ⊂ clM(Tr1),
28 R. Fernandes / Linear Algebra and its Applications 337 (2001) 21–35
is called a regular sequence of transversals. We say that a regular sequence is em-
beddable if there exists an m-factorization B1 ∪ · · · ∪ Bm of S (as basis of M(m))
satisfying
Ti ⊆ B1 ∪ · · · ∪ Br ′i , i = 1, . . . , r1.
In these conditions we say also thatB1 ∪· · ·∪ Bm is an embedding of (T1,. . . ,Tr1).
In [4] we saw that not every regular sequence of transversals is embeddable. Here
we prove:
Theorem 4.2. Let M be a matroid on S such that ρ(M) = (r1, . . . , rm) and ρ(M)′ =
(r ′1, . . . , r ′m). Suppose that there exists a regular sequence of transversals, (T1, . . . ,
Tr1) of M. Then:
(1) if x ∈ S and sx(M) = s, then x ∈ Ds .
(2) T1 ∪ · · · ∪ Tr1 = S.
Proposition 4.3. Let M be a matroid on S. If M has a regular sequence of transvers-
als, then M has an embeddable regular sequence of transversals.
Proof of Theorem 4.2. Let (T1, . . . , Tr1) be a regular sequence of transversals of
M, ρ(M) = (r1, . . . , rm) and ρ(M)′ = (r ′1, . . . , r ′m). Let x be an element of S such
that sx(M) = s. Let B be a basis of M(s+1). By Theorem 3.2, we may consider an
(s + 1)-factorization of B in M
B1 ∪ · · · ∪ Bs+1
such that x ∈ Bs . Let T be a maximal s-transversal of M contained in B1 ∪ · · · ∪ Bs .
Using Proposition 2.4, r(T )  |Bs |. Since clM(Bs+1) ⊆ clM(Bs), if |Bs | = |Bs+1|,
then clM(Bs+1) = clM(Bs) and x ∈ clM(Bs+1). But by Theorem 3.1, this is impos-
sible. So |Bs | > |Bs+1| and r ′|Bs | = s. By construction there exists an s-transversal
P in the regular sequence (T1, . . . , Tr1) such that r(P ) = |Bs |. Because clM(P ) ⊆
clM(T ) and r(T )  |Bs | = r(P ), then r(T ) = |Bs |.
(1) By Proposition 2.4, clM(T ) = clM(T ∩ Bs) ⊆ clM(Bs). But r(T ) = |Bs | =
r(Bs) and so x ∈ clM(Bs) = clM(T ) = Ds .
(2) If clM(T ) 	⊆ clM(P ), then T 	⊆ clM(P ) and
|Bs | = r(T ) = r(P ∪ T ) > r(P ) = |Bs |.
Contradiction. Thus clM(T ) = clM(P ). By (1) x ∈ Ds = clM(P ). If x 	∈ P , then
x ∈ clM(P )\P and by Proposition 2.1, sx(M) > s. Contradiction. So x ∈ P and
S ⊆ T1 ∪ · · · ∪ Tr1 . By construction, T1 ∪ · · · ∪ Tr1 ⊆ S. Consequently, T1 ∪ · · ·∪ Tr1 = S. 
Remark. Observe that not every matroid M on S satisfying condition (1) of
Theorem 4.2 has a regular sequence of transversals as we can see in the following
example.
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Let V be a real vector space and let (e1, e2) be a family of linearly independent
vectors of V. Let x1, x2, x3, x4 be the vectors of V,
x1 = e1, x2 = e2, x3 = e1 − e2, x4 = e1 + e2.
Let M be the vectorial matroid of x1, x2, x3, x4 (M is the matroid on {1, 2, 3, 4}
such that α ⊆ {1, 2, 3, 4} is independent in M if and only if {xi : i ∈ α} is linearly
independent in V). Then ρ(M) = (2, 2) = ρ(M)′. Moreover,
si(M) = 2 ∀i ∈ {1, 2, 3, 4}.
The matroid M only has one 2-transversal,
T = {1, 2} ∪ {3, 4}
and consequently it does not have a regular sequence of transversals.
Proof of Theorem 4.3. Let (T1, . . . , Tr1) be a regular sequence of transversals of
M, ρ(M) = (r1, . . . , rm) and ρ(M)′ = (r ′1, . . . , r ′m).
Let
I 11 ∪ . . . ∪ I 1r ′1
be an r ′1-factorization of T1 in M|T1. Let T ′1 = T1. First we are going to construct a
regular sequence of transversals (T ′1, . . . , T ′r1) of M. Suppose that T
′
1, . . . , T
′
i−1 has
been constructed such that:
(1) there exists an r ′k-factorization of T ′k in M|T ′k ,
I k1 ∪ · · · ∪ I kr ′k , k = 1, . . . , i − 1
such that
I kj ⊃ I k−1j , k = 2, . . . , i − 1, j = 1, . . . , r ′k,
(2) clM(T ′k) = clM(Tk), k = 1, . . . , i − 1,
(3) r(T ′k) = r(Tk), k = 1, . . . , i − 1.
Let
P i1 ∪ · · · ∪ P ir ′i
be an r ′i -factorization of Ti in M|Ti . By definition,
clM(I i−1k ) = clM(T ′i−1) = clM(Ti−1) ⊂ clM(Ti) = clM(P ik ), k = 1, . . . , r ′i .
Since I i−1k , P
i
k are independent in M, k = 1, . . . , r ′i and |I i−1k | + 1 = |P ik |, then
there exists xik ∈ P ik such that I i−1k ∪ xik is independent in M and∣∣I i−1k ∪ xik
∣∣ = ∣∣P ik
∣∣.
Let I ik = I i−1k ∪ xik, k = 1, . . . , r ′i . We are going to prove that:
(1) I i1 ∪ · · · ∪ I ir ′i = T
′
i is an r
′
i -factorization of an r
′
i -transversal of M in M|T ′i and
clM(T ′i ) = clM(Ti).
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(2) r(T ′i ) = r(Ti).
(3) I ik ⊃ I i−1k , k = 1, . . . , r ′i .
(1) Since I i−1k ⊆ clM(T ′i−1) = clM(Ti−1) ⊂ clM(Ti) = clM(P ik ) and xik ∈ P ik ,
then
I i−1k ∪ xik ⊆ clM(P ik )
and consequently
clM(I i−1k ∪ xik) ⊆ clM(P ik ).
If there exists y ∈ clM(P ik )\clM(I i−1k ∪ xik), then
∣∣P ik
∣∣= r(P ik ) = r(P ik ∪ I i−1k )  r(I i−1k ∪ xik ∪ y)
= r(I i−1k ∪ xik)+ 1 =
∣∣P ik
∣∣+ 1.
Contradiction. Therefore, clM(P ik ) = clM(I i−1k ∪ xik) = clM(I ik), k = 1, . . . , r ′i .
Now we are going to see that I ik ∩ I il = ∅, k 	= l, k, l ∈ {1, . . . , r ′i}.
Suppose that z ∈ I ik ∩ I il . Since I i−1k ∩ I i−1l = ∅, k 	= l and P ik ∩ P il = ∅, k 	= l,
then (z = xik and z ∈ I i−1l ), or (z ∈ I i−1k and z = xil ). But xik 	∈ clM
(I i−1k ) = clM(I i−1l ) and xil 	∈ clM(I i−1l ) = clM(I i−1k ). Contradiction. So I ik ∩ I il
= ∅, k /= l. Consequently T ′i is an r ′i -transversal of M and I i1 ∪ · · · ∪ I ir ′i is an r
′
i -
factorization of T ′i in M|T ′i . Moreover,
clM(T ′i ) = clM(I i1) = clM(P i1) = clM(Ti) ⊃ clM(T ′i−1) = clM(Ti−1).
(2) Since P ik and I ik are independent in M, k = 1, . . . , r ′i , and |P ik | = |I ik |, then
r(P ik ) = r(I ik). Thus
r(T ′i ) = r(I ik) = r(P ik ) = r(Ti).
(3) By construction, I ik = I i−1k ∪ xik ⊃ I i−1k , k = 1, . . . , r ′i .
Consequently we have a regular sequence of transversals (T ′1, . . . , T ′r1) and an
r ′i -factorization, I
i
1 ∪ · · · ∪ I ir ′i , of T
′
i in M|T ′i such that
I ij ⊃ I i−1j , i = 2, . . . , r1, j = 1, . . . , r ′i .
Now we will to constuct an m-factorization B1 ∪ · · · ∪ Bm of S satisfying
T ′i ⊆ B1 ∪ · · · ∪ Br ′i , i = 1, . . . , r1.
Assume that, for k = 1, . . . , r1 and i > r ′k, I ik = ∅. Let
B1 = I r11 ,
B2 = I γ22 , γ2 = max{i : 1  i  r1, I i2 	= ∅},
...
Br ′1 = I
γr′1
r ′1
, γr ′1 = max{i : 1  i  r1, I ir ′1 	= ∅}.
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Observe that r1  γ2  · · ·  γr ′1 .
By construction,
T ′j = I j1 ∪ · · · ∪ I jr ′j ⊆ B1 ∪ · · · ∪ Br ′j .
Because T ′γj is an r
′
γj
-transversal of M and T ′γj ⊆ clM(T ′γj ), then
clM(j) (B1 ∪ · · · ∪ Bj ) ⊇ clM(j) (I γj1 ∪ · · · ∪ I
γj
j )
= clM(Iγj1 ) = clM(T ′γj ) ⊇ I
γj+1
j+1 ∪ · · · ∪ I
γr′1
r ′1
.
Since B1, . . . , Br1 are independent in M, and S = T ′1 ∪ · · · ∪ T ′r1 , we can conclude
that B1 ∪ · · · ∪ Bj is a basis of M(j). Therefore,
B1 ∪ · · · ∪ Br ′1
is an r ′1-factorization of a basis of M
(r ′1)
.
So (T ′1, . . . , T ′r1) is an embeddable regular sequence of transversals. 
5. On the k-special basis of M
Let M be a matroid on S with no loops.
The main results we are going to prove in this section are the following.
Theorem 5.1. Let M be a matroid on S and let B be a basis of M(k). Then:
(1) {z ∈ B : sz(M) > k} is a k-transversal of M.
(2) clM({z ∈ B : sz(M) > k}) = {z ∈ S : sz(M) > k}.
Theorem 5.2. Let I be a subset of S such that sx(M)  k ∀x ∈ I . The following
conditions are equivalent:
(i) there exists a k-special basis of M, E such that I ⊆ E,
(ii) there exists a special basis of M, P such that I ⊆ P .
Theorem 5.3. Let x, y be distinct elements of S such that sx(M) = sy(M) = s. The
following conditions are equivalent:
(i) If B is a basis of M(k), k  s, there exists a k-factorization of B in M, B1 ∪ · · · ∪
Bk, such that x, y ∈ Bs .
(ii) sx(M\y) = s and there exists a special basis P of M such that x, y ∈ P .
Proof of Theorem 5.1. Assume that S\B = {x1, . . . , xp}. Define
T =
⋃p
i=1(Fi\xi),
where Fi is the fundamental circuit of xi in B, i = 1, . . . , p. By Proposition 2.5,
T is a k-transversal of M, T ⊆ B.
32 R. Fernandes / Linear Algebra and its Applications 337 (2001) 21–35
(1) Now we are going to prove that
T = {z ∈ B : sz(M) > k
}
.
Let w be an element of T. Then there exists 1  i  p such that w ∈ Fi . Conse-
quently, (B\w) ∪ xi is independent in M(k) and using an argument of cardinality,
(B\w) ∪ xi is a basis of M(k) which does not contain w. Therefore,
T ⊆ {z ∈ B : sz(M) > k
}
.
Let u be an element of {z ∈ B : sz(M) > k}. There exists xi ∈ S\B such that (B\u) ∪
xi is a basis of M(k). Since Fi 	⊆ (B\u) ∪ xi , then u ∈ Fi and u ∈ T . Thus,
T = {z ∈ B : sz(M) > k
}
.
(2) Since T =⋃pi=1(Fi\xi), where S\B = {x1, . . . , xp}, then S\B ⊆ clM(T ).
By definition of the covering number of a matroid element, for allw ∈ S\B, sw(M) >
k. Using the fact that T = {z ∈ B : sz(M) > k}, we have {z ∈ S : sz(M) > k} ⊆
clM(T ). Let u be an element of clM(T ). If u ∈ T , then su(M) > k, if u 	∈ T , then
u ∈ clM(T )\T and by Proposition 2.1, su(M) > k. So we have clM(T ) = {z ∈ S :
sz(M) > k}. 
Proof of Theorem 5.2. (ii) ⇒ (i): Immediate.
(i) ⇒ (ii): Let E ∪ B2 ∪ · · · ∪ Bk be a k-factorization of a basis B of M(k) such
that I ⊆ E.
Let C1 ∪ · · · ∪ Cm be an m-factorization of a basis of M(m). Assume that
W = {z ∈ B : sz(M) > k
}
and
T = {z ∈ C1 ∪ · · · ∪ Ck : sz(M) > k
}
.
By Theorem 5.1, T and W are k-transversals of M and clM(W) = clM(T ). By The-
orem 2.4, (W ∩ E) ∪ · · · ∪ (W ∩ Bk) is a k-factorization of W in M|W . Let Iˆ1 =
W ∩ E, Iˆi = W ∩ Bi , i = 2, . . . , k. Let I1 ∪ · · · ∪ Ik be a k-factorization of T in
M|T . We will prove that if
F1 = (E\Iˆ1) ∪ I1,
Fi = (Bi\Iˆi ) ∪ Ii, i = 2, . . . k,
Fi = Ci, i = k + 1, . . . , m,
then F1 ∪ · · · ∪ Fj is a basis of M(j), j = 1, . . . , m and I ⊆ F1.
Since
clM(Iˆi) = clM(W) = clM(T ) = clM(Ii), i = 1, . . . , k,
then Fi is independent in M and
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clM(Fi) = clM((Bi\Iˆi ) ∪ Ii) = clM(Bi ∪ Iˆi ) = clM(Bi), i = 2, . . . , k,
while also
clM(F1) = clM((E\Iˆ1) ∪ I1) = clM(E).
Consequently |Bi | = |Fi |, i = 2, . . . , k and |E| = |F1|. By an argument of cardin-
ality,
F1 ∪ · · · ∪ Fj
is a basis of M(j). Since I ∩W = ∅,
I ⊆ F1.
Therefore, F1 is a special basis of M such that I ⊆ F1. 
Proof of Theorem 5.3. (i) =⇒ (ii): Let B be a basis of M(k) and let
B1 ∪ · · · ∪ Bk
be a k-factorization of B in M such that x, y ∈ Bs .
Since B1 ∪ · · · ∪ Bs−1 is a basis of (M\y)(s−1) which is also a basis of M(s−1)
and x 	∈ B1 ∪ · · · ∪ Bs−1, then sx(M\y) > s − 1. By Proposition 2.2, sx(M\y)  s.
Consequently, sx(M\y) = s.
There exists X ⊆ B1 such that Bs ∪X is independent in M and |Bs ∪X| = |B1|.
Using an argument of cardinality we conclude that
(Bs ∪X) ∪ B2 ∪ · · · ∪ Bs−1 ∪ (B1\X) ∪ Bs+1 ∪ · · · ∪ Bk
is a k-factorization of B in M and x, y ∈ (Bs ∪X).
By Theorem 5.2, there exists a special basis, P, of M such that x, y ∈ P .
(ii) ⇒ (i): By Theorem 5.2, there exists a k-special basis, E, of M such that
x, y ∈ E. Let
E ∪ F2 ∪ · · · ∪ Fk
be a k-factorization of a basis of M(k). Let B be a basis of M(k) and let
C1 ∪ · · · ∪ Ck
be a k-factorization of B in M. Since sx(M\y) = s, then (E ∪ F2 ∪ · · · ∪ Fs)\{x, y}
is a basis of (M\{x, y})(s) and the cardinality of a basis of M(s−1) is equal to the
cardinality of a basis of (M\{x, y})(s−1). So there exists X ⊆ E\{x, y} such that
F = F2 ∪ · · · ∪ Fs ∪X
is a basis of (M\{x, y})(s−1). Let
G1 ∪ · · · ∪Gs−1
be an (s − 1)-factorization of F in M. Then
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G1 ∪ · · · ∪Gs−1 ∪ (E\X) ∪ Fs+1 ∪ · · · ∪ Fk
is a k-factorization of a basis of M(k) and x, y ∈ Gs = E\X.
Assume that
W = {z ∈ C1 ∪ · · · ∪ Cs : sz(M) > s
}
and
T = {z ∈ G1 ∪ · · · ∪Gs : sz(M) > s
}
.
By Theorem 5.1, W and T are s-transversals of M and clM(W) = clM(T ).
Let Ii = T ∩Gi and Iˆi = W ∩ Ci , i = 1, . . . , s. By Proposition 2.4,
I1 ∪ · · · ∪ Is
is an s-factorization of T in M|T and
Iˆ1 ∪ · · · ∪ Iˆs
is an s-factorization of W in M|W . Consequently, clM(Iˆi) = clM(W) = clM(T ) =
clM(Ii) and |Iˆi | = |Ii |, i = 1, . . . , s. If Hi = (Gi\Iˆi ) ∪ Ii, i = 1, . . . , s, since clM
(Hi) = clM(Gi) and |Hi | = |Gi |, i = 1, . . . , s, using an argument of cardinality we
have that
H1 ∪ · · · ∪Hs
is an s-factorization of a basis of M(s).
Since
(G1 ∪ · · · ∪Gs)\T =
{
z ∈ G1 ∪ · · · ∪Gs : sz(M)  s
}
= {z ∈ S : sz(M)  s
}
= (C1 ∪ · · · ∪ Cs)\W,
then
H1 ∪ · · · ∪Hs ∪ Cs+1 ∪ · · · ∪ Ck
is a k-factorization of B in M such that x, y ∈ Hs . 
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