Let X1, X2, . . . be i.i.d. random variables with partial sums Sn, n ≥ 1. The now classical Baum-Katz theorem provides necessary and sufficient moment conditions for the convergence of ∞ n=1 n r/p−2 P (|Sn| ≥ εn
Introduction
In the seminal paper [12] Hsu and Robbins introduced the concept of complete convergence, and proved that the sequence of arithmetic means of independent, identically distributed (i.i.d.) random variables converges completely (which means that the Borel-Cantelli sum of certain tail probabilities converges) to the expected value of the variables, provided their variance is finite. The necessity was proved afterwards by Erdős [5, 6] . The Hsu-Robbins-Erdős result was later extended in a series of papers which culminated in the paper by Baum and Katz [1] . The following result is a part of their main result. Theorem 1.1 Let r > 0, 0 < p < 2 and r ≥ p. Suppose that X, X 1 , X 2 , . . . are i.i.d. random variables with E |X| r < ∞ and, if r ≥ 1, E X = 0, and set S n = n k=1 X k , n ≥ 1. Then ∞ n=1 n (r/p)−2 P (|S n | ≥ εn 1/p ) < ∞, for all ε > 0.
(1.1)
Conversely, if the sum is finite for some ε > 0, then E|X| r < ∞ and, if r ≥ 1, E X = 0. In particular, the conclusion then holds for all ε > 0. Remark 1.1 For r = 2 and p = 1 the result reduces to the theorem of Hsu and Robbins [12] (sufficiency) and Erdős [5, 6] (necessity). For r = p = 1 we rediscover the famous theorem of Spitzer [18] . For r > 0 and p = 1 the result was earlier proved by Katz; see [13] .
2
Results of this kind naturally provide information about the rate at which the probabilities in (1.1) converge to zero for fixed ε. Another problem of interest is to ask for the rate at which these probabilities tend to one as ε 0. Toward that end, Heyde [11] proved that
whenever E X = 0 and EX 2 < ∞. For the remaining values of r and p we refer to [3, 17, 9] . For ease of reference we state the main result from [3] which is relevant for our purpose here. Theorem 1.2 Let r ≥ 2 and 0 < p < 2. Suppose that X, X 1 , X 2 , . . . are i.i.d. random variables with E X = 0, E X 2 = σ 2 > 0 and E |X| r < ∞, and set S n = n k=1 X k , n ≥ 1. Then where Z is normal with mean 0 and variance σ 2 > 0.
Results of this kind are frequently called "Precise asymptotics for ...", and an abundance of papers with various extensions of the i.i.d. case and the power weights have been produced. For an extensive review we refer to our forthcoming paper [10] .
The following result, due to Klesov [14] , gives information about the rate of convergence in Heyde's (rate) result (1.2). Theorem 1.3 Let X, X 1 , X 2 , . . . be i.i.d. random variables, and set S n = n k=1 X k , n ≥ 1. (a) If X is normal with mean 0 and variance σ 2 > 0, then
The aim of the present paper is to prove the following extension of Klesov's theorem with respect to Theorem 1.2. Theorem 1.4 Let r ≥ 2 and 0 < p < 2. Suppose that X, X 1 , X 2 , . . . are i.i.d. random variables, and set S n = n k=1 X k , n ≥ 1. Let Z be normal with mean 0 and variance σ 2 > 0. (a) If E X = 0, E X 2 = σ 2 > 0, and E|X| q < ∞ for some r < q ≤ 3 and such that q(r − p)
In the case of r = 2p, it can easily be seen that the conditions of Theorem 1.4 (a)-(b) are satisfied if, e.g., q = 3. This extends the above Theorem 1.3 of Klesov [14] . Note that, for r = 2, p = 1, and q = 3, one has
The proof of Theorem 1.4 is based on the following proposition concerning the Gaussian case and a Berry-Esseen type remainder term argument. Proposition 1.1 Let 0 < p < 2 and r ≥ 2, and suppose that Z; X 1 , X 2 , . . . are i.i.d. normal random variables with mean 0 and variance σ 2 > 0, and set
If, in addition, 2r − 5p + 2 > 0, then
If, in addition, 2r − 7p + 2 > 0, then
The reason for the discrepancy between the cases r ≤ 2p and r > 2p lies in the following. At one point in the proof we have to provide a useful estimate of n j=1 j (r/p)−2 in order to produce the equality
r,p (ε) , the details of which will be explained below. Suffices it here to say that the basis behind the relation is the elementary estimate
which, in turn, is a consequence of the Euler-MacLaurin sum formula (cf. [4] , p. 124). Using this it then turns out that
when r > 2p , from which the conclusions now follow via the asymptotics for A r,p (ε)-for the case r = 2p we use the fact that A
2p,p (ε) = 0.
Remark 1.3
It is interesting to observe that the order/limits are of the order ε . The "reason" for this behavior is that it turns out that the remainder in the estimate of A r,p (ε), which, indeed is of the order ε r,p (ε). This means that the sum and its approximation are closer to each other than might be expected; viz., the approximation is better than might be expected.
As an immediate corollary we have the following results for the cases m = (2), 3, 4.
Corollary 1.1 Let 0 < p < 2 and r ≥ 2, suppose that Z; X 1 , X 2 , . . . are i.i.d. normal random variables with mean 0 and variance σ 2 > 0, and set
In particular, for p = 1,
Remark 1.4
The special case in Corollary 1.1(i) is, of course, the same as the first part of Klesov's Theorem 1.3. 2
Notation and preliminaries
In this section we define some key quantities and establish some relations between them for later use.
Notation
where N is standard normal;
and note that A
r,p (ε) = A r,p (ε). Throughout we use the custom that C denotes a positive constant which may vary from occurrence to occurrence.
Some preliminary facts and relations
The proof of the following lemma follows via suitable changes of variables, the details of which we omit. Proposition 2.1 Let N be a standard normal random variable. Then
In particular,
in the latter case provided E|N |
Next we present the asymptotics for S r,p (ε).
Lemma 2.1 For S r,p (ε) as defined above, we have
If, in addition, 2r − 5p + 2 > 0, then, as ε 0,
Proof of (2.7)
We treat three different cases separately. First note that, if 2r − 5p + 2 > 0, then
according to (2.6) . Via a change of variable x = ε 2 y (2−p)/p /2, the integral can be bounded by
which proves (2.7) in the first case.
. Then, by the same procedure,
On the other hand, if 2r − 5p + 2 = 0, then
Similarly, if 2r − 5p + 2 < 0, then
as ε 0, which completes the proof of (2.7).
Proof of (2.8)
We begin with the simplest case, namely the case when 2r − 7p + 2 = 0. An application of (2.6) yields
which gives the upper bound
and the lower bound
which, together, tell us that
The conclusion now follows via the observation that 2r − 5p + 2 = 2p in this case. Next, let 2r − 7p + 2 < 0. Then, similarly,
This time the upper bound becomes 
and, replacing y in the integrand by n + 1 and shifting, provides the lower bound
Combining these bounds thus tells us that
, and the proof of this case is complete. The final case 2r − 7p + 2 > 0 is somewhat more technical, since the factors in the sum do no longer increase and decrease simultaneously. Namely,
Noticing that S r,p (ε) is squeezed between the upper and lower sums, and that
we now obtain
An appeal to (2.7) completes the proof. 2 Remark 2.1 Via obvious modifications of the proof one easily notes that the conclusions of the lemma remain true for the sums
Next, a tool that connects all A (i)
r,p (ε) with A r,p .
Lemma 2.2 For i = 1, 2, . . ., we have
r,p (ε) = A r−ip,p (ε). In particular, for r = mp, m = 2, 3, . . .,
Proof. Recall from Subsection 2.1 that 2 For ease of reference we also record the following relation, mentioned in the introduction, for the approximation of sums of powers, the proof of which is obtained via the Euler-MacLaurin summation formula; cf. e.g. [4] , p. 124. as n → ∞.
3 Proof of Proposition 1.1
Since σ acts as a scaling parameter we may w.l.o.g. set σ = 1 during the proof, which means that we are dealing with the standard normal distribution. We shall therefore use the notation N for X here.
Lemma 3.1 In the notation of Subsection 2.1 we have
Proof. Due to the fact that
and "slicing" 
In particular, for m = 2, 3, 4, . . .,
when 2r − (3 + 2i)p + 2 = 0.
(iv) If, in addition, 2r − (5 + 2i)p + 2 > 0, then
where
Proof of (i):
The proof of (3.2) is very similar to the proof of (2.7) above. Note that, by the monotonicity of the exponential function,
Here we also used the fact that (n + 1)
Next, since 2r − 3p + 2 ≥ 6 − 3p > 0, an estimate similar to that in the proof of (2.7) yields
which proves (3.2). Proof of (ii): By exploiting the special form of the normal moment from Proposition 2.1 we obtain
Since 2r − p − 2 = (2 − p) + (r − 2) > 0, the "usual" nominator and denominator are monotone simultaneously. This tells us that 8) and, similarly, that
Inserting (3.8) and (3.9) into (3.7) and recalling S * r,p (ε) from Remark 2.1 now shows that
and
from which we finally conclude that
This establishes (3.3) from which (3.4) is immediate. Proof of (iii): We use the same arguments as in the proof of (3.2). Note that
So, an estimation along the lines of the proof of (2.7), with 2r − (3 + 2i)p + 2 replacing 2r − 5p + 2, completes the proof of (3.2). Proof of (iv): Relations (3.5) and (3.6) follow via an application of Lemma 2.2. Finishing off the proof of the proposition is simply a matter of combining the various pieces above, viz., inserting the asymptotics from Lemma 3.2 into the equality in Lemma 3.1. 4 Proof of Theorem 1.4
Without loss of generality we can and will, once again, assume that σ 2 = 1 in the sequel. Set
Note that ∆ n → 0 as n → ∞.
(a): For this part of the proof we shall make use of the following non-uniform large deviation estimate of Bikjalis (cf. [2] , p. 325):
where C > 0 is a constant, 2 < q ≤ 3 and L q,n = E|X| q /n (q−2)/2 . Choosing z = n (1/p)−(1/2) ε, we have
so that, for all ε > 0, we conclude that
, with M > 0 and γ > 0 suitably chosen below. Then
since ∆ n → 0, and, choosing β = γ ((r/p) − 1), it follows that
and, hence, that
On the other hand,
so that, with γ > 0 such that −q+γ(q−p)/p = 0, i.e., γ = pq/(q−p), and β = γ(r−p)/p = q(r−p)/(q−p), it follows that lim sup
Combining the above estimates, we finally obtain
In view of Proposition 1.1, an application of the triangle inequality now completes the proof of part (a).
(b): The proof of this part is similar to that of part (a), but instead of Bikjalis' inequality [2] we make use of the following large deviation estimate (cf., e.g., Petrov [16] , Theorem 5.15):
where C > 0 is a constant and q ≥ 3 is chosen such that (r/p) − 2 − (1/2) − q(2 − p)/(2p) < −1, i.e., q > (2r − 3p)/(2 − p). 5 The case r = mp, m = 2, 3, 4, . . .
A special case allowing for a more detailed analysis is when r equals a multiple of p, as a consequence of which the exponent (r/p) − 2 is an integer. For example, n j=1 j = n 2 /2 + n/2, n j=1 j 2 = n 3 /3 + n 2 /2 + n/6, and n j=1 j 3 = n 4 /4 + n 3 /2 + n 2 /4. For more general integer powers there is Faulhaber's formula, see [7, 15] , 
