Abstract. Let Ω ⊂ R d be a convex body with everywhere positive curvature except at the origin and with the boundary ∂Ω as the graph of the function y = |x| γ in a neighborhood of the origin with γ ≥ 2. We consider the L p norm of the discrepancy with respect to translations and rotations of a dilated copy of the set Ω.
Introduction
Let Ω ⊂ R d be a convex body with everywhere positive curvature except at one single point, which we may assume to be the origin, with measure |Ω| and let
We assume that the boundary ∂Ω coincides with the graph of the function y = |x| γ in a neighborhood of the origin, with γ ≥ 2.
We consider the L p norm of the discrepancy with respect to translations and rotations of a dilated copy of the set Ω:
See [7] for a detailed description of several discrepancy problems in the planar case where the boundary coincides with the graph of the function y = |x| γ near the origin with γ ≥ 2. In order to put our results in an appropriate perspective, let us present a short non-exhaustive list of previous results. Kendall considered the mean square average of the discrepancy under translations and proved in [23] that if Ω is an oval in R d ,
Herz (see [17] ) and Hlawka (see [18] ) proved that
Huxley proved in [20] that if Ω is a convex set in the plane with boundary with continuous positive curvature, then ≤ CR 1/2 log 1/4 (R).
In [2] the authors extendend this result to higher dimension:
Mean square averages of the discrepancy under rotations of the domain have been considered by Iosevich in [21] . Brandolini, Hofmann and Iosevich proved in [6] that the average decay under rotations of the Fourier transform of the characteristic function of a convex set, without any further smoothness or curvature assumptions, satisfies the estimate
where ρ ≥ 1. Since the size of the discrepancy of a set is closely connected to the decay of its characteristic function, a corollary of this result in [5] is that, without smoothness or curvature assumptions,
The results about the L p norm of the discrepancy with p = 2 are less complete. In particular, in [3] the authors studied the L p norm of the discrepancy for rotated and translated polyhedra Ω in
In the same paper it was also observed that L p discrepancy of a polyhedron grows up with p. On the contrary, we see above that for certain domains with positive curvature there exists a range of indices p where the L p discrepancy is of the same order of the L 2 discrepancy. We now recall the definition of flat points: Definition 1. Let B a convex body in R d , let z ∈ ∂B and let γ > 1. We say that z is an isolated flat point of order γ if, in a neighborhood of z and in a suitable Cartesian coordinate system with the origin in z, ∂B is the graph of a function Φ such that
where U is a bounded open neighborhood of the origin z. 2. If, for every x ∈ U \ {z}, µ 1 (x), · · · , µ d−1 (x) are the eigenvalues of the Hessian matrix of Φ, then for j = 1,
3. For every multi-index α,
Notice that the convex set Ω we are considering is an example of convex body with a flat point at the origin. In [1] the authors studied the discrepancy for convex bodies with a finite number of isolated flat points of order at most γ. For 2 < γ ≤ d + 1 they proved that
for γ > d + 1 they proved that
See also [9, 13, 14, 15, 22, 23, 24, 26] and [27] for some results on the L ∞ estimate of the discrepancy for specific classes of convex bodies with vanishing Gaussian curvature.
Different results are obtained with an average of the discrepancy with respect to translations and dilations:
See [10, 11] for some results for convex bodies with positive Gaussian curvature. The present paper continues this line of research and it extends some results obtained in [1] . In particular, here we study the average of the discrepancy function with respect to translations and rotations of a dilated copy of a convex set Ω with everywhere positive curvature except at one single point and with the boundary ∂Ω coinciding with the graph of the function y = |x| γ in a neighborhood of the origin, with γ ≥ 2:
Notice that with the same techniques used in this paper, one can also estimate the
norm of the discrepancy with s = p:
Our results are described by the following theorems.
Theorem 2.
Let Ω be a convex body with everywhere positive curvature except at the origin and let the boundary ∂Ω be as the graph of the function y = |x| γ in a neighborhood of the origin with γ ≥ 2. For p > 2 one has
In particular, if γ = d + 1,
Corollary 3.
Let Ω be a convex body with everywhere positive curvature except at the origin and let the boundary ∂Ω be as the graph of the function y = |x| γ in a neighborhood of the origin with γ ≥ 2. For 1 ≤ p ≤ 2 and for all γ ≥ 2, one has
Next theorem considers only rotations with p = 1: the estimate of the discrepancy averaged also over translations is better than this one, which coincides with the L ∞ norm in the ball case. Notice that in this case, for γ > d + 1, the estimate of the norm of the discrepancy with respect to rotations is better than the estimate with respect to translations (see [1] ).
Theorem 4.
Let Ω be a convex body with everywhere positive curvature except at the origin and let the boundary ∂Ω be as the graph of the function y = |x| γ in a neighborhood of the origin with γ ≥ 2. For p = 1 and for all γ ≥ 2, one has
It's easy to see that for every p ≥ 1 the L p estimate of the discrepancy with respect only to rotations is always worse than the L p norm over rotations and translations. To prove it, it suffices to follow the proof of Theorem 4 replacing the L 1 norm with the L p one. We can also estimate the discrepancy from below, in every dimension.
Theorem 5.
Let Ω be a convex body with everywhere positive curvature except at the origin and let the boundary ∂Ω be as the graph of the function y = |x| γ in a neighborhood of the origin with γ ≥ 2. Then, for all γ ≥ 2
Notice that, when γ < d + 1 for p < 2d/(d − 1) and when γ = d + 1 for every p, estimates remember the ones in [2] for the case of positive Gaussian curvature and are independent of γ: rotations do not influence so much the results. Notice also that if p = +∞ the estimates for L ∞ discrepancy of Ω when γ ≤ d + 1 match Landau's estimates for the L ∞ discrepancy of the ball (see [25] ) and also when γ > d + 1 correspond to the results in [1] , where the authors do not consider rotations. Figure 1 summarizes the estimates for the discrepancy.
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Preliminary lemmas
D. G. Kendall observed that the discrepancy is a periodic function of the translation, and it has a Fourier expansion with coefficients that are a sampling of the Fourier transform of Ω, Lemma 6. The number of integer points in RΩ − t, a translated by a vector t ∈ R d and dilated by a factor R ≥ 1 of a domain Ω in the d dimensional Euclidean space, is a periodic function of the translation with Fourier expansion
In particular, the discrepancy is
Proof. Indeed
Remark 1. We emphasize that the Fourier expansion of the discrepancy converges at least in L 2 T d , but we are not claiming that it converges pointwise. Indeed, the discrepancy is discontinuous, hence the associated Fourier expansion does not converge absolutely or uniformly. To overcome this problem, one can introduce a mollified discrepancy (see [29] ). If the domain Ω is convex and it contains the origin, then there exists ε > 0 such that if ϕ (x) is a non negative smooth radial function with support in {|x| ≤ ε} and with integral 1, and if R ≥ 1, then by [5, Lemma 29] 
and therefore
, and one can work with the mollified discrepancy defined as
In particular
Observe that since | ϕ (ζ)| ≤ C (1 + |ζ|) −γ for every γ > 0, the mollified Fourier expansion has no problems of convergence.
Another useful result comes from the decay of the Fourier transform in [1, 4, 8] 
Theorem 7.
Let Ω be a convex body with everywhere positive curvature except at one single point and with the boundary ∂Ω coinciding with the graph of the function y = |x| γ in a neighborhood of the origin, with γ ≥ 2. Then, if ρ > 1 (2)
Proof. Let (ξ , ξ d ) = (ρω sin θ, ρ cos θ) with ω ∈ SO(d − 1) and 0 ≤ θ ≤ π. When ε < θ < π − ε one has the classical estimate
Therefore for p > 2(γ − 1)/(γ − 2) one has
In the same way, one can obtain the other two results.
Estimates of the L ∞ norm
If Ω is a convex set with positive Gaussian curvature, from [2] and [18] we know that
In the case we consider a convex set Ω with a finite number of isolated flat points of order at most γ (see [1, 9] ), this estimate holds for 2
In this section, we consider the L ∞ norm of the discrepancy with respect to translations and rotations of a convex set Ω with everywhere positive curvature except at the origin and with the boundary ∂Ω as the graph of the function y = |x| γ in a neighborhood of the origin. Notice from the following result that rotations do not influence the estimate of the L ∞ norm.
Theorem 8.
Let Ω ⊂ R d be a convex body with everywhere positive curvature except at the origin and with the boundary ∂Ω as the graph of the function y = |x| γ in a neighborhood of the origin. Let γ ≥ 2. Then
Proof. One has
with ρ > 0, ω ∈ S d−2 and 0 ≤ θ ≤ π. We want to replace the series in (3) with the following integral:
This means that one has to consider the set of points near the origin and the set of the line {n d = 0} in a different way. Hence, remembering that ∂Ω has a strictly positive curvature out of a neighborhood of the origin, for 6 one has
(Rρ cos θ)
Therefore one has to consider the following integral:
One has
(Rρ)
is convergent in 0 + . Therefore one has
and
Proofs of the results
Now let q be such that 1/p + 1/q = 1 with p > 2. By the definition of discrepancy and the Hausdorff-Young inequality, one has
Using the L p/q (SO(d))-norm (note that p/q > 1) and the Minkowski inequality, one has
In this way, to estimate the discrepancy, one can use the estimate for the Fourier transform of the characteristic function with respect to rotations (see (2)).
Proof of Theorem 2. We start proving 1). First let p < 2(γ − 1)/(γ − 2). Because of (2), for p < 2d/(d − 1), one has
Therefore, one has to study the case 2d
. One can use the mollified discrepancy with a cut-off function ϕ:
Using polar coordinates and then the change of variables ερ = y, one obtains
, using the cut-off function and the corresponding estimate in (2), one has
It's easy to see that
q and that B converges for γ < d + 1. Therefore
.
At this point one can use interpolation to obtain a result for the remainder case. In particular, for γ < d + 1, one has to interpolate between p 1 = 2(γ − 1)/(γ − 2) and ∞. We have
p . In the case γ = d + 1, the critical indices for p are all the same:
The reader can easily resume the proof above to have the theorem. Now we prove 2). First let γ > d + 1 and p < 2(γ − 1)/(γ − 2). Because of (2), one has
Let p = 2(γ − 1)/(γ − 2). Because of (2), one has
Let p > 2(γ − 1)/(γ − 2). As before, using (2), if p <
Notice that
. One can use a cut-off function to give an estimate:
and with an appropriate ε one obtains
At this point one can use interpolation to obtain a result for the remainder case. In particular,
and ∞. We have
Proof of Theorem 4. Using the mollified discrepancy with a cut-off function ϕ, one has
Therefore, by (2)
Using polar coordinates and then the change of variables ερ = y, one obtains In order to estimate the discrepancy form below, we need first the following lemma.
Lemma 9.
Let Ω ⊂ R d be a convex body with everywhere positive curvature except at one single point, which we may assume to be the origin, and with the boundary ∂Ω as the graph of the function y = |x| γ in a neighborhood of the origin, with γ ≥ 2. Let I be a small closed interval contained in (0, π). For every direction θ ∈ I, let σ 1 (θ) and σ 2 (θ) be the two points on ∂Ω where the tangents are perpendicular to Θ = (cos θ, ω sin θ), with ω ∈ S d−2 . We assume that the curvatures K(σ 1 (θ)) and K(σ 2 (θ)) are positive. Then Proof. See [16, 17, 18] Proof of Theorem 5. Let I ⊂ [π/2 − ε, π/2 + ε] and let Θ = (cos θ, ω sin θ), with ω ∈ S d−2 and θ ∈ I. By our assumptions on Ω, for all θ ∈ I there are two points σ 1 (θ) and σ 2 (θ) on ∂Ω where the tangents are perpendicular to Θ. We can suppose that σ 1 (θ) is the one close to the origin. In particular, we can say that there exists a positive constant κ such that for all θ ∈ I is K(σ 2 (θ)) > κ and there exists an interval J ⊂ I such that K(σ 1 (θ)) < κ/2 for each θ ∈ J, since K(σ 1 (θ)) → 0 as θ → π/2. Hence, by Lemma 
Therefore, for all k = 0, one has
χ Ω (Rσ(n)) exp(2πint)
