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Quantum phases of strongly interacting Rydberg atoms in triangular lattices
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We present a theoretical study on the system of laser-driven strongly interacting Rydberg atoms
trapped in a two-dimensional triangular lattice, in which the dipole-dipole interactions between
Rydberg states result in exotic quantum phases. By using the mean-field theory, we investigate
the steady state solutions and analyze their dynamical stabilities. We find that in the strong-
interaction limit, the dynamics of the system is chaotic and exhibits random oscillations under
appropriate laser detunings. Lyapunov exponent criterion is introduced to confirm the existence
of this chaotic behavior. In addition, we present a full quantum calculation based on a six-atom
model, and find that the system exhibits some bi-antiferromagnetic properties in every triangular
cell when the one-photon detuning is exactly resonant or blue-shifted.
Introduction: Ultracold atomic gases loaded in an op-
tical lattice can provide a clean and highly controllable
platform to study various phenomena in condensed mat-
ter physics [1, 2]. Due to the remarkable control of phys-
ical parameters, such as the hopping rate or the on-site
interaction strength, one can not only simulate the quan-
tum many-body physics of solid-state systems, but also
explore exotic quantum phases in the parameter regimes
inaccessible to real solid-state materials. Recently, two
new developments have taken place in this area. Firstly,
experimental techniques for the preparation of dipolar
quantum gas have been rapidly advancing over the last
few years. This has been demonstrated by the realization
of Bose-Einstein condensation of chromium atoms which
have large magnetic dipole moments [3] and by the cre-
ation of quantum degenerate states of Rydberg atoms
which have very large induced electric dipole moments
[4, 5]. Secondly, optical lattices with non-cubic geometri-
cal configurations have been introduced in this area [6, 7].
Typical examples include the experimental observation of
the superfluid to Mott insulator phase transition of rubid-
ium atoms in triangular optical lattices [8], and quantum
simulation for triangular magnetism with the motional
degrees of freedom of atoms [9].
Due to its long-range nature, the dipolar interaction
between atoms should lead to novel kinds of quantum
phases in the strongly interacting regime [10]. A typical
example is bistable or non-equilibrium phase caused by
dipole blockade effect in Rydberg atom gas [11]. More-
over, the dipolar interaction coupled with the geometry
of the triangular lattice can produce more interesting ef-
fect named geometrical frustration [12–14]. A rich vari-
ety of possible quantum phases arise from it, such as spin
glass [15], spin liquid [16], and spin ice [17–19]. They at-
tract a large amount of interests in solid state physics
owing to their intrinsic link to high temperature super-
conductivity. Stimulated by these researches, we focus
on a system of ultracold Rydberg atoms loaded into a
two-dimensional (2D) triangular optical lattice as shown
in Fig. 1(a). The recent new progress in experiments
could make it an ideal system to investigate the effect of
geometrical frustration in the near future.
In our study, with the mean-field treatment, we inves-
tigate the steady state phases of Rydberg atoms under
strong dipole-dipole interactions (DDIs) [20]. The dipole
blockade effect results in a suppression of Rydberg ex-
citation for atoms in the nearest-neighbor (NN) lattice
sites [21], which may give rise to a typical antiferromag-
netic phase as predicted in Ref. [11]. However, the tri-
angular geometry adds frustration effect into the scheme
which results in very different quantum phases from the
square lattice case [22]. Except the uniform and nonuni-
form phases that are stable when the laser detuning and
DDIs are dominated, respectively, bistable, oscillatory,
and even chaotic phases are predicted in this system. In
addition, we also perform a full quantum numerical sim-
ulation on a six-atom 2D model in a similar parameter
region to compare with the mean-field results.
Mean-field model : We consider a 2D triangular lattice
with exactly one two-level atom per site. We assume
that the lattice depth is deep enough so the center-of-
mass motion of the atoms can be safely neglected. An
off-resonant laser beam uniformly illuminates the atoms,
driving the transition between the atomic ground state
|g〉 and the Rydberg state |r〉. In the interaction picture,
the total Hamiltonian of the system reads H =
∑
j Hj +
V
∑
k 6=j |r〉 〈r|j ⊗|r〉 〈r|k, with Hj describing the atom at
the j-th lattice site and its coupling to the laser field,
Hj = −∆ |r〉 〈r|j +
Ω
2
(
|r〉 〈g|j + |g〉 〈r|j
)
, (1)
where ∆ is the detuning between the laser frequency and
atomic transition frequency and Ω is the single-photon
Rabi frequency. The second term in total Hamiltonian
H is for the DDIs between Rydberg states of atoms. Since
its strength decreases rapidly as the inverse of (a |j − k|)
6
with a |j − k| the distance between lattice sites j, k and
a the nearest distance, we truncate the summation to the
NN sites [23]. If we treat the two-level atom as a spin-1/2
particle, the total Hamiltonian is formally equivalent to
an Ising model with exchange energy V and transverse
external field of strength Ω/2 [24].
In order to obtain the quantum phases of the system,
one should solve the steady state solutions of the master
equation:
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FIG. 1: (Color online) (a) Schematic diagram of the small-
est triangular cell of three atoms (a, b and c) trapped in
a two-dimensional triangular lattice. The nearest-neighbor
interatomic interaction is denoted by V. (b) This two-
dimensional lattice is composed of three interpenetrating sub-
lattices marked in black, white and gray colors, respectively.
The dashed blue frame indicates the smallest triangular unit.
ρ˙ = −i [H, ρ] + L [ρ] , (2)
where the spontaneous emission process from the Ryd-
berg state with decay rate γ is described by the Lindblad
operator L [ρ],
L [ρ] = γ |g〉 〈r|j ρ |r〉 〈g|j −
γ
2
{
|r〉 〈r|j , ρ
}
. (3)
For the 2D and large-number atomic system consid-
ered here, the mean-field approximation (MFA) is a good
treatment to simplify the master equation [25]. Under
the MFA, we can neglect the intersite quantum correla-
tions and factorize the density matrix each site. Then the
master equation (2) is reduced to the nonlinear coupling
equations,
ρ˙j,rr = Ω Im (ρj,gr)− ρj,rr, (4a)
ρ˙j,gr = −i∆j,effρj,gr −
1
2
ρj,gr + i
Ω
2
(1− 2ρj,rr)(4b)
where we have introduced the single-site density matrix
elements ρj,rr and ρj,gr to describe the jth atom’s Ry-
dberg state population and atomic coherence, respec-
tively. The effective detuning for the jth atom, ∆j,eff =
∆−V
∑
k 6=j ρk,rr is renormalized by the excitation prob-
abilities of its neighbors. In arriving at Eqs. (4), the
frequency is scaled with γ and time with 1/γ.
In order to include all the NN interactions and the ef-
fect of the geometrical frustration, we factorize the trian-
gular lattice into three interpenetrating sublattices that
are labeled by j = 1 (black), 2 (white) and 3 (gray) as
shown in Fig.1(b). In that way, only NN interactions be-
tween Rydberg atoms from different sublattices are con-
sidered, hence the steady state solutions ρsj,rr to Eqs. (4)
are governed by the following equations:
ρsj,rr =
Ω2
4
(
∆sj,eff
)2
+ 1 + 2Ω2
, (j = 1, 2, 3) (5)
with ∆sj,eff = ∆ − V
∑
k ρ
s
k,rr, k = 1, 2, 3 and k 6= j.
The superscript s stands for the stationary solution. In
general, the quantum phases decided by ρsj,rr can be clas-
sified into uniform and nonuniform phases. The uniform
phase (UNI) can also be called ferromagnetic phase, be-
cause it corresponds to a spatially homogeneous Ryd-
berg excitation probability, i.e. ρs1,rr = ρ
s
2,rr = ρ
s
3,rr.
However, due to the triangular geometry, the nonuniform
phase has several different types, they are:
a) Bi-antiferromagnetic phase (BAF): BAF phase cor-
responds to the case that atoms in two of the three sublat-
tices have the same Rydberg excitation probability, e.g.
ρs1,rr = ρ
s
2,rr 6= ρ
s
3,rr. This is similar to the ”Y” state
in classical triangular Heisenberg antiferromagnet [26].
Physically, this originates from the geometric frustration
by which all the neighboring ”spins” on the triangles can
not align antiparallel to each other at the same time. The
ground state is composed of two spins of one kind and one
of another in each triangle. When ρs1,rr = ρ
s
2,rr < ρ
s
3,rr,
we define it as BAF1; when ρs1,rr = ρ
s
2,rr > ρ
s
3,rr, we
define it as BAF2.
b) Tri-antiferromagnetic phase (TAF): TAF phase
corresponds to exact nonuniform steady-state solutions
which requires ρs1,rr 6= ρ
s
2,rr 6= ρ
s
3,rr. This phase is a
distorted version of the ”120-degree state” in Heisenberg
antiferromagnet [26].
Phase diagram: In Fig. 2, we show the steady state
solutions ρsj,rr (j=1,2,3) and its stability with the tunable
one-photon detunings ∆ at two different cases: (a) the
weak interaction case with V/Ω = 5 and (b) the strong
interaction case with V/Ω = 20. A similar and detailed
demonstration for the phases and their stabilities based
on a cubic lattice with three-level atoms has been pre-
sented in our recent work [22]. Here, we mainly focus on
the new findings for this triangular configuration.
In the weak interaction case, we find the system allows
the existence of rich stable phases that contains UNI,
BAF1, BAF2 and TAF phases. By changing ∆ from
negative, there are two subcritical pitchfork bifurcations:
one is at ∆c1 = 0.90 in which the system undergoes a
phase tranition from UNI phase to BAF1 phase; the other
is at ∆c2 = 2.76 in which the system transits back to UNI
phase from BAF2 phase. The subcritical pitchfork bifur-
cation means these phase transitions are discontinuous,
that is contrast to the case for square lattice [11]. In ad-
dition, the triangular geometry also enables a stable TAF
phase at the region ∆ ∈ [1.70, 1.79], which plays a role
of transitional phase between BAF1 and BAF2 phases.
Moreover, bistability takes place between two different
UNI phases, UNI and BAF1 phases and UNI and BAF2
phases, which is a typical nonlinear effect due to the Ry-
dberg interactions.
The impact of nonlinear Rydberg couplings combined
3FIG. 2: (Color online) Steady-state solutions ρsj,rr (j = 1, 2, 3)
versus detuning ∆. Stable and unstable uniform solutions are
denoted by solid black and dashed black lines. TAF solu-
tions are denoted by dashed magenta lines. Stable and unsta-
ble BAF solutions are denoted by thick solid lines with cross
symbols and thick dotted lines. The two same stationary so-
lutions in BAF phase are marked in blue color and the third
one is marked in red color. (a) The weak interaction case with
V = 5; (b) The strong interaction case with V = 20. Light
shadow regime I corresponds to the dynamical oscillatory so-
lutions, and dark shadow regime II to the chaotic behaviour.
Other parameter is Ω = 1.0. γ is the frequency unit.
with triangular geometry becomes more prominent when
turning to the strong interaction case. Different from
the weak interaction case, now the phase diagram [see
Fig.2(b)] shows a clear three-peak character. From left
to right, the first peak located at ∆ ≈ 0 corresponds to
the single-atom resonance which requires e.g. ∆s3,eff = 0,
∆s(1,2),eff 6= 0; the second at ∆ = VΩ
2/
(
1 + 2Ω2
)
cor-
responds to the double-atom resonance which requires
e.g. ∆(1,2),eff = 0, ∆3,eff 6= 0; the third at ∆ =
2VΩ2/
(
1 + 2Ω2
)
corresponds to the three-atom reso-
nance which requires ∆(1,2,3),eff = 0. The stability of
these stationary solutions are numerically checked and
unstable solutions are labeled by dashed and dotted lines.
Clearly, at single-atom resonance the stationary solutions
are stable, which means that the Rydberg blockade ef-
fect is very efficient [27]. When ∆ increases to satisfy
two multi-atom resonance conditions, the stationary so-
lutions are both unstable, indicating inefficient Rydberg
antiblockade effect [28, 29]. By solving the resonances,
we also note that max[ρsj,rr] = Ω
2/
(
2Ω2 + 1
)
→ 1/2 if
Ω → +∞, which is consistent with the steady state so-
lution of the optical Bloch equations for an isolated two-
level atom [30]. In our calculations, max[ρsj,rr] = 1/3.
Besides, different from the weak interaction case, there
are some parameter regions without any stable phases.
As ∆ crosses the critical point ∆c1 and increases to the
values in shadow region I, the Rydberg state popula-
tions start to oscillate periodically in time [see Fig.3(c)],
until entering shadow regime II where the population
evolutions become irregular and complex [see Fig.3(d)].
We will show below that they indicate the emergence of
chaos. When ∆ is even large blue-shifted, the system
turns back to uniform and low-excitation. To demon-
strate the existence of BAF1 phase (not BAF2 or TAF),
we introduce a simple model with three atoms in which
two of them interact strongly, forming a typical two-atom
Rydberg blockade model [31]. As a third atom is brought
closer towards this atomic pair, it feels strong DDIs in-
duced by the highly-excited atom in the pair and the
other ground state atom does not affect the third one.
As a result, it is only possible to obtain stable BAF1
phase in the strong interaction case.
It is worthwhile to state that the model we considered
in this work is an open system. The presence of driving
and dissipation leads to remarkable nonequilibrium phe-
nomena in our model, such as periodic oscillation of Ry-
dberg excitation and bistability between different phases
[10]. Moreover, except for the support for various frus-
tration phases, e.g. BAF and TAF phases, the triangular
geometry also plays a key role in generating chaos in this
open system, which is an important behavior in nonequi-
librium statistics and is absent in square lattice case.
Lyapunov exponent and Chaos: The motions in the
chaotic environment could show very sensitive depen-
dence to the initial conditions. This means two trajec-
tories starting very close to each other will rapidly di-
verge, and can have totally different futures. To mea-
sure this sensitivity and to verify that chaos is not a just
long-period oscillation, we introduce a parameter named
”Lyapunov exponent” [32]. The presence of at least one
positive Lyapunov exponent value can be regarded as the
signature of chaos. For that, we introduce the definition
of ”maximal Lyapunov exponent” (MLE):
λmax = lim
t→∞
lim
δZ0→0
1
t
ln
∣∣∣∣
δZ (t)
δZ0
∣∣∣∣ (6)
which describes two trajectories with initial small sepa-
ration δZ0 diverge as a function of δZ (t) with time t.
In Fig. 3(a) we plot the MLE values of ρ1,rr in the pa-
rameter space of (∆,V) by numerically solving Eqs. (4).
Most of areas in darkgray correspond to stable phases in
which MLE is strictly negative. Such stable phases in-
clude UNI, BAF1, BAF2 and TAF for weak interactions
and UNI, BAF1 for strong interactions that is consistent
with our former results. The positive MLE values corre-
sponding to the chaos only emerge in a small white area,
where the interaction strength V is larger than the single-
atom energy represented by the negative detuning −∆
and Rabi frequency Ω. Besides, there is also a lightgray
area around the chaotic area, whose MLE values are very
close to zero. The existence of this intermediate area is
because when the system has a chaotic tendency, it al-
ways first starts to oscillate quasi-periodically.
Figure 3(b)-(d) show the Rydberg-state population
evolutions ρtj,rr (j=1,2,3) for three sublattices in the
BAF1 phase, oscillatory phase and chaotic regimes, re-
spectively. Fig. 3(b) clearly shows that the system is sta-
ble at BAF1 phase in which two atoms within a single tri-
angular sublattice exhibit lower excitation probabilities
than the third one. This is due to the Rydberg blockade
effect. By increasing ∆ to 2.0 (in the lightgray regime of
4FIG. 3: (Color online) (a) MLE values in (∆,V) space with
initial Rydberg populations ρt=01,rr = 0.2, ρ
t=0
2,rr = 0.15, ρ
t=0
3,rr =
0.1 and a small separation δρt=01,rr = 10
−6. The positive, near-
zero and negative values are respectively labeled by white,
lightgray and darkgray colors, corresponding to chaos, oscil-
latory phase and stable phase; (b)-(d) show typical Rydberg
population dynamics ρt1,rr (solid), ρ
t
2,rr (dashed), ρ
t
3,rr (dot-
ted) of BAF1 phase (∆ = 1.0), oscillatory phase (∆ = 2.0)
and chaotic behavior (∆ = 5.0) with V = 20. Other parame-
ters are Ω = 1, γt = 50.
(a)), the system enters into the oscillatory phase with the
Rydberg populations periodically oscillating surround its
original fixed points [see Fig.3(c)]. For a larger detun-
ing [Fig.3(d)], the system undergoes a transition to the
chaotic motion where the periodic oscillations become
random and irregular. We note that there are various
ways for the dynamics of a classical system trends to be
chaotic, such as period-doubling oscillation [33], inter-
mittent chaos [34], and quasi-periodic oscillation [35, 36]
which is the approach for the present system.
Full quantum simulation: To complement the above
analysis with MFA, we present a full quantum simula-
tion for a six-atom 2D lattice by solving the original
master equation (2). The lattice includes four triangular
cells as shown in the inset of Fig. 4(b). Following Ref.
[11], we introduce a quantity δµv = 〈σµσv〉 − 〈σµ〉 〈σv〉
with σµ = |r〉 〈r|µ and µ (v) the atomic indices in each
cell. This quantity characterizes the quantum correla-
tions between any two atoms in each triangular cell and
intimately related to the properties of this system.
In Figure 4 we compare δµv for different values of de-
tuning ∆. For ∆ < 0 (dashed blue line), we observe
the difference between each δµvs is very small, which in-
dicate the uniform phase obtained in MFA treatment.
The small negative value of all δµvs indicates the anti-
correlation between NN atoms due to the fact that the
probability of two atoms being excited individually is
larger than that they are being excited simultaneously,
i.e. Rydberg blockade effect. For ∆ = 0 [Fig. 4(a)], we
see that in each triangle [A, B, C, D], two of the three
δµvs are always very close and different from the third
FIG. 4: Quantum calculation solutions of master equation
for a six-atom lattice (inset of (b)) with periodic boundary
conditions. The correlation quantities δµv are solved under
different detunings. a, b, ..., i denote the side length indices
in four triangles A, B, C and D. (a) ∆ = 0 (solid stars);
(b) ∆ = −5 (solid circles), −3 (dashed triangles), 3 (solid
triangles), 5 (solid circles). Other paramters are the same as
in Fig. 3.
one, that confirms the prediction of BAF1 phase with
MFA at the same parameters. As ∆ increases, we find
δµv tends to zero (around ∆ = 5) from negative but the
difference between δµvs still remains. That shows a ten-
dency of transition from BAF1 to BAF2 phase. With the
further increase of ∆, δµv become positive, corresponding
to BAF2 phase due to the anti-blockade effect (not show
in the figure).
In our full quantum calculation, the oscillatory and
chaotic phase are not observed. That is because these
nonequilibrium phases originates from the nonlinear cou-
pling between the density matrix elements of the NN
atoms in MFA equations (4) [see the definition of ∆j,eff ]
[37]. However, the present quantum model consists of
only six atoms, which is obviously far from the effective
regime of MFA, so that it can not display the quantum
counterparts of these phases. Actually, in order to inves-
tigate the corresponding quantum behaviors of a chaotic
system, its quasi-probability distribution in phase space
should be calculated [38]. This problem will be addressed
in our future works.
Conclusions : We have investigated quantum phases of
strongly interacting Rydberg atoms in a 2D triangular
lattice system via MFA. The effect of laser pumping and
spontaneous decay are considered. Except the uniform
phase, we find that the geometric frustration results in
rich phases. By tuning the pump detuning, the system
shows BAF phase, TAF phase and even bistable states
between these phases. Particularly, in the strong inter-
action case, the system has no stable phase in some pa-
rameter region, in which its dynamics is characterized by
5chaotic oscillations. To confirm the existence of chaos, we
calculate the maximal Lyapunov exponent and find that
it is strictly positive in the chaotic regime. Moreover, we
present a full quantum calculation with six atoms to sim-
ulate the Rydberg excitation probability and find that it
is consisent with the mean-field results.
Our results show that the Rydberg atoms in a triangu-
lar optical lattice is a good candidate system to simulate
the quantum spin frustration and explore its effect in
the nonequilibrium statistics and quantum chaos. In the
future works, we will extend our discussion to Rydberg
atoms with long-range and anisotropic DDIs, which play
the important roles in the generation of spin ice, spin
glass and other unique quantum phases.
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