Recently, Chu, Funderlic and Golub SIAM J. Matrix Anal. Appl., 18:1082{1092, 1997] presented a variational formulation for the quotient singular value decomposition (QSVD) of two matrices A 2 R n m ; C 2 R p m which is a generalization of that one for the ordinary singular value decomposition (OSVD) and characterizes the role of two orthogonal matrices in QSVD. In this paper, we give an alternative derivation of this variational formulation and extend it to establish an analogous variational formulation for the Restricted Singular Value Decomposition (RSVD) of Matrix Triplets A 2 R n m ; B 2 R n l ; C 2 R p m which provides new understanding of the orthogonal matrices appearing in this decomposition.
Introduction
The ordinary singular value decomposition (OSVD) of a given matrix A 2 R n m is U T Theorem 1 Given A 2 R n m with OSVD (1).
(a) Consider the optimization problem max y=Ax; y6 =0 kyk kxk : (2) Then the non-trivial singular values 1 ; ; ra of A are precisely the stationary values, i.e., the functional evaluations at the stationary points, of (2) . And, let the stationary points in (2) 3, 5, 6, 7, 8, 9, 10, 11, 13, 14] of two matrices A 2 R n m ; C 2 R p m based on the relationship between QSVD of two matrix A; C and the eigendecomposition of the matrix pencil (A T A; C T C).
The purposes of this paper are twofold. Firstly, we present an alternative derivation of the variational formulation in 1] directly based on the QSVD of two matrices A; C. Then we extend this result to the Restricted Singular Value Decomposition (RSVD) 8, 9, 10, 11, 15, 16] of matrix triplets and obtain a analogous variational formulation which provides new understanding of the orthogonal matrices appearing in this decomposition. In order to prove our main results, we will establish two condensed forms based on orthogonal matrix transformations. The QSVD of two matrices and the RSVD of matrix triplets can be obtained and the variational formulation for QSVD and RSVD can be proved directly based on these two condensed forms.
In this paper, we use the following notation: (6) V := V c diagfI p?rc ; V 22 ; I rac?ra g: 
Then, as a direct consequence of the condensed form (4), we have the following well-known QSVD theorem.
Theorem 3 (QSVD Theorem) Let A 2 R n m ; C 2 R p m , there exist orthogonal matrices U 2 R n n ; V 2 R p p and nonsingular matrix X such that U T AX = 
where S A is of the form (5), and U; V and X can be chosen to be given by (6), (7) and (8), respectively. i ; i = 1; ; s are de ned to be the non-trivial generalized singular values of two matrices A; C. According to the uniqueness theorem in 16], we only need to characterize matrices U; V given by (6) and (7) in order to characterize the role of orthogonal matrices in QSVD. Let U; V be given by (6) and (7) 
Hence, in order to characterize the role of orthogonal matrices U; V in QSVD, it should only characterize the role of U 2 ; V 2 in QSVD.
The following variational formulation has been established in 1] to characterize U 2 and V 2 .
Theorem 4 Given A 2 R n m ; C 2 R p m . Consider the optimization problem ; V T c y = it is easy to know that thus, Theorem 4 follows directly from the above Arguments 1, 2 and 3.
A Variational Formulation for RSVD
In Section 2 we have derived the QSVD of two matrices A; C based on the condensed form (4). Now we will establish the RSVD of a matrix triplet (A; B; C) via an analogous condensed form.
Lemma 5 Given A 2 R n m ; B 2 R n l ; C 2 R p m . Then there exist orthogonal matrices P 2 R n n ; Q 2 R m m ; U b 2 R l l ; V c 2 R p p such that PAQ = 
Similarly to Theorem 3, from Lemma 5 directly, we have Theorem 6 (RSVD Theorem) Given A 2 R n m ; B 2 R n l ; C 2 R p m . Then there exist nonsingular matrices X 2 R n n ; Y 2 R m m and orthogonal matrices U 2 R l l ; V 2 R p p such that X T AY = Proof. Same as the proof of Theorem 4, we prove part (a) by the following three arguments. with A 11 ; C 33 nonsingular and C 21 full row rank.
Step 2: Perform a column compression: Step 2: Compute orthogonal matrices P 2 ; Q 2 and V 2 based on Lemma 2 such that Step 3: Perform a simultaneous row and column compression: Step 4: Perform a row compression and a column compression: :
Step 5: Set P := " P 4 I # 2 6 4 I r ab ?r b P 2 I n?ra Then, the orthogonal matrices P; Q; U b and V c satisfy the condensed form (18).
