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Abstract
In our former contribution [1], we have shown the sensitivity to the choice of
initial conditions in the evolution of Gaussian wave packets via the nonlinear Riccati
equation. The formalism developed in the previous work is extended to effective
approaches for the description of dissipative quantum systems. By means of simple
examples we show the effects of the environment on the quantum uncertainties,
correlation function, quantum energy contribution and tunnelling currents. We
prove that the environmental parameter γ is strongly related with the sensitivity to
the choice of initial conditions.
1 Introduction
In part I [1], it has been shown for non-dissipative1 systems that the information about
the dynamics of a quantum system that can be obtained from the time-dependent (TD)
Schro¨dinger equation (SE) can equally well be obtained from the complex, quadratically
nonlinear (NL), Riccati equation in the cases where the TDSE possesses exact analytic
solutions in the form of Gaussian wave packets (WPs), i.e., for Hamiltonians that are
at most quadratic or bilinear in position and momentum. As Gaussian functions are
completely determined by their maximum and their width, this led to the problem of
solving the equations of motion for these two parameters.
1Usually, “dissipative” is set against “conservative”, this last describing, e.g., systems where the energy
and therefore the Hamiltonian function is a constant of motion. However, in part I also the parametric
oscillator with ω = ω(t) was considered, leading to a TD Hamiltonian H(t), i.e., non-conservative, but
without dissipation. To distinguish this type of systems included in part I from the dissipative ones, in
part II we refer to the first type as “non-dissipative” systems.
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The maximum followed, according to Ehrenfest’s theorem, the classical equation of
motion for the mean value of the position variable. The equation of motion for the WP’s
width was related with the complex TD coefficient of the quadratic term in the exponent
of the Gaussian. This coefficient fulfilled a NL Riccati equation. Taking the square root
of the inverse of the imaginary part of the variable fulfilling this Riccati equation as a
new variable, this was directly proportional to the WP’s width and fulfilled a (real) NL
so-called Ermakov equation. This equation, together with the Newtonian equation for
the WP’s maximum allowed to obtain a dynamical invariant even for an oscillator with
ω = ω(t), i.e., in cases where the Hamiltonian H(t) is no longer an invariant.
Due to the nonlinearity of the Riccati equation, the sensitivity to the choice of the
initial conditions has been shown in [1] for the non-dissipative case. This and the con-
sequences for physical properties of the system like ground state energy and tunnelling
currents will become even more obvious in the dissipative case discussed in this paper.
However, the first problem to be solved is to find an appropriate quantum mechanical de-
scription of the dissipative system compatible with the TDSE used in the non-dissipative
case. This is problematic as dissipative effects cannot be included into the established
classical Lagrangian or Hamiltonian formalism using canonical transformations and serv-
ing as a basis for the so-called canonical quantization. Therefore, in Section 2 some
possibilities are shown to solve this problem. In order to preserve the canonical formalism
and linear (but possibly explicitly TD) Hamiltonian operators after quantization, one has
to allow for non-canonical (classical) or non-unitary (quantum mechanical) transforma-
tions. This has the disadvantage that physical and canonical variables have to be strictly
distinguished and their interrelation has to be considered carefully.
The other possibility is to keep the physical meaning of position and momentum
variables and the corresponding operators like in standard quantum mechanics, but this
can lead to NL and non-Hermitian Hamiltonian operators, implying nonlinear Schro¨dinger
equations (NLSEs).
The pleasant feature of these two types of approaches is that they can uniquely be
linked via non-canonical (classical) or non-unitary (quantum mechanical) transformations,
as is also shown in Section 2.
In the cases of interest, i.e., Hamiltonians that are at most quadratic or bilinear in
the canonical variables, also for dissipative quantum mechanical systems, exact analytic
solutions with the form of Gaussian WPs exist. For the different approaches the equations
of motion for the maximum and width of these Gaussians can be transformed consistently
into each other. Therefore, it is sufficient to solve these equations for the case where the
canonical variables are identical with the physical position and momentum, leading to the
solution of a NLSE.
However, formal advantages of the linear canonical transformations can also be ex-
ploited to find analogies between the treatment of the non-dissipative systems and the
dissipative ones, particularly with respect to the choice of the initial conditions, what will
be shown in Section 3.
In Section 4, it is shown how the complex Riccati equation obtained from the NLSE
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can be linearized to a complex Newtonian equation including a linear velocity dependent
friction term. Also the Feynman kernel (propagator) for the dissipative case can be
obtained in analogy to the one without dissipation. As in our first contribution [1], in
Section 5 the Wigner function is presented and it is shown that this quasi-distribution
of probability, as in standard quantum theory, determines the probability densities in
position and momentum space via the marginals.
The explicit time-dependence of the position and momentum uncertainties, their cor-
relations and uncertainty relations as well as the tunnelling currents and the quantum con-
tributions to the energy, depending on the initial conditions, are given in Section 6. It is
shown that different initial values, e.g., no initial change in time of the width (α˙0 = 0), or,
no initial correlation of position and momentum uncertainties (σxp0 =
~
2
α0
[
α˙0 − γ2α0
]
= 0)
lead to different results and therefore different values for the physical properties of the
system. This is shown for the damped free motion and the damped harmonic oscillator
(HO) (with ω0 >
γ
2
, ω0 =
γ
2
and ω0 <
γ
2
).
Finally, in Section 7 the results are summarized, some conclusions are drawn and
perspectives given.
2 Effective description of dissipative systems
Classical Hamiltonian mechanics and quantum mechanics describe isolated systems with
reversible dynamics. However, realistic physical systems are always in contact with some
kind of environment. This coupling usually introduces the phenomena of irreversibility
and dissipation. How can this be taken into account in the formalism of classical (Hamil-
tonian or Lagrangian) mechanics and, particularly, in a quantum mechanical context?
The fundamental classical as well as quantum mechanical equations of motion are in-
variant under time-reversal and the forces are assumed to be derived from the gradient
of a potential, guaranteeing for time-independent potentials conservation of energy. In
classical mechanics, the time-evolution can be traced back to canonical transformations,
in quantum mechanics to unitary transformations.
Alternative approaches to include irreversibility and dissipation are:
1. Phenomenological equations like the Langevin or Fokker–Planck equations [2, 3].
2. System-plus-reservoir approaches [3–7].
3. Modifications of the classical and quantum mechanical equations of motion, leading
to non-canonical/non-unitary transformations or NL modifications of the SE [8–12].
In the phenomenological description where a Brownian motion-type situation is as-
sumed, i.e., a macroscopic body moving in a viscous liquid (actually a many-body prob-
lem), the effect of the bath is described by adding a linear velocity-depending friction
3
force and a stochastic fluctuating force (that vanishes on average) to the Newtonian equa-
tion for the observable macroscopic system. In this effective description of the system
the equation of motion for the average position variable, in one dimension, as assumed
throughout this paper without loss of generality, takes the form
mx¨+mγx˙+
∂V (x)
∂x
= 0 (1)
with γ the friction coefficient (damping constant) and overdots denoting time-derivatives.
As a consequence of the friction force −mγx˙, the velocity and energy of the system decay
exponentially.
For a HO (V (x) = 1
2
mω2x2), the friction coefficient γ is usually referred to as Ohmic
damping because Eq. (1) also describes an RLC circuit in series with γ = R/L, ω−2 = LC
and q = x/m the ‘charge’ of the capacitor. In classical physics damping can be introduced
without knowledge of the microscopic details of the bath. Although this is often described
by a friction force that is linear in velocity, as in the Langevin equation (1), friction forces
that are quadratic in velocity are also relevant for different systems (see, e.g., [13–15] and
references quoted therein).
A description of the same situation, not in terms of trajectories, but in terms of
(classical) statistical distribution functions ρcl(x, p, t) in phase space can be given in terms
of a Fokker–Planck equation taking into account irreversible diffusion terms. In particular,
in position space this reduces to the Smoluchowski equation
∂ρcl
∂t
+
∂
∂x
(
ρcl x˙
)−D∂2ρcl
∂x2
= 0 , (2)
with the diffusion coefficient D that is usually connected with the temperature T of the
bath via the Einstein relation D = kT
mγ
, where k is Boltzmann’s constant.
In the system-plus-reservoir approaches, the system of interest is coupled to an envi-
ronment (consisting usually of a large number of HOs), where the system and environment
together are considered as a closed Hamiltonian system. After averaging over the envi-
ronmental degrees of freedom and some others procedures (for details see, e.g., [3]) an
equation of motion for the system of interest including a friction term, e.g., like the one
in the Langevin equation, is obtained.
Starting point for system-plus-reservoir approaches is usually, on the classical level,
the Liouville equation for the distribution function ρcl(x, p, t) in phase space and, quantum
mechanically, the equivalent von Neumann equation for the density operator in Liouville
space. In both cases they are then decomposed (e.g. by some kind of projection operator)
into a relevant part, describing the system of interest, and an irrelevant part, essentially
describing the environment. Solving the equation formally for the irrelevant part and
inserting this into the equation for the relevant one leads (after a Markovian approxima-
tion) to the so-called generalized master equation [4] for the relevant part, describing the
system that dissipates energy to the environment. Frequently, an approach by Caldeira
and Leggett [5] that is based on this method and modifications thereof are applied. Inter-
estingly for our purpose, this approach can be linked directly to the quantized version of
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a modification of the classical canonical Lagrangian and Hamiltonian formalism [16, 17]
that allows one to include linear velocity-dependent friction forces like the one in Eq. (1).
More details are given in Subsection 2.1.
A different approach, also based on the generalized master equation of the system-
plus-reservoir approach, assumes that a quantum system can always be described by a
pure state, no matter if it is in contact with an environment or not [8]. In analogy with the
generalized master equations mentioned above, Gisin derived a corresponding equation
of motion for this pure state, represented by a wave function. This leads to a NLSE
with non-hermitian (complex) nonlinearity that still allows for normalizable solutions.
However, the specific form of Gisin’s nonlinearity and its physical interpretation are not
fixed by its derivation.
It turns out that a modified SE, based on a Smoluchowski equation for the probability
density ρ(x, t) = Ψ∗(x, t)Ψ(x, t), leads to a formally similar NLSE, but here with a fixed
form of the (complex) nonlinearity and well-defined physical interpretation. This approach
will be discussed in detail in Subsection 2.2, as well as its unique connection with the
canonical approaches described in Subsection 2.1.
2.1 Canonical (Unitary) description of dissipative systems
One type of effective models that is significant for our purpose includes the models that
stay within the canonical formalism, thus providing the possibility of obtaining a cor-
responding SE via canonical quantization. Attempts to obtain the friction force of Eq.
(1) by simply adding a term to the potential V (x) are neither in the Lagrangian nor
in the Hamiltonian formalism successful. However, an approach by Caldirola [16] and
Kanai [17], multiplying the Lagrangian function by a TD exponential factor leads to the
desired result. The classical version starts with the explicitly TD Lagrangian (from here
on V (x) = 1
2
mω2x2)
LˆCK(xˆ, pˆ) =
[
m
2
˙ˆx2 − 1
2
mω2xˆ2
]
eγt , (3)
leading, via the Euler–Lagrange equation, to the averaged Langevin equation (1). Here
and in the following, canonical variables and corresponding Lagrangians/Hamiltonians
are characterized by a hat (ˆ). This also applies in the quantized version to the canonical
operators and wave functions.
In this case, the physical position variable x and the canonical one, xˆ, coincide; how-
ever, the canonical momentum pˆ is related with the physical one, p, (with xˆ = x) via
∂
∂x˙
LˆCK = mx˙e
γt = peγt = pˆ . (4)
Note, that the transition from the physical variables (x, p) to the canonical variables
(xˆ = x, pˆ = peγt) is a non-canonical transformation2.
2The Jacobian determinant is different from one.
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It is straightforward to obtain the corresponding Hamiltonian HˆCK(xˆ, pˆ) in the form
HˆCK(x, pˆ) = e
−γt pˆ
2
2m
+ eγt
m
2
ω2x2 , (5)
which also supplies the correct equation of motion including the friction force.
Although this explicitly TD Hamiltonian is not a constant of motion, from its quan-
tized version an exact Ermakov invariant can be derived [12] even in the case where ω
is TD i.e., ω = ω(t). For this purpose, canonical quantization is used, i.e., the canonical
momentum pˆ is replaced by operator pˆop =
~
i
∂
∂x
. Applying the resulting (linear, but ex-
plicitly TD) Hamiltonian operator HˆCK,op to the canonical wave function ΨˆCK(x, t) leads
to the modified SE
i~
∂
∂t
ΨˆCK =
[
− ~
2
2m
e−γt
∂2
∂x2
+ eγt
m
2
ω2x2
]
ΨˆCK . (6)
As in the cases discussed for the non-dissipative TDSE in part I, this equation also pos-
sesses exact Gaussian WP solutions of the form
ΨˆCK(x, t) = NˆCK(t) exp
{
i
[
yˆCK(t)x˜
2 +
1
~
〈pˆ〉CK(t)x˜+ KˆCK(t)
]}
(7)
with the complex TD parameter yˆCK(t) and x˜ = x− 〈x〉CK(t) = x− η(t). The purely TD
functions NˆCK(t) and KˆCK(t) are not relevant for the following discussion. Here, 〈...〉CK
indicates that the mean value is calculated using the canonical wave function ΨˆCK(x, t).
The equation of motion for the WP maximum is just the one for the classical trajectory
including the friction force, i.e., in the notation of part I,
η¨ + γ η˙ + ω2η = 0 . (8)
The modified complex Riccati equation for the complex coefficient yˆCK(t) of the quadratic
term in the exponent, or, CˆCK(t) =
2~
m
yˆCK(t),
˙ˆ
CCK + e
−γt Cˆ2CK + e
γt ω2 = 0 , (9)
can also be transformed, as in the non-dissipative case, using the definition of its imaginary
part as
CˆCK,I =
~
2m〈x˜2〉CK =
1
αˆ2CK
, (10)
with 〈x˜2〉CK = 〈x2〉CK − 〈x〉2CK, into a real Ermakov-type equation for αˆCK(t),
¨ˆαCK + γ ˙ˆαCK + ω
2 αˆCK =
e−2γt
αˆ3CK
. (11)
This equation, together with Eq. (8), forms a system of equations of motion, coupled via
ω, that possesses an exact Ermakov-type invariant [12], now given in the form
IˆCK =
m
2~
[(
η˙ αˆCK − ˙ˆαCK η
)2
e2γt +
(
η
αˆCK
)2]
. (12)
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There are, however, serious points of criticism raised against this quantized version of the
approach. Particularly, the uncertainty product of position and physical momentum seems
to violate Heisenberg’s principle, as it is decaying exponentially. On the other hand, Yu
and Sun [18] showed that the Caldirola–Kanai (CK) Hamiltonian operator can be derived
from the conventional system-plus-reservoir approach of Caldeira–Leggett. This puzzle
will be solved below where the relation will be shown between the CK-approach and
another effective model, using a (logarithmic) NLSE on the physical level. But previously,
a different canonical approach, using an expanding coordinate system, shall be mentioned.
One other point of criticism raised against the CK-approach is that HˆCK is not a
constant of motion. However, it can be turned into such an invariant by adding the
term γ
2
x p eγt to it, leading to (in the following for an oscillator potential with constant
frequency ω = ω0) [
1
2m
p2 +
γ
2
xp+
m
2
ω20x
2
]
eγt = const , (13)
if x(t) obeys the equation of motion including the friction force. This invariant can
be rewritten in a form like a conventional Hamiltonian, if a new (canonical) position
coordinate and the corresponding (canonical) momentum are introduced via [12]
Qˆ = xe
γ
2
t ,
Pˆ = m
˙ˆ
Q = m
(
x˙+
γ
2
x
)
e
γ
2
t . (14)
The Hamiltonian then takes the form
HˆE =
1
2m
Pˆ 2 +
m
2
(
ω20 −
γ2
4
)
Qˆ2 (15)
and is not only an invariant but, for x0 = 0 or p0 = mx˙(0) = 0, even identical with the
initial energy of the system.
Hamiltonian (15) looks like that of an undamped HO with shifted frequency Ω2 =
ω20 − γ
2
4
and the corresponding equation of motion for Qˆ is consequently
¨ˆ
Q+ Ω2Qˆ = 0 , (16)
what, expressed in the physical coordinates, again provides the averaged Langevin equa-
tion (here for the oscillator)
x¨+ γx˙+ ω20x = 0 . (17)
Because we now have two canonical descriptions of the same physical dissipative sys-
tem, the question arises, what is the connection between the CK - variables and the
expanding ones, i.e., between (xˆ, pˆ) and (Qˆ = xˆe
γ
2
t, Pˆ = pˆe−
γ
2
t +mγ
2
xˆe
γ
2
t)? It is straight-
forward to show (e.g., via the Jacobian determinant being equal to one) that the transition
between the two descriptions (on the canonical level) is given via a canonical transforma-
tion. Why is then HˆE a constant of motion whereas HˆCK is not? Because the generating
function Fˆ2(xˆ, Pˆ , t) leading to HˆE via
HˆE = HˆCK +
∂
∂t
Fˆ2 (18)
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is explicitly TD,
Fˆ2(xˆ, Pˆ , t) = xˆPˆ e
γ
2
t −mγ
4
xˆ2eγt . (19)
The explicit time derivative ∂
∂t
Fˆ2 provides the missing contribution that turns HˆCK into
the invariant HˆE.
Consequently, also the action function SˆE(Qˆ, t) and SˆCK(xˆ, t) are different (what will be
important in the quantum mechanical case considered below, due to the relation between
the action function and the wave function, introduced by Schro¨dinger [19]) and related
via
SˆCK(xˆ, t) = SˆE(Qˆ(xˆ, t), t)−mγ
4
xˆ2eγt . (20)
As we are working on the canonical level, and the Hamiltonian (15) is free of constrains,
Dirac quantization [20] can be achieved in the coordinates representation by keeping the
position operator as a c-number, Qˆop = Qˆ, and expressing the momentum operator as
Pˆop =
~
i
∂
∂Qˆ
. The resulting canonical SE then has the form
i~
∂
∂t
ΨˆE =
[
− ~
2
2m
∂2
∂Qˆ2
+
m
2
(
ω20 −
γ2
4
)
Qˆ2
]
ΨˆE . (21)
The exact analytic solution in form of a Gaussian WP can be written as
ΨˆE(Qˆ, t) = NˆE(t) exp
{
i
[
yˆE(t)Q˜
2 +
1
~
〈Pˆ 〉E(t)Q˜+ KˆE(t)
]}
(22)
with Q˜ = Qˆ−〈Qˆ〉E(t), 〈Pˆ 〉E(t) = m ˙〈 ˆ 〉QE(t) where 〈...〉E now indicates that the mean values
are calculated with the canonical wave function ΨˆE(Qˆ, t), and yˆE(t) is again a complex
function of time.
The normalization factor NˆE(t) and the phase factor KˆE(t) are purely TD and again
not are relevant for the equation of motion determining the evolution of the maximum
and the width of the WP.
Inserting WP (22) into Eq. (21) provides the equation of motion for the maximum as
d2
dt2
〈Qˆ〉E +
(
ω20 −
γ2
4
)
〈Qˆ〉E = 0 , (23)
what, expressed in terms of the physical position variables 〈x〉(t) = η(t) attains again the
form of the Eq. (8), i.e., a damped HO.
The equation of motion for the WP width, depending of the complex variable yˆE(t),
can be expressed in terms of CˆE =
2~
m
yˆE(t) in the form of the Riccati equation
˙ˆ
CE + Cˆ
2
E +
(
ω20 −
γ2
4
)
= 0 , (24)
where the imaginary part of CˆE(t) is connected with the position uncertainty for the
dissipative case on the canonical level in the same way as for the non-dissipative case on
the physical level, i.e., CˆE,I(t) =
~
2m
1
〈Q˜2〉E with 〈Q˜
2〉E = 〈Qˆ2〉E − 〈Qˆ〉2E.
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Equation (24) is identical with equation (4) of part I, only C(t) is replaced by CˆE(t)
and ω2 by ω20 − γ
2
4
. Therefore, by introducing a new variable αˆE(t) via CˆE,I(t) =
1
αˆ2E(t)
, in
the same way as described in part I, the complex Riccati equation (24) can be transformed
into the real NL Ermakov equation
¨ˆαE +
(
ω20 −
γ2
4
)
αˆE =
1
αˆ3E
. (25)
Following the procedure outlined in part I, via the elimination of ω20 − γ
2
4
between this
equation and Eq. (23), one obtains a dynamical Ermakov invariant in the form
IˆE =
m
2~
( ˙〈 ˆ 〉QEαˆE − 〈Qˆ〉E ˙ˆαE)2 +(〈Qˆ〉E
αˆE
)2 . (26)
Expressing 〈Qˆ〉E(t) and ˙〈 ˆ 〉QE(t), by means of Eq. (14), in terms of the physical variables
〈x〉(t) = η(t) and ˙〈x〉(t) = η˙(t), the Ermakov invariant can be rewritten as
IˆE =
m
2~
eγt
[(
η˙αˆE −
[
˙ˆαE − γ
2
αˆE
]
η
)2
+
(
η
αˆE
)2]
. (27)
How are these results related with the ones of the CK-approach? To answer this question,
Schro¨dinger’s original definition3 of the wave function Ψ(x, t) in terms of the action S(x, t)
(see [19, 22]),
S(x, t) =
~
i
ln Ψ(x, t) , (28)
can be used. According to this definition, Eq. (20) can be translated into
ΨˆCK(xˆ, t) = exp
{
−im
~
γ
4
xˆ2eγt
}
ΨˆE(Qˆ(xˆ, t), t) , (29)
thus defining the unitary transformation between the two approaches.
This transformation requires that the complex quantity CˆCK(t) determining the evo-
lution of the WP width in the CK-system has to be connected with CˆE(t) fulfilling Eq.
(24) in the expanding system via
CˆCK(t) =
(
CˆE(t)− γ
2
)
eγt . (30)
Inserting this into Eq. (24) actually turns it into the Riccati equation (9) of the CK-
approach.
3In the first definition, the factor i =
√−1 was missing, as Schro¨dinger considered Ψ(x, t) to be real.
The purely imaginary number was introduced in the third paper [21] of the Schro¨dinger’s celebrated series
on “quantization as a problem of proper values” [22].
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2.2 Non-canonical (nonlinear) description of dissipative sys-
tems
From the previous discussion one concludes that the connection of the formal canonical
description with the one on the physical level is still missing. To achieve this connection,
the Brownian motion scenario is now considered not from the trajectory point of view,
involving the (averaged) Langevin equation, but from the point of view of the probability
distribution function, here in a quantum mechanical context, involving the inclusion of
an additional diffusion process. In particular in position space this leads, as mentioned
above, to the Smoluchowski equation. This changes the quantum mechanical continuity
equation for ρNL(x, t) = ΨNL(x, t)Ψ
∗
NL(x, t) into
∂ρNL
∂t
+
∂
∂x
[ρNL vNL]−Dx∂
2ρNL
∂x2
= 0 (31)
with the (possibly TD) diffusion coefficient Dx, and the velocity field
vNL(x, t) =
~
2im
[
1
ΨNL(x, t)
∂
∂x
ΨNL(x, t)− 1
Ψ∗NL(x, t)
∂
∂x
Ψ∗NL(x, t)
]
. (32)
Following the idea of Madelung [23] and Mrowka [24] who obtained the complex Schro¨dinger
equation via separation of the continuity equation into two complex conjugate equations,
the same is tried with the Smoluchowski equation. Due to a coupling of ΨNL(x, t) and
Ψ∗NL(x, t) terms via the diffusion term, this separation is now not possible in general, but
for particular cases. One of these is represented by the separation ansatz
−Dx
∂2
∂x2
ρNL
ρNL
= γ [ln ρNL − 〈ln ρNL〉] . (33)
In this case the separation is possible, leading to an additional complex logarithmic term
in the SE and therefore to the NLSE
i~
∂
∂t
ΨNL =
[
− ~
2
2m
∂2
∂x2
+ V (x) + γ
~
i
[ln ΨNL − 〈ln ΨNL〉NL]
]
ΨNL . (34)
This NLSE also possesses exact Gaussian WP solutions where the maximum follows the
classical trajectory determined by the averaged Newtonian equation of motion (8) for
〈x〉NL(t) = η(t).
The additional friction force in (8) can be traced back to the real part of the logarithmic
nonlinearity (which is identical with a friction term proposed by Kostin [25], that, by itself,
suffered from several shortcomings which are removed by the imaginary part of our NL
term).
The WP width obeys again a complex Riccati equation, but now with an additional
linear term proportional to the friction coefficient γ,
C˙NL + γ CNL + C
2
NL + ω
2 = 0 . (35)
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With the same definition of the variable αNL(t) as in the non-dissipative case, i.e., CˆNL,I =
1
α2NL(t)
, Eq. (35) can be transformed into the Ermakov equation
α¨NL +
(
ω2 − γ
2
4
)
αNL =
1
α3NL
, (36)
which is formally identical with the one in the expanding coordinate system on the canon-
ical level. Therefore, it is not surprising that the combination of this equation with the
Newtonian equation (8) leads exactly to the Ermakov invariant as written in (27), only
αˆE(t) has to be replaced by αNL(t), both fulfilling the same differential equation.
The link between this physical level and the aforementioned canonical one can be
found by applying again Schro¨dinger’s definition of the action in terms of the wave func-
tion Ψ(x, t) [19, 22]. Starting point for Schro¨dinger’s derivation of his equation was the
Hamilton–Jacobi equation, here written in the TD form as
∂
∂t
S +H
(
x,
∂
∂x
S, t
)
= 0 (37)
with the action function S(x, t) and the momentum p = ∂
∂x
S, where we are now dealing
with complex quantities. With his definition S(x, t) = ~
i
ln Ψ(x, t) and a variational
ansatz, he finally arrived at the Hamiltonian operator
HL = − ~
2
2m
∂2
∂x2
+ V (x) . (38)
Starting now from the NLSE (34) and reversing Schro¨dinger’s procedure, one arrives
at [
∂
∂t
+ γ
]
S +HL
(
x,
∂
∂x
S, t
)
= γ〈S〉 . (39)
This is, of course, as little rigorous as Schro¨dinger’s first attempt was. However, it follows
his idea of connecting the classical Hamilton–Jacobi theory with a wave (mechanical)
equation. The purely TD term γ〈S〉 is necessary mainly for normalization purpose (can
therefore be absorbed by the normalisation coefficient) and is neglected in the following.
Multiplying the remaining Eq. (39) by eγt and using the definitions
Sˆ = eγtS, Hˆ = eγtHL , (40)
it can be written as canonical Hamilton–Jacobi equation
∂
∂t
Sˆ + Hˆ = 0 . (41)
From the definition of the action function it follows that the wave function Ψˆ(x, t) on the
canonical level is connected with the wave function ΨNL(x, t) on the physical level via the
non-unitary relation
ln Ψˆ(x, t) = eγt ln ΨNL(x, t) . (42)
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Consequently, the momenta in the two systems are connected via
pˆ =
~
i
∂
∂x
ln Ψˆ(x, t) = eγt
~
i
∂
∂x
ln ΨNL(x, t) = e
γtp , (43)
which is equivalent to the connection between the canonical and the physical momentum
in the CK-approach.
The non-canonical connection between the classical variables (x, p) and the canonical
ones (xˆ = x, pˆ = eγtp) correspond to the non-unitary transformation between ΨNL(x, t)
and ΨˆCK(x, t)
4.
Expressing Hˆ in terms of the canonical momentum, in the classical case this leads to
the CK-Hamiltonian (5) and in the quantum mechanical case to the modified SE (6).
The non-unitary transformation (42) between the wave function ΨNL(x, t) on the phys-
ical level and ΨˆCK(x, t) on the canonical level also shows that the quantities fulfilling the
complex Riccati equations for the WP width, i.e., Eq. (35) for CNL(t) and Eq. (9) for
CˆCK(t), are connected via
CˆCK(t) = CNL(t)e
γt (44)
or, the corresponding Ermakov variables via
αˆCK(t) = αNL(t)e
− γ
2
t . (45)
So, consequently, the equations for the mean value and uncertainties are uniquely re-
lated with the corresponding equations on the physical level, obtained from the NLSE
(34) and also connected with the system-plus-reservoir approach via the relation between
the Caldeira–Leggett model and the one of the CK, as shown by Sun and Yu [18]. Fur-
thermore, the equation of motion for the maximum and width of the WP describing
the dissipative system and obtained from the NLSE (34) are also identical with the corre-
sponding equations obtained from a different (but related) NLSE of Hasse [10] (for details
see [12]).
Therefore, the two equations that are relevant for the discussion of the effective de-
scription of the dissipative quantum system are the Newtonian equation
η¨ + γ η˙ + ω2η = 0 (46)
and the complex Riccati equation
C˙NL + γ CNL + C
2
NL + ω
2 = 0 , (47)
or its transformed Ermakov version
α¨NL +
(
ω2 − γ
2
4
)
αNL =
1
α3NL
. (48)
4Although ΨNL(x, t) and ΨCK(x, t) depend explicitly on the same variables, x and t, the two wave
functions are analytically different functions of x and t and have different physical meanings due to the
non-unitary transformation (42). Keeping this in mind, the apparent violation of the uncertainty relation
mentioned above in the CK-approach does not occur any more (for details see [12]).
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These equations are discussed in detail subsequently.
To exploit formal similarities with the non-dissipative case, also the version of Eq. (8)
in expanding coordinates, corresponding to Eq. (16), will be applied.
3 Time-dependence of the uncertainties in the dissi-
pative case
Like in the non-dissipative case, the Riccati equation (35) can be solved directly via
transformation into a Bernoulli equation using the ansatz5
C(t) = C˜ + V (t) (49)
yielding
V˙ + 2
(
C˜ +
γ
2
)
V + V 2 = 0 . (50)
This equation can be linearized via the transformation V (t) = κ(t)−1 to
κ˙− 2
(
C˜ +
γ
2
)
κ = 1 . (51)
For the harmonic potential with constant frequency ω0 the particular solution C˜ is con-
stant and has the form
C˜± = −γ
2
±
√
γ2
4
− ω20 . (52)
Note, that (unlike in the non-dissipative case) also for ω0 = 0 (i.e., the damped free
motion) two different particular solutions exist. The solutions of the Riccati equation can
then be expressed as C±(t) = C˜± + V±(t) with
V±(t) =
1
κ±(t)
=
e−2(C˜±+
γ
2
)t
κ0 +
1
2(C˜±+ γ2 )
[
1− e−2(C˜±+ γ2 )t
] (53)
with C˜± +
γ
2
= ±
√
γ2
4
− ω20 .
As in the non-dissipative case, the choice of the initial conditions (where κ0 again
depends on the initial uncertainties and the initial correlation, or α(t0) = α0 and α˙(t0) =
±|α˙0|, respectively) can strongly influence the dynamics of the quantum uncertainties and
the physical properties depending thereon (examples are shown below, in Section 6).
In order to find the relations between κ0 and the initial properties of the WP, one can
use the solution C(t) of the complex Riccati equation (35), expressed in terms of α(t)
that fulfills Eq. (36), i.e.
C(t) =
α˙(t)
α(t)
− γ
2
+ i
1
α2(t)
= CR(t) + iCI(t) . (54)
5As in this section essentially quantities connected with the NLSE (34) are discussed, the subscript
“NL” of, e.g., CNL, αNL, 〈· · · 〉NL, etc, will be dropped.
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The uncertainties can then be written as
σ2x(t) =
~
2m
α2(t) =
~
2m
1
CI(t)
, (55)
σ2p(t) =
m~
2
[(
α˙(t)− γ
2
α(t)
)2
+
1
α2(t)
]
=
m~
2
C2R(t) + C
2
I (t)
CI(t)
, (56)
σxp(t) =
~
2
α(t)
[
α˙(t)− γ
2
α(t)
]
=
~
2
CR(t)
CI(t)
. (57)
It is straightforward to prove that these expressions minimize the Schro¨dinger-Robertson
uncertainty relation
σ2x(t)σ
2
p(t)− σ2xp(t) =
~2
4
, (58)
as in the non-dissipative case.
Crucial point is, like in the non-dissipative case, the determination of α(t) and α˙(t)
for a given initial condition α0 and |α˙0|. For this purpose, the method of linear invariant
operators used already in part I (see there Appendix B) is applied because the dissipative
system can be formulated like a non-dissipative system (only with shifted frequency) in
the expanding coordinates framework.
Expressing η(t) in the expanding system as ξ(t) = η(t)e
γ
2
t with the equation of motion
ξ¨ +
(
ω20 −
γ2
4
)
ξ = 0, (59)
the Ermakov invariant (27) can be rewritten on the canonical level as
I =
m
2~
[(
ξ˙α− ξα˙
)2
+
(
ξ
α
)2]
. (60)
Following the procedure outlined in Appendix B of part I, i.e., equating the operator
corresponding to (60) with the most general quadratic invariant operator (Eq. (B.5) part
I) finally leads to the expression for α(t) in the form
α∓(t) =
√
m~
[
Aξ21(t) +Bξ
2
2(t)∓ 2Cξ1(t)ξ2(t)
] 1
2 , (61)
where ξ1(t) and ξ2(t) are two linear independent solutions of Eq. (59). The constants A,
B and C, expressed in terms of α0 and |α˙0|, have the same form as in the non-dissipative
case, i.e.,
A =
m
~
(
|α˙0|2 + 1
α20
)
, B =
α20
~m
, C =
|α˙0|α0
~
. (62)
The double sign ∓ in Eq. (61) implies different initial conditions for α˙(t), the negative
sign corresponds to the initial condition α˙(t0) = |α˙0| whereas the positive sign to the
initial condition α˙(t0) = −|α˙0|. Unlike in non-dissipative systems, the choice of the sign
is fundamental in the evolution of the WPs, as is proved below.
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The initial values for ξi(t) are given by
ξ1(t0) = 0 , ξ˙1(t0) = − 1
m
, ξ2(t0) = 1 , ξ˙2(t0) = 0 . (63)
From (54), the initial value for the Riccati variable, C0, can be expressed in terms of α0
and |α˙0| or in terms of the uncertainties as
C0 = ∓|α˙0|
α0
− γ
2
+
i
α20
=
1
m
σxp0
σ2x0
+
i~
2m
1
σ2x0
=
1
mσ2x0
(
σxp0 + i
~
2
)
. (64)
Therefore, the initial condition entering the solution (53) of the Bernoulli equation (50)
can be written in the form
V0 =
1
κ0
= C0 − C˜
=
(
∓|α˙0|
α0
− γ
2
)
−
(
−γ
2
±
√
γ2
4
− ω20
)
+
i
α20
= ∓|α˙0|
α0
+ i
[
1
α20
∓
√
ω20 −
γ2
4
]
. (65)
Depending on γ
2
4
being larger, smaller or equal to ω0, the square root contributes to the
real or imaginary part of V0.
The expectation value of the NL Hamiltonian, which is associated with the expres-
sion (34), has the same functional form as in the non-dissipative case, i.e.,
E(t) =
1
2m
〈p〉2(t) + 1
2
mω2〈x〉2(t) + 1
2m
σ2p(t) +
m
2
ω20σ
2
x(t) . (66)
However the explicit expressions of the mean values and uncertainties are different. One
can define the quantum contribution, E˜(t), in terms of the solution of the Ermakov
equation
E˜(t) =
1
2m
σ2p(t) +
m
2
ω20σ
2
x(t)
=
~
4
[(
α˙(t)− γ
2
α(t)
)2
+
1
α2(t)
+ ω20α
2(t)
]
, (67)
which depends on the initial conditions α0 and |α˙0| or equivalently on the initial uncer-
tainties. Therefore the ambiguity of signs mentioned above leads to different dynamical
properties unlike in the non-dissipative case. Examples are shown in Section 6.
4 Riccati–Newton connections and the propagator
The complex Riccati equation (35) can be linearized using the logarithmic derivative,
CNL(t) =
2~
m
yNL(t) =
˙˜λ(t)
λ˜(t)
, (68)
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which, expressed in terms of λ˜(t), takes the form of the corresponding (complex) Newto-
nian equation (now including the friction term)
¨˜λ+ γ ˙˜λ+ ω2λ˜ = 0 . (69)
In polar coordinates λ˜(t) can be written in the form λ˜(t) = αNL(t) e
− γ
2
t+iφNL(t), thus
the Riccati solution reads
CNL(t) =
α˙NL(t)
αNL(t)
− γ
2
+ iφ˙NL(t) . (70)
Then, the imaginary part of CNL(t) is given by CNL,I(t) = φ˙NL(t) =
1
α2NL(t)
, i.e., the relation
between φ˙NL(t) and α
2
NL(t) remains the same as in the non-dissipative case, see part I.
We define an exponentially expanding variable λ(t) = λ˜(t)e
γ
2
t (like Qˆ(t) compared to
x(t) or ξ(t) compared to η(t)). Then the Riccati solution takes the form CNL(t) =
λ˙(t)
λ(t)
− γ
2
and the corresponding complex linear equation for λ(t) is
λ¨+
(
ω2 − γ
2
4
)
λ = 0 , (71)
i.e., again like an undamped oscillator with shifted frequency. The polar form of this
variable has the same form as in the non-dissipative case, λ(t) = αNL(t)e
iφNL(t); therefore,
the conservation law:
φ˙NL(t)α
2
NL(t) = λ˙I(t)λR(t)− λ˙R(t)λI(t) = 1 (72)
is also fulfilled. Additionally, following the procedure presented in part I, the real and the
imaginary parts of λ˜(t) satisfy(
λ˜R(t)
λ˜I(t)
)
=
( ∓c αNL(t) α˙NL(t) ± cmα2NL(t)
c 0
)( 〈x〉NL(t)
〈p〉NL(t) + γm2 〈x〉NL(t)
)
, (73)
where now the relations (55) and (57) are used together with the constant c =
√
m
2~INL
,
with INL given by (60). Thus we have expressed the solutions of the complex Newtonian
equation for dissipative systems in terms of quantum mechanical quantities, which also
can be used to establish the initial conditions for the WP.
The real and the imaginary parts of λ˜(t) can, like in the non-dissipative case, be used
to construct the TD Green function or Feynman kernel of the system by substituting
them into Eq. (33) of part I, for further details see [1]. This result allows to study the
evolution of any initial state in the dissipative system.
The Ermakov invariant, in terms of the real and imaginary parts of λ˜(t), takes the
form
INL =
m
2~
eγt
c2
( λ˜R
αNL
)2
+
(
λ˜I
αNL
)2 , (74)
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which, using the relation (73) can also be written as
INL =
eγt
~2
[
σ2p(t)〈x〉2NL − 2σxp(t)〈x〉NL〈p〉NL + σ2x(t)〈p〉2NL
]
. (75)
Thus the Ermakov invariant can be determined in terms of the parameters of the WP.
5 Wigner function
In the classical description of dissipative systems through the Langevin stochastic differ-
ential equation for phase space variables, it has been shown that a generic Fokker–Planck
equation for the probability density function can be established [2, 26]. We are going to
show that the Wigner function associated to the dissipative WP solution of the NLSE
satisfies a Fokker–Planck-type equation and the marginal in position space satisfies a
Smoluchowski equation.
In quantum mechanics, the description of a state in phase space can be formulated by
the Wigner function, defined by
W (x, p; t) =
1
2pi~
∫ ∞
−∞
dqΨ∗
(
x+
q
2
, t
)
Ψ
(
x− q
2
, t
)
e
i
~ q p . (76)
Then, the Wigner function associated with ΨNL(x, t) corresponds to
WNL(x, p; t) =
1
pi~
exp
{
− 2
~2
[
σ2p(t)x˜
2 − 2σxp(t)x˜p˜+ σ2x(t)p˜2
]}
, (77)
where x˜ = x− η(t) and p˜ = p−mη˙(t). Therefore, the Wigner function for the dissipative
case has the same functional form as in the non-dissipative case, see Eq. (37) part I;
however, in this case the argument of the exponential does not correspond to the Ermakov
invariant in the same form as in the non-dissipative case. We can express WNL(x, p; t) in
terms of INL recognising from expression (75) that
e−γtINL(x˜, p˜; t) =
1
~2
[
σ2p(t) x˜
2 − 2σxp(t) x˜ p˜+ σ2x(t) p˜2
]
, (78)
wherefrom one obtains
WNL(x, p; t) =
1
pi~
exp
{−2e−γtINL(x˜, p˜; t)} . (79)
The partial differential equation that the Wigner function obeys in the dissipative
case, as in the classical case, is a Fokker–Planck equation given by
∂WNL
∂t
+
p
m
∂WNL
∂x
− [mω2〈x〉NL + γ〈p〉NL] ∂WNL
∂p
−Dx∂
2WNL
∂x2
−Dp∂
2WNL
∂p2
= 0 (80)
17
where the diffusion coefficients are given by Dx =
γ
2
σ2x(t) and Dp = −γ2σ2p(t), the mean
value 〈x〉NL(t) satisfies the Langevin equation (46), and the uncertainties satisfy the the
set of ordinary differential equations [27]
dσ2x
dt
=
2
m
σxp + γ σ
2
x , (81)
dσ2p
dt
= −2mω2σxp − γ σ2p , (82)
dσxp
dt
=
1
m
σ2p −mω2σ2x . (83)
It is proved in A that the uncertainties and the correlation function defined by Eqs. (55),
(56) and (57) indeed satisfy the above closed set of differential equations.
Furthermore, it is well-known in standard quantum theory that the marginals of the
Wigner function determine the density probabilities in position and in momentum repre-
sentation, i.e.,
ρ(x, t) =
∫ ∞
−∞
dpW (x, p; t) , ρ˜(p, t) =
∫ ∞
−∞
dxW (x, p; t) . (84)
For the dissipative case this property of the Wigner function is still fulfilled. In order to
prove this, the equation of motion for these distribution functions can be obtained from
Eq. (80). So, integrating Eq. (80) with respect to the momentum p-variable, the equation
for ρNL(x, t) is attained,
∂ρNL
∂t
+
∂
∂x
[ρNL vNL]−Dx∂
2ρNL
∂x2
= 0 , (85)
where the velocity field is given by
vNL(x, t) =
~
2im
[
1
ΨNL(x, t)
∂
∂x
ΨNL(x, t)− 1
Ψ∗NL(x, t)
∂
∂x
Ψ∗NL(x, t)
]
=
1
m
σxp(t)
σ2x(t)
x˜+
d〈x〉NL
dt
= CNL,R(t) x˜+
d〈x〉NL
dt
, (86)
i.e, the Smoluchowski equation (31) is recovered.
On the other hand, integrating Eq. (80) with respect to the position x-variable one
obtains
∂ρ˜NL
∂t
+
∂
∂p
[ρ˜NL v˜NL]−Dp∂
2ρ˜NL
∂p2
= 0 , (87)
now the velocity field is given by
v˜NL(p, t) =
~mω2
2i
[
1
Ψ˜NL(p, t)
∂
∂p
Ψ˜NL(p, t)− 1
Ψ˜∗NL(p, t)
∂
∂p
Ψ˜∗NL(p, t)
]
− γ〈p〉NL
= −mω2σxp(t)
σ2p(t)
p˜+
d〈p〉NL
dt
= −ω2 CNL,R(t)|CNL(t)|2 p˜+
d〈p〉NL
dt
, (88)
where Ψ˜NL(p, t) and ΨNL(x, t) are related by a Fourier transformation. Therefore, this
shows that truly the marginals of WNL(x, p; t) correspond to the probability distribution
functions in position and momentum space.
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6 Examples
In this section the sensitivity of the quantum mechanical properties of the dissipative
system, like the uncertainties and the quantum contribution to the energy, to the choice
of initial conditions is demonstrated. For this purpose, the damped free motion and
the damped HO for the possible cases, under critical damping (ω0 >
γ
2
), overdamping
(ω0 <
γ
2
) and aperiodic limit (ω0 =
γ
2
) are considered.
For the determination of the aforementioned quantum mechanical properties the knowl-
edge of α(t)6, i.e., the solution of the Ermakov equation (36), and its time-derivative α˙(t)
are needed. As mentioned in Section 3 and shown explicitly in Appendix B of part I,
α(t) can be obtained from the most general quadratic invariant operator in the form (61)
that only requires two linear independent solutions ξi(t) of the linear Newtonian equation
(59). In this way α2(t) can be determined from ξ1(t) and ξ2(t).
In principle, for α(t) being the square root, two signs, plus and minus, are possible.
Considering α(t) being proportional to the WP width, only the positive sign is physical
meaningful, but there is still a plus/minus sign in front of the term with coefficient C
under the square root, see Eq (61), leading to possibly two different solutions for α(t).
This ambiguity is not present for the initial condition |α˙0| = 0 because in this case the
coefficient C vanishes.
The general expressions of the uncertainties in term of ξi(t) and its momenta gi(t) =
−m ξ˙i(t) are obtained in A and shown in Table 1, where the initial conditions α0 and |α˙0|
and the two possible signs for |α˙0| are taken into account.
σ2x(t)
~
2m
[
m2β0ξ
2
1(t) + (∓m|α˙0|ξ1(t) + α0ξ2(t))2
]
σ2p(t)
~m
2
[
χ21(t)β0 +
(∓χ1(t)|α˙0|+ χ2(t)α0m )2]
σxp(t)
~
2
[(
m
[
|α˙0|2 + 1α20
]
∓ |α˙0|α0
)
χ1(t)ξ1(t) +
(
α20
m
∓ |α˙0|α0
)
χ2(t)ξ2(t)
]
E˜(t) 1
2m
σ2p(t) +
1
2
mω20σ
2
x(t)
vtun(x, t)
−β0 ξ1 g1−(∓|α˙0| g1(t)+α0m g2(t))(∓|α˙0| ξ1(t)+
α0
m
ξ2(t))
β0 ξ21(t)+(∓|α˙0| ξ1(t)+α0m ξ2(t))
2
x˜
m
Table 1: In this table the general expressions for the uncertainties, the correlation function, the energy
and the tunnelling velocity in terms of the time-dependent functions ξi(t) and its momenta gi(t) are
given, where χi(t) = −gi(t)−mγ2 ξi(t), with i = 1, 2.
6As in Section 3, in this section we are dealing essentially with quantities for the NLSE, thus the
subscript “NL” will be dropped.
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In the non-dissipative case the selection of the sign was reflected by the sign of the
correlation function and the direction of the tunnelling velocity. The change of sign in
the dissipative case has more important implications due to the environmental parameter
γ. To enhance the differences between these cases we consider next the properties of the
correlations, tunnelling currents, and the quantum contributions to the energy.
For the correlation function in the non-dissipative case the initial conditions (α0, |α˙0|) =
(α0, 0) corresponds to σxp0 = ±~2 α˙0|α0| = 0. In contrast, in the dissipative case, σxp0 =
~
2
α0
(±|α˙0| − γ2α0) = 0 requires the positive sign and |α˙0| = γ2α(t0) 6= 0. The initial
condition |α˙0| = 0 leads to a different expressions for the correlation of position and mo-
mentum, σxp0 6= 0, and therefore yields different physical properties. These choices of
initial conditions are, of course, only two out of many, but they already demonstrate the
influence of γ on the physical properties of the quantum system.
The tunnelling current for the non-dissipative case was defined in the Appendix C of
part I. There it was shown that the velocity field v(x, t), corresponding to the convective
probability current j(x, t) = ρ(x, t)v(x, t) of the continuity equation, given by Eq. (32) of
this paper and therefore depending on the phase of the Gaussian WP solution, Ψ(x, t),
was given by
v(x, t) = η˙(t) +
α˙L(t)
αL(t)
x˜, (89)
where the second term vtun(x, t) =
α˙L(t)
αL(t)
x˜, is related with the tunnelling current jtun(x, t) =
ρ(x, t)vtun(x, t).
In the dissipative case, the phase of ΨNL(x, t) changes because CNL,R changes from
α˙L(t)
αL(t)
to α˙NL(t)
αNL(t)
− γ
2
. Therefore, in this case the velocity field (32), denoted by vNL(x, t), attains
the form
vNL(x, t) =
[
α˙NL(t)
αNL(t)
− γ
2
]
x˜+ η˙(t). (90)
However, there is an additional contribution from the diffusion term
−Dx∂
2ρNL
∂x2
=
∂
∂x
[
−ρNL
(
Dx
ρNL
∂ρNL
∂x
)]
(91)
with a corresponding diffusion velocity
vDx(x, t) = −
Dx
ρNL
∂ρNL
∂x
=
γ
2
x˜ , (92)
then, the total velocity field: vNL,tot(x, t) is, like in the non-dissipative case, given by
vNL,tot(x, t) = vNL(x, t) + vDx(x, t) = η˙(t) +
α˙NL(t)
αNL(t)
x˜ , (93)
but, now with αNL(t) replacing αL(t).
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Figure 1: The quantum contribution to the energy as a function of the environmental parameter γ,
E˜(γ), for an initial time t0 = 0, where ~ = ω0 = α0 = 1 have been considered.
The quantum contribution to the energy for a given initial time t0 = 0 as a function
of gamma is given by the expression
E˜(γ) =
~
4
[(
±|α˙0| − γ
2
α0
)2
+
1
α20
+ ω20 α
2
0
]
(94)
such that when γ → 0 one gets the quantum energy for the non-dissipative case. Fig. 1
shows E˜(γ) for the particular initial conditions: (α0, |α˙0|) = (α0, 0) and (α0, |α˙0|) =
(α0,
γ
2
α0). The figure displays that the quantum contribution to the energy in the non-
dissipative case, E˜(γ = 0), bifurcates in three different energies as soon as the parameter
γ becomes different from zero, enhancing the importance of, and sensitivity to, the initial
conditions.
In the following again, like in Section 3, the subscript ”NL” is dropped. Additionally
we are going to describe, in the next examples, the uncertainties, correlations, tunnelling
currents, and the quantum contribution to the energy (see Table 1). For this purpose
we will need in each case the explicit expressions of ξi(t) and its corresponding momenta
gi(t).
6.1 Damped free motion
First of all, for ω = 0, we obtain as solution for the damped Newtonian equation
〈x〉(t) = η(t) = η0 + η˙0
γ
(
1− e−γt) , (95)
with the initials conditions η(0) ≡ η0 and η˙(0) ≡ η˙0. These allow us to determine the
time-evolution of the position and momentum mean values.
The two linear independent solutions of Eq. (59) with initial condition (63) and the
corresponding momenta are
ξ1(t) = − 2
mγ
sinh
(γ
2
t
)
, ξ2(t) = cosh
(γ
2
t
)
, (96)
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g1(t) = cosh
(γ
2
t
)
, g2(t) = −γm
2
sinh
(γ
2
t
)
. (97)
Inserting the above time-dependent functions in the expressions presented in Table 1 all
the quantum mechanical properties can be determined.
To show the sensitivity to the initial conditions, we consider the cases (α0, |α˙0|) =
(α0, 0) and (α0, |α˙0|) = (α0, γ2α0). Remember that for |α˙0| 6= 0 we will have two posibilities
for all the mentioned quantities.
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Figure 2: The time evolution of (a) position and (b) momentum uncertainties, (c) the product of the
uncertainties and (d) energy. In all cases we have used ~ = m = γ = 1, with the initial condition α0 = 1.
The position uncertainties, σ2x(t), are increasing functions of time, see Fig. 2(a) ,
whereas the momentum uncertainties, σ2p(t), are decreasing time-dependent functions that
go to zero as t → ∞, see Fig 2(b). However, the product of position and momentum
uncertainties, σ2x(t)σ
2
p(t) =
~2
4
+ σ2xp(t) shown in Fig. 2(c), approaches a constant value
depending on the choice of the initial conditions for α0 and |α˙|0, but not on the ambiguity
of sign mentioned before. This constant value of the product σ2x(t)σ
2
p(t) can be determined
in general through the expression
lim
t→∞
σ2x(t)σ
2
p(t) =
~2
4
+
(
1
mγ
σ2p0 + σxp0
)2
,
=
~2
4
[
1 +
1
γ2
(
|α˙0|2 + 1
α20
− γ
2
4
α20
)2]
. (98)
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Thus, for the initial condition |α˙0| = γ2α0 this limit takes the form
lim
t→∞
σ2x(t)σ
2
p(t) =
~2
4
[
1 +
(
β0
γ
)2]
. (99)
A peculiarity of this case (that includes the minimum uncertainty WP) is that in the
limit γ → ∞, this takes the value ~2
4
, i.e., permanent interaction with the environment
or continuous observations of the system keeps it in the (initial) state that minimizes the
Heisenberg inequality, what shows similarities with the quantum Zeno effect [28, 29].
For the selected initial conditions, the quantum energies decay exponentially, see
Fig. 2(d), but have different initial values.
In general the energy gap for the two possible signs of α˙(t0) = ±|α˙0|, ∆E˜(t0) =
E˜−(t0)− E˜+(t0) at the initial time t0 can be expressed in the form
∆E˜0 =
~γ
2
|α˙0|α0 = 2mDx0
|α˙0|
α0
, (100)
where α20 =
2m
~ σ
2
x0
and Dx0 =
γ
2
σ2x0 (following from the separation condition (33) of
the Smoluchowski equation (31)) have been used. This splitting of the energy can be
interpreted as a bifurcation of the energy of the non-dissipative case, E˜ = ~
4
β0, into
different values due to the breaking of time-reversal symmetry [30].
In particular for |α˙0| = γ2α0 the gap is given by ∆E˜0 = mγDx0 , which depends only
on the properties of the environment and the expression does not depend explicitly on
~! So, essentially the friction coefficient γ and the diffusion coefficient Dx0 determine the
addition to the quantum mechanical energy contribution E˜, similar to the increase of the
energy of a Brownian particle due to the stochastic force. This similarity can be taken
even further assuming that at the initial time the environment was in thermal equilibrium,
therefore applying the Einstein relation D = kT
mγ
for the diffusion coefficient Dx0 . This
would lead for |α˙0| = γ2 α0 to an initial energy gap
∆E˜0 = kT, (101)
with k being the Boltzmann’s constant and T the temperature, and in the case |α˙0| = 0
to an additional energy contribution of 1
4
kT . Similar considerations are also possible in
the case of the damped HO, as shown below.
6.2 Damped harmonic oscillator
In this subsection three cases have to be discussed: under-critical damping (ω0 >
γ
2
),
aperiodic limit (ω0 =
γ
2
) and overdamping (ω0 <
γ
2
). Thus, the classical trajectories of
23
the mean values η(t) = 〈x〉(t) for the three cases are:
ω0 >
γ
2
: η(t) =
[
η0 cos Ωt+
1
Ω
(γ
2
η0 + η˙0
)
sin Ωt
]
e−
γt
2 , (102)
ω0 =
γ
2
: η(t) =
[(
1 +
γ
2
t
)
η0 + η˙0t
]
e−
γ
2
t , (103)
ω0 <
γ
2
: η(t) =
[
η0 cosh Ω˜t+
1
Ω˜
(γ
2
η0 + η˙0
)
sinh Ω˜t
]
e−
γt
2 , (104)
with the quantities Ω2 = ω20 − γ
2
4
and Ω˜2 = γ
2
4
− ω20.
The two linear independent solutions ξi(t) of Eq. (59) with initial condition (63) and
their momenta gi(t) = −mξ˙i(t) are
ω0 >
γ
2
: ξ1(t) = − 1
mΩ
sin Ωt , ξ2(t) = cos Ωt ;
g1(t) = cos Ωt , g2(t) = mΩ sin Ωt . (105)
ω0 =
γ
2
: ξ1(t) = − t
m
, ξ2(t) = 1 ;
g1(t) = 1 , g2(t) = 0 . (106)
ω0 <
γ
2
: ξ1(t) = − 1
mΩ˜
sinh Ω˜t , ξ2(t) = cosh Ω˜t ;
g1(t) = cosh Ω˜t , g2(t) = −mΩ˜ sinh Ω˜t . (107)
Thus, the observables presented in Table 1 can be constructed inserting for each case the
corresponding ξi(t) and gi(t).
Under-critical damping
From the expressions in the Table 1, one can find that the uncertainties are oscillating
functions of t with the reduced frequency Ω2 = ω20 − γ
2
4
.
An interesting case that shows the influence of the initial condition α0 (like in the
non-dissipative case) is given for the choice α0 =
1√
Ω
, which corresponds to the singular
point of the Ermakov equation. In this case the uncertainties are constant and given by
σ2x(t) =
~
2mΩ
, (108)
σ2p(t) =
~mΩ
2
[
1 +
(
γ/2
Ω
)2]
. (109)
A constant value of σ2x(t) corresponds to a constant width of the WP. We remark you
that in the dissipative case α˙(t) 6= 0 does not mean σxp = 0. For this case also σxp(t) can
have a constant value different from zero, i.e.,
σ2x(t)σ
2
p(t) =
~2
4
+ σ2xp(t) =
~2
4
[
1 +
(
γ/2
Ω
)2]
. (110)
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For γ → 0 this converges to the minimum uncertainty result of the coherent state of the
HO with frequency ω0.
Therefore the WP has β0 =
~
2mσ2x0
= Ω which yields the quantum energy contribution
E˜ =
~
4
α20
[
β20 +
γ2
4
]
=
~ω20
2Ω
=
~
2
Ω +
~
2
γ2/4
Ω
>
~
2
ω0, (111)
which is a constant. In particular, assuming that at the initial time the environment was
in thermal equilibrium, the energy takes the form
E˜ =
~
2
Ω +
1
2
kT. (112)
For the selection |α˙0| = γ2α0, i.e., WPs with TD width, the quantum contributions to the
energy gap ∆E˜(t) can again be expressed in terms of the environmental parameters.
Aperiodic limit
From Eq. (106) all the quantities from Table 1 can be constructed. Then, in contrast
to the under-critical case, the quantum uncertainties grow parabolic in time. However,
although the uncertainties as well as the correlation function are increasing functions of
time they minimize the Robertson–Schro¨dinger uncertainty relation.
Another interesting result is that although the system is loosing its classical energy for
t→∞, it regains energy from the environment via E˜(t). This is however, not against the
second law of thermodynamics that not allows a transfer of the thermal energy of the heat
bath into mechanical energy of the system. In our case this energy is not transformed
into classical degrees of freedom of the system, i.e., the maximum of the WP does not
start oscillating with increasing amplitude, but into its quantum mechanical degrees of
freedom. A better understanding of this effect needs further investigation.
Additionally, the difference ∆E˜(t) increases linearly in time, a behaviour that is com-
pletely different from the one presented in the damped free motion, where the difference
converges to zero, and the one presented in the under-critical case, where this difference
oscillates in time.
Overdamping
In this case with the help of the expressions in Eq. (107) the quantities of Table 1 can
be determined. So, due to the occurrence of the hyperbolic functions in the corresponding
ξi(t) and gi(t), these quantities are time dependent functions that diverge exponentially.
Consequently, the quantum energy contributions E˜(t) also increase exponentially in time,
therefore, as in the aperiodic limit, the system gains energy from the environment via E˜
and the gap ∆E˜(t) also increases in time.
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7 Conclusions and perspectives
We have extended the formalism developed in part I in order to describe dissipative
quantum systems. We started by introducing the effective models of CK and expanding
coordinates, which use the canonical formalism. Consequently, the SEs of these models
were obtained by canonical quantization. The connection between both descriptions was
established via a canonical transformation on the classical level or by a unitary transfor-
mation on the quantum level. However, in particular in the quantum mechanical case the
observables must be expressed in terms of the physical variables to avoid problems such
as the violation of the uncertainty principle as happened in the CK-approach.
A different approach was considered introducing a difussion term into the continuity
equation giving rise to a Smoluchowski-type equation for the probability distribution
ρNL(x, t). This yields a NLSE for the WP with well-defined physical interpretation. The
connections of this approach with the effective models of CK and expanding coordinates
was also establish by means of a classically non-canonical and quantum mechanically non-
unitary transformation. Furthermore, the established transformations amongst effective
models in Section 2 show that all the descriptions are equivalent in terms of the physical
quantities.
Associated to each effective model there is an Ermakov system whose solutions pro-
vides the information about the dynamics of the quantum mechanical properties. These
properties, such as the uncertainties and their correlation function, determine the quan-
tum contribution of the energy and the tunnelling currents, as it was demonstrated in
Section 3.
The existence of the Ermakov invariant and its connection with the expanding-coordinates-
approach allows to use the Appendix B of part I to find the NL Ermakov solutions for the
damped HO. Additionally the real and imaginary parts of the linearized Riccati equation,
connected with the mean values and the uncertainties of the position and momentum
operators, allow us to construct the Feynman kernel exactly in the same way as presented
in part I.
The Wigner function was also constructed and, although it has the same functional
form as in the non-dissipative case, it is not directly determined by the corresponding
Ermakov invariant but has to be multiplied by an exponential factor. By substitution
it was shown that the Wigner function satisfies a Fokker-Planck-type equation and its
marginals give us the probability distribution functions in the position and momentum
representations as is expected, where the one in position space fullfills the Smoluchowski
equation.
A crucial point of our discussion, in part I and in this contribution, was the sensitivity
of the evolution of the quantum system to the choices of the initial conditions. This
sensitivity is more obvious in the dissipative case due to the presence of the environmental
parameter γ as is demonstrated in Section 6. In particular, we demonstrate the different
behaviour of the dissipative and non dissipative systems for the same initial conditions.
Although the tunnelling currents in both cases have the same form as a function of α(t),
26
the Ermakov equations for α(t) are different.
We have proved that the quantum energy E˜ is susceptible to the initial conditions
due to the presence of γ. In particular for the damped free motion and the damped HO
systems it was discussed how the environmental parameter can produce a bifurcation of
the quantum energy compared to the one without dissipation (see Fig. 1). An important
characteristic of this effective description of dissipative systems is that, applying the
Einstein relation D = kT
mγ
for the diffusion coefficient, i.e., assuming that at the initial
time the environment is in thermodynamic equilibrium, one can express the gap of the
quantum energy in terms of the temperature of the environment.
For the damped free motion, ω0 = 0, all the properties of the quantum system were
constructed for the initial conditions |α˙0| = 0 and |α˙0| = γ2α0. It has been demonstrated
that the physical properties depend strongly on the election of the sign of α˙0. Furthermore,
each sign defines a different contribution to the energy, where the separation between them
is depending on the environmental parameters γ and Dx(t). The product of momentum
and position uncertainties in the limit t → ∞ goes to a constant value. For the initial
condition |α˙0| = γ2α0, this constant takes the form given in expression (99), which in the
limit γ →∞ takes the value ~2/4, a result that shows similarity with the quantum Zeno
effect because the permanent interaction with the environment or continuous observation
of the system keeps it in the initial state (coherent state).
For the damped HO, we start by analyzing the behaviour of the quantum observables
for ω0 >
γ
2
. The behaviour of the observables are similar to those reported for the HO in
part I, except that the mean values of position and momentum operators are now damped
oscillating functions. The initial condition α0 = 1/
√
Ω yields constant uncertainties, that
in the limit γ → 0 describes a coherent state for the HO. In contrast, for other initial
conditions, the uncertainties are oscillating functions of time.
For the aperiodic limit (ω0 =
γ
2
) and the overdamping (ω0 <
γ
2
) the quantum energy
E˜(t) is an increasing function of time, while the classical part of the energy goes to zero.
The formalism developed in part I and presented in this contribution can also be ex-
tended to a TD frequency. Thus, in the third part of our contribution we will introduce
how our treatment can be extended easily to cases where no analytic solutions for the clas-
sical equation of motion may exist with and without dissipation. For dissipative systems
we are going to consider the environmental parameter γ(t) as a time-dependent function.
Particularly, we are interested in the evolution where the environmental parameter or the
TD frequency change suddenly, linearly, and adiabatically.
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A Dynamics of the quantum uncertainties
For the dissipative system expressed in the physical variables, the uncertainties of position
and momentum and their correlation satisfy the set of differential equations given in
Eqs. (81) to (83).
This system has the invariant ISR = σ
2
x(t)σ
2
p(t) − σ2xp(t) = ~
2
4
. In order to solve the
system of differential equations, it can be equivalently expressed as a third-order ordinary
differential equation for the position uncertainty,
d3σ2x(t)
dt3
+ 4Ω2(t)
dσ2x(t)
dt
+ 4Ω(t)
dΩ(t)
dt
σ2x(t) = 0 , (113)
where Ω2(t) = ω2(t) − γ2
4
. This equation is the same as the one obtained in the non-
dissipative case, Eq. (A.4) of part I, just replacing ω(t) by Ω(t); therefore, we propose
the same solution, i.e.,
σ2x(t) =
~
2m
α2(t) . (114)
Thus, inserting this solution into (113), it shows that it is solution only if α(t) satisfies
the Ermakov equation (36). Substituting solution (114) into (81) and solving for σxp(t)
one obtains that
σxp(t) =
~
2
α(t)
[
α˙(t)− γ
2
α(t)
]
. (115)
Inserting now (114), (115) into (83), and solving for σ2p(t) one finds that
σ2p(t) =
m~
2
[(
α˙(t)− γ
2
α(t)
)2
+
1
α2(t)
]
. (116)
Because the position uncertainty is proportional to α2(t), it can directly be obtained
from Eq. (61) for given α0 and |α˙0|, once the ξ1(t) and ξ2(t) solutions of Eq. (59) with
initial conditions (63) are determined. Thus, the position uncertainty in terms of the ξ(t)
is given by
σ2x(t) =
~
2m
[
m2β0ξ
2
1(t) + (m|α˙0|ξ1(t)∓ α0ξ2(t))2
]
(117)
with the frequency-type quantity β0 =
1
α20
.
On the other hand, the uncertainty σ2p(t) and the correlation function σxp(t) can be
constructed from Eq. (61) and the relations
α˙2∓(t) +
1
α2∓(t)
=
~
m
[
Ag21(t) +Bg
2
2(t)∓ 2Cg1(t)g2(t)
]
, (118)
α˙∓(t)α∓(t) = −~ [Aξ1(t)g1(t) +Bξ2(t)g2(t)∓ C(ξ1(t)g2(t) + ξ2(t)g1(t))] , (119)
where the gi(t) are, up to a constant, the time-derivative of ξi(t), gi(t) = −mξ˙i(t). There-
fore, general expressions for σ2p(t) and σxp(t) in term of ξi(t), gi(t) and the initial conditions
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α0 and |α˙0| are attained inserting (61), (118) and (119) into (116) and (115), respectively,
thus
σ2p(t) =
~m
2
[
χ21(t)β0 +
(
χ1(t)|α˙0| ∓ χ2(t)α0
m
)2]
, (120)
σxp(t) =
~
2
[(
m
[
|α˙0|2 + 1
α20
]
∓ |α˙0|α0
)
χ1(t)ξ1(t)
+
(
α20
m
∓ |α˙0|α0
)
χ2(t)ξ2(t)
]
, (121)
with χi(t) = −gi(t)−mγ2ξi(t), i = 1, 2.
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