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Abstract
We treat the question of existence of common hypercyclic vectors for families of continuous linear op-
erators. It is shown that for any continuous linear operator T on a complex Fréchet space X and a set
Λ ⊆ R+ ×C which is not of zero three-dimensional Lebesgue measure, the family {aT + bI : (a, b) ∈ Λ}
has no common hypercyclic vectors. This allows to answer negatively questions raised by Godefroy and
Shapiro and by Aron. We also prove a sufficient condition for a family of scalar multiples of a given
operator on a complex Fréchet space to have a common hypercyclic vector. It allows to show that if
D = {z ∈ C: |z| < 1} and ϕ ∈ H∞(D) is non-constant, then the family {zMϕ : b−1 < |z| < a−1} has
a common hypercyclic vector, where Mϕ : H2(D) → H2(D), Mϕf = ϕf , a = inf{|ϕ(z)|: z ∈ D} and
b = sup{|ϕ(z)|: |z| ∈ D}, providing an affirmative answer to a question by Bayart and Grivaux. Finally,
extending a result of Costakis and Sambarino, we prove that the family {aTb: a, b ∈ C \ {0}} has a common
hypercyclic vector, where Tbf (z) = f (z − b) acts on the Fréchet space H(C) of entire functions on one
complex variable.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
All vector spaces in this article are assumed to be over K being either the field C of complex
numbers or the field R of real numbers. Throughout this paper all topological spaces and topolog-
ical vector spaces are assumed to be Hausdorff. As usual, Z+ is the set of non-negative integers,
R+ is the set of non-negative real numbers, N is the set of positive integers, K = K \ {0},
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S. Shkarin / Journal of Functional Analysis 258 (2010) 132–160 133D = {z ∈ C: |z| < 1} and T = {z ∈ C: |z| = 1}. By a compact interval of the real line we mean
a set of the shape [a, b] with −∞ < a < b < ∞. That is, a singleton is not considered to be
an interval. For topological vector spaces X and Y , L(X,Y ) stands for the space of continuous
linear operators from X to Y . We write L(X) instead of L(X,X) and X∗ instead of L(X,K). For
T ∈ L(X,Y ), the dual operator T ∗ : Y ∗ → X∗ acts according to the formula T ∗f (x) = f (T x).
Recall [21] that an F -space is a complete metrizable topological vector space and a Fréchet space
is a locally convex F -space. For a subset A of a vector space X, symbol span(A) stands for the
linear span of A.
Definition 1.1. Let X and Y be topological spaces and F = {Ta: a ∈ A} be a family of contin-
uous maps from X to Y . An element x ∈ X is called universal for F if the orbit {Tax: a ∈ A}
is dense in Y and F is said to be universal if it has a universal element. We denote the set of
universal elements for F by the symbol U(F). A continuous linear operator T acting on a topo-
logical vector space X is called hypercyclic if the family of its powers {T n: n ∈ Z+} is universal.
Corresponding universal elements are called hypercyclic vectors for T . The set of hypercyclic
vectors for T is denoted by H(T ). That is, H(T ) = U({T n: n ∈ Z+}). If {Ta: a ∈ A} is a family
of continuous linear operators on topological vector space X, we denote
H{Ta: a ∈ A} =
⋂
a∈A
H(Ta).
That is, H{Ta : a ∈ A} consists of all vectors x ∈ X that are hypercyclic for each Ta , a ∈ A.
Recall that a topological space X is called Baire if the intersection of any countable family
of dense open subsets of X is dense. Hypercyclic operators and universal families have been
intensely studied during last few decades, see surveys [14,15] and references therein. It is well
known [14] that the set of hypercyclic vectors of a hypercyclic operator on a separable metrizable
Baire topological vector space is a dense Gδ-set. It immediately follows that any countable family
of hypercyclic operators on such a space has a dense Gδ-set of common hypercyclic vectors
(= hypercyclic for each member of the family). We are interested in the existence of common
hypercyclic vectors for uncountable families of continuous linear operators. First results in this
direction were obtained by Abakumov and Gordon [1] and León-Saavedra and Müller [18].
Theorem AG. Let T be the backward shift on 2. That is, T ∈ L(2), T e0 = 0 and T en = en−1
for n ∈ N, where {en}n∈Z+ is the standard orthonormal basis of 2. Then H{aT : a ∈ K, |a| > 1}
is a dense Gδ-set.
The following result is of completely different flavor. It is proven in [18] for continuous linear
operators on Banach spaces although the proof can be easily adapted [23] for continuous linear
operators acting on arbitrary topological vector spaces.
Theorem LM. Let X be a complex topological vector space and T ∈ L(X). Then U(F) =
H(zT ) = H(T ) for any z ∈ T, where F = {wT n: w ∈ T, n ∈ Z+}. In particular, H{zT : z ∈ T} =
H(T ).
It follows that the family {zT : z ∈ T} has a common hypercyclic vector, whenever T is a
hypercyclic operator. A result similar to the above one was recently obtained by Conejero, Müller
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setting). Recall that a family {Tt }t∈R+ of continuous linear operators on a topological vector
space is called an operator semigroup if T0 = I and Tt+s = TtTs for any t, s ∈ R+.
Theorem CMP. Let X be a topological vector space and {Tt }t∈R+ be an operator semigroup
on X. Assume also that the map (t, x) → Ttx from R+ × X to X is continuous. Then H(Tt ) =
U(F) for any t > 0, where F = {Ts : s > 0}. In particular, H{Ts : s > 0} = H(Tt ) for any t > 0.
It follows that if {Tt }t∈R+ is an operator semigroup such that the map (t, x) → Ttx is continu-
ous and there exists t > 0 for which Tt is hypercyclic, then the family {Ts : s > 0} has a common
hypercyclic vector. Bayart [2] provided families of composition operators on the space of holo-
morphic functions on D, which have common hypercyclic vectors. Costakis and Sambarino [11],
Bayart and Matheron [4], Chan and Sanders [8] and Gallardo-Gutiérrez and Partington [12]
proved certain sufficient conditions for a set of families of continuous linear operators to have a
common universal vector. In all the mentioned papers the criteria were applied to specific sets of
families. For instance, Costakis and Sambarino [11] proved the following theorem.
Theorem CS. Let H(C) be the complex Fréchet space of entire functions on one variable,
D ∈ L(H(C)) be the differentiation operator Df = f ′ and for each a ∈ C, Ta ∈ L(H(C))
be the translation operator Taf (z) = f (z − a). Then H{Ta: a ∈ C}, H{aT1: a ∈ C} and
H{aD: a ∈ C} are dense Gδ-sets.
The criteria by Bayart and Matheron were applied to various families of operators including
families of weighted translations on Lp(R), composition operators on Hardy spaces Hp(D) and
backward weighted shifts on p . We would like to mention just one example of the application
of the criterion from [4], which is related to our results.
Example BM. As in Theorem CS, let Ta be translation operators on H(C). For each s ∈ R+ and
z ∈ T, consider the family Fs,z = {nsTnz: n ∈ Z+}. Then⋂
(s,z)∈R+×T
U(Fs,z) is a dense Gδ-subset of H(C).
Chan and Sanders [8] found common universal elements of certain sets of families of back-
ward weighted shifts on 2. Gallardo-Gutiérrez and Partington [12] proved a modification of
the Costakis–Sambarino criterion and applied it to obtain common hypercyclic vectors for fam-
ilies of adjoint multipliers and composition operators on Hardy spaces. Finally, we would like
to mention the following application by Costakis and Mavroudis [10] of the Bayart–Matheron
criterion.
Theorem CM. Let D be the differentiation operator on H(C) and p be a non-constant polyno-
mial. Then H{ap(D): a ∈ C} is a dense Gδ-set.
Although the most of the mentioned criteria look quite general, they are basically not appli-
cable to finding common hypercyclic vectors of families that are not smoothly labeled by one
real parameter. Note that although the families in Theorems AG, CS and CM are formally speak-
ing labeled by a complex parameter a, Theorem LM allows to reduce them to families labeled
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a common hypercyclic vector. On the other hand, one can artificially produce huge families of
operators with a common hypercyclic vector. For example, take all operators for which a given
vector is hypercyclic. The following result provides a common hypercyclic vector for a two-
parametric family of operators. It strengthens the first part of Theorem CS and kind of improves
Example BM.
Theorem 1.2. Let Ta for a ∈ C be the translation operator Taf (z) = f (z−a) acting on the com-
plex Fréchet space H(C) of entire functions on one complex variable. Then H{bTa: a, b ∈ C} is
a dense Gδ-set.
A common hypercyclic vector from the above theorem is even more monstrous than the
holomorphic monsters provided by Theorem CS. Godefroy and Shapiro [13] considered adjoint
multiplication operators on function Hilbert spaces. Recall that if U is a connected open subset
of Cm, then a function Hilbert space H on U is a Hilbert space consisting of functions f : U → C
holomorphic on U such that for any z ∈ U the evaluation functional χz : H → C, χz(f ) = f (z)
is continuous. A multiplier for H is a function ϕ : U → C such that ϕf ∈ H for each f ∈ H. It
is well known [13] that any multiplier is bounded and holomorphic. Each multiplier gives rise to
the multiplication operator Mϕ ∈ L(H), Mϕf = ϕf (continuity of Mϕ follows from the Banach
closed graph theorem). Its Hilbert space adjoint Mϕ is called an adjoint multiplication operator.
Godefroy and Shapiro proved that there is f ∈ H, which is cyclic for Mϕ for any non-constant
multiplier ϕ for H and demonstrated that if ϕ : U → C is a non-constant multiplier for H and
ϕ(U) ∩ T 
= ∅, then Mϕ is hypercyclic, see also the related paper by Bourdon and Shapiro [7].
Godefroy and Shapiro also raised the following question [13, p. 263].
Question GS. Let H be a Hilbert function space on a connected open subset U of Cm. Does the
family of all hypercyclic adjoint multiplications on H have a common hypercyclic vector?
Recall that any T ∈ L(H(C)) such that T is not a scalar multiple of the identity and TD = DT
is hypercyclic. The following question was raised by Richard Aron.
Question A. Let D be the family of all continuous linear operators on H(C), which are not
scalar multiples of the identity and which commute with the differentiation operator D. Is it true
that there is a common hypercyclic vector for all operators from the family D?
The next result allows us to answer negatively both of the above questions.
Theorem 1.3. Let X be a complex topological vector space such that X∗ 
= {0}, T ∈ L(X) and
Λ be a subset of R+ × C. Assume also that the family {aT + bI : (a, b) ∈ Λ} has a common
hypercyclic vector. Then the set Λ has zero three-dimensional Lebesgue measure.
Corollary 1.4. The family {aD + bI : a > 0, b ∈ C} of continuous linear operators on H(C)
does not have a common hypercyclic vector.
Corollary 1.5. Let H be a Hilbert function space on a connected open subset U of Cm and ϕ be
a non-constant multiplier for H. Then the family {M
b+aϕ : a > 0, b ∈ C, (b + aϕ)(U)∩T 
= ∅}
of hypercyclic operators does not have a common hypercyclic vector.
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b+aϕ = aMϕ + bI and the sets
of pairs (a, b) involved in the definition of the families in Corollaries 1.4 and 1.5 are non-empty
open subsets of R+ × C and therefore have non-zero 3-dimensional Lebesgue measure. In fact,
Theorem 1.3 shows that even relatively small subfamilies of the families from Questions GS
and A fail to have common hypercyclic vectors. As usual, H2(D) is the Hardy space of the unit
disk. It is well known that H2(D) is a function Hilbert space on D and the set of multipliers for
H2(D) is the space H∞(D) of bounded holomorphic functions f : D → C. Let ϕ ∈ H∞(D) be
non-constant. Using the mentioned criterion by Godefroy and Shapiro for hypercyclicity of ad-
joint multiplications together with the fact that a contraction or its inverse cannot be hypercyclic,
we see that zMϕ = Mzϕ is hypercyclic if and only if b−1 < |z| < a−1, where a = infz∈D |ϕ(z)|
and b = supz∈D |ϕ(z)|. Probably, expecting the answer to Question GS to be negative, Bayart and
Grivaux [3] raised the following question.
Question BG. Let ϕ ∈ H∞(D) be non-constant, a = infz∈D |ϕ(z)| and b = supz∈D |ϕ(z)|. Is it
true that the family {zMϕ : b−1 < |z| < a−1} has common hypercyclic vectors?
We prove a sufficient condition on a family of scalar multiples of a given operator to have a
common hypercyclic vector and use it to answer Question BG affirmatively. It is worth noting that
Gallardo-Gutiérrez and Partington [12] found a partial affirmative answer to the above question.
Theorem 1.6. Let X be a separable complex F -space, T ∈ L(X) and 0 a < b ∞. Assume
also that there is a map (k, c) → Fk,c sending a pair (k, c) ∈ N × (a, b) to a subset Fk,c of X
satisfying the following properties:
(1.6.1) Fk,c ⊆⋃w∈T ker(T k −wckI) for each (k, c) ∈ N× (a, b);
(1.6.2) {c ∈ (a, b): Fk,c ∩ V 
= ∅} is open in (a, b) for any open subset V of X and k ∈ N;
(1.6.3) Fc =⋃∞k=1 Fk,c is dense in X for any c ∈ (a, b);
(1.6.4) For any k1, . . . , kn ∈ N, there is k ∈ N such that ⋃nj=1 Fkj ,c ⊆ Fk,c for each c ∈ (a, b).
Then H{zT : b−1 < |z| < a−1} is a dense Gδ-set.
Note that (1.6.1) is satisfied if Fk,c ⊆ ker(T k − ckI ), which is the case in all following
applications of Theorem 1.6. If X is a complex locally convex topological vector space and U is
a non-empty open subset of Cm, then we say that f : U → X is holomorphic if f is continuous
and for each g ∈ X∗, g ◦ f : U → C is holomorphic.
Theorem 1.7. Let m ∈ N, X be a complex Fréchet space, T ∈ L(X) and U be a connected
open subset of Cm. Assume also that there exist holomorphic maps f : U → X and ϕ : U → C
such that ϕ is non-constant, Tf (z) = ϕ(z)f (z) for each z ∈ U and span{f (z): z ∈ U} is dense
in X. Denote a = infz∈U |ϕ(z)| and b = supz∈U |ϕ(z)|. Then H{zT : b−1 < |z| < a−1} is a dense
Gδ-set.
Corollary 1.8. Let m ∈ N, U be connected non-empty open subset of Cm, H be a function Hilbert
space on U and ϕ be a non-constant multiplier for H, a = infz∈U |ϕ(z)| and b = supz∈U |ϕ(z)|.
Then H{zT : b−1 < |z| < a−1} is a dense Gδ-set.
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= cI for any c ∈ C. Then
H{zT : z ∈ C} is a dense Gδ-set.
Corollary 1.10. Let X be a separable Fréchet space, T ∈ L(X), 0 a < b∞ and T ∈ L(X).
Assume also that for any α,β ∈ R such that a < α < β < b, there exist a dense subset E of X
and a map S : E → E such that T Sx = x, α−nT nx → 0 and βnSnx → 0 for each x ∈ E. Then
H{zT : b−1 < |z| < a−1} is a dense Gδ-set.
Note that Corollary 1.8 gives an affirmative answer to Question BG, Corollary 1.9 contains
Theorem CM as a particular case, while Corollary 1.10 may be considered as an analog of the
Kitai criterion [17]. The above results on common hypercyclic vectors for scalar multiples of
a given operator may lead to an impression that for 0 < a < b < ∞ and a continuous linear
operator T on a Fréchet space, hypercyclicity of aT and bT implies the existence of common
hypercyclic vectors for the family {cT : a  c  b}. This impression is utterly false as follows
from the next theorem. For a continuous linear operator T on a topological vector space X, we
denote
MT = {c > 0: cT is hypercyclic}.
Theorem 1.11.
I. There exists S ∈ L(2) such that MS = {1,2}.
II. There exists T ∈ L(2) such that MT is an open interval, but any A ⊂ R+ for which the
family {cT : c ∈ A} has common hypercyclic vectors is of zero Lebesgue measure.
2. Yet another general criterion
Lemma 2.1. Let A be a set and X, Y and Ω be topological spaces such that Ω is compact. For
each a ∈ A let (ω, x) → Fa,ωx be a continuous map from Ω ×X to Y . For any ω ∈ Ω let Fω =
{Fa,ω: a ∈ A} treated as a family of continuous maps from X to Y . Denote U∗ =⋂ω∈Ω U(Fω).
Then
GV =
⋂
ω∈Ω
⋃
a∈A
F−1a,ω(V ) is open in X for any open subset V of Y. (2.1)
Moreover, for any base V of topology of Y ,
U∗ =
⋂
V∈V
GV . (2.2)
In particular, U∗ is a Gδ-set if Y is second countable.
Proof. Let x ∈ GV . Then for any ω ∈ Ω , there exists a(ω) ∈ A such that Fa(ω),ωx ∈ V . Conti-
nuity of the map ω → Fa,ωx implies that for each ω ∈ Ω , Wω = {α ∈ Ω: Fa(ω),αx ∈ V } is an
open neighborhood of ω in Ω . Since any Hausdorff compact space is regular, for any ω ∈ Ω ,
we can pick an open neighborhood W ′ω of ω in Ω such that, W ′ω ⊆ Wω. Since {W ′ω: ω ∈ Ω} is
an open covering of the compact space Ω , there are ω1, . . . ,ωn ∈ Ω such that Ω =⋃nj=1 W ′ωj .
Continuity of the map (α, z) → Fa,αz and compactness of W ′ imply that for any j ∈ {1, . . . , n},ω
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U =⋂nj=1 Uj . Since Ω =⋃nj=1 W ′ωj , for any z ∈ U and ω ∈ Ω , there exists j ∈ {1, . . . , n} such
that Fa(ωj ),ωz ∈ V . Hence U ⊆ GV . Thus any point of GV is interior and therefore GV is open.
The equality (2.2) follows immediately from the definition of U∗. 
The main tool in the proof of Theorem 1.2 is the following criterion. It is a simultaneous
generalization of results by Chan and Sanders [8, Theorem 2.1] and Grosse-Erdmann [14, Theo-
rem 1]. The latter is exactly the next proposition in the case when Ω is a singleton.
Proposition 2.2. Let A be a set and X,Y,Ω be topological spaces such that X is Baire, Y is
second countable and Ω is compact. For each a ∈ A, let (ω, x) → Fa,ωx be a continuous map
from Ω × X to Y . Let Fω = {Fa,ω: a ∈ A} for ω ∈ Ω and U∗ =⋂ω∈Ω U(Fω). Then U∗ is a
Gδ-subset of X. Moreover, the following conditions are equivalent.
(2.2.1) U∗ is dense in X.
(2.2.2) For any non-empty open set U in X and any non-empty open set V in Y , there exists
x ∈ U such that V ∩ {Fa,ωx: a ∈ A} 
= ∅ for each ω ∈ Ω .
Proof. Let V be a countable base of the topology of Y . By Lemma 2.1, U∗ is a Gδ-set. Assume
that (2.2.2) is satisfied. For any V ∈ V and n ∈ N, condition (2.2.2) implies that GV defined by
(2.1) is dense in X. By Lemma 2.1, each GV is a dense open subset of X. Since X is Baire,
(2.2) implies that U∗ is a dense Gδ-subset of X. Hence (2.2.2) implies (2.2.1). Next, assume that
(2.2.1) is satisfied and U , V are non-empty open subsets of X and Y respectively. Since U∗ is
dense in X, there is x ∈ U∗ ∩U . Let ω ∈ Ω . Since x ∈ U(Fω), there is a ∈ A such that Fa,ωx ∈ V .
Hence (2.2.2) is satisfied. 
Using Proposition 2.2 and the fact that in a Baire topological space the class of dense Gδ sets
is closed under countable intersections, we immediately obtain the following corollary.
Corollary 2.3. Let A be a set and X,Y,Ω be topological spaces such that X is Baire, Y is
second countable and Ω is the union of its compact subsets Ωn for n ∈ N. For each a ∈ A, let
(ω, x) → Fa,ωx be a continuous map from Ω × X to Y . Let Fω = {Fa,ω: a ∈ A} for ω ∈ Ω
and U∗ =⋂ω∈Ω U(Fω). Then U∗ is a Gδ-subset of X. Moreover, the following conditions are
equivalent.
(2.3.1) U∗ is dense in X.
(2.3.2) For each n ∈ N, any non-empty open set U in X and any non-empty open set V in Y ,
there exists x ∈ U such that V ∩ {Fa,ωx: a ∈ A} 
= ∅ for each ω ∈ Ωn.
Recall that if X is a topological vector space, A is a set and {fn}n∈Z+ is a sequence of maps
from A to X, then we say that fn uniformly converges to 0 on A if for any neighborhood W of 0
in X, there is n ∈ Z+ such that fk(a) ∈ W for any a ∈ A and any k  n.
Definition 2.4. Let X and Y be topological vector spaces, A be a set and Ω be a topological
space. We use the symbol
LΩ,A(X,Y )
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L(X,Y ) for each (ω, a,n) ∈ Ω × A × Z+ and the map (ω, x) → Tω,a,nx from Ω × X to X is
continuous for any (a,n) ∈ A × Z+. If T ∈ LΩ,A(X,Y ) is fixed, Λ ⊆ Z+, u ∈ X and U is a
subset of Y , we denote
M(u,Λ,U) = {ω ∈ Ω: Tω,a,nu ∈ U for some n ∈ Λ and a ∈ A}. (2.3)
Proposition 2.5. Let A be a set, X be a Baire topological vector space, Y be a separable metriz-
able topological vector space, Ω be a compact topological space and T ∈ LΩ,A(X,Y ) be such
that
(2.5.1) E = {x ∈ X: Tω,a,nx → 0 as n → ∞ uniformly on Ω ×A} is dense in X;
(2.5.2) for any non-empty open subset U of Y , there exist m ∈ N and compact subsets
Ω1, . . . ,Ωm of Ω such that Ω =⋃mj=1 Ωj and for any j ∈ {1, . . . ,m}, l ∈ Z+ and a
neighborhood W of 0 in X, there are a finite set Λ ⊂ Z+ and u ∈ W for which minΛ l
and Ωj ⊆ M(u,Λ,U).
Then U∗ =⋂ω∈Ω U(Fω) is a dense Gδ-subset of X, where Fω = {Tω,a,n: a ∈ A, n ∈ Z+}.
Proof. Let U0 be a non-empty open subset of X and U be a non-empty open subset of Y . Pick
y0 ∈ U and a neighborhood W of zero in Y such that y0 + W + W ⊆ U . Then V = y0 +W is a
non-empty open subset of Y and V +W ⊆ U . According to (2.5.2), there exist compact subsets
Ω1, . . . ,Ωm of Ω such that Ω =⋃mj=1 Ωj and
for any j ∈ {1, . . . ,m}, l ∈ Z+ and any neighborhood W1 of 0 in X, there are
a finite set Λ ⊂ Z+ and u ∈ W1 such that minΛ l and Ωj ⊆ M(u,Λ,V ). (2.4)
We shall construct inductively u0, . . . , um ∈ E ∩ U0 and finite sets Λ1, . . . ,Λm ⊂ Z+ such that
for 0 j m,
Ωp ⊆ M(uj ,Λp,U) for 1 p  j. (2.5)
By (2.5.1), the linear space E is dense in X. Hence we can pick u0 ∈ U0 ∩ E, which will serve
as the basis of induction. Assume now that 1  q  m and u0, . . . , uq−1 ∈ E ∩ U0 and finite
subsets Λ1, . . . ,Λq−1 of Z+ satisfying (2.5) with 0  j  q − 1 are already constructed. We
shall construct uq ∈ E ∩ U0 and a finite subset Λq of Z+ satisfying (2.5) with j = q . Consider
the set
G = {u ∈ X: Ωp ⊆ M(u,Λp,U) for 1 p  q − 1}.
Since Ωp are compact and U is open, Lemma 2.1 implies that G is open in X. According to
(2.5) with j = q − 1, uq−1 ∈ G. Since uq−1 ∈ E, there exists l ∈ Z+ such that
Tω,a,nuq−1 ∈ W for any n l and any (ω, a) ∈ Ω ×A. (2.6)
140 S. Shkarin / Journal of Functional Analysis 258 (2010) 132–160Since uq−1 ∈ G ∩ U0, and G ∩ U0 is open in X, W1 = (G ∩ U0) − uq−1 is a neighborhood of 0
in X. According to (2.4), there exists a finite subset Λq of Z+ such that
minΛq  l and G1 =
{
u ∈ W1: Ωq ⊆ M(u,Λq,V )
} 
= ∅.
By Lemma 2.1, G1 is open in X. Since E is dense in X, we can pick u ∈ G1 ∩ E. Denote
uq = uq−1 + u. We shall see that uq and Λq satisfy (2.5) with j = q .
Since uq−1, u ∈ E and E is a linear space, we have uq ∈ E. Since u ∈ W1 = (G ∩ U0) −
uq−1, we get uq ∈ G ∩ U0. In particular, uq ∈ U0 ∩ E and uq ∈ G. By definition of G, Ωp ⊆
M(uq,Λp,U) for 1 p  q −1. Since u ∈ G1, for any ω ∈ Ωq , there exist nω ∈ Λq and aω ∈ A
such that Tω,aω,nωu ∈ V . Since nω ∈ Λq and minΛq  l, we have nω  l. According to (2.6),
Tω,aω,nωuq−1 ∈ W . The equality uq = uq−1 + u and linearity of Tω,aω,nω imply Tω,aω,nωuq ∈
V + W ⊆ U . Since ω ∈ Ωq is arbitrary, Ωq ⊆ M(uq,Λq,U). This completes the proof of (2.5)
for j = q and the inductive construction of u0, . . . , um and Λ1, . . . ,Λm satisfying (2.5).
Since Ω is the union of Ωj with 1  j  m, (2.5) for j = m implies that um ∈ U0 and
Ω = M(um,Z+,U). That is, for any ω ∈ Ω there are a ∈ A and n ∈ Z+ such that Tω,a,num ∈ U .
Since U0 and U are arbitrary non-empty open subsets of X and Y respectively, condition (2.2.2)
is satisfied. By Proposition 2.2, U∗ is a dense Gδ-subset of X. 
Since for any δ > 0, any compact interval of the real line is the union of finitely many intervals
of length  δ, we immediately obtain the following corollary.
Corollary 2.6. Let A be a set, X be a Baire topological vector space, Y be a separable metrizable
topological vector space, Ω be a compact interval of R and T ∈ LΩ,A(X,Y ) be such that (2.5.1)
is satisfied and
(2.6.2) for any non-empty open subset U of Y , there exists δ > 0 such that for any compact
interval J ⊆ Ω of length  δ, l ∈ Z+ and a neighborhood W of 0 in X, there exist a
finite set Λ ⊂ Z+ and u ∈ W for which minΛ l and J ⊆ M(u,Λ,U).
Then U∗ =⋂ω∈Ω U(Fω) is a dense Gδ-subset of X, where Fω = {Tω,a,n: a ∈ A, n ∈ Z+}.
3. Operator groups with the Runge property
In this section we prove a statement more general than of Theorem 1.2.
Definition 3.1. Let X be a locally convex topological vector space and {Tz}z∈C be an operator
group. That is, Tz ∈ L(X) for each z ∈ C, T0 = I and Tz+w = TzTw for any z,w ∈ C. We say that
{Tz}z∈C has the Runge property if for any continuous seminorm p on X there exists c = c(p) > 0
such that for any finite set S of complex numbers satisfying |z − z′| c for z, z′ ∈ S, z 
= z′, any
ε > 0 and {xz}z∈S ∈ XS , there is x ∈ X such that p(Tzx − xz) < ε for each z ∈ S.
Lemma 3.2. For each a ∈ C let Ta ∈ L(H(C)) be the translation operator Tf (z) = f (z − a).
Then the group {Ta}a∈C has the Runge property.
Proof. Let p be a continuous seminorm on H(C). Then there exists a > 0 such that p(f ) q(f )
for each f ∈ H(C), where q(f ) = a max|z|a |f (z)|. Take any c > 2a. We shall show that c
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that |z− z′| c for z, z′ ∈ S, z 
= z′ and {fz}z∈S ∈ H(C)S . For each z ∈ S consider the disk Dz =
{w ∈ C: |z + w|  a} and let D =⋃z∈S Dz. Since |z − z′|  c for z, z′ ∈ S, z 
= z′, the closed
disks Dz are pairwise disjoint. It follows that C\D is connected. By the classical Runge theorem,
any function holomorphic in a neighborhood of the compact set D can be with any prescribed
accuracy uniformly on D approximated by a polynomial. Thus there is a polynomial f such that
supw∈Dz |f (w)−fz(z+w)| < ε/a for any z ∈ S. Equivalently, sup|w|a |f (w−z)−fz(w)| < δ
for any z ∈ S. Using the definitions of Tz and q , we obtain p(Tzf − fz) q(Tzf − fz) < ε for
each z ∈ S. 
It is also easy to show that the translation group satisfies the Runge property when acting on
the Fréchet space C(C) of continuous functions f : C → C with the topology of uniform con-
vergence on compact sets. Recall that an operator semigroup {Tt } is called strongly continuous
if the map (t, x) → Ttx is separately continuous.
Theorem 3.3. Let X be a separable Fréchet space and {Tz}z∈C be a strongly continuous operator
group on X with the Runge property. Then the family {aTb: a ∈ K, b ∈ C} has a dense Gδ-set
of common hypercyclic vectors.
According to Lemma 3.2, Theorem 1.2 is a particular case of Theorem 3.3. The rest of this
section is devoted to the proof of Theorem 3.3. We need a couple of technical lemmas.
Lemma 3.4. For each δ,C > 0, there is R > 0 such that for any n ∈ N, there exists a finite set
S ⊂ C such that |z| ∈ N and nR + c  |z|  (n + 1)R − c for any z ∈ S, |z − z′|  c for any
z, z′ ∈ S, z 
= z′ and for each w ∈ T, there exists z ∈ S such that |w − z|z| | < δ/|z|.
Proof. Without loss of generality, we may assume that 0 < δ < 1. Pick m ∈ N such that 2m c
and h ∈ N such that h (40 · m)/δ. We shall show that R = hm satisfies the desired condition.
Pick n ∈ N and consider k = k(n) ∈ N defined by the formula k = [π(n+1)m2δn ] + 1, where [t] is
the integer part of t ∈ R. For 1 j  k let nj = nR + 2jm. Clearly nj are natural numbers and
n1 = nR + 2m nR + c. On the other hand, nk = nR + 2mk  (n+ 1)R − 2m. Indeed, the last
inequality is equivalent to 2(k + 1)  h, which is an easy consequence of the two inequalities
h > (40 ·m)/δ and k + 1 π(n+1)m2δn + 2 πmδ + 2. Thus,
nR + c n1  nj  nk  (n+ 1)R − 2m (n+ 1)R − c for 1 j  k. (3.1)
Now we can define a finite set S of complex numbers in the following way:
S = {zj,l : 1 j  k, 0 l  2nh− 1}, where zj,l = nj exp
(
πi(lk + j)
nhk
)
(3.2)
and exp(z) stands for ez. Clearly for each zj,l ∈ S, we have |zj,l | = nj ∈ N. Moreover, according
to (3.1), nR + c |z| (n+ 1)R − c for any z ∈ S. Next, let z, z′ ∈ S and z 
= z′. Then z = zj,l
and z′ = zp,q for 1 j,p  k, 0 l, q  2nh − 1 and (j, l) 
= (p, q). If j 
= p, then |z − z′|
||z| − |z′|| = |nj − np| = 2m|j − p| 2m c. If j = p, then l 
= q and
|z − z′| = nj
∣∣∣∣exp(πil)− exp(πiq)∣∣∣∣ nj ∣∣∣∣exp(πi)− 1∣∣∣∣= 2nj sin( π ).nh nh nh 2nh
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π
for 0  x  π/2, the inequality nj > nR and the equality R = hm
imply |z− z′| 4πnj2πnh = 2njnh > 2nRnh = 2m c. Thus |z− z′| c for any z, z′ ∈ S, z 
= z′. Finally,
consider the set Σ = {z/|z|: z ∈ S}. Clearly
Σ =
{
exp
(
πi(lk + j)
nhk
)
:
1 j  k,
0 l  2nh− 1
}
=
{
exp
(
πij
nhk
)
: 1 j  2nhk
}
= {z ∈ C: z2nhk = 1}.
It immediately follows that
sup
w∈T
min
z∈Σ |w − z| =
∣∣∣∣1 − exp( πi2nhk
)∣∣∣∣= 2 sin( π4nhk
)
 π
2nhk
= πm
2nRk
.
Since k > π(n+1)m2δn , we get supw∈T minz∈Σ |w − z| < δ(n + 1)−1R−1. That is, for any w ∈ T,
there exists z ∈ S such that |w− z|z| | < δR(n+1) . Since |z| <R(n+1), we obtain |w− z|z| | < δ/|z|,
which completes the proof. 
Lemma 3.5. Let X be a locally convex topological vector space and {Tz}z∈C be an operator
group on X such that the map (u,h) → Thu from X×C to X is continuous. Let also x ∈ X and p
be a continuous seminorm on X. Then there exist a continuous seminorm q on X and δ > 0 such
that p  q and for any a ∈ R, w ∈ T, n ∈ N and y ∈ X satisfying q(x − eanTwny) < 1, we have
p(x − ebnTzny) < 1 whenever b ∈ R and z ∈ T are such that |a − b| < δ/n and |w − z| < δ/n.
Proof. Since the map (u,h) → Thu from X × C to X is continuous, there is θ > 0 and a con-
tinuous seminorm q on X such that p(x − Thx)  1/4 and p(Thu)  q(u)/4 for any u ∈ X
whenever |h|  θ . In particular, p(u)  q(u)/4  q(u) for each u ∈ X. Pick r ∈ (0, θ) and as-
sume that a, b ∈ R, w,z ∈ T, n ∈ N and y ∈ X are such that q(x − eanTwny) < 1, |a − b| < r/n
and |w − z| < r/n. Then p(eanTwny) q(eanTwny) q(x) + 1. Since |a − b| < r/n, we have
|e(b−a)n − 1| < er − 1. Hence
p
(
ebnTwny − eanTwny
)= ∣∣e(b−a)n − 1∣∣p(eanTwny) (er − 1)(q(x)+ 1). (3.3)
Since |nw − nz| < r < θ and p(Thu) q(u)/4 for any u ∈ X whenever |h| θ , we have
p
(
T(z−w)nx − eanTzny
)= p(T(z−w)n(x − eanTwny)) q(x − eanTwny)/4 < 1/4.
Since |(z − w)n| < r < θ , we get p(x − T(z−w)nx)  1/4. Using this inequality together with
the last display and the triangle inequality, we obtain p(x − eanTzny) 1/2. The latter together
with (3.3) and the triangle inequality gives p(x − ebnTzny) < (er − 1)(q(x) + 1) + 1/2. Hence
any δ ∈ (0, θ) satisfying (eδ − 1)(q(x)+ 1) < 1/2, satisfies also the desired condition. 
3.1. Proof of Theorem 3.3
By Theorems LM and CMP, H(bTa) = H(b′Ta′) if |b| = |b′| and a/a′ ∈ R+. Hence the set of
common hypercyclic vectors of the family {aTb: a ∈ K, b ∈ C} coincides with the set G of
common hypercyclic vectors for the family {ebTa: (a, b) ∈ T×R}. Thus it remains to show that
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that
for any non-empty open subsets U and V of X, there is y ∈ U such that
for any a ∈ T and b ∈ [−d, d] there is n ∈ N for which ebnTany ∈ V. (3.4)
Pick a continuous seminorm p on X and u,x ∈ X such that {y ∈ X: p(u − y) < 1} ⊆ U and
{y ∈ X: p(x − y) < 1} ⊆ V . By the uniform boundedness principle [21], strong continuity of
{Tz}z∈C implies that the map (z, v) → Tzv from C×X to X is continuous. By Lemma 3.5, there
is a continuous seminorm q on X and δ > 0 such that p(v) q(v) for any v ∈ X and
for any a, b ∈ R, w, z ∈ T, n ∈ N and y ∈ X satisfying q(x − eanTwny)< 1,
|a − b| < δ/n and |w − z| < δ/n, we have p(g − ebnTzny)< 1. (3.5)
Since {Tz}z∈C has the Runge property, there is c > 0 such that
for any finite set S ⊂ C with |z − z′| c for z, z′ ∈ S, z 
= z′, any ε > 0 and any
{xz}z∈S ∈ XS, there exists y ∈ X such that q(Tzy − xz) < ε for any z ∈ S. (3.6)
Let R > 0 be the number provided by Lemma 3.4 for the just chosen δ and c. By Lemma 3.4,
for each n ∈ N there is a finite set Sn ⊂ C such that |z| ∈ N and nR + c |z| (n+ 1)R − c for
any z ∈ Sn, |z − z′|  c for any z, z′ ∈ Sn, z 
= z′ and for each w ∈ T, there is z ∈ Sn such that
|w − z|z| | < δ|z| . Since
∑∞
n=1 n−1 = ∞, we can pick d1, . . . , dk ∈ [−d, d] for which
[−d, d] ⊆
k⋃
n=1
(
dn − δR
−1
n+ 1 , dn +
δR−1
n+ 1
)
. (3.7)
Let S =⋃kn=1 Sn and Λ = S ∪ {0}. It is straightforward to see that Λ is a finite set, |z| ∈ Z+
for any z ∈ Λ and |z − u| c for any z,u ∈ Λ, z 
= u. Let N = max{|z|: z ∈ Λ} and ε = d−N .
By (3.6), there is y ∈ X such that q(u − y) < ε and q(Tzy − e−cn|z|x) < ε for each z ∈ S. Then
p(u − y)  q(u − y) < ε < 1 and therefore f ∈ U . By definition of ε, q(x − ecn|z|Tzy) < 1
for each z ∈ S. Let now a ∈ T and b ∈ [−d, d]. According to (3.7), there is n ∈ {1, . . . , k} such
that |b − dn| < δR−1n+1 . By the mentioned property of the set Sn, we can choose z ∈ Sn such that
|a − z|z| | < δ|z| . Since |z| < R(n + 1), we have |b − dn| < δ|z| . By (3.5), p(x − eb|z|Ta|z|y) < 1.
Hence eb|z|Ta|z|f ∈ V , which completes the proof of (3.4) and that of Theorem 3.3.
4. Scalar multiples of a fixed operator
In this section we shall prove Theorems 1.6 and 1.7 as well as Corollaries 1.8, 1.9 and 1.10.
Recall that a subset A of a vector space is called balanced if zx ∈ A for any x ∈ A and z ∈ K
satisfying |z| 1. It is well known that any topological vector space has a base of open neighbor-
hoods of zero consisting of balanced sets. For two subsets A,B of a vector space X we say that
A absorbs B if there exists c > 0 such that B ⊆ zA for any z ∈ K satisfying |z| c. Obviously,
if A is balanced, then A absorbs B if and only if there is c > 0 for which B ⊆ cA.
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there exist a non-empty open subset V of X and a balanced neighborhood W of zero in X such
that V +W ⊆ U and W absorbs V .
Proof. Pick u ∈ U and a balanced neighborhood W0 of zero in X such that u + W0 + W0 +
W0 ⊆ U . Denote V = u + W0 and W = W0 + W0. Clearly V is a non-empty open subset of X,
W is a balanced neighborhood of 0 in X and V + W = u + W0 + W0 + W0 ⊆ U . Since W0 is a
neighborhood of 0 in X, we can pick c  1 such that u ∈ cW0. Since W0 is balanced and c  1,
W0 ⊆ cW0 and therefore V = u+ W0 ⊆ cW0 +W0 ⊆ c(W0 +W0) = cW . Since W is balanced,
W absorbs V . 
To any continuous linear operator T on a complex topological vector space X there corre-
sponds T ∈ LR,T(X,X) defined by the formula Tt,w,nx = wetnT nx. We will use the symbol
M(T,u,Λ,U) to denote the sets defined in (2.3) for T. In other words, for Λ ⊆ Z+, t ∈ R,
u ∈ X and a subset U of X, we write
M(T,u,Λ,U) = {t ∈ R: wetnT nu ∈ U for some n ∈ Λ and w ∈ T}.
Lemma 4.2. Let X be a complex topological vector space, W be a balanced neighborhood of 0
in X, c > 0, k ∈ N and δ ∈ (0, (2ck)−1]. Then for any m ∈ N, any α ∈ [−c, c], any w ∈ T, any
neighborhood W0 of zero in X and any x ∈ cW such that T kx = we−αkx, there exist u ∈ W0 and
a finite set Λ ⊂ N such that minΛm and [α + δ,α + 2δ] ⊆ M(T,u,Λ,x +W).
Proof. Let α ∈ [−c, c], w ∈ T and any x ∈ cW be such that T kx = we−αkx. For each p ∈ N
consider up = e−2δkpx. Since T kx = we−αkx, we see that for 0 j  p,
T (p+j)kup = e−α(p+j)ke−2δkpwp+j x = exp
(
−(p + j)k
(
α + 2pδ
p + j
))
wp+j x.
That is,
wje
(p+j)kθj T (p+j)kup = x for 1 j  p, where θj = α + 2δp
p + j and wj = w
−p−j ∈ T.
(4.1)
Let now 0 l  p − 1 and θ ∈ [θl+1, θl]. Since
e(p+l)kθT (p+l)kup = e(p+l)k(θ−θl)e(p+l)kθl T (p+l)kup,
using (4.1) with j = l, we obtain
wle
(p+l)kθT (p+l)kup = e(p+l)k(θ−θl)x = x +
(
e(p+l)k(θ−θl) − 1)x.
Taking into account that −(θl − θl+1) θ − θl  0 and using the inequality 0 1 − e−t  t for
t  0, we see that |e(p+l)k(θ−θl ) − 1| (p+ l)k(θl − θl+1). This inequality, the inclusion x ∈ cW
the last display and the fact that W is balanced imply that
wle
(p+l)kθT (p+l)kup ∈ x + c
∣∣e(p+l)k(θ−θl) − 1∣∣W ⊆ x + c(p + l)k(θl − θl+1)W.
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according to the above display, wle(p+l)kθT (p+l)kup ∈ x + W whenever θ ∈ [θl+1, θl]. It fol-
lows that [θl+1, θl] ⊆ M(T,up,Λp,x + W) for 0  l  p − 1, where Λp = {(p + j)k: 0 
j  p}. Since the sequence {θj }0jp decreases, θ0 = α + 2δ and θp = α + δ, we see that
[α + δ,α + 2δ] =⋃p−1l=0 [θl+1, θl]. Since [θl+1, θl] ⊆ M(T,up,Λp,x + W) for 0  l  p − 1,
we have [α + δ,α + 2δ] ⊆ M(T,up,Λp,x + W) for any p ∈ N. Clearly minΛp = pk → ∞
and up = e−2δkpx → 0 in X as p → ∞. Thus we can pick p ∈ N such that minΛp > m and
up ∈ W0. Then u = up and Λ = Λp for such a p satisfy all desired conditions. 
We shall prove a statement more general than Theorem 1.6.
Theorem 4.3. Let X be a separable complex F -space, T ∈ L(X) and 0 a < b ∞. Assume
also that the following condition is satisfied.
(4.3.1) For any compact interval J ⊂ (a, b) and any non-empty open subset V of X, there exist
k = k(J,V ) ∈ N and a dense subset C = C(J,V ) of J such that
V ∩
⋃
w∈T
ker
(
T k −wckI) 
= ∅ for each c ∈ C.
Then H{zT : b−1 < |z| < a−1} is a dense Gδ-set.
Proof. Let α0, α,β ∈ R be such that b−1 < eα0 < eα < eβ < a−1. For each ω ∈ [α,β] consider
the family Fω = {zeωnT n: z ∈ T, n ∈ Z+}. We shall apply Corollary 2.6 with A = T, Tω,a,n =
aeωnT n and Ω = [α,β]. First, pick a compact interval J ⊂ (a, e−β). For each non-empty open
subset V0 of X, we can use (4.3.1) to find x ∈ V0, k ∈ N, r ∈ J and w ∈ T such that T kx = wrkx.
The latter equality implies that x is a sum of finitely many eigenvectors of T corresponding to
eigenvalues λj with |λj | = r < e−β . Hence eβnT nx → 0 as n → ∞. Since V0 is an arbitrary
non-empty open subset of X and x ∈ V0, we see that the space E = {x ∈ X: eβnT nx → 0} is
dense in X. It immediately follows that
for any x ∈ E, zeωnT nx → 0 as n → ∞ uniformly for (z,ω) ∈ T× [α,β].
Hence (2.5.1) is satisfied. Let now U be a non-empty open subset of X. By Lemma 4.1, there
exist a balanced neighborhood W of zero in X and a non-empty open subset V of X such that
V +W ⊆ U and W absorbs V . Since W absorbs V , there is c > 0 such that V ⊆ cW . According
to (4.3.2), we can pick k ∈ N and a dense subset R of [α0, β] for which
V ∩
⋃
w∈T
ker
(
T k −we−rkI) 
= ∅ for any r ∈ R. (4.2)
Let δ0 = min{(2ck)−1, α − α0} and r ∈ R. By (4.2), we can pick wr ∈ T and xr ∈ V ⊆ cW
such that T kxr = wr−rkxr . By Lemma 4.2, for any neighborhood W0 of zero in X and any
m ∈ N, there exist u ∈ W0 and a finite set Λ ⊂ N satisfying minΛm and [r + δ0, r + 2δ0] ⊆
M(T,u,Λ,xr + W). Pick δ ∈ (0, δ0). Since R is dense in [α0, β] and δ0  α − α0, it is easy to
see that each compact interval J ⊆ [α,β] of length at most δ is contained in [r + δ0, r + 2δ0] for
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of zero in X and any m ∈ N, there exist r ∈ R, u ∈ W0 and a finite set Λ such that minΛm and
J ⊆ M(T,u,Λ,xr + W). The latter inclusion means that for each t ∈ J , there exist wt ∈ T and
nt ∈ Λ such that wtT nt u ∈ xr +W . Since xr ∈ V and V +W ⊆ U , we get wtT nt u ∈ U . That is,
for any compact interval J ⊆ [α,β] of length at most δ, any neighborhood W0 of zero in X and
any m ∈ N, there exist u ∈ W0 and a finite set Λ such that minΛm and J ⊆ M(T,u,Λ,U).
Thus (2.6.2) is also satisfied. By Corollary 2.6,
Hα,β =
⋂
ω∈[α,β]
U(Fω) is a dense Gδ-subset of X whenever b−1 < eα < eβ < a−1.
By Theorem LM, U(Fω) = H(zeωT ) for any ω ∈ R and z ∈ T. Hence Hα,β = H{zT : eα 
|z|  eβ}. From the above display it now follows that H{zT : b−1 < |z| < a−1} is a dense Gδ-
subset of X as the intersection of a countable family of dense Gδ-sets. 
4.1. Proof of Theorem 1.6
We shall prove Theorem 1.6 by means of applying Theorem 4.3. To do this it suffices to
demonstrate that (4.3.1) is satisfied. Let J ⊂ (a, b) be a compact interval and V be a non-empty
open subset of X. For any k ∈ N let Ok = {c ∈ (a, b): Fk,c ∩ V 
= ∅}. By (1.6.2), Ok are open
subsets of (a, b). According to (1.6.3), {Ok: k ∈ N} is an open covering of (a, b). Since J is
compact, we can pick k1, . . . , kn ∈ N such that J ⊆⋃nj=1 Okj . By (1.6.4), there is k ∈ N for
which
⋃n
j=1 Fkj ,c ⊆ Fk,c for any c ∈ (a, b). Hence Ok ⊇
⋃n
j=1 Okj ⊇ J . It follows that for any
c ∈ J , there is x ∈ Fk,c ∩V . According to (1.6.1), there is w ∈ T for which x ∈ ker(T k −wckI).
Thus V ∩⋃w∈T ker(T k − wckI) 
= ∅ for any c ∈ J . That is, (4.3.1) is satisfied with C = J . It
remains to apply Theorem 4.3 to conclude the proof of Theorem 1.6.
4.2. Proof of Theorem 1.7
Recall that a map h from a topological space X to a topological space Y is called open if
h(U) is open in Y for any open subset U of X. Recall also that a subset A of a connected open
subset U of Cm is called a set of uniqueness if any holomorphic function ϕ : U → C vanishing
on A is identically zero. The following lemma contains few classical results that can be found in
virtually any book on complex analysis.
Lemma 4.4. Let m ∈ N and U be a connected open subset of Cm. Then any non-empty open
subset of U is a set of uniqueness and any non-constant holomorphic map ϕ : U → C is open.
Moreover, if m = 1, then any subset of U with at least one limit point in U is a set of uniqueness.
We need the following generalization of the last statement of Lemma 4.4 to the case m > 1.
Although it is probably known, the author was unable to locate a reference.
Lemma 4.5. Let m ∈ N, U be a connected open subset of Cm, ϕ : U → C be a non-constant
holomorphic map and A be a subset of C with at least one limit point in ϕ(U). Then ϕ−1(A) is
a set of uniqueness. In particular, if a = infz∈U |ϕ(z)|, b = supz∈U |ϕ(z)|, c ∈ (a, b) and G is a
dense subset of T, then ϕ−1(cG) is a set of uniqueness.
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that f |ϕ−1(A) = 0. Let a ∈ ϕ(U) be a limit point of A and w ∈ U be such that ϕ(w) = a. Pick
a convex open subset V of Cm such that w ∈ V ⊆ U . For any complex one-dimensional linear
subspace L of Cm, VL = (w+L)∩V can be treated as a convex open subset of C. If ϕL = ϕ|VL
is non-constant, then by Lemma 4.4, ϕL : VL → C is open. Since a = ϕ(w) is a limit point of A,
it follows that w is a limit point of ϕ−1L (A). Using the one-dimensional uniqueness theorem, we
see that ϕ−1L (A) is a set of uniqueness in VL. Since f vanishes on ϕ−1(A) ⊇ ϕ−1L (A), f |VL = 0.
On the other hand, if ϕL is constant, then (ϕ − a)|VL = 0. Since L is arbitrary, we have
f (ϕ − a)|V = 0. Since V , being a non-empty open subset of U , is a set of uniqueness, we
have f · (ϕ − a) = 0. Since f 
≡ 0, there is a non-empty open subset W of U such that f (z) 
= 0
for any z ∈ W . The equality f · (ϕ − a) = 0 implies that ϕ(z) = a for any z ∈ W . Since W is a
set of uniqueness, ϕ ≡ a. We have arrived to a contradiction. Thus ϕ−1(A) is a set of uniqueness.
Assume now that a = infz∈U |ϕ(z)|, b = supz∈U |ϕ(z)|, c ∈ (a, b) and G is a dense subset of T.
Since U is connected cT ∩ ϕ(U) 
= ∅. Since ϕ is open, the set ϕ(U) is open in C. Thus density
of G in T implies that cG∩ ϕ(U) is dense in cT∩ ϕ(U), which is an open subset of cT. Hence
cG has plenty of limit points in ϕ(U) and it remains to apply the first part of the lemma. 
We shall prove Theorem 1.7 by means of applying Theorem 1.6. First, note that density of
span{f (z): z ∈ U} implies separability of X. Let
Fk,c = span
{
f (z): z ∈ U, ϕ(z)k = ck} for k ∈ N and c ∈ (a, b).
In order to apply Theorem 1.6 it suffices to verify that the map (k, c) → Fk,c satisfies conditions
(1.6.1)–(1.6.4). First, from the equality Tf (z) = ϕ(z)f (z) it follows that T kx = ckx for any
x ∈ Fk,c . Hence (1.6.1) is satisfied. Clearly Fk,c ⊆ Fm,c whenever k is a divisor of m. Hence for
any c ∈ (a, b) and any k1, . . . , kn ∈ N, Fkj ,c ⊆ Fk,c for 1 j  n, where k = k1 · · · · · kn. Thus
(1.6.4) is satisfied. It is easy to see that
Fc =
∞⋃
k=1
Fk,c = span
{
f (z): ϕ(z) ∈ cG}, where G = {z ∈ T: zk = 1 for some k ∈ N}.
In order to prove (1.6.3), we have to show that Fc is dense in X. Assume the contrary. Since Fc
is a vector space and X is locally convex, we can pick g ∈ X∗ such that g 
= 0 and g(x) = 0 for
each x ∈ Fc. In particular, g(f (z)) = 0 whenever ϕ(z) ∈ cG. By Lemma 4.5, ϕ−1(cG) is a set
of uniqueness. Since the holomorphic function g ◦ f vanishes on ϕ−1(cG), it is identically zero.
Hence g(f (z)) = 0 for any z ∈ U , which contradicts the density of span{f (z): z ∈ U} in X.
This contradiction completes the proof of (1.6.3). It remains to verify (1.6.2). Let k ∈ N, V be
a non-empty open subset of X and G = {c ∈ (a, b): Fk,c ∩ V 
= ∅}. We have to show that G is
open in R. Let c ∈ G. Then there exist z1, . . . , zn ∈ U and λ1, . . . , λn ∈ C such that ϕ(zj )k = ck
for 1  j  n and
∑n
j=1 λjf (zj ) ∈ V . Since f is continuous, we can pick ε > 0 such that
zj + εDm ⊂ U for 1  j  n and ∑nj=1 λjf (wj ) ∈ V for any choice of wj ∈ zj + εDm. By
Lemma 4.4, ϕ is open and therefore there exists δ > 0 such that ϕ(zj )+ cδD ⊆ ϕ(zj + εDm) for
1 j  n. In particular, since |ϕ(zj )| = c, we see that (1 − δ,1 + δ)ϕ(zj ) ⊂ ϕ(zj + εD) for 1
j  n. Hence for each s ∈ (1 − δ,1 + δ), we can pick w1, . . . ,wn ∈ U such that wj ∈ zj + εDm
and ϕ(wj ) = sϕ(zj ) for 1  j  n. Then ϕ(wj )k = skϕ(zj )k = (cs)k and ∑nj=1 λjf (wj ) ∈ V
since wj ∈ zj + εD. Hence cs ∈ G for each s ∈ (1 − δ,1 + δ) and therefore c is an interior point
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to apply Theorem 1.6 to conclude the proof of Theorem 1.7.
4.3. Proof of Corollary 1.8
Note that H∗ with the usual norm is a Banach space. Consider the map f : U → H∗ de-
fined by the formula f (z)(x) = x(z). It is straightforward to verify that f is holomorphic,
M∗ϕf (z) = ϕ(z)f (z) for each z ∈ U and span{f (z): z ∈ U} is dense in H∗. The latter is a
consequence of the fact that evaluation functionals separate points of H. Using Theorem 1.7,
we immediately obtain that G0 = H{zM∗ϕ : b−1 < |z| < a−1} is a dense Gδ-subset of H∗. Now
consider the map R : H → H∗, Rx(y) = 〈y, x〉, where 〈·,·〉 is the scalar product of the Hilbert
space H. According to the Riesz theorem, R is an R-linear isometric isomorphism (it happens
to be complex conjugate linear). It is also easy to see that R−1S∗R = S for any S ∈ L(H),
where S∗ is the dual of S and S is the Hilbert space adjoint of S. Hence G = R−1(G0), where
G = H{zMϕ : b−1 < |z| < a−1}. Since R is a homeomorphism from H onto H∗, G is a dense
Gδ-subset of H.
4.4. Proof of Corollary 1.9
Consider the map f : C → H(C) defined by the formula f (w)(z) = ewz. It is easy to see
that f is holomorphic, span{f (z): z ∈ C} is dense in H(C) and for each w ∈ C, ker(D −
wI) = span{f (w)}. In particular, Df (w) = wf (w) and using the equality TD = DT , we get
wTf (w) = DTf (w) for each w ∈ C. Hence Tf (w) ∈ ker(D − wI) = span{f (w)} for any
w ∈ C. Thus there exists a unique function ϕ : C → C such that Tf (w) = ϕ(w)f (w) for each
w ∈ C. Using the fact that f is holomorphic and each f (w) does not take value 0, one can
easily verify that ϕ is holomorphic. Moreover, since T is not a scalar multiple of identity, ϕ is
non-constant. By the Picard theorem, any non-constant entire function takes all complex values
except for maybe one. Hence infw∈C |ϕ(w)| = 0 and supw∈C |ϕ(w)| = ∞. By Theorem 1.7,
H{zT : z ∈ C} is a dense Gδ-subset of H(C).
4.5. Proof of Corollary 1.10
First, we consider the case K = C. Let a < α < β < b. By the assumptions, there is a dense
subset E of X and a map S : E → E such that T Sx = x, α−nT nx → 0 and βnSnx → 0 for
each x ∈ E. Let U = {w ∈ C: α < |w| < β}. Since X is locally convex and complete, the rela-
tions α−nT nx → 0 and βnSnx → 0 ensure that for each w ∈ U , the series ∑∞n=1 w−nT nx and∑∞
n=1 wnSnx converge in X for any x ∈ E. Thus we can define
ux,w = x +
∞∑
n=1
(
w−nT nx +wnSnx) for w ∈ U and x ∈ E.
Using the relations T Sx = x for x ∈ E and T ∈ L(X), one can easily verify that T ux,w = wux,w
for each x ∈ E and w ∈ U . Now we consider
Fk,c = span
{
ux,w: x ∈ E, wk = ck
}
for k ∈ N and c ∈ (α,β).
We shall show that Fk,c for k ∈ N and c ∈ (α,β) satisfy conditions (1.6.1)–(1.6.4). First, the
equality T ux,w = wux,w implies that T ky = cky for any y ∈ Fk,c. Hence (1.6.1) is satis-
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k1, . . . , kn ∈ N, Fkj ,c ⊆ Fk,c for 1  j  n, where k = k1 · · · · · kn. Thus (1.6.4) is satisfied. It
is easy to see that
Fc =
∞⋃
k=1
Fk,c = span{ux,w: x ∈ E, w ∈ cG}, where G =
{
z ∈ T: zk = 1 for some k ∈ N}.
In order to prove (1.6.3), we have to show that Fc is dense in X. Assume the contrary. Since Fc
is a vector space and X is locally convex, we can pick g ∈ X∗ such that g 
= 0 and g(y) = 0 for
each y ∈ Fc . Hence for any x ∈ E and w ∈ cG, we have fx(w) = 0, where fx(w) = g(ux,w). It
is easy to verify that for any x ∈ E, the function fx : U → C is holomorphic. Since fx vanishes
on cG, the uniqueness theorem implies that each fx is identically zero. On the other hand, the 0th
Laurent coefficient of fx is g(x). Hence g(x) = 0 for any x ∈ E. Since E is dense in X, we get
g = 0. This contradiction completes the proof of (1.6.3). It remains to verify (1.6.2). Let k ∈ N, V
be a non-empty open subset of X and G = {c ∈ (α,β): Fk,c ∩V 
= ∅}. We have to show that G is
open in R. Let c ∈ G. Then there exist x1, . . . , xn ∈ E and w1, . . . ,wn,λ1, . . . , λn ∈ C such that
wkj = ck for 1 j  n and
∑n
j=1 λjuxj ,wj ∈ V . Since for any fixed x ∈ E, the map w → ux,w is
continuous, there is δ > 0 such that ys ∈ V if |c − s| < δ, where ys =∑nj=1 λjuxj ,swj /c . On the
other hand, ys ∈ Ek,s for each s and therefore (c − δ, c + δ)∩ (α,β) ⊆ G. Hence c is an interior
point of G. Since c is an arbitrary point of G, G is open. This completes the proof of (1.6.2). By
Theorem 1.7, H{zT : β−1 < |z| < α−1} is a dense Gδ-set whenever a < α < β < b. Hence the
set of common hypercyclic vectors of the family {zT : b−1 < |z| < a−1} is a dense Gδ-subset of
X as a countable intersection of dense Gδ-sets. The proof of Corollary 1.10 in the case K = C is
complete.
Assume now that K = R. Let XC = X⊕ iX and TC(u+ iv) = T u+ iT v be complexifications
of X and T respectively. It is straightforward to see that TC satisfies the same conditions with
EC = E + iE and SC(u+ iv) = Su+ iSv taken as E and S. Corollary 1.10 in the complex case
implies that H0 = H{zTC: z ∈ C, b−1 < |z| < a−1} is a dense Gδ-subset of XC. Clearly H =
H{zT : z ∈ R, b−1 < |z| < a−1} contains the projection of H0 onto X along iX and therefore in
dense in X. The fact that H is a Gδ-subset of X follows from Corollary 2.3.
5. Counterexamples on hypercyclic scalar multiples
We find operators, whose existence is assured by Theorem 1.11 in the class of bilateral
weighted shifts on 2(Z). Recall that if w = {wn}n∈Z is a bounded sequence of non-zero scalars,
then the unique Tw ∈ L(2(Z)) such that Twen = wnen−1 for n ∈ Z, where {en}n∈Z is the canon-
ical orthonormal basis of the Hilbert space 2(Z), is called the bilateral weighted shift with the
weight sequence w. Hypercyclicity of bilateral weighted shifts was characterized by Salas [20],
whose necessary and sufficient condition is presented in a more convenient shape in [22].
Theorem S. Let Tw be a bilateral weighted shift on 2(Z). Then Tw is hypercyclic if and only if
for any k ∈ Z+,
lim
n→∞
(
w˜(k − n+ 1, k)+ w˜(k + 1, k + n)−1)= 0,
where w˜(a, b) =
b∏
|wj | for a, b ∈ Z, a  b. (5.1)
j=a
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infn∈Z |wn| > 0. In this case condition (5.1) can be rewritten in the following simpler form.
Theorem S′. Let Tw be an invertible bilateral weighted shift on 2(Z). Then Tw is hypercyclic if
and only if
lim
n→∞
(
w˜(−n,0)+ w˜(0, n)−1)= 0. (5.2)
5.1. Proof of Theorem 1.11, Part II
First, we prove few elementary lemmas. The following one generalizes the fact that the set of
hypercyclic vectors of a hypercyclic operator is dense.
Lemma 5.1. Let X be a topological vector space and A be a family of pairwise commuting
continuous linear operators on X. Then the set H(A) =⋂T ∈A H(T ) is either empty or dense
in X.
Proof. Let x ∈ H(A) and S ∈ A. We have to show that H(A) is dense in X. Since x is a hyper-
cyclic vector for S, O(S,x) = {Snx: n ∈ Z+} is dense in X and therefore S has dense range. Take
any T ∈ A. Since T S = ST , O(T ,Smx) = Sm(O(T ,x)) for each m ∈ Z+. Since x ∈ H(T ) and
Sm has dense range, O(T ,Smx) is dense in X. Hence Smx ∈ H(T ) for any T ∈ A and m ∈ Z+.
That is, O(S,x) ⊆ H(A). Since O(S,x) is dense in X, so is H(A). 
Lemma 5.2. Let X be a locally convex topological vector space, T ∈ L(X), A ⊆ (0,∞) and
x ∈ H{cT : c ∈ Λ}. Assume also that there exists a non-empty open subset U of X such that
∑
n∈QU
n−1 < ∞, where QU =
{
n ∈ N: anT nx ∈ U for some a ∈ A}. (5.3)
Then A has zero Lebesgue measure.
Proof. Clearly we can assume that A 
= ∅ and therefore Λ 
= ∅, where Λ= ln(A) = {lna: a ∈ A}.
Since X is Hausdorff and locally convex, we can find a continuous seminorm p on X such that
V = U ∩ {u ∈ X: 1 < p(u) < e} is non-empty. It suffices to show that Λ has zero Lebesgue
measure. Let α ∈ Λ and m ∈ N. Since x is hypercyclic for eαT and V is open, we can find nm
such that eαnT n ∈ V ⊆ U . Then n ∈ QU and p(eαnT nx) ∈ (1, e). Hence
α ∈ (αn,βn), where αn = − ln(p(T
nx))
n
and βn = 1 − ln(p(T
nx))
n
.
Since α ∈ Λ is arbitrary, we obtain
Λ ⊆
⋃
(αn,βn) for any m ∈ N.
n∈QU,nm
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Λ can be covered by intervals with arbitrarily small sum of lengths. That is, Λ has zero Lebesgue
measure. 
For k ∈ N, we denote
mk = 23k2 , I−k =
{
n ∈ N: 7
8
mk  n <mk
}
, I+k =
{
n ∈ N: mk < n 98mk
}
and
Ik = I−k ∪ I+k ∪ {mk} =
{
n ∈ N: 7
8
mk  n
9
8
mk
}
. (5.4)
Consider the sequence w = {wn}n∈Z defined by the formula
wn =
⎧⎨⎩2
8 if n ∈ I−k ∪ −I+k , k ∈ N,
2−8 if n ∈ I+k ∪ −I−k , k ∈ N,
1 otherwise.
(5.5)
Clearly w is a sequence of positive numbers and 0 < 2−8 = infn∈Z wn < supn∈Z wn = 28 < ∞.
Hence Tw is an invertible bilateral weighted shift. In order to prove Part II of Theorem 1.11 it is
enough to verify the following statement.
Example 5.3. Let w be the weight sequence defined by (5.5) and T = Tw be the correspond-
ing bilateral weighted shift on 2(Z). Then MT = (1/2,2) and any Λ ⊆ (1/2,2) has Lebesgue
measure 0 if the family {aT : a ∈ Λ} has a common hypercyclic vector.
Proof. Using the definition (5.5) of the sequence w, it is easy to verify that for any n ∈ N,
β(n) =
⎧⎨⎩
28n−7mk+8 if n ∈ I−k , k ∈ N,
29mk−8n if n ∈ I+k , k ∈ N,
1 otherwise,
where β(n) =
n∏
j=0
wj . (5.6)
Moreover, w−1n = w−n for any n ∈ Z. Using this fact and the equality w0 = 1, we get
w˜(j, n) =
⎧⎨⎩
β(n)β(j − 1)−1 if j  1,
β(−1 − n)β(−j)−1 if n−1,
β(n)β(−j)−1 if j  0 and n 0
for any j,n ∈ Z, j  n, (5.7)
where the numbers w˜(j, n) are defined in (5.1). In particular, w˜(0, n) = β(n) and w˜(−n,0) =
β(n)−1 for each n ∈ N. This observation together with Theorem S′ and the fact that aT = Taw
for a 
= 0 imply that for a > 0,
aT is hypercyclic if and only if lim
n→∞
β(n)−1
(
an + a−n)= 0. (5.8)
By (5.6), 1 β(n) 2n for n ∈ N, which together with (5.8) implies that MT ⊆ (1/2,2). On the
other hand, by (5.6), β(mk) = 2mk for each k ∈ N. Hence β(mk)−1(amk + a−mk ) → 0 as k → ∞
for any a ∈ (1/2,2). According to (5.8), aT is hypercyclic if 1/2 < a < 2. Hence MT = (1/2,2).
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hypercyclic vectors. We have to demonstrate that Λ has zero Lebesgue measure. Pick ε > 0
such that ε1−ε < 2
−8
. By Lemma 5.1, there is a common hypercyclic vector x of the family
{aT : a ∈ Λ} such that ‖x − e−1‖ < ε. Let
Q = {n ∈ N: ∥∥anT nx − e0∥∥< ε for some a ∈ Λ} and J = ∞⋃
k=1
Ik.
First, we show that Q ⊆ J . Let n ∈ Q. Then there is a ∈ Λ such that ‖anT nx − e0‖ < ε. Hence∣∣〈anT nx, e0〉∣∣> 1 − ε and ∣∣〈anT nx, e−n−1〉∣∣< ε.
Using (5.7), we get 〈anT nx, e0〉 = anβ(n)xn and 〈anT nx, e−n−1〉 = anβ(n)−1x−1. Then from
the last display it follows that
anβ(n)|xn| > 1 − ε and anβ(n)−1wn|x−1| < ε.
Since ‖x − e−1‖ < ε, |x−1| > 1 − ε and |xn| < ε. Then according to the last display,
β(n) >
1 − ε
ε
max
{
an, a−n
}
 1 − ε
ε
> 28 > 1.
By (5.6), β(j) = 1 if j /∈ J . Hence n ∈ J . Since n is an arbitrary element of Q, we get Q ⊆ J .
Next, we show that (Q − Q) ∩ N ⊆ J . Indeed, let m,n ∈ Q be such that m > n. Since
m,n ∈ Q, we can pick a, b ∈ Λ such that ‖anT nx − e0‖ < ε and ‖bmT mx − e0‖ < ε. In partic-
ular, ∣∣〈anT nx, e0〉∣∣> 1 − ε, ∣∣〈bmT mx, e0〉∣∣> 1 − ε,∣∣〈anT nx, em−n〉∣∣< ε and ∣∣〈bmT mx, en−m〉∣∣< ε.
Using (5.7), we get〈
anT nx, e0
〉= anβ(n)xn, 〈anT nx, em−n〉= anβ(m)β(m− n)−1xm,〈
bmT mx, e0
〉= bmβ(m)xm, 〈bmT mx, en−m〉= bmβ(n)β(m− n− 1)−1xn.
According to the last two displays,
β(m− n− 1) > 1 − ε
ε
anb−m and β(m− n) > 1 − ε
ε
a−nbm.
Since β(m− n) = β(m− n− 1)wm−n  2−8β(m− n− 1) from the last display it follows that
β(m− n) > 2−8 1 − ε
ε
max
{
anb−m,a−nbm
}
 2−8 1 − ε
ε
> 1.
Since β(j) = 1 if j /∈ J , we have m− n ∈ J . Hence (Q−Q)∩N ⊆ J .
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m − n ∈ J . Since m,n ∈ Ik , we get m − n  mk4 < 7mk8 = min Ik . Hence m − n ∈
⋃k−1
j=0 Ij ,
where I0 = ∅. Then |m− n| 9mk−18 < 2mk−1, where m0 = 1. Hence Q∩ Ik has at most 2mk−1
elements. On the other hand, n 7mk8 
mk
2 for any n ∈ Ik and therefore
∑
n∈Q∩Ik
n−1  2mk−1
2
mk
= 4mk−1
mk
 2−k,
where the last inequality follows from the definition of mk . Since Q ⊆ J and J is the union of
disjoint sets Ik , we obtain
∑
n∈Q
n−1 =
∞∑
k=1
∑
n∈Q∩Ik
n−1 
∞∑
k=1
2−k = 1 < ∞.
Using the definition of Q and Lemma 5.2, we now see that Λ has zero Lebesgue measure. 
5.2. Proof of Theorem 1.11, Part I
Consider the sequences {an}n∈Z and {wn}n∈Z defined by the formulae
an =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 if |n| 5 or −2 · 5k  n < −5k,
or −5k+1  n < −4 · 5k, k ∈ N,
8−1 if −3 · 5k  n < −2 · 5k, k ∈ N,
8 if −4 · 5k  n < −3 · 5k, k ∈ N,
2−1 if 2 · 5k < n 4 · 5k, k ∈ N,
4−1 if 5k < n 2 · 5k, k ∈ N,
16 if 4 · 5k < n 5k+1, k ∈ N;
wn =
{1 if |n| 1,
n(n− 1)−1an if n 2,
(n+ 1)n−1an if n−2.
(5.9)
It is easy to see that w is a bounded sequence of positive numbers and infn∈Z wn > 0. Hence the
bilateral weighted shift Tw is invertible. In order to prove Part I of Theorem 1.11 it is enough to
verify the following statement.
Example 5.4. Let w be the weight sequence defined by (5.9) and S = Tw be the corresponding
bilateral weighted shift on 2(Z). Then MS = {1,2}.
Proof. Using (5.9), one can easily verify that
γ+(n) =
⎧⎨⎩4
5k−n if 5k < n 2 · 5k, k ∈ N,
2−n if 2 · 5k < n 4 · 5k, k ∈ N,
16n−5k+1 if 4 · 5k < n 5k+1, k ∈ N,
where γ+(n) =
n∏
j=0
aj , (5.10)
γ−(n) =
⎧⎨⎩1 if 5
k < n 2 · 5k or 4 · 5k < n 5k+1, k ∈ N,
82·5k−n if 2 · 5k < n 3 · 5k, k ∈ N,
8n−4·5k if 3 · 5k < n 4 · 5k, k ∈ N,
where γ−(n) =
0∏
j=−n
aj .
(5.11)
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in (5.1). By definition of w,
β+(n) = nγ+(n) and β−(n) = γ−(n)
n
for any n ∈ N. (5.12)
According to (5.10) and (5.11), γ+(5k) = γ−(5k) = 1 and γ+(3 · 5k) = γ−(3 · 5k) = 8−5k for
any k ∈ N. Using (5.12), we get β+(5k)−1 = β−(5k) = 5−k → 0 and (23·5kβ+(3 · 5k))−1 =
23·5kβ−(3 · 5k) = 3−15−k → 0 as k → ∞. Applying Theorem S′ to S = Tw and 2S = T2w , we
see that S and 2S are both hypercyclic.
Let c > 0 be such that cS = Tcw is hypercyclic. By Theorem S′, there exists a strictly increas-
ing sequence {nj }j∈N of positive integers such that
(
cnj β+(nj )
)−1 + cnj β−(nj ) → 0 as j → ∞. (5.13)
Let kj be the integer part of log5 nj . Then nj = bj5kj , where 1  bj < 5. Passing to a subse-
quence, if necessary, we can additionally assume that bj → b ∈ [1,5] as j → ∞. Using (5.10)
and (5.11), one can easily verify that convergence of bj to b implies that
lim
j→∞γ+(nj )
1/nj = λ+(b) and lim
j→∞γ−(nj )
1/nj = λ−(b), (5.14)
where the continuous positive functions λ+ and λ− on [1,5] are defined by the formula
λ+(b) =
⎧⎨⎩4
b−1−1 if 1 b < 2,
1/2 if 2 b 4,
161−5b−1 if 4 < b 5
and λ−(b) =
{1 if b ∈ [1,2] ∪ [4,5],
82b−1−1 if 2 < b 3,
81−4b−1 if 3 < b < 4.
(5.15)
According to (5.12),
lim
n→∞
(
β+(n)
γ+(n)
)1/n
= 1 and lim
n→∞
(
β−(n)
γ−(n)
)1/n
= 1.
From (5.14) and the above display it follows that
lim
j→∞
(
cnj β+(nj )1/nj
)−1/nj = (cλ+(b))−1 and lim
j→∞
(
cnj β+(nj )1/nj
)1/nj = cλ−(b).
These equalities together with (5.13) imply that (cλ+(b))−1  1 and cλ−(b)  1. In particu-
lar, λ−(b)
λ+(b)  1. On the other hand, (5.15) implies that
λ−(b)
λ+(b) > 1 for b ∈ (1,3) ∪ (3,5). Hence
b ∈ {1,3,5}. If b ∈ {1,5}, then λ−(b) = λ+(b) = 1 and the inequalities (cλ+(b))−1  1 and
cλ−(b)  1 imply that c  1 and c−1  1. That is, c = 1. If b = 3, then λ−(b) = λ+(b) = 1/2
and the inequalities (cλ+(b))−1  1 and cλ−(b)  1 imply that c/2  1 and 2/c  1. That is,
c = 2. Thus c ∈ {1,2}. Hence MS = {1,2}. 
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The main tool in the proof is the following result by Macintyre and Fuchs. The following
theorem is a part of Theorem 1 in [19].
Theorem MF. Let d > 0, n ∈ N and z1, . . . , zn ∈ C. Then there exist n closed disks D1, . . . ,Dn
on the complex plane such that their radii r1, . . . , rn satisfy
∑n
j=1 r2j  4d2 and
n∑
j=1
|z − zj |−2 < n(1 + lnn)
d2
for any z ∈ C \
n⋃
j=1
Dj . (6.1)
We also need the following elementary lemma.
Lemma 6.1. Let X be a topological vector space, T ∈ L(X) and f ∈ X∗ \ {0}. Assume also that
there exists a polynomial p such that p(T ) is hypercyclic. Then the sequence {(T ∗)nf }n∈Z+ is
linearly independent.
Proof. Assume that the sequence {(T ∗)nf }n∈Z+ is linearly dependent. Then we can pick n ∈ N
such that (T ∗)nf ∈ L = span{f,T ∗f, . . . , (T ∗)n−1f }. It follows that L is a non-trivial finite
dimensional invariant subspace for T ∗. Hence L⊥ = {x ∈ X: g(x) = 0 for any g ∈ L} is a closed
linear subspace of X of finite positive codimension invariant for T . Clearly L⊥ is also invariant
for p(T ). We have obtained a contradiction with a result of Wengenroth [24], according to which
hypercyclic operators on topological vector spaces have no closed invariant subspaces of positive
finite codimension. 
We are ready to prove Theorem 1.3. Let X be a complex topological vector space such
that X∗ 
= {0}, T ∈ L(X) and Λ be a non-empty subset of R × C for which the family
A = {ea(T + bI): (a, b) ∈ Λ} has a common hypercyclic vector. In order to prove Theorem 1.3
it suffices to show that Λ has zero three-dimensional Lebesgue measure. Pick a non-zero f ∈ X∗.
By Lemma 5.1, the set H(A) of common hypercyclic vectors for operators from A is dense in X.
Since H(A) is also closed under multiplications by non-zero scalars, we can pick x ∈ H(A) such
that f (x) = 1. For each n ∈ N consider the complex polynomial
pn(b) = f
(
(T + bI)nx)= n∑
j=0
(
n
j
)((
T ∗
)n−j
f
)
(x)bj . (6.2)
Clearly pn is a polynomial of degree n with coefficient 1 = f (x) in front of bn (such polynomials
are usually called monic). Differentiating (6.2) by b, we obtain that p′n(b) = nf ((T +bI)n−1x) =
npn−1(b). That is,
p′n = npn−1 for each n ∈ N. (6.3)
Applying (6.3) twice, one can easily verify that
(
p′n/pn
)′ = n2((1 − 1)pn−2 −(pn−1)2) for each n 2. (6.4)
n pn pn
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∣∣(p′n/pn)′∣∣ n2(∣∣∣∣pn−22pn
∣∣∣∣− ∣∣∣∣pn−1pn
∣∣∣∣2) for each n 2. (6.5)
Lemma 6.2. For any (a, b) ∈ Λ and k ∈ Z+, the sequence {vn}nk is dense in Ck+1, where
vn = ean(pn(b),pn−1(b), . . . , pn−k(b)).
Proof. Assume the contrary. Then there exist (a, b) ∈ Λ and a non-empty open subset W of
C
k+1 such that vn /∈ W for each n k. Let S = ea(T + bI). By definition of pm, for 0 j  k,
eanpn−j (b) = eanf
(
(T + bI)n−j x)= eajf (Sn−j x)= eaj (S∗)k−j f (Sn−kx).
Thus the relation vn /∈ W can be rewritten as Sn−kx /∈ R−1(W), where the linear operator
R : X → Ck+1 is defined by the formula
(Ry)l = ea(l−1)
(
S∗
)k−l+1
f (y) for 1 l  k + 1.
By Lemma 6.1, continuous linear functionals f,S∗f, . . . , (S∗)kf are linearly independent. It
follows that R is continuous and surjective. Hence V = R−1(W) is a non-empty open subset
of X. Thus Sn−kx does not meet the non-empty open set V for each n k, which is impossible
since x ∈ H(S). 
By Lemma 6.2 with k = 2, for any (a, b) ∈ Λ, the sequence {vn = ean(pn(b),pn−1(b),
pn−2(b))}n2 is dense in C3. Since the map F : C × C2 → C3, F(u, v,w) = (u, v/u,w/u)
is continuous and has dense range, {F(un): n 2, pn(b) 
= 0} is dense in C3. That is,{(
eanpn(b),pn−1(b)/pn(b),pn−2(b)/pn(b)
)
: n 2, pn(b) 
= 0
}
is dense in C3.
It follows that any (a, b) ∈ Λ is contained in infinitely many sets Cn, where
Cn =
{
(a, b) ∈ R×C: 1 < ∣∣eanpn(b)∣∣< e, ∣∣pn−1(b)/pn(b)∣∣< 1, ∣∣pn−2(b)/pn(b)∣∣> 8}.
That is,
Λ ⊆ Λ∗ =
∞⋂
m=1
⋃
nm
Cn. (6.6)
Clearly, Cn ⊆ R×Bn, where
Bn =
{
b ∈ C: ∣∣pn−1(b)/pn(b)∣∣< 1, ∣∣pn−2(b)/pn(b)∣∣> 8}.
Applying the inequality (6.5), we see that
Bn ⊆ B ′n =
{
b ∈ C: ∣∣(p′n(b)/pn(b))′∣∣ 3n2}. (6.7)
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pn(b) =
n∏
j=1
(b − zj ) and therefore
(
p′n(b)/pn(b)
)′ = − n∑
j=1
(b − zj )−2.
By Theorem MF with d = n−1/3, there are n closed disks D1, . . . ,Dn on the complex plane such
that their radii r1, . . . , rn satisfy
n∑
j=1
r2j  4n−2/3 and
∣∣(p′n(b)/pn(b))′∣∣ n∑
j=1
|b − zj |−2 < n5/3(1 + lnn) for any b ∈ C \
n⋃
j=1
Dj .
Since n5/3(1 + lnn) 3n2 for any n ∈ N, we see that B ′n ⊆
⋃n
j=1 Dj . Hence
μ2(Bn) μ2
(
B ′n
)
 π
n∑
j=1
r2j  4πn−2/3,
where μk is the k-dimensional Lebesgue measure. For each b ∈ Bn, Ab,n = {a ∈ R: (a, b) ∈ Cn}
can be written as
Ab,n =
{
a ∈ R: 1 < ∣∣eanpn(b)∣∣< e}= (− ln |pn(b)|
n
,
1 − ln |pn(b)|
n
)
,
which is an interval of length n−1. Hence μ1(Ab,n) = n−1 for each b ∈ Bn. By the Fubini theo-
rem,
μ3(Cn) =
∫
Bn
μ1(Ab,n)μ2(db) = μ2(Bn)
n
 4πn−5/3.
According to (6.6) and the above estimate, we obtain
μ3
(
Λ∗
)
 inf
m∈N4π
∞∑
n=m
n−5/3 = 0 since
∞∑
n=1
n−5/3 < ∞.
Thus μ3(Λ∗) = 0 and therefore μ3(Λ) = 0 since Λ ⊆ Λ∗. The proof of Theorem 1.3 is complete.
7. Concluding remarks and open problems
Lemma 6.1 implies the following easy corollary.
Corollary 7.1. Let X be a topological vector space such that 0 < dimX∗ < ∞. Then X supports
no hypercyclic operators.
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= 0. By Lemma 6.1, the sequence
{(T ∗)nf }n∈Z+ is linearly independent, which contradicts the inequality dimX∗ < ∞. 
In particular, F -spaces X = Lp[0,1] × Kn for 0 < p < 1 and n ∈ N support no hypercyclic
operators. Indeed, the dual of X is n-dimensional. On the other hand, each separable infinite
dimensional Fréchet space supports a hypercyclic operator [6] and there are separable infinite
dimensional F -spaces [16] that support no continuous linear operators except the scalar multiples
of I and therefore support no hypercyclic operators. However the following question remains
open.
Question 7.2. Let X be a separable F -space such that X∗ is infinite dimensional. Is it true that
there exists a hypercyclic operator T ∈ L(X)?
Part I of Theorem 1.11 shows that there exists a continuous linear operator S on 2 such that
MS = {1,2}, where MS = {a > 0: aS is hypercyclic}. Using the same basic idea as in the proof
of Theorem 1.11, one can construct an invertible bilateral weighted shift S on 2(Z) such that
MS is a dense subset of an interval and has zero Lebesgue measure. In particular, MS and its
complement are both dense in this interval. It is also easy to show that for any F -space X and
any T ∈ L(X), MT is a Gδ-set. If X is a Banach space, then MT is separated from zero by the
number ‖T ‖−1. These observations naturally lead to the following question.
Question 7.3. Characterize subsets A of R+ for which there is S ∈ L(2) such that A = MS . In
particular, is it true that for any Gδ-subset A of R+ such that infA > 0, there exists S ∈ L(2)
for which A = MS?
In the proof of Part II of Theorem 1.11 we constructed an invertible bilateral weighted shift T
on 2(Z) such that MT = (1/2,2) and any subset A of (1/2,2) such that the family {aT : a ∈ A}
has a common hypercyclic vector must be of zero Lebesgue measure. It is also easy to see that
our T enjoys the following extra property. Namely, if E = span{en: n ∈ Z} and x ∈ E, then for
1/2 < α < β < 2, we have α−mkT mkx → 0 and βmkT −mkx → 0 with mk = 23k2 . This shows
that the convergence to zero condition in Corollary 1.10 cannot be replaced by convergence to 0
of a subsequence. Note that, according to the hypercyclicity criterion [5], the latter still implies
hypercyclicity of all relevant scalar multiples of T .
Recall that for 0 < s  1 the Hausdorff outer measure μs on R is defined as μs(A) =
limδ↓0 μs,δ(A) with μs,δ(A) = inf∑(bj − aj )s , where the infimum is taken over all se-
quences {(aj , bj )} of intervals of length  δ, whose union contains A. The number inf{s ∈
(0,1]: μs(A) = 0} is called the Hausdorff dimension of A. With basically the same proof
Lemma 5.2 can be strengthened in the following way.
Lemma 7.4. Let X be a locally convex topological vector space, T ∈ L(X), s ∈ (0,1], A ⊆
(0,∞) and x be a common hypercyclic vector for the family {cT : c ∈ Λ}. Assume also that there
exists a non-empty open subset U of X such that∑n∈QU n−s < ∞, where QU is defined in (5.3).
Then μs(A) = 0.
Using Lemma 7.4 instead of Lemma 5.2, one can easily see that the operator T constructed
in the proof of Part II of Theorem 1.11 has a stronger property. Namely, any A ⊂ R+ such that
the family {cT : c ∈ A} is hypercyclic has zero Hausdorff dimension.
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erators of a universal strongly continuous semigroup {Tt }t0 on an F -space. On the other hand,
Theorem CS shows that the non-identity elements of the 2-parametric translation group on H(C)
have a common hypercyclic vector. The latter group enjoys the extra property of depending holo-
morphically on the parameter. Note that Theorem 1.2 strengthens this result.
Question 7.5. Let X be a complex Fréchet space and {Tz}z∈C be a holomorphic strongly contin-
uous operator group. Assume also that for each z ∈ C, the operator Tz is hypercyclic. Is it true
that the family {Tz: z ∈ C} has a common hypercyclic vector?
Question 7.6. Let X be a complex Fréchet space and {Tz}z∈C be a holomorphic strongly contin-
uous operator group. Assume also that for each z, a ∈ C, the operator aTz is hypercyclic. Is it
true that the family {aTz: a, z ∈ C} has a common hypercyclic vector?
An affirmative answer to the following question would allow to strengthen Theorem 1.7.
Question 7.7. Let T be a continuous linear operator on a complex separable Fréchet space X
and 0 a < b∞. Assume also that for any α ∈ (a, b), the sets
Eα = span
( ⋃
|z|<α
ker(T − zI)
)
and Fα = span
( ⋃
|z|>α
ker(T − zI)
)
are both dense in X. Is it true that the family {zT : b−1 < |z| < a−1} has common hypercyclic
vectors?
It is worth noting that according to the Kitai criterion for T from the above question, zT is
hypercyclic for any z ∈ C with b−1 < |z| < a−1. It also remains unclear whether the natural
analog of Theorem 1.3 holds in the case K = R. For instance, the following question is open.
Question 7.8. Does there exist a continuous linear operator T on a real Fréchet space such that
the family {aT + bI : a > 0, b ∈ R} has a common hypercyclic vector?
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