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FRONTIERS OF REALITY IN SCHUBERT CALCULUS
FRANK SOTTILE
Abstract. The theorem of Mukhin, Tarasov, and Varchenko (formerly the
Shapiro conjecture for Grassmannians) asserts that all (a priori complex) so-
lutions to certain geometric problems in the Schubert calculus are actually
real. Their proof is quite remarkable, using ideas from integrable systems,
Fuchsian diﬀerential equations, and representation theory. There is now a sec-
ond proof of this result, and it has ramiﬁcations in other areas of mathematics,
from curves to control theory to combinatorics. Despite this work, the orig-
inal Shapiro conjecture is not yet settled. While it is false as stated, it has
several interesting and not quite understood modiﬁcations and generalizations
that are likely true, and the strongest and most subtle version of the Shapiro
conjecture for Grassmannians remains open.
Introduction
While it is not unusual for a univariate polynomial f with real coeﬃcients to have
some real roots—under reasonable assumptions we expect
√
degf real roots [37]—
it is rare for a polynomial to have all of its roots real. In a sense, the only natural
example of a polynomial with all of its roots real is the characteristic polynomial
of a real symmetric matrix, as all eigenvalues of a symmetric matrix are real.
Similarly, when a system of real polynomial equations has ﬁnitely many (a priori
complex) solutions, we expect some, but likely not all, solutions to be real. In fact,
upper bounds on the number of real solutions [1, 33] sometimes ensure that not all
solutions can be real. As before, the most natural example of a system with only
real solutions is the system of equations for the eigenvectors and eigenvalues of a
real symmetric matrix.
Here is another system of polynomial equations that has only real solutions. The
Wronskian of univariate polynomials f0,...,f n ∈ C[t] is the determinant
det
⎛
⎜
⎜ ⎜
⎝
f0(t) f1(t) ··· fn(t)
f 
0(t) f 
1(t) ··· f 
n(t)
. . .
. . .
...
. . .
f
(n)
0 (t) f
(n)
1 (t) ··· f
(n)
n (t)
⎞
⎟
⎟ ⎟
⎠
.
Up to a scalar multiple, the Wronskian depends only upon the linear span P of
the polynomials f0,...,f n. This scaling retains only the information of the roots
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and their multiplicities. Recently, Mukhin, Tarasov, and Varchenko [40] proved the
remarkable (but seemingly innocuous) result.
Theorem 1. If the Wronskian of a vector space P of polynomials has only real
roots, then P has a basis of real polynomials.
While not immediately apparent, those (n+1)-dimensional subspaces P of C[t]
with a given Wronskian W are the solutions to a system of polynomial equations
that depend on the roots of W. In Section 1, we explain how the Shapiro conjecture
for Grassmannians is equivalent to Theorem 1.
The proof of Theorem 1 uses the Bethe ansatz for the (periodic) Gaudin model
on certain modules (representations) of the Lie algebra sln+1C. The Bethe ansatz
is a method to ﬁnd pure states, called Bethe vectors, of quantum integrable sys-
tems [21]. Here, that means common eigenvectors for a family of commuting oper-
ators called the Gaudin Hamiltonians which generate a commutative Bethe algebra
B.A s B commutes with the action of sln+1C, this also decomposes a module of
sln+1C into irreducible submodules. It includes a set-theoretic map from the Bethe
eigenvectors to spaces of polynomials with a given Wronskian. A coincidence of
numbers, from the Schubert calculus and from representation theory, implies that
this map is a bijection. As the Gaudin Hamiltonians are symmetric with respect to
the positive deﬁnite Shapovalov form, their eigenvectors and eigenvalues are real.
Theorem 1 follows as eigenvectors with real eigenvalues must come from real spaces
of polynomials. We describe this in Sections 2, 3, and 4.
There is now a second proof [45] of Theorem 1, also passing through integrable
systems and representation theory. It provides a deep connection between the Schu-
bert calculus and the representation theory of sln+1C, strengthening Theorem 1 to
include transversality.
The geometry behind the statement of Theorem 1 appears in many other guises,
some of which we describe in Section 6. These include linear series on the projective
line [9], rational curves with prescribed ﬂexes [32], and the feedback control of
a system of linear diﬀerential equations [5, 12]. A special case of the Shapiro
conjecture concerns rational functions with prescribed critical points, which was
proved in this form by Eremenko and Gabrielov [13]. They showed that a rational
function whose critical points lie on a circle in the Riemann sphere maps that circle
to another circle. Using the strengthening of Theorem 1 involving transversality,
Purbhoo [49] discovered that the fundamental combinatorial algorithms on Young
tableaux come from the monodromy of the map that takes spaces of polynomials
to their Wronskians.
A generalization of Theorem 1 by Mukhin, Tarasov, and Varchenko [44] implies
the following attractive statement from matrix theory. Let b0,...,b n be distinct
real numbers, α0,...,α n be complex numbers, and consider the matrix
Z :=
⎛
⎜ ⎜
⎜
⎝
α0 (b0 − b1)−1 ··· (b0 − bn)−1
(b1 − b0)−1 α1 ··· (b1 − bn)−1
. . .
. . .
...
. . .
(bn − b0)−1 (bn − b1)−1 ··· αn
⎞
⎟ ⎟
⎟
⎠
.
Theorem 2. If Z has only real eigenvalues, then α1,...,α n are real.FRONTIERS OF REALITY IN SCHUBERT CALCULUS 33
Unlike its proof, the statement of Theorem 2 has nothing to do with Schubert cal-
culus or representations of sln+1C or integrable systems, and it remains a challenge
to prove it directly. We discuss this in Section 5.
The statement and proof of Theorem 1 is only part of this story. Theorem 1 set-
tles (for Grassmannians) a conjecture in Schubert calculus made by Boris Shapiro
and Michael Shapiro in 1993/4. While this Shapiro conjecture is false for most other
ﬂag manifolds, there are appealing corrections and generalizations supported by the-
oretical evidence and by overwhelming computational evidence, and the strongest
and most subtle form remains open. We sketch this in Section 7.
First steps: the problem of four lines. We close this Introduction by illustrat-
ing the Schubert calculus and the Shapiro conjecture with some beautiful geometry.
Consider the set of all lines in three-dimensional space. This set (a Grassmannian)
is four dimensional, which we may see by counting the degrees of freedom for a line
  as follows. Fix planes Π and Π  that meet   in points p and p  as shown. Since
each point p,p  has two degrees of freedom to move within its plane, we see that
the line   enjoys four degrees of freedom.
Similarly, the set of lines that meet a ﬁxed line is three dimensional. More
parameter counting tells us that if we ﬁx four lines, then the set of lines that meet
each of our ﬁxed lines will be zero dimensional. That is, it consists of ﬁnitely many
lines. The Schubert calculus gives algorithms to determine this number of lines.
We instead use elementary geometry to show that this number is 2.
The Shapiro conjecture asserts that if the four ﬁxed lines are chosen in a par-
ticular way, then both solution lines will be real. This special choice begins by
specifying a twisted cubic curve, γ. While any twisted cubic will do, we’ll take the
one with parametrization
(1) γ : t  −→ (6t2 − 1, 7
2t3 + 3
2t, 3
2t − 1
2t3).
Our ﬁxed lines will be four lines tangent to γ.
We understand the lines that meet our four tangent lines by ﬁrst considering
lines that meet three tangent lines. We are free to ﬁx the ﬁrst three points of
tangency to be any of our choosing, for instance, γ(−1), γ(0), and γ(1). Then the
three lines  (−1),  (0), and  (1) tangent at these points have parametrizations
(−5+s,5 − s,−1), (−1,s,s), and (5 + s,5+s,1) for s ∈ R.
These lines all lie on the hyperboloid H of one sheet deﬁned by
(2) x2 − y2 + z2 =1 ,34 FRANK SOTTILE
which has two rulings by families of lines. The lines  (−1),  (0), and  (1) lie in
one family, and the other family consists of the lines meeting  (−1),  (0), and  (1).
This family is drawn on the hyperboloid H in Figure 1.
The lines that meet  (−1),  (0),  (1), and a fourth line  (s) will be those in this
second family that also meet  (s). In general, there will be two such lines, one
for each point of intersection of line  (s) with H,a sH is deﬁned by the quadratic
polynomial (2). The remarkable geometric fact is that every such tangent line,  (s)
for s  ∈{ − 1,0,1}, will meet the hyperboloid in two real points. We illustrate this
when s =0 .31 in Figure 1, highlighting the two solution lines.
solutions
H
 (0)
 (1)
 (−1)
γ(s)
 (s)
γ
Figure 1. The problem of four lines.
The Shapiro conjecture and its extensions claim that this reality always happens:
If the conditions for a Schubert problem are chosen in a particular way relative to a
rational normal curve (here, tangent lines to the twisted cubic curve γ of (1)), then
all solutions will be real. When the Schubert problem comes from a Grassmannian
(like this problem of four lines), the Shapiro conjecture is true—this is the theorem
of Mukhin, Tarasov, and Varchenko. For most other ﬂag manifolds, it is known to
fail, but in very interesting ways.
1. The Shapiro conjecture for Grassmannians
Let Cd[t] be the set of complex polynomials of degree at most d in the inde-
terminate t, a vector space of dimension d+1. Fix a positive integer n<dand
let G(n,d) be the set of all (n+1)-dimensional linear subspaces P of Cd[t]. This
Grassmannian is a complex manifold of dimension (n+1)(d−n) [23, Ch. 1.5].
The main character in our story is the Wronski map, which associates to a point
P ∈ G(n,d) the Wronskian of a basis for P.I f{f0(t),...,f n(t)} is a basis for P,FRONTIERS OF REALITY IN SCHUBERT CALCULUS 35
its Wronskian is the determinant of the derivatives of the basis
(1.1) Wr(f0,...,f n): =d e t
⎛
⎜
⎜
⎜ ⎜
⎝
f0 f 
0 ··· f
(n)
0
f1 f 
1 ··· f
(n)
1
. . .
. . .
...
. . .
fn f 
n ··· f
(n)
n
⎞
⎟
⎟
⎟ ⎟
⎠
,
which is a nonzero polynomial of degree at most (n+1)(d−n). This does not quite
deﬁne a map G(n,d) → C(n+1)(d−n)[t], as choosing a diﬀerent basis for P multiplies
the Wronskian by a nonzero constant. If we consider the Wronskian up to a nonzero
constant, we obtain the Wronski map
(1.2) Wr : G(n,d) −→ P(C(n+1)(d−n)[t])   P(n+1)(d−n) ,
where P(V ) denotes the projective space consisting of all one-dimensional linear
subspaces of a vector space V .
We restate Theorem 1, the simplest version of the Theorem of Mukhin, Tarasov,
and Varchenko [40].
Theorem 1. If the Wronskian of a space P of polynomials has only real roots, then
P has a basis of real polynomials.
The problem of four lines in the Introduction is a special case of Theorem 1
when d =3a n dn = 1. To see this, note that if we apply an aﬃne function
a + bx + cy + dz to the curve γ(t) of (1), we obtain a cubic polynomial in C3[t],
and every cubic polynomial comes from a unique aﬃne function. A line   in C3
(actually in P3) is cut out by a two-dimensional space of aﬃne functions, which gives
a two-dimensional space P  of polynomials in C3[t], and hence a point P  ∈ G(1,3).
It turns out that the Wronskian point P  ∈ G(1,3) is a quartic polynomial with
ar o o ta ts ∈ C if and only if the corresponding line   meets the line  (s) tangent
to the curve γ at γ(s). Thus a line   meets four lines tangent to γ at real points if
and only if the Wronskian of P  ∈ G(1,3) vanishes at these four points. Since these
points are real, Theorem 1 implies that P  has a basis of real polynomials. Thus  
is cut out by real aﬃne functions, and hence it is real.
1.1. Geometric form of the Shapiro conjecture. Let P ∈ G(n,d) be a sub-
space. We consider the order of vanishing at a point s ∈ C of polynomials in a basis
for P. There will be a minimal order a0 of vanishing for these polynomials. Suppose
that f0 vanishes to this order. Subtracting an appropriate multiple of f0 from each
of the other polynomials, we may assume that they vanish to order greater than a0
at s.L e ta1 be the minimal order of vanishing at s of these remaining polynomials.
Continuing in this fashion, we obtain a basis f0,...,f n of P and a sequence
0 ≤ a0 <a 1 < ···<a n ≤ d,
where fi vanishes to order ai at s. Call this sequence aP(s)t h eramiﬁcation of P
at s. For a sequence a :0≤ a0 < ···<a n ≤ d,w r i t eΩ ◦
a(s) for the set of points
P ∈ G(n,d) with aP(s)=a, which is a Schubert cell of G(n,d). It has codimension
|a| := a0 + a1−1+··· + an−n,
as may be seen by expressing the basis f0,...,f n of P in terms of the basis {(t−s)i |
i =0 ,...,d} of Cd[t]. Since f
(i)
j vanishes to order at least aj−i at s and f
(i)
i vanishes36 FRANK SOTTILE
to order exactly ai − i at s, the Wronskian of a subspace P ∈ Ω◦
a(s) vanishes to
order exactly |a| at s.
Let G(n,d)
◦ be the dense open subset of G(n,d) consisting of those P having
ab a s i sf0,...,f n where fi has degree d−n+i.W h e nP ∈ G(n,d)
◦, we obtain the
Pl¨ ucker formula for the total ramiﬁcation of a general subspace P of Cd[t],
(1.3) dimG(n,d)=
 
s∈C
|aP(s)|.
In general, the total ramiﬁcation of P is bounded by the dimension of G(n,d). (One
may also deﬁne ramiﬁcation at inﬁnity for subspaces P  ∈ G(n,d)
◦ to obtain the
Pl¨ ucker formula in its full generality.) If aP(s): 0< 1 < ···<nso that |aP(s)| =0 ,
then P is unramiﬁed at s. Theorem 1 states that if a subspace P ∈ G(n,d)i s
ramiﬁed only at real points, then P has a basis of real polynomials.
We introduce some more geometry. Let W =
 
s(t − s)|aP(s)| be the Wronskian
of P.T h e n
P ∈
 
s: W(s)=0
Ω◦
aP(s)(s),
and this intersection consists of all subspaces with the same ramiﬁcation as P.I n
particular, P lies in the intersection of the closures of these Schubert cells, which
we now describe. For each s ∈ C, Cd[t] has a complete ﬂag of subspaces
F•(s):C · (t−s)d ⊂ C1[t] · (t−s)d−1 ⊂ ··· ⊂ Cd−1[t] · (t−s) ⊂ Cd[t].
More generally, a ﬂag F• is a sequence of subspaces
F• : F1 ⊂ F2 ⊂ ··· ⊂ Fd ⊂ Cd[t],
where Fi has dimension i. For a sequence a and a ﬂag F•,t h eSchubert variety
(1.4) {P ∈ G(n,d) | dim
 
P ∩ Fd+1−aj
 
≥ n+1−j, for j =0 ,1,...,n}
is a subvariety of G(n,d), written ΩaF•. It consists of linear subspaces P having
special position (encoded by a) with respect to the ﬂag F•.S i n c ed i m ( P∩Fd+1−i(s))
counts the number of linearly independent polynomials in P that vanish to order at
least i at s,w es e et h a tΩ ◦
a(s) ⊂ ΩaF•(s). More precisely, ΩaF•(s)i st h ec l o s u r eo f
the Schubert cell Ω◦
a(s) and it is the disjoint union of cells Ω◦
b(s)f o rb ≥ a,w h e r e
≥ is componentwise comparison.
Given sequences a(1),...,a(m) and ﬂags F
(1)
• ,...,F
(m)
• , the intersection
(1.5) Ωa(1)F
(1)
•
 
Ωa(2)F
(2)
•
 
···
 
Ωa(m)F
(m)
•
consists of those linear subspaces P ∈ G having speciﬁed position a(i) with respect
to the ﬂag F
(i)
• ,f o re a c hi =1 ,...,m. Kleiman [34] showed that if the ﬂags F
(i)
•
are general, then the intersection (1.5) is (generically) transverse.
A Schubert problem is a list A := (a(1),...,a(m)) of sequences satisfying
|a(1)| + ···+ |a(m)| =( n+1)(d−n)(= d i mG(n,d)).
Given a Schubert problem, Kleiman’s Theorem implies that a general intersec-
tion (1.5) will be zero dimensional and thus consist of ﬁnitely many points. By
transversality, the number δ(A) of these points is independent of choice of gen-
eral ﬂags. The Schubert calculus [35], through the Littlewood-Richardson rule [18],
gives algorithms to determine δ(A).FRONTIERS OF REALITY IN SCHUBERT CALCULUS 37
We mention an important special case. Let ι:0< 1 < ···<n −1 <n +1 be the
unique ramiﬁcation sequence with |ι| = 1, and write ιn,d for the Schubert problem
in which ι occurs (n+1)(d−n) times. Schubert [54] gave the formula
(1.6) δ(ιn,d)=[ ( n+1)(d−n)]!
1!2!···n!
(d−n)!(d−n+1)!···d!
.
By the Pl¨ ucker formula (1.3), the total ramiﬁcation (aP(s): |aP(s)| > 0) of a
subspace P ∈ G(n,d)
◦ is a Schubert problem. Let W be the Wronskian of P.W e
would like the intersection containing P,
(1.7)
 
s: W(s)=0
ΩaP (s)F•(s),
to be transverse and zero dimensional. However, Kleiman’s Theorem does not apply,
as the ﬂags F•(s)f o rs ar o o to fW are not generic. For example, in the problem
of four lines, if the Wronskian is t4 −t, then the corresponding intersection (1.7) of
Schubert varieties is not transverse. (This has been worked out in detail in [9, §9].)
We can see that this intersection (1.7) is always zero dimensional. Note that
any positive-dimensional subvariety meets ΩιF•, for any ﬂag F•. (This is because,
for example, ΩιF• is a hyperplane section of G(n,d)i ni t sP l ¨ ucker embedding into
projective space.) In particular, if the intersection (1.7) is not zero dimensional,
then given a point s ∈ P1 with W(s)  = 0, there will be a point P   in (1.7) which also
lies in ΩιF•(s). But then the total ramiﬁcation of P   does not satisfy the Pl¨ ucker
formula (1.3), as its ramiﬁcation strictly contains the total ramiﬁcation of P.
A consequence of this argument is that the Wronski map (1.2) is a ﬂat, ﬁnite
map. In particular, it has ﬁnite ﬁbers. The intersection number δ(ιn,d) in (1.6) is an
upper bound for the cardinality of a ﬁber. By Sard’s Theorem, this upper bound
is obtained for generic Wronskians. An argument that proves this in somewhat
greater generality was given by Eisenbud and Harris [9].
Theorem 1.8. There are ﬁnitely many spaces of polynomials P ∈ G(n,d) with a
given Wronskian. For a general polynomial W(t) of degree (n+1)(d−n), there are
exactly δ(ιn,d) spaces of polynomials with Wronskian W(t).
When W has distinct roots, these spaces of polynomials are exactly the points in
the intersection (1.7), where aP(s)=ι at each root s of W. A limiting argument,
in which the roots of the Wronskian are allowed to collide one-by-one, proves a local
form of Theorem 1. We say that the roots s = s1,...,s (n+1)(d−n) of the Wronskian
are clustered if, up to an automorphism of RP1,t h e ys a t i s f y
(1.9) 0 <s 1   s2   ···   s(n+1)(d−n) .
Theorem 1.10 ([61]). If the roots of a polynomial W(t) of degree (n+1)(d−n) are
real, distinct, and clustered, then there are δ(ιn,d) real spaces of polynomials with
Wronskian W(t) and the intersection (1.7) is transverse.
We noted that the intersection (1.7) is not transverse when d =3 ,n =1 ,a n d
W(t)=t4 − t. It turns out that it is always transverse when the roots of the
Wronskian are distinct and real. This is the stronger form of the Theorem of
Mukhin, Tarasov, and Varchenko, proven in [45].38 FRANK SOTTILE
Theorem 1.11. For any Schubert problem A =( a(1),...,a(m)) and any distinct
real numbers s1,...,s m, the intersection
(1.12) Ωa(1)F•(s1)
 
Ωa(2)F•(s2)
 
···
 
Ωa(m)F•(sm)
is transverse and consists solely of real points.
This theorem (without the transversality) is the original statement of the con-
jecture of Boris Shapiro and Michael Shapiro for Grassmannians, which was posed
in exactly this form to the author in May 1995. The Shapiro conjecture was ﬁrst
discussed and studied in detail in [62], where signiﬁcant computational evidence
was presented (see also [67] and [50]). These results and computations, as well as
Theorem 1.10, highlighted the key role that transversality plays in the conjecture.
Apparently, this Shapiro conjecture was in part an attempt to propose a reason for
the results in the thesis [59] which showed that for G(1,d), there are choices of real
ﬂags Fi
• in (1.12) so that the intersection is transverse with all points real. This
was extended to all problems in the special Schubert calculus on all Grassmanni-
ans [61]. Later, Vakil [66] showed that this was true for all Schubert problems on
all Grassmannians.
The main ingredient in the proof of Theorem 1.11 is an isomorphism between
algebraic objects associated to the intersection (1.12) and to certain representation-
theoretic data. This isomorphism provides a very deep link between Schubert cal-
culus for the Grassmannian and the representation theory of sln+1C.
We sketch the proof of Theorem 1 in the next three sections.
2. Spaces of polynomials with given Wronskian
Theorem 1.8 enables the reduction of Theorem 1 to a special case. Since the
Wronski map is ﬁnite, a standard limiting argument (given, for example, in Section
1.3 of [40] or Remark 3.4 of [62]) shows that it suﬃces to prove Theorem 1 when
the Wronskian has distinct real roots that are suﬃciently general. Since δ(ιn,d)i s
the upper bound for the number of spaces of polynomials with a given Wronskian,
it suﬃces to construct this number of distinct spaces of real polynomials with a
given Wronskian, when the Wronskian has distinct real roots that are suﬃciently
general. In fact, this is exactly what Mukhin, Tarasov, and Varchenko do [40].
Theorem 1. If s1,...,s (n+1)(d−n) are generic real numbers, there are δ(ιn,d) dis-
tinct real vector spaces of polynomials P with Wronskian
 
i(t − si).
The proof ﬁrst constructs δ(ιn,d) distinct spaces of polynomials with a given
Wronskian having generic complex roots, which we describe in Section 2.1. This
uses a Fuchsian diﬀerential equation given by the critical points of a remarkable
symmetric function, called the master function. The next step uses the Bethe
ansatz in a certain representation V of sln+1C: each critical point of the master
function gives a Bethe eigenvector of the Gaudin Hamiltonians which turn out to
be a highest weight vector for an irreducible submodule of V . This is described
in Section 3, where the eigenvalues of the Gaudin Hamiltonians on a Bethe vector
are shown to be the coeﬃcients of the Fuchsian diﬀerential equation giving the
corresponding spaces of polynomials. This is the germ of the new, deep connection
between representation theory and Schubert calculus that led to Theorem 1.11.
Finally, the Gaudin Hamiltonians are real symmetric operators when the Wronskian
has only real roots, so their eigenvalues are real, and thus the Fuchsian diﬀerentialFRONTIERS OF REALITY IN SCHUBERT CALCULUS 39
Critical points of the master function
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Figure 2. Schematic of proof of Shapiro conjecture.
equation has real coeﬃcients and the corresponding space of polynomials is also
real. Figure 2 presents a schematic of this extraordinary proof.
2.1. Critical points of master functions. The construction of δ(ιn,d) spaces
of polynomials with a given Wronskian begins with the critical points of a sym-
metric rational function that arose in the study of hypergeometric solutions to
the Knizhnik-Zamolodchikov equations [52] and the Bethe ansatz method for the
Gaudin model.
The master function depends upon parameters s := (s1,...,s (n+1)(d−n)), which
are the roots of our Wronskian W, and an additional
 n+1
2
 
(d−n)v a r i a b l e s
x := (x
(1)
1 ,...,x
(1)
d−n,x
(2)
1 ,...,x
(2)
2(d−n),...,x
(n)
1 ,...,x
(n)
n(d−n)).
Each set of variables x(i) := (x
(i)
1 ,...,x
(i)
i(d−n))w i l lt u r no u tt ob et h er o o t so f
certain intermediate Wronskians.
Deﬁne the master function Φ(x;s) by the (rather formidable) formula
(2.1)
n  
i=1
 
1≤j<k≤i(d−n)
(x
(i)
j − x
(i)
k )2 ·
 
1≤j<k<(n+1)(d−n)
(sj − sk)2
n−1  
i=1
i(d−n)  
j=1
(i+1)(d−n)  
k=1
(x
(i)
j − x
(i+1)
k ) ·
n(d−n)  
j=1
(n+1)(d−n)  
k=1
(x
(n)
j − sk)
.
This is separately symmetric in each set of variables x(i). The Cartan matrix for
sln+1 appears in the exponents of the factors (x
(i)
∗ − x
(j)
∗ ) in (2.1). This hints at
the relation of these master functions to Lie theory, which we do not discuss.
The critical points of the master function are solutions to the system of equations
(2.2)
1
Φ
∂
∂x
(i)
j
Φ(x;s)=0 f o r i =1 ,...,n, j=1 ,...,i(d−n).40 FRANK SOTTILE
When the parameters s are generic, these Bethe ansatz equations turn out to have
ﬁnitely many solutions. The master function is invariant under the group
S := Sd−n ×S 2(d−n) × ··· ×S n(d−n) ,
where Sm is the group of permutations of {1,...,m}, and the factor Si(d−n) per-
m u t e st h ev a r i a b l e si nx(i).T h u sS acts on the critical points. The invariants of
this action are polynomials whose roots are the coordinates of the critical points.
Given a critical point x, deﬁne monic polynomials px := (p1,...,p n)w h e r et h e
components x(i) of x are the roots of pi,
(2.3) pi :=
i(d−n)  
j=1
(t − x
(i)
j )f o r i =1 ,...,n.
Also write pn+1 for the Wronskian, the monic polynomial with roots s. The dis-
criminant Discr(f)o fap o l y n o m i a lf is the square of the product of diﬀerences of
its roots, and the resultant Res(f,g) is the product of all diﬀerences of the roots of
f and g [8]. Then the formula for the master function (2.1) becomes
(2.4) Φ(x;s)=
n+1  
i=1
Discr(pi)
 
n  
i=1
Res(pi,p i+1) .
The connection between the critical points of Φ(x;s) and spaces of polynomials
with Wronskian W is through a Fuchsian diﬀerential equation. Given (an orbit of)
ac r i t i c a lp o i n tx represented by the list of polynomials px, deﬁne the fundamental
diﬀerential operator Dx of the critical point x by
(2.5)
  d
dt
− ln
 
 W
pn
  
···
  d
dt
− ln
 
 p2
p1
    d
dt
− ln
 (p1)
 
,
where ln
 (f): = d
dt lnf.T h ek e r n e lVx of Dx is the fundamental space of the critical
point x.
Example 2.6. Since
  d
dt
− ln
 (p)
 
p =
  d
dt
−
p 
p
 
p = p  −
p 
p
p =0 ,
we see that p1 is a solution of Dx. It is instructive to look at Dx and Vx when
n = 1. Suppose that f a solution to Dx that is linearly independent from p1.T h e n
0=
  d
dt
− ln
 
 W
p1
    d
dt
− ln
 (p1)
 
f =
  d
dt
− ln
 
 W
p1
   
f  −
p 
1
p1
f
 
.
This implies that
W
p1
= f  −
p 
1
p1
f,
so W =W r ( f,p1), and the kernel of Dx is a two-dimensional space of functions
with Wronskian W.
What we just saw is always the case. The following result is due to Scherbak
and Varchenko [53] for n = 1 and to Mukhin and Varchenko [47, §5] for all n.
Theorem 2.7. Suppose that Vx is the fundamental space of a critical point x of
the master function Φ with generic parameters s which are the roots of W.
(1) Then Vx is an (n+1)-dimensional space of polynomials of degree d lying in
G(n,d)
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(2) The critical point x is recovered from Vx in some cases as follows. Suppose
that f0,...,f n are monic polynomials in Vx with degfi = d−n +i,e a c hfi
is square-free, and that the pairs fi and fi+1 are relatively prime. Then, up
to scalar multiples, the polynomials p1,...,p n in the sequence px are
f0 , Wr(f0,f 1), Wr(f0,f 1,f 2), ..., Wr(f0,...,f n−1).
Statement (2) above includes a general result about factoring a linear diﬀerential
operator into diﬀerential operators of degree 1. Linearly independent C∞ functions
f0,...,f n span the kernel of the diﬀerential operator of degree n+1,
det
⎛
⎜
⎜
⎜
⎝
f0 f1 ··· fn 1
f 
0 f 
1 ··· f 
n
d
dt
. . .
. . .
...
. . .
. . .
f
(n+1)
0 f
(n+1)
1 ··· f
(n+1)
n
d
n+1
dtn+1
⎞
⎟
⎟
⎟
⎠
.
If we set pi+1 := Wr(f0,...,f i), then (2.5) is a factorization over C(t) of this deter-
minant into diﬀerential operators of degree 1. This follows from some interesting
identities among Wronskians shown in the Appendix of [47].
Theorem 2.7 is deeper than this curious fact. When the polynomials p1,...,p n,W
are square-free, consecutive pairs are relatively prime, and s is generic, it implies
that the kernel V of an operator of the form (2.5) is a space of polynomials with
Wronskian W having roots s if and only if the polynomials p1,...,p n come from
the critical points of the master function (2.1) corresponding to W.
This gives an injection from S-orbits of critical points of the master function Φ
with parameters s to spaces of polynomials in G(n,d)
◦ whose Wronskian has roots
s. Mukhin and Varchenko showed that this is a bijection when s is generic.
Theorem 2.8 (Theorem 6.1 in [48]). For generic complex numbers s,t h em a s t e r
function Φ has nondegenerate critical points that form δ(ιn,d) distinct orbits.
The structure (but not of course the details) of their proof is remarkably sim-
ilar to the structure of the proof of Theorem 1.10; they allow the parameters to
collide one-by-one, and study how the orbits of critical points behave. Ultimately,
they obtain the same recursion as in [61], which mimics the Pieri formula for the
branching rule for tensor products of representations of sln+1 with its fundamental
representation Vωn. This same structure is also found in the main argument in [11].
In fact, this is the same recursion in a that Schubert established for intersection
numbers δ(a,ι,...,ι), and then solved to obtain the formula (1.6) in [54].
3. The Bethe ansatz for the Gaudin model
The Bethe ansatz is a general (conjectural) method to ﬁnd pure states, called
Bethe vectors, of quantum integrable systems. The (periodic) Gaudin model is an
integrable system consisting of a family of commuting operators called the Gaudin
Hamiltonians that act on a representation V of sln+1C. In this Bethe ansatz,
a vector-valued rational function is constructed so that for certain values of the
parameters it yields a complete set of Bethe vectors. As the Gaudin Hamiltonians
commute with the action of sln+1C, the Bethe vectors turn out to be highest weight
vectors generating irreducible submodules of V , and so this also gives a method for
decomposing some representations V of sln+1C into irreducible submodules. The42 FRANK SOTTILE
development, justiﬁcation, and reﬁnements of this Bethe ansatz are the subject of
a large body of work, a small part of which we mention.
3.1. Representations of sln+1C. The Lie algebra sln+1C (or simply sln+1)i st h e
space of (n+1) × (n+1) matrices with trace zero. It has a decomposition
sln+1 = n− ⊕ h ⊕ n+ ,
where n+ (n−) are the strictly upper (lower) triangular matrices, and h consists of
the diagonal matrices with zero trace. The universal enveloping algebra Usln+1 of
sln+1 is the associative algebra generated by sln+1 subject to the relations uv−vu =
[u,v]f o ru,v ∈ sln+1,w h e r e[ u,v]i st h eL i eb r a c k e ti nsln+1.
We consider only ﬁnite-dimensional representations of sln+1 (equivalently, of
Usln+1). For a more complete treatment, see [19]. Any representation V of sln+1
decomposes into joint eigenspaces of h, called weight spaces,
V =
 
µ∈h∗
V [µ],
where, for v ∈ V [µ]a n dh ∈ h,w eh a v eh.v = µ(h)v. The possible weights µ of
representations lie in the integral weight lattice. This has a distinguished basis of
fundamental weights ω1,...,ω n that generate the cone of dominant weights.
An irreducible representation V has a unique one-dimensional weight space that
is annihilated by the nilpotent subalgebra n+ of sln+1. The associated weight µ is
dominant, and it is called the highest weight of V . Any nonzero vector with this
weight is a highest weight vector of V , and it generates V .F u r t h e r m o r e ,a n yt w o
irreducible modules with the same highest weight are isomorphic. Write Vµ for the
highest weight module with highest weight µ. Lastly, there is one highest weight
module for each dominant weight.
More generally, if V is any representation of sln+1 and µ is a weight, then
the singular vectors in V of weight µ, written sing(V [µ]), are the vectors in V [µ]
annihilated by n+.I f v ∈ sing(V [µ]) is nonzero, then the submodule Usln+1.v it
generates is isomorphic to the highest weight module Vµ.T h u sV decomposes as a
direct sum of submodules generated by the singular vectors,
(3.1) V =
 
µ
Usln+1.sing(V [µ]),
so that the multiplicity of the highest weight module Vµ in V is simply the dimension
of its space of singular vectors of weight µ.
When V is a tensor product of highest weight modules, the Littlewood-Richard-
son rule [18] gives formulas for the dimensions of the spaces of singular vectors. Since
this is the same rule for the number of points in an intersection (1.5) of Schubert
varieties from a Schubert problem, these geometric intersection numbers are equal
to the dimensions of spaces of singular vectors. In particular, if Vω1   Cn+1 is the
deﬁning representation of sln+1 and Vωn =
 n Vω1 = V ∗
ω1 (these are the ﬁrst and
last fundamental representations of sln+1), then
(3.2) dimsing(V ⊗(n+1)(d−n)
ωn [0]) = δ(ιn,d).
It is important to note that this equality of numbers is purely formal, in that the
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3.2. The (periodic) Gaudin model. The Bethe ansatz is a conjectural method
to obtain a complete set of eigenvectors for the integrable system on V := V ⊗m
ωn
given by the Gaudin Hamiltonians (deﬁned below). Since these Gaudin Hamiltoni-
ans commute with sln+1, the Bethe ansatz has the additional beneﬁt of giving an
explicit basis for sing(V [µ]), thus explicitly giving the decomposition (3.1).
The Gaudin Hamiltonians act on V ⊗m
ωn and depend upon m distinct complex
numbers s1,...,s m and a complex variable t.L e t gln+1 be the Lie algebra of
(n+1) × (n+1) complex matrices. For each i,j =1 ,...,n+1, let Ei,j ∈ gln+1 be
the matrix whose only nonzero entry is a 1 in row i and column j.F o re a c hp a i r
(i,j) consider the diﬀerential operator Xi,j(t) acting on V ⊗m
ωn -valued functions of t,
Xi,j(t): =δi,j
d
dt
−
m  
k=1
E
(k)
j,i
t − sk
,
where E
(k)
j,i acts on tensors in V ⊗m
ωn by Ej,i in the kth factor and by the identity in
other factors. Deﬁne a diﬀerential operator acting on V ⊗m
ωn -valued functions of t,
M :=
 
σ∈S
sgn(σ) X1,σ(1)(t) X2,σ(2)(t) ··· Xn+1,σ(n+1)(t) ,
where S is the group of permutations of {1,...,n+1} and sgn(σ)=± is the sign
of a permutation σ ∈S .W r i t eM in standard form
M =
dn+1
dtn+1 + M1(t)
dn
dtn + ··· + Mn+1(t).
These coeﬃcients M1(t),...,M n+1(t) are called the (higher) Gaudin Hamiltonians.
They are linear operators that depend rationally on t and act on V ⊗m
ωn . We collect
together some of their properties.
Theorem 3.3. Suppose that s1,...,s m are distinct complex numbers. Then
(1) The Gaudin Hamiltonians commute, that is, [Mi(u),M j(v)] = 0 for all
i,j =1 ,...,n+1 and u,v ∈ C.
(2) The Gaudin Hamiltonians commute with the action of sln+1 on V ⊗m
ωn .
Proofs are given in [38], as well as Propositions 7.2 and 8.3 in [41], and are
based on results of Talalaev [65]. A consequence of the second assertion is that
the Gaudin Hamiltonians preserve the weight space decomposition of the singular
vectors of V ⊗m
ωn . Since they commute, the singular vectors of V ⊗m
ωn have a basis of
common eigenvectors of the Gaudin Hamiltonians. The Bethe ansatz is a method
to write down joint eigenvectors and their eigenvalues.
3.3. The Bethe ansatz for the Gaudin model. This begins with a rational
function that takes values in a weight space V ⊗m
ωn [µ],
v : Cl × Cm  −→ V ⊗m
ωn [µ] .
This universal weight function was introduced in [52] to solve the Knizhnik-Zamo-
lodchikov equations with values in V ⊗m
ωn [µ]. When (x,s) is a critical point of a
master function, the vector v(x,s) is both singular and an eigenvector of the Gaudin
Hamiltonians. (This master function is a generalization of the one deﬁned by (2.1).)
The Bethe ansatz conjecture for the periodic Gaudin model asserts that the vectors
v(x,s) form a basis for the space of singular vectors.44 FRANK SOTTILE
Fix a highest weight vector vn+1 ∈ Vωn[ωn]. Then v
⊗m
n+1 generates V ⊗m
ωn as a
Usln+1
⊗m module. In particular, any vector in V ⊗m
ωn is a linear combination of
vectors that are obtained from v
⊗m
n+1 by applying a sequence of operators E
(k)
i+1,i,f o r
1 ≤ k ≤ m and 1 ≤ i ≤ n. The universal weight function is a linear combination of
such vectors of weight µ.
When m =( n+1)(d−n), l =
 n+1
2
 
(d−n), and µ = 0, the universal weight
function is a map
v : C(
n+1
2 )(d−n) × C(n+1)(d−n) −→ V ⊗(n+1)(d−n)
ωn [0].
To describe it, note that a vector Ea+1,aEb+1,b ···Ec+1,c.vn+1 is nonzero only if
(a,b,...,c)=( a,a+1,...,n−1,n).
Write va for this vector. The vectors v1,...,v n+1 form a basis of Vωn.T h u so n l y
some sequences of operators E
(k)
i+1,i applied to v
⊗(n+1)(d−n)
n+1 give a nonzero vector.
These sequences are completely determined once we know the weight of the result.
The operator E
(k)
i+1,i lowers the weight of a weight vector by the root αi.S i n c e
(3.4) (n+1)ωn = α1 +2 α2 + ···+ nαn ,
there are i(d−n) occurrences of E
(k)
i+1,i, which is the number of variables in x(i).
Let B be the set of all sequences (b1,b 2,...,b (n+1)(d−n)), where 1 ≤ bk ≤ n+1
for each k, and we have
#{k | bk ≤ i} = i(d−n).
Given a sequence B in B, deﬁne
vB := vb1 ⊗ vb2 ⊗···⊗vb(n+1)(d−n)
=
(n+1)(d−n)  
k=1
 
E
(k)
bk+1,bk ···E
(k)
n,n−1 · E
(k)
n+1,n
 
.vn+1 ,
where the operator E
(k)
bk+1,bk ···E
(k)
n,n−1 · E
(k)
n+1,n is the identity if bk = n +1 . T h e n
vB is a vector of weight 0, by (3.4). The universal weight function is a linear
combination of these vectors vB,
v(x;s)=
 
B∈B
wB(x;s) · vB ,
where wB(x,s) is separately symmetric in each set of variables x(i).
To describe wB(x;s), suppose that
z =( z(1),z(2),...,z((n+1)(d−n)))
is a partition of the variables x into (n+1)(d−n) sets of variables where the kth
set z(k) of variables has exactly one variable from each set x(i) with bk ≤ i (and is
empty when bk = n+1). That is, if bk ≤ n,t h e n
(3.5) z(k) =( x(bk)
cbk ,x (bk+1)
cbk+1 ,...,x (n)
cn ),
for some indices cbk,...,c n.I fbk = n+1, set w(k)(z) := 1, and otherwise
w(k)(z;s): =
1
x
(bk)
cbk − x
(bk+1)
cbk+1
···
1
x
(n−1)
cn−1 − x
(n)
cn
·
1
x
(n)
cn − sk
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in the notation (3.5). Then we set
w(z;s): =
(n+1)(d−n)  
k=1
w(k)(z;s).
Finally, wB(x;s) is the sum of the rational functions w(z;s) over all such partitions
z of the variables x. (Equivalently, the symmetrization of any single w(z;s).)
While v(x,s) is a rational function of x and hence not globally deﬁned, if the
coordinates of s are distinct and x is a critical point of the master function (2.1),
then the vector v(x,s) ∈ V
⊗(n+1)(d−n)
ωn [0] is well deﬁned, nonzero and it is in fact a
singular vector (Lemma 2.1 of [48]). Such a vector v(x,s)w h e nx is a critical point
of the master function is called a Bethe vector. Mukhin and Varchenko also prove
the following, which is the second part of Theorem 6.1 in [48].
Theorem 3.6. When s ∈ C(n+1)(d−n) is general, the Bethe vectors form a basis of
the space sing
 
V
⊗(n+1)(d−n)
ωn [0]
 
.
These Bethe vectors are the joint eigenvectors of the Gaudin Hamiltonians.
Theorem 3.7 (Theorem 9.2 in [41]). For any critical point x of the master func-
tion (2.1), the Bethe vector v(x,s) is a joint eigenvector of the Gaudin Hamiltonians
M1(t),...,M n+1(t). Its eigenvalues µ1(t),...,µ n+1(t) are given by the formula
dn+1
dtn+1 + µ1(t)
dn
dtn + ··· + µn(t)
d
dt
+ µn+1(t)
=
  d
dt
+l n
 (p1)
   d
dt
+l n
 
 p2
p1
  
···
  d
dt
+l n
 
  pn
pn−1
    d
dt
+l n
 
 W
pn
  
,
(3.8)
where p1(t),...,p n(t) are the polynomials (2.3) associated to the critical point x
and W(t) is the polynomial with roots s.
Observe that (3.8) is similar to the formula (2.5) for the diﬀerential operator
Dx of the critical point x. This similarity is made more precise if we replace
the Gaudin Hamiltonians by a diﬀerent set of operators. Consider the diﬀerential
operator formally conjugate to (−1)n+1M,
K =
dn+1
dtn+1 −
dn
dtnM1(t)+··· +( −1)n d
dt
Mn(t)+( −1)n+1Mn+1(t)
=
dn+1
dtn+1 + K1(t)
dn
dtn + ··· + Kn(t)
d
dt
+ Kn+1(t) .
These coeﬃcients Ki(t) are operators on V
⊗(n+1)(d−n)
ωn that depend rationally on t,
and are also called the Gaudin Hamiltonians. Here are the ﬁrst three,
K1(t)=−M1(t),
K2(t)=M2(t) − nM 
1(t),
K3(t)=−M3(t)+( n−1)M  
2 (t) −
 
n
2
 
M   
1 (t),
a n di ng e n e r a lKi(t) is a diﬀerential polynomial in M1(t),...,M i(t).
Like the Mi(t), these operators commute with each other and with sln+1,a n d
the Bethe vector v(x,s) is a joint eigenvector of these new Gaudin Hamiltonians46 FRANK SOTTILE
Ki(t). The corresponding eigenvalues λ1(t),...,λ n+1(t) are given by the formula
dn+1
dtn+1 + λ1(t)
dn
dtn + ··· + λn(t)
d
dt
+ λn+1(t)
=
  d
dt
− ln
 
 W
pn
    d
dt
− ln
 
  pn
pn−1
  
···
  d
dt
− ln
 
 p2
p1
    d
dt
− ln
 (p0)
 
,
(3.9)
which is (!) the fundamental diﬀerential operator Dx of the critical point x.
Corollary 3.10. Suppose that s ∈ C(n+1)(d−n) is generic.
(1) The Bethe vectors form an eigenbasis of sing(V
⊗(n+1)(d−n)
ωn [0]) for the
Gaudin Hamiltonians K1(t),...,K n+1(t).
(2) The Gaudin Hamiltonians K1(t),...,K n+1(t) have a simple spectrum in
that their eigenvalues separate the basis of eigenvectors.
Statement (1) follows from Theorems 3.6 and 3.7. For Statement (2), suppose
that two Bethe vectors v(x,s)a n dv(x ,s) have the same eigenvalues. By (3.9), the
corresponding fundamental diﬀerential operators would be equal, Dx = Dx .B u t
this implies that the fundamental spaces coincide, Vx = Vx . By Theorem 2.7 the
fundamental space determines the orbit of critical points, so the critical points x
and x  lie in the same orbit, which implies that v(x,s)=v(x ,s).
4. Shapovalov form and the proof of the Shapiro conjecture
The last step in the proof of Theorem 1 is to show that if s ∈ R(n+1)(d−n) is
generic and x is a critical point of the master function (2.1), then the fundamental
space Vx of the critical point x has a basis of real polynomials. The reason for this
reality is that the eigenvectors and eigenvalues of a symmetric matrix are real.
We begin with the Shapovalov form. The map τ : Ei,j  → Ej,i induces an anti-
automorphism on sln+1. Given a highest weight module Vµ and a highest weight
vector v ∈ Vµ[µ], the Shapovalov form  ·,·  on Vµ is deﬁned recursively by
 v,v  =1 a n d  g.u,v  =  u,τ(g).v ,
for g ∈ sln+1 and u,v ∈ V . In general, this Shapovalov form is nondegenerate on
Vµ and positive deﬁnite on the real part of Vµ.
For example, the Shapovalov form on Vωn is the standard Euclidean inner prod-
uct,  vi,v j  = δi,j, in the basis v1,...,v n+1 of Section 3.3. This induces the symmet-
ric (tensor) Shapovalov form on the tensor product V
⊗(n+1)(d−n)
ωn ,w h i c hi sp o s i t i v e
deﬁnite on the real part of V
⊗(n+1)(d−n)
ωn .
Theorem 4.1 (Proposition 9.1 in [41]). The Gaudin Hamiltonians are symmetric
with respect to the tensor Shapovalov form,
 Ki(t).u, v  =  u, Ki(t).v ,
for all i =1 ,...,n+1, t ∈ C,a n du,v ∈ V
⊗(n+1)(d−n)
ωn .
We give the most important consequence of this result for our story.
Corollary 4.2. When the parameters s and variable t are real, the Gaudin Hamil-
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Proof. The Gaudin Hamiltonians M1(t),...,M n+1(t) are real linear operators which
act on the real part of V
⊗(n+1)(d−n)
ωn , by their deﬁnition. The same is then also true
of the Gaudin Hamiltonians K1(t),...,K n+1(t). But these are symmetric with
respect to the Shapovalov form and thus have real spectrum. 
Proof of Theorem 1. Suppose that s ∈ R(n+1)(d−n) is general. By Corollary 4.2,
the Gaudin Hamiltonians for t ∈ R acting on sing(V
(n+1)(d−n)
ωn [0]) are symmetric
operators on a Euclidean space, and so have real eigenvalues. The Bethe vectors
v(x,s) for critical points x of the master function with parameters s form an eigen-
basis for the Gaudin Hamiltonians. As s is general, the eigenvalues are distinct by
Corollary 3.10 (2), and so the Bethe vectors must be real.
Given a critical point x, the eigenvalues λ1(t),...,λ n+1(t) of the Bethe vectors
are then real rational functions, and so the fundamental diﬀerential operator Dx
has real coeﬃcients. But then the fundamental space Vx of polynomials is real.
Thus each of the δ(ιn,d) spaces of polynomials Vx whose Wronskian has roots s
that were constructed in Section 2 is in fact real. This proves Theorem 1. 
5. Other proofs of the Shapiro conjecture
The proofs of diﬀerent Bethe ans¨ atze for other models (other integrable systems)
and other Lie algebras, which is ongoing work of Mukhin, Tarasov, and Varchenko,
and others, can lead to generalizations of Theorem 1. One generalization is given
in an appendix of [40], where it is conjectured that for real parameters s, orbits of
critical points of generalized master functions are real. For the Lie algebra sln+1,
this holds as the polynomials pi of Section 2.1 are real. This new conjecture also
holds for the Lie algebras sp2n and so2n+1, by the results in Section 7 of [47].
We also discuss other proofs of the Shapiro conjecture.
5.1. Discrete Wronskians to Calogero-Moser spaces. The XXX model is
another integrable system studied by Mukhin, Tarasov, and Varchenko [44]. This
work is similar to their work on the periodic Gaudin model, including Wronskians, a
Bethe ansatz, and symmetric operators. One diﬀerence is that Ugln+1 is replaced by
the Yangians, Y gln+1, which are a deformation of the universal enveloping algebra
of the current algebra gln+1[t]. (The current algebra gln+1[t] consists of polynomials
in t with coeﬃcients in gln+1.) Another is that the usual Wronskian is replaced by
the discrete Wronskian, which depends upon a real number h,
Wrh(f0,...,f n): =d e t
⎛
⎜
⎜
⎜
⎝
f0(t) f0(t + h) ··· f0(t + nh)
f1(t) f1(t + h) ··· fn(t + nh)
. . .
. . .
...
. . .
fn(t) fn(t + h) ··· fn(t + nh)
⎞
⎟
⎟
⎟
⎠
,
and the functions are quasi-polynomials, fi(t)=ebitgi(t), where gi(t)i sap o l y n o -
mial. The linear span V of quasi-polynomials eb0tg0(t),...,e bntgn(t)i sas p a c eo f
quasi-polynomials. This discrete Wronskian has the form w(t)e
 
bi·t,w h e r ew(t)i s
a polynomial that is well deﬁned up to a scalar.
Theorem 5.1 (Theorem 2.1 of [44]). Let V be a space of quasi-polynomials with
discrete Wronskian Wrh(V )=
 N
i=1(t − si)e
 
bi·t whose roots are real and satisfy
|si − sj|≥| h| for all i  = j,
then V has a basis of real quasi-polynomials.48 FRANK SOTTILE
This condition on the separation of roots cannot be relaxed if the theorem is
to hold for all exponents bi.W h e n n =1a n db0 = b1 = 0, this is a special case
of the main theorem in Eremenko, et al. [15]. We will not discuss the proof of
Theorem 5.1, except to remark that it depends upon the results of [41] and [43].
In the limit as h → 0, the discrete Wronskian becomes the usual Wronskian,
which yields the following theorem.
Theorem 5.2 (Theorem 4.1 of [44]). Let V be a space of quasi-polynomials whose
Wronskian has only real roots. Then V has a basis of real quasi-polynomials.
When the exponents bi are all zero, this reduces to Theorem 1, and therefore is
a generalization of the Shapiro conjecture. It implies Theorem 2 from the Intro-
duction. Suppose that b0,...,b n are distinct real numbers, α0,...,α n are complex
numbers, and consider the matrix
(5.3) Z :=
⎛
⎜ ⎜
⎜
⎝
α0 (b0 − b1)−1 ··· (b0 − bn)−1
(b1 − b0)−1 α1 ··· (b1 − bn)−1
. . .
. . .
...
. . .
(bn − b0)−1 (bn − b1)−1 ··· αn
⎞
⎟ ⎟
⎟
⎠
.
Theorem 2 (Theorem 5.4 of [44]). If Z has only real eigenvalues, then the numbers
α0,...,α n are real.
Proof. We follow [44], deducing this from Theorem 5.2 and some matrix identities.
Since
(5.4)
dm
dtm(t − a)ebt = bm(t − a)ebt + mbm−1ebt ,
if A is the diagonal matrix diag(a0,...,a n), E := diag(eb0t,...,e bnt), V is the
Vandermonde matrix (bi
j)n
i,j=0,a n dW := (ib
i−1
j )n
i,j=0, then (5.4) implies that
 
di
dti(t − aj)ebjt
 n
i,j=0
=[ V (It− A)+W]E,
and therefore
(5.5) Wr
 
(t − a0)eb0t ,...,(t − an)ebnt 
= e
 
bi·t ·
 
i<j
(bj − bi) · det
 
It− (A − V −1W)
 
.
We deduce a formula for V −1W. The inverse of the Vandermonde matrix comes
from Lagrange’s interpolation formula. For each i =0 ,...,n,s e t
 i(u): =
 
k =i(u − bk)
 
k =i(bi−bk)
=
n  
j=0
 i,juj .
Since  i(bj)=δi,j,w es e et h a tV −1 =(  i,j)n
i,j=0.B u tt h e n
V −1W =(   
i(bj))n
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This gives formulas for the entries of V −1W =( mi,j)n
i,j=0,
mi,j =
 
k =i,j(bj − bk)
 
k =i(bi − bk)
if i  = j and
mi,i =
 
k =i
1
bi − bk
.
Let B be the diagonal matrix diag(
 
k =i(bi − bk),i=0 ,...,n)a n dM the diag-
onal of V −1W. We leave the following calculation to the reader,
B−1ZB =d i a g ( α0,...,α n)+M − V −1W.
Combining this with (5.5), we see that if
(5.6) ai = αi + mi,i,i =0 ,...,n,
then the eigenvalues of Z are exactly the roots of the Wronskian (5.5).
Since the matrix Z has only real eigenvalues, Theorem 5.2 implies that the span
of (t − a0)eb0t,...,(t − an)ebnt has a basis of real quasi-polynomials. Since the
exponents bi are real and distinct, the numbers a0,...,a n are real as are the entries
of V −1W, and so (5.6) implies that the entries αi of Z are real. 
Theorem 2 has an interesting consequence.
Corollary 5.7. Suppose that X and Z are square complex matrices such that
(5.8) [X,Z]=I − K,
where K has rank 1.I f b o t h X and Z have real eigenvalues, then they may be
simultaneously conjugated to real matrices.
Proof. It suﬃces to show this for a dense open subset of such pairs (X,Z)o fm a t r i -
ces. Suppose that X is diagonalizable with eigenvalues b0,...,b n and that we have
conjugated (X,Z)s ot h a tX is diagonal. If we write Z =( zi,j)n
i,j=0,t h e n
(5.9) [X,Z]=( zi,j(bj − bi))
n
i,j=0 .
The rank 1 matrix K has the form (βiγj)n
i,j=0,w h e r eβ,γ are complex vectors.
By (5.8) and (5.9), the diagonal entries of K are all 1, so that βiγi =1 ,s oi nf a c t
β,γ ∈ (C×)n+1 with γ = β−1. Conjugating (5.8) by β (considered as a diagonal
matrix), we may assume that K is the matrix whose every entry is 1, and so
zi,j(bj − bi)=δi,j − 1,
or, if i  = j, bi  = bj,a n dzi,j =( bi − bj)−1.B u tt h e nZ has the form (5.3) (where
αi = zi,i), and Theorem 2 implies that all of its entries are real. 
Mukhin, Tarasov, and Varchenko noted that Theorem 5.2 follows from Theo-
rem 2 by the duality studied in [42], and that the Shapiro conjecture for Grassman-
nians is the case of Corollary 5.7 when Z is nilpotent. We close this section with
an interesting circle of ideas related to Corollary 5.7.
Let Cn be the set of all pairs (X,Z)o f( n+1) × (n+1) complex matrices such
that [X,Z] − I has rank 1. The group Gln+1(C)a c t so nCn by simultaneous
conjugation and Wilson [70] deﬁnes the Calogero-Moser space Cn to be the quotient
of Cn by Gln+1(C). He shows this is a smooth aﬃne variety of dimension 2n.I t
has many incarnations. It is the phase space of the (complex) Calogero-Moser
integrable system [31], Etingof and Ginzburg [16] showed that Cn parametrizes50 FRANK SOTTILE
irreducible representations of a certain rational Cherednik algebra, and Wilson’s
adelic Grassmannian [70] is naturally the union of all the spaces Cn.
Let Cn(R) be the real points of Cn. This turns out to be image of the real points
of Cn under the quotient map πn: Cn → Cn. The map that takes a matrix to its
eigenvalues induces a map
Υ: Cn −→ C(n+1) × C(n+1) ,
where C(n+1) := Cn+1/Sn+1. Etingof and Ginzburg showed that Υ is a ﬁnite map
of degree (n+1)! We restate Corollary 5.7.
Corollary 5.7. Υ−1(R(n+1) × R(n+1)) ⊂ Cn(R).
This in turn implies the Shapiro conjecture for Grassmannians, which is the case
of Corollary 5.7 when Z is nilpotent,
Υ−1(R(n+1) ×{ 0}) ⊂ Cn(R).
The rational Cherednik algebra Hn [16] is generated by the polynomial subalge-
bras C[x0,...,x n]a n dC[z0,...,z n] and the group algebra CSn+1 subject to
(5.10)
σijxi = xjσij [xi,z j]=σij if i  = j,
σijzi = zjσij [xi,z i]=−
 
j =i σij ,
where σij ∈S n+1 is the transposition (i,j). The symmetrizing idempotent is
e :=
1
(n+1)!
 
σ∈Sn+1
σ.
For p ∈ Cn,w r i t eCp for the one-dimensional representation of the coordinate ring
of Cn in which a function f acts by the scalar f(p).
Theorem 5.11 ([16], Theorems 1.23 and 1.24).
(1) eHne is isomorphic to the coordinate ring of Cn.
(2) Irreducible representations of Hn are parametrized by the points p of Cn,
where the corresponding representation is
Mp := Hne ⊗eHne Cp .
(3) Mp is isomorphic to CSn+1 as an Sn+1-module.
Etingof and Ginzburg connect the structure of the representations Mp to the
Calogero-Moser space. Let Sn act on the indices {0,...,n−1}.T h e n xn and zn
both stabilize the subspace MSn
p of invariants, which has dimension n+1.
Theorem 5.12 ([16], Theorem 11.16). In any basis of MSn
p , xn,z n act by a pair
of matrices (X,Z) ∈ Cn such that πn(X,Z)=p.
5.2. Transversality in the Shapiro conjecture. While Mukhin, Tarasov, and
Varchenko prove Theorem 1.11 in [45], their actual result is much deeper. Each
ramiﬁcation sequence a for G(n,d) corresponds to a dominant weight µ(a)f o rsln+1
such that, given a Schubert problem A := (a(1),...,a(m)), the intersection number
δ(A) is equal to the dimension of the space of singular vectors
 
Vµ(a(1)) ⊗ Vµ(a(2)) ⊗···⊗Vµ(a(m))
 
[0],
as both numbers are determined by the same formula based on the Littlewood-
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about the intersection of Schubert varieties to algebraic information about the
action of commuting operators on the singular vectors.
The coordinate ring RA(s) of an intersection of Schubert varieties (1.12) is an
Artin algebra of dimension δ(A), because the Pl¨ ucker formula (1.3) forces the in-
tersection to be zero dimensional. It is semisimple exactly when the intersection is
transverse. Because of the Pl¨ ucker formula, the intersection lies in the big Schubert
cell G(n,d)
◦,a n ds oRA(s) is a quotient of the coordinate ring R of G(n,d)
◦.T h e n
the coregular representation of RA(s) on its dual RA(s)∗ induces an action of R
on RA(s)∗. This is the scheme-theoretic information.
Given a ﬁnite-dimensional representation V of gln+1 and a complex number s,
requiring t to act on V via scalar multiplication by s, gives the evaluation module
V (s) of the current algebra gln+1[t]. If µ =( µ1,...,µ m) are dominant weights and
s =( s1,...,s m) are distinct complex numbers, then the evaluation module
Vµ(s): =Vµ1(s1) ⊗ Vµ2(s2) ⊗···⊗Vµm(sm)
is an irreducible gln+1[t]-module [7].
The universal enveloping algebra Ugln+1[t] has a commutative subalgebra B,
called the Bethe algebra [21, 65]. As B commutes with gln+1, it acts on spaces of
singular vectors in the evaluation module Vµ(s). The action of the Bethe algebra
on the singular vectors Vµ(s)[0] is the algebraic information from representation
theory. Let Bµ(s) be the image of B in the endomorphism algebra of Vµ(s)[0].
A main result in [45] is that these two actions, R on RA(s)a n dB on Vµ(s)[0], are
isomorphic when µ =( µ(a1),...,µ(am)), which we write as µ(A). This requires
that we identify R with B in some way. For that, the big cell G(n,d)
◦ can be
identiﬁed with (n+1)×(d−n) matrices (yi,j), whose entries identify R with C[yi,j].
The Bethe algebra has generators Bi,j,w h e r e1≤ i ≤ n+1 and 1 ≤ j. Deﬁne the
map τ : R  →Bby
τ(yi,j)=Bi,j .
Mukhin, Tarasov, and Varchenko also give a linear bijection φ: RA(s)∗ → Vµ(s)[0].
Theorem 5.13. Let A =( a1,...,am) be a Schubert problem for G(n,d) and s =
(s1,...,s m) be distinct complex numbers. Then the map τ induces an isomorphism
of algebras τ : RA(s)
∼ −→ B µ(A)(s) so that, for f ∈ RA(s) and g ∈ RA(s)∗, µ(f∗g)=
τ(f)µ(g). That is, (τ,µ) gives an isomorphism between the coregular representation
of RA(s) on its linear dual RA(s)∗ and the action of the Bethe algebra Bµ(A)(s)
on the singular vectors Vµ(s)[0].
Theorem 1.11 now follows, as the image of the Bethe algebra on the singular
vectors Vµ(s)[0] is generated by the Gaudin Hamiltonians, which are diagonalizable
when the parameters si are real. Thus Bµ(A)(s) and hence RA(s) are semisimple,
which implies that the intersection of Schubert varieties (1.12) was transverse.
We remark that this uses the general form of the results in [40] which we did not
describe in these notes. Also, the coincidence of numbers, δ(A)=d i m ( Vµ(A)(s)[0]),
is an important ingredient in the proof that µ is a bijection.
Very recently, Mukhin, Tarasov, and Varchenko related this Bethe algebra to
the center of the rational Cherednik algebra of Section 5.1, and to the algebra of
regular functions on the Calogero-Moser space [46].52 FRANK SOTTILE
6. Applications of the Shapiro conjecture
Theorem 1 and its stronger version, Theorem 1.11, have other applications in
mathematics. Some are straightforward, such as linear series on P1 with real rami-
ﬁcation. Here, we discuss this application in the form of maximally inﬂected curves
and rational functions with real critical points, as well as Purbhoo’s considerably
deeper application in which he recovers the basic combinatorial algorithms of Young
tableaux from the monodromy of the Wronski map. We close with Eremenko and
Gabrielov’s computation of the degree of the real Wronski map, which implies that
when d is even and W is a generic real polynomial, there are many spaces of real
polynomials with Wronskian W.
6.1. Maximally inﬂected curves. One of the earliest occurrences of the central
mathematical object of these notes, spaces of polynomials with prescribed ramiﬁ-
cation, was in algebraic geometry, as these spaces of polynomials are linear series
P ⊂ H0(P1,O(d)) on P1 with prescribed ramiﬁcation. Their connection to Schu-
bert calculus originated in work of Castelnuovo in 1889 [6] on g-nodal rational
curves, and this was important in Brill-Noether theory (see Ch. 5 of [25]) and the
Eisenbud-Harris theory of limit linear series [9, 10].
A linear series P on P1 of degree d and dimension n+1 (a point in G(n,d)) gives
rise to a degree d map
(6.1) ϕ : P1 −→ Pn = P(P ∗)
of P1 to projective space. We will call this map a curve. The linear series is ramiﬁed
at points s ∈ P1 where ϕ is not convex (the derivatives ϕ(s),ϕ  (s),...,ϕ (n)(s)d o
not span Pn). Call such a point s a ﬂex of the curve (6.1).
Ac u r v ei sr e a lw h e nP is real. It is maximally inﬂected if it is real and all of its
ﬂexes are real. The study of these curves was initiated in [32], where restrictions
on the topology of plane maximally inﬂected curves were established.
Let us look at some examples. There are two types of real rational cubic curves,
which are distinguished by their singular points. The singular point of the curve
on the left below is a node and it is connected to the rest of the curve, while the
singular point on the other curve is isolated from the rest of the curve, and is called
a solitary point.
y2 = x3 + x2 y2 = x3 − x2
While both curves have one of their three ﬂexes at inﬁnity, only the curve on the
right has its other two ﬂexes real (the dots) and is therefore maximally inﬂected.
A nodal cubic cannot be maximally inﬂected.
Similarly, a maximally inﬂected quartic with six ﬂexes has either one or zero of
its (necessarily three) singular points a node, and necessarily two or three solitary
points. We draw the two types of maximally inﬂected quartics having six ﬂexes,
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the ﬁrst quartic has two ﬂexes on its node—one for each branch through the node.
When d ≥ 3, the image of a rational curve γ: P1 → P2 of degree d is a singu-
lar curve of arithmetic genus
 d−1
2
 
. In general, the singularities consist of
 d−1
2
 
ordinary double points, which are where two smooth branches of the curve meet
transversally. A real rational curve has three types of such double points. We have
already seen nodes and solitary points. The third kind of real double point consists
of a pair of complex conjugate double points and is invisible in RP2.
T h ee x a m p l e sw eg a v eh a df e wn o d e s .T h i si sa l w a y st h ec a s e .
Theorem 6.2 (Corollary 3.3 and Theorem 4.1 of [32]). Given a maximally inﬂected
plane curve of degree d,l e tδ,η,c be its numbers of solitary points, nodes, and pairs
of complex conjugate double points. Then we have
d − 2 ≤ δ ≤
 
n − 1
2
 
and 0 ≤ η +2 c ≤
 
n − 2
2
 
.
Furthermore, there exist maximally inﬂected curves of degree d with
 n−1
2
 
solitary
points (and hence no other singularities), and there exist curves with
 n−2
2
 
nodes
and d−2 solitary points.
While many constructions of maximally inﬂected curves were known, Theorem 1,
and in particular Theorem 1.11, show that there are many maximally inﬂected
curves: any curve ϕ: P1 → Pn whose ramiﬁcation lies in RP1 must be real and is
therefore maximally inﬂected.
Theorem 6.2 is proven using the Pl¨ ucker formula (1.3) and the Klein formula
from topology. This result and some intriguing calculations in Section 6 of [32]
suggest that the number of solitary points is a deformation invariant. That is, if the
points of inﬂection move, then the number of solitary points is constant. Examples
show that the number of nodes may change under a continuous deformation of
the inﬂection points, with a pair of nodes colliding to become a pair of complex
conjugate double points, but we have not observed collisions of solitary points.
6.2. Rational functions with real critical points. A special case of Theorem 1,
proved earlier by Eremenko and Gabrielov, serves to illustrate the breadth of math-
ematical areas touched by this Shapiro conjecture. When n = 1, we may associate
a rational function ϕP := f1(t)/f2(t)t oab a s i s{f1(t),f 2(t)} of a vector space
P ∈ G(1,d) of polynomials. Diﬀerent bases give diﬀerent rational functions, but
they all diﬀer from each other by a fractional linear transformation of the image
P1. We say that such rational functions are equivalent.
The critical points of a rational function are the points of the domain P1 where
the derivative of ϕP,
dϕP :=
f 
1f2 − f1f 
2
f2
2
=
1
f2
2
· det
 
f1 f2
f 
1 f 
2
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vanishes. That is, at the roots of the Wronskian. These critical points only depend
upon the equivalence class of the rational function. Eremenko and Gabrielov [13]
prove the following result about the critical points of rational functions.
Theorem 6.3. A rational function ϕ whose critical points lie on a circle in P1
maps that circle to a circle.
To see that this is equivalent to Theorem 1 when n = 1, note that we may apply
a change of variables to ϕ so that its critical points lie on the circle RP1 ⊂ P1.
Similarly, the image circle may be assumed to be RP1. Reversing these coordinate
changes establishes the equivalence.
The proof used methods speciﬁc to rational functions. Goldberg showed [22]
that there are at most cd := 1
d
 2d−2
d−1
 
rational functions of degree d with a given
collection of 2d−2 simple critical points. If the critical points of a rational function
ϕ of degree d lie on a circle C ⊂ CP1 and if ϕ maps C to C,t h e nϕ−1(C)f o r m sa
graph on the Riemann sphere with nodes the 2d−2 critical points, each of degree 4,
and each having two edges along C and one edge on each side of C. We mark one of
the critical points to ﬁx the ordered list of the critical points. It turns out that there
are also cd such abstract graphs with a distinguished vertex. Call these graphs nets.
(In fact, cd is Catalan number, which counts many objects in combinatorics [64,
Exer. 6.19, p. 219].) Following are the c4 =5n e t sf o rd =4 .
Eremenko and Gabrielov used the uniformization theorem in complex analysis to
construct such a rational function ϕ for each net and choice of critical points on C.
Since cd is the upper bound for the number of such rational functions, this gave all
rational functions with a given set of critical points and thus proved Theorem 6.3.
More recently, Eremenko and Gabrielov [14] found an elementary proof of The-
orem 6.3 which is based upon analytic continuation and a very reﬁned version
of the construction underlying Theorem 1.10. This has unfortunately never been
published.
By Theorem 1.10, there exists a Wronski polynomial W0(t)o fd e g r e e2 d−2 with
distinct real roots for which there are cd spaces of real polynomials with Wronskian
W0(t). Suppose that W0 is a member of a continuous family Wτ for τ ∈ [0,1] of
polynomials of degree 2d−2 with distinct real roots. Since there are cd distinct
spaces of polynomials with Wronskian W0,t h e r ea r ecd distinct lifts of the path
Wτ to paths of spaces of polynomials with Wronskian Wτ,a tl e a s tf o rτ near zero.
The obstruction to analytically continuing these cd lifts occurs at critical points of
the Wronski map Wr: G(1,d)R → RP2d−2. Since this map is at most cd to 1, the
ﬁrst critical point in a ﬁber is a point where two of the lifted paths collide.
Eremenko and Gabrielov show that such a collision cannot occur. The rea-
son is simple: nets are constant along paths of spaces of polynomials in G(1,d)
whose Wronskian has 2d − 2 distinct roots, and each of the spaces of polynomials
above W0(t) has a diﬀerent net. Thus each lifted path has a diﬀerent net, and
no collision is possible. They show that nets are constant along paths by a sim-
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the construction of the spaces of polynomials in Theorem 1.10 shows that each
space has a distinct net. The proof is completed by observing that any Wronski
polynomial may be joined to W0 along some path Wτ.
The elementary and constructive nature of this proof suggests that the Shapiro
conjecture for Grassmannians may have an elementary proof, if a suitable substitute
for nets can be found when n>1.
6.3. Tableaux combinatorics. Starting from Theorems 1 and 1.11 for the Schu-
bert problem ιn,d, Purbhoo [49] shows that the basic combinatorial properties
and algorithms for Young tableaux are realized geometrically via the monodromy
groupoid of the Wronski map, Wr: G(n,d) → P(C(n+1)(d−n)[t]). In particular,
Sch¨ utzenberger slides, evacuation, Knuth equivalence and dual equivalence all arise
geometrically. Purbhoo uses his analysis of the monodromy groupoid to get a new
proof of the Littlewood-Richardson rule.
A partition is a weakly decreasing sequence of nonnegative integers λ: λ0 ≥ λ1 ≥
···≥λn ≥ 0. We impose the restriction that n−d ≥ λ0. Partitions are ramiﬁcation
sequences in disguise, with a:0≤ a0 <a 1 < ···<a n ≤ d corresponding to
(6.4) λ(a): an − n ≥ ··· ≥ a1 − 1 ≥ a0 .
We identify a partition with its diagram, which is a left-justiﬁed array of boxes
with λi boxes in the ith row. For example,
λ = 5322 ←→ .
Write |λ| for the number of boxes in λ. By (6.4), |a| = |λ(a)|.
The partial order on ramiﬁcation sequences induces the partial order of compo-
nentwise comparison on partitions, which is the inclusion of their diagrams. The
minimal partition is ∅ and the maximal partition (for us) is (d−n,...,d−n), which
has d−n repeated n+1 times. Write this as .G i v e nµ ≤ λ,t h eskew partition
λ/µ is the diﬀerence of their diagrams. We set |λ/µ| := |λ|−| µ|. For example,
5322/21 = and |5322/21| =9 .
A standard Young tableau of shape λ/µ is a ﬁlling of the boxes of λ/µ with the
integers 1,2,...,|λ/µ| so that the entries increase across each row and down each
column. Here are three ﬁllings of the shape 331/1; only the ﬁrst two are tableaux.
13
256
4
24
135
6
26
543
1
Let SYT(λ/µ) be the set of all standard Young tableaux of shape λ/µ.
The degree δ(ιn,d) of the Wronski map equals the cardinality of SYT( ). By
Theorem 1.11, the Wronski map is unramiﬁed over the locus of polynomials with
distinct real roots, and so the points in each ﬁber are in bijection with the set
SYT( ). This identiﬁcation is almost canonical because in the region where the
roots of the Wronskian are clustered (1.9) the identiﬁcation is canonical, by the
work of Eremenko and Gabrielov [11], and the Wronski map is unramiﬁed over the
locus of polynomials with distinct roots. Since nets are in natural bijection with
tableaux, this identiﬁcation for n = 1 was done by Eremenko and Gabrielov in [14].56 FRANK SOTTILE
This identiﬁcation can be extended to skew tableaux. Given a partition λ,i t s
dual is λ
∨: d−n−λn ≥···≥d−n−λ0. For partitions µ ≤ λ,s e t
G(λ/µ): =Ω a(µ)F•(0)
 
Ωa(λ∨)F•(∞).
The Wronskian of a space of polynomials P ∈ G(λ/µ) has degree at most |λ|
and vanishes to order least |µ| at zero. Let P(λ/µ) be the projective space of such
polynomials. This has dimension |λ/µ|, which is equal to the dimension of G(λ/µ).
The restriction of the Wronski map to G(λ/µ),
Wr : G(λ/µ) −→ P(λ/µ),
is ﬁnite, ﬂat, and has degree equal to the cardinality of SYT(λ/µ). Lastly, the
Wronski map is unramiﬁed over the locus of polynomials in P(λ/µ) with |λ/µ| dis-
tinct nonzero real roots, and there is an identiﬁcation of the ﬁbers with SYT(λ/µ).
Purbhoo gives an explicit identiﬁcation of the ﬁbers of the Wronski map by
extending the notion of standard tableaux. Let s = {s1,...,s |λ/µ|}⊂RP1 be a set
of |λ/µ| real numbers, possibly including ∞,t h a ts a t i s f y
(I) If i  = j,t h e n|si|  = |sj|.
(II) 0 ∈ s only if µ = ∅ and ∞∈s only if λ = .
We identify such a subset s with the polynomial Ws := t|µ|  
s∈s(t − s)i nP(λ/µ)
vanishing at s.Astandard Young tableau of shape λ/µ with entries in s is a ﬁlling
of the boxes of λ/µ with elements of s such that if we replace each entry si with its
absolute value |si|, then the entries increase across each row and down each column.
Let SYT(λ/µ;s) be the set of all standard Young tableaux of shape λ/µ with
entries in s. Replacing each entry si in a tableau by k if si has the kth smallest
absolute value in s deﬁnes the map ord: SYT(λ/µ;s) → SYT(λ/µ). For example,
√
24
e −8 π
2
−6
ord  −→
13
256
4
Let s(τ)f o rτ ∈ [a,b] be a continuous path of subsets of RP1,w h e r es(τ) satisﬁes
conditions (I) and (II), except for ﬁnitely many points τ ∈ (a,b) at which condition
(I) is violated exactly once in that si(τ)=−sj(τ)f o rs o m ei  = j. A path that is
transverse to the locus where si = −sj for all i  = j is generic. Given a standard
Young tableau Ta of shape λ/µ and ﬁlling s(a), we can try to lift Ta to a family
Tτ of standard tableaux for all τ ∈ [a,b]. We do this by requiring that the entries
in the boxes of Tτ vary continuously, unless the condition that Tτ forms a tableau
is violated.
In any interval where s(τ) satisﬁes condition (I), the entries of Tτ vary con-
tinuously and ord(Tτ) is constant. Suppose that τ0 is a point of the path where
condition (I) is violated, and that si(τ0)=−sj(τ0) is the pair witnessing this viola-
tion. If si and sj are in diﬀerent rows and columns, they remain in their respective
boxes as τ passes τ0 and ord(Tτ) changes as τ passes τ0.I fsi and sj are in the same
row or column, then they are adjacent, and leaving them in their respective boxes
violates the condition that Tτ is a tableau, so we require them to switch places and
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Given a generic path s(τ)f o rτ ∈ [a,b] and a tableau Ta ∈ SYT(λ/µ;s(a)),
deﬁne slides(τ)(Ta) to be the result of this process applied to Ta. This gives a
bijection between SYT(λ/µ;s(a)) and SYT(λ/µ;s(b)).
Example 6.5. We show this on a tableau of shape (4,4,2), for the path s(τ)=
{τ,−1,...,−9} for τ ∈ [0,10]. We only display when the tableau Tτ changes.
τ −1 −3 −8
−2 −4 −6 −9
−5 −7
τ=1 − −−− →
−1 τ −3 −8
−2 −4 −6 −9
−5 −7
τ=3 − −−− →
−1 −3 τ −8
−2 −4 −6 −9
−5 −7
τ=6 − −−− →
−1 −3 −6 −8
−2 −4 τ −9
−5 −7
τ=9 − −−− →
−1 −3 −6 −8
−2 −4 −9 τ
−5 −7
τ=10 − −−− →
−1 −3 −6 −8
−2 −4 −91 0
−5 −7
The combinatorial enthusiast will note that the box containing τ has just performed
aS c h ¨ utzenberger slide through the subtableau formed by the negative entries. For
comparison, we show the tableaux ord(T0) and ord(T10).
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We give Purbhoo’s main theorem about the monodromy groupoid of the Wronski
map Wr: G(λ/µ) → P(λ/µ).
Theorem 6.6 ([49], Theorem 3.5). For each s = {s1,...,s |λ/µ|}⊂RP1 satisfy-
ing conditions (I) and (II), there is a correspondence P ↔ T(P) between points
P ∈ G(λ/µ) with Wronskian Ws and tableaux T(P) ∈ SYT(λ/µ;s).U n d e r t h i s
correspondence, if s(τ) ⊂ RP1 is a generic path for τ ∈ [a,b] and Pτ is any lifting
of that path to G(λ/µ),t h e n
T(Pb) = slides(τ)T(Pa) .
Thus the combinatorial operation of sliding a tableau along a generic path s(τ)
exactly describes analytic continuation in the ﬁbers of the Wronski map above that
path. This sliding operation contains Sch¨ utzenberger’s jeu de taquin [55], and much
of tableaux combinatorics [18, 51, 64] may be recovered from the geometry of the
Wronski map.
Suppose s = {s1,...,s |λ/µ|} with |s1| < ···< |s|λ/µ||.I fT ∈ SYT(λ/µ;s)a n d
t = {si,...,s j} with i<j , then the entries of T in the set t form a subtableau
T|t. Now suppose that s = t ∪ u where the elements of t are positive, those of u
are negative, and we additionally have that |t| < |u| for t ∈ t and u ∈ u.W r i t e
|t| < |u| when this occurs. Let t  be a set of |λ/µ| positive numbers with |u| < |t |
and suppose that s(τ)f o rτ ∈ [0,1] is a generic path from s = t ∪ u to s  = u ∪ t .
Given a tableau S ∈ SYT(λ/µ;s), let S  := slides(τ)S ∈ SYT(λ/µ;s ), and deﬁne
the subtableaux,
T := S|t ,U := S|u ,T   := S|t  , and U  := S|u .58 FRANK SOTTILE
Because |t| < |u| < |t |, T is inside of U and during the slide T and U move through
each other to obtain the tableaux U  and T  with U  inside of T . Schematically,
T
U
slides(τ)
− −−−−−−→ U 
T 
We write
U  = slideTU and T  = slideUT.
Reversing the path s(τ) enables the deﬁnition of U = slideT  U  and T = slideU T .
These notions are independent of the choice of path s(τ), by Theorem 6.6. In fact
slideTU does not depend upon the set t . This geometrically deﬁned operation was
studied from a combinatorial perspective [3], where it was called tableaux switching,
and its independence from choices was Theorem 2.2(4) (ibid).
Deﬁnition 6.7. Let u be a set of negative numbers. Two tableaux U1,U 2 ∈
SYT(λ/µ;u)a r eequivalent if, for any set t of |µ| positive numbers with |t| < |u|
and any T1,T 2 ∈ SYT(µ;t), we have
slideT1U1 = slideT2U2 .
Two tableaux U1,U 2 ∈ SYT(λ/µ;u)a r edual equivalent if, for any sets t,t  of posi-
tive numbers with |t| < |u| < |t |,s h a p e sµ/ν, κ/λ, and tableaux T ∈ SYT(µ/ν;t)
and T  ∈ SYT(κ/λ;t ), each pair
(slideTU1 , slideTU2) and (slideT  U1 , slideT  U2)
has the same shape. Replacing numbers by their negatives extends these deﬁnitions
to tableaux with positive entries.
These are the fundamental equivalence relations on tableaux of Knuth equiva-
lence and of Haiman’s dual equivalence [24]. Purbhoo shows that these combina-
torial equivalence relations coincide with geometrically deﬁned relations that come
from nonreduced ﬁbers of the Wronski map.
Suppose that s = {s1,...,s (n+1)(d−n)} is a subset of RP1 satisfying condi-
tion (I) with |s1| < ··· < |s(n+1)(d−n)|, and suppose that t = {si,s i+1,...,s j}
are the positive elements of s and let u = s − t be its nonpositive elements.
Pick a positive number a ∈ [si,s j] and consider any path s(τ)f o rτ ∈ [0,1]
that satisﬁes condition (I) for τ ∈ [0,1) with s(0) = s, has constant nonposi-
tive elements u, but whose positive elements all approach a as t → 1s ot h a t
s(1) = {s1,...,s i−1,a,...,a,s j+1,...,s (n+1)(d−n)}.
Given a tableau T ∈ SYT( ;s) corresponding to a point PT ∈ G(n,d) with
Wronskian Ws, we may analytically continue PT in the ﬁbers of the Wronski map
over the path Ws(τ).W h e nτ  = 1, this continuation will be PTτ, but when τ =1i t
will be limτ→1 PTτ.W r i t ePT(τ) for these points. For each τ<1t h ep o i n t sPT(τ)
are distinct for diﬀerent T ∈ SYT( ;s(τ)), but in the limit as τ → 1 some paths
may coalesce, as the ﬁber of the Wronskian is nonreduced at s(1).
Theorem 6.8 ([49]). Let T,T  ∈ SYT( ;s).T h e n Tt is equivalent to T |t if
and only if PT(1) = PT  (1).
Let s (τ)f o rτ ∈ [0,1] be another generic path with s (0) = s in which the positive
elements are constant, but the others converge to some ﬁxed negative number a.
We deﬁne P  
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Theorem 6.9 ([49]). Let T,T  ∈ SYT( ;s).T h e nTt is dual equivalent to T |t
if and only if P  
T(1) = P  
T  (1).
6.4. Degree of the real Wronski map. Recall that the complex Wronski map
Wr: G(n,d) → P(n+1)(d−n) has degree (1.6)
δ(ιn,d)=[ ( n+1)(d−n)]!
1!2!···n!
(d−n)!(d−n+1)!···d!
.
If we restrict the domain to the real Grassmannian, we get the real Wronski map
WrR: G(n,d)R → RP(n+1)(d−n). By Theorem 1.11, over the locus of polynomials
with (n+1)(d−n) distinct real roots, this is a δ(ιn,d)-to-one cover. Eremenko and
Gabrielov [11] studied this real Wronski map, computing its topological degree.
This requires some explanation, for real projective spaces and Grassmannians
are not always orientable, and hence maps between them do not have a degree.
However, the Wronski map can be lifted to their orienting double covers, after
which its degree is well deﬁned up to a sign. By the Pl¨ ucker formula, the Wronski
map restricted to the big Schubert cell G(n,d)
◦
R of the Grassmannian is a ﬁnite,
proper map to R(n+1)(d−n), realized as the space of monic real polynomials of degree
(n +1 ) ( d − n). They compute the degree of the Wronski map over this big cell.
Fix a standard tableau T0 ∈ SYT( ). Given any tableau T ∈ SYT( ), let
σT be the permutation in S(n+1)(d−n) with σT(i)=j if the entries i in T0 and j in
T occupy the same cell of . Deﬁne
δ(ιn,d)R :=
 
T∈SYT( )
|σT|,
where |σ| = ± is the sign of the permutation σ.
Theorem 6.10 (Theorem 2 of [11]). degWrR = δ(ιn,d)R.
This statistic, δ(ιn,d)R, was computed by White [69], who showed that it vanishes
unless d is even, and in that case it equals
1!2!···(p−1)!(m−1)!(m−2)!···(m−p+1)!(
mp
2 )!
(m−p+2)!(m−p+4)!···(m+p−2)!
 m−p+1
2
 
!
 m−p+3
2
 
!···
 m+p−1
2
 
!
,
where m := max{n+1,d−n} and p := min{n+1,d−n}.
The signiﬁcance of these results is that δ(ιn,d)R is a lower bound for the number
of real spaces of polynomials with given real Wronskian. This gave the ﬁrst example
of a geometric problem possessing a nontrivial lower bound on its number of real
solutions. In the 1990’s, Kontsevich [36] determined the number Nd of complex
rational curves of degree d interpolating 3d−1 general points in the plane. Work of
Welschinger [68], Mikhalkin [39], and Itenberg, et al. [28, 29] established a nontrivial
lower bound Wd on the number of real curves interpolating real points. Not only
is Wd > 0, but
lim
d→∞
logWd
logNd
=1 ( ! )
More recently, Solomon [57] realized this number Wd a st h ed e g r e eo fam a p .
Such lower bounds, if they were widespread, could have signiﬁcant value for
applications of mathematics, as they are existence proofs for real solutions. (One
application of the nontriviality of W3 = 8 is given in [17].) Initial steps in this
direction were made in [58, 30], which established lower bounds for certain systems
of sparse polynomials.60 FRANK SOTTILE
7. Extensions of the Shapiro conjecture
The Shapiro conjecture for Grassmannians makes sense for other ﬂag manifolds.
In this more general setting, it is known to fail, but in very interesting ways. In
some cases, we have been able to modify it to give a conjecture that holds under
scrutiny. The Shapiro conjecture also admits some appealing generalizations, but
its strongest and most subtle form remains open for Grassmannians.
7.1. Lagrangian and orthogonal Grassmannians. The Lagrangian and or-
thogonal Grassmannians are closely related to the classical Grassmannian. For
each of these, the Shapiro conjecture is particularly easy to state.
The (odd) orthogonal Grassmannian requires a nondegenerate symmetric bilin-
ear form  ·,·  on C2n+1. This vector space has a basis e1,...,e 2n+1 such that
 ei,e 2n+2−j  = δi,j .
A subspace V of C2n+1 is isotropic if  V,V  = 0. Isotropic subspaces have dimension
at most n.T h e (odd) orthogonal Grassmannian OG(n) is the set of all maximal
(n-dimensional) isotropic subspaces V of C2n+1. This variety has dimension
 n+1
2
 
.
The Shapiro conjecture for OG(n) begins with a particular rational normal curve
γ having parametrization
t  −→ e1 + te2 +
t2
2
e3 + ··· +
tn
n!
en+1
−
tn+1
(n +1 ) !
en+2 +
tn+2
(n +2 ) !
en+3 − ··· +( −1)n t2n
(2n)!
e2n+1 .
This has special properties with respect to the form  ·,· .F o rt ∈ C, deﬁne the ﬂag
F•(t)i nC2n+1 by
Fi(t) := Span{γ(t),γ  (t),...,γ(i−1)(t)}.
Then F•(t)i sisotropic in that
 Fi(t),F 2n+1−i(t)  =0 .
In general, an isotropic ﬂag F• of C2n+1 is a ﬂag such that  Fi,F 2n+1−i  =0 .
Schubert varieties of OG(n) are deﬁned with respect to an isotropic ﬂag, F•,
and are the restriction of Schubert varieties of G(n−1,2n)—the Grassmannian of
n dimensional subspaces of C2n+1—under the inclusion OG(n)  → G(n−1,2n).
Schubert varieties for OG(n) are indexed by strict partitions, which are integer
sequences
κ : n ≥ κ1 >κ 2 > ··· >κ k > 0.
Set  κ  = κ1 + ···+ κk. We do not give the precise relation between these indices
and the ramiﬁcation sequences a of Section 1, but this may be done using the
descriptions given in [20, § 6.1] or [60]. Write XκF• for the Schubert variety of
OG(n) deﬁned by the Schubert index κ and an isotropic ﬂag F•. It has codimension
 κ . A Schubert problem is a list (κ1,...,κm) of Schubert indices such that
 κ1  +  κ2  + ···+  κm  =d i m OG(n)=
 
n +1
2
 
.
We state the Shapiro conjecture for OG(n).FRONTIERS OF REALITY IN SCHUBERT CALCULUS 61
Conjecture 7.1. If (κ1,...,κm) is a Schubert problem for OG(n) and s1,...,s m
are distinct real numbers, then the intersection
Xκ1F•(s1)
 
Xκ2F•(s2)
 
···
 
XκmF•(sm)
is transverse with all points real.
Besides optimism based upon the validity of the Shapiro conjecture for Grass-
mannians, the evidence for Conjecture 7.1 comes in two forms. Several tens of
thousands of instances have been checked with a computer and when each  κi  =1
and the points si are clustered (1.9), the intersection is transverse with all points
real [63].
There is a similar story but with a diﬀerent outcome for the Lagrangian Grass-
mannian. Let  ·,·  be a nondegenerate skew symmetric bilinear form on C2n.T h i s
vector space has a basis e1,...,e 2n such that
 ei,e 2n+1−j  =
 
δi,j if i ≤ n,
−δi,j if i>n .
Isotropic subspaces in C2n may have any dimension up to n, and those of maximal
dimension are called Lagrangian subspaces.T h eLagrangian Grassmannian LG(n)
is the set of all Lagrangian subspaces V of C2n. This variety has dimension
 n+1
2
 
.
For the Shapiro conjecture for LG(n), we have the rational normal curve γ with
parametrization
t  −→ e1 + te2 +
t2
2
e3 + ··· +
tn
n!
en+1
−
tn+1
(n +1 ) !
en+2 +
tn+2
(n +2 ) !
en+3 − ··· +( −1)n−1 t2n−1
(2n − 1)!
e2n .
For t ∈ C, deﬁne the ﬂag F•(t)i nC2n+1 by
Fi(t) := Span{γ(t),γ  (t),...,γ(i−1)(t)}.
The ﬂag F•(t)i sisotropic in that
 Fi(t),F 2n−i(t)  =0 .
More generally, an isotropic ﬂag F• of C2n is a ﬂag such that  Fi,F 2n−i  =0 .
As with OG(n), given an isotropic ﬂag, Schubert varieties for LG(n) are induced
from Schubert varieties of G(n−1,2n−1) by the inclusion LG(n)  → G(n−1,2n−1).
Schubert varieties XκF• of LG(n) are also indexed by strict partitions κ and  κ  is
the codimension of XκF•. We give the relation between strict partitions for LG(n)
and ramiﬁcation sequences for G(n−1,2n−1). Given a strict partition κ: n ≥ κ1 >
···>κ k,l e tµ:0<µ 1 < ···<µ n−k be the complement of the set {κ1,...,κ k} in
{1,2,...,n}.C a l lk the length of the strict partition κ. For example, if n =6a n d
κ =4 ,2, then k =2a n dµ =1 ,3,5,6. If we deﬁne a(κ)=( a0,...,a n−1)t ob et h e
sequence
0 ≤ n − κ1 < ···<n− κk <n −1+µ1 < ···<n −1+µn−k ≤ 2n−1,
then XκF• =Ω a(κ)F• ∩ LG(n), so that
XκF• = {V ∈ LG(n) | F2n−aj ≥ n − j, for j =0 ,1,...,n−1}.62 FRANK SOTTILE
A Schubert problem is a list (κ1,...,κm) such that
 κ1  +  κ2  + ···+  κm  =d i m LG(n)=
 
n +1
2
 
.
The obvious generalization of Theorem 1 and Conjecture 7.1 to LG(n) turns out
to be false. We oﬀer a modiﬁcation that we believe is true. Belkale and Kumar [2]
deﬁne a notion they call Levi movability. A Schubert problem (κ1,...,κm)f o r
LG(n)i sLevi movable if the corresponding Schubert indices, (a(κ1),...,a(κm))
also form a Schubert problem for G(n−1,2n−1). Unraveling the deﬁnitions shows
that this is equivalent to having the lengths of the strict partitions (κ1,...,κm)
sum to n.
Conjecture 7.2. If (κ1,...,κm) is a Schubert problem for LG(n) and s1,...,s m
are distinct real numbers, then the intersection
Xκ1F•(s1)
 
Xκ2F•(s2)
 
···
 
XκmF•(sm)
is transverse. If (κ1,...,κm) is Levi movable, then all points of intersection are
real, but if it is not Levi movable, then no point in the intersection is real.
The strongest evidence in favor of Conjecture 7.2 is that it is true when the Schu-
bert problem (κ1,...,κm) is Levi movable. This follows from the deﬁnition of Levi
movability and the Shapiro conjecture for Grassmannians. Further evidence is that
if each κi is simple in that  κi  = 1, then a local version, similar to Theorem 1.10
but without transversality, is true [63]. That is, if the si are clustered (1.9), then
no point in the intersection is real. Lastly, several tens of thousands of instances
have been checked with a computer.
7.2. Monotone conjecture for ﬂag manifolds. The Shapiro conjecture was
originally made for the classical (type-A) ﬂag manifold, where it fails spectacularly.
It is false for the ﬁrst nontrivial Schubert problem on a ﬂag variety that is not a
Grassmannian. Namely, the geometric problem of partial ﬂags consisting of a line
  lying on a plane Λ in three-dimensional space where   meets three ﬁxed lines and
Λ contains two ﬁxed points.
This is just the problem of four lines in disguise. Suppose that p and q are the
two ﬁxed points that Λ is required to contain. Then Λ contains the line p,q they
 (1)
 (−1)
 (0)
H
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span. Since   ⊂ Λ, it must meet p,q.A s  must also meet three lines, this problem
reduces to the problem of four lines. In this way, there are two solutions to this
Schubert problem.
Now let us investigate the Shapiro conjecture for this Schubert problem, which
posits that both ﬂags   ⊂ Λ will be real, if we require that   meets three ﬁxed
tangent lines to a rational curve and Λ contains two ﬁxed points of the rational
curve. Let γ be the rational normal curve (1) from the Introduction and suppose
that the three ﬁxed lines of our problem are its tangent lines  (−1),  (0), and  (1).
These lines lie on the hyperboloid H of one sheet (2). Above is another view of
these lines, the curve γ, and the hyperboloid.
If we require   to meet the three tangent lines  (−1),  (0), and  (1) and Λ to
contain the two points γ(v)a n dγ(w)o fγ,t h e n  also meets the line λ(v,w) spanned
by these two points. As in the Introduction, the lines   that we seek will come from
points where the secant line λ(v,w) meets H.
Figure 3 shows an expanded view down the throat of the hyperboloid, with a
secant line λ(v,w) that meets the hyperboloid in two points. For these points γ(v)
λ(v, w)
γ(v) γ(w)
γ
 (1)
 (−1)
 (0)
Figure 3. A secant line meeting H.
and γ(w) there will be two real ﬂags   ⊂ Λ satisfying our conditions. This is
consistent with the Shapiro conjecture.
In contrast, Figure 4 shows a secant line λ(v,w)t h a td o e sn o tm e e tt h eh y -
perboloid in any real points. For these points γ(v)a n dγ(w), neither ﬂag   ⊂ Λ
satisfying our conditions is real. This is a counterexample to the Shapiro conjecture.
This failure of the Shapiro conjecture is however quite interesting. If we label
the points −1,0,1 with 1 (conditions on the line) and v,w by 2 (conditions on the
plane), then along γ they occur in order
(7.3) 11122 in Figure 3 and 11212 in Figure 4.
The sequence for Figure 3 is monotone increasing and in this case both solutions are
always real, but the sequence for Figure 4 is not monotone. This example suggests
a way to correct the Shapiro conjecture, that we call the monotone conjecture.
Speciﬁcally, let n:0≤ n1 < ··· <n k <dbe a sequence of integers. The
manifold F n,d of ﬂags of type n is the set of all sequences of subspaces
E• : En1 ⊂ En2 ⊂ ··· ⊂ Enk ⊂ Cd[t]64 FRANK SOTTILE
 (−1)
γ(w)
γ(v) λ(v,w)
 (1)
 (0)
γ
Figure 4. A secant line not meeting H.
with dimEni = ni +1 . T h ef o r g e t f u lm a pE•  → Eni induces a projection
πi : F n,d −→ G(ni,d)
t oaG r a s s m a n n i a n . AGrassmannian Schubert variety is a subvariety of F n,d of
the form π
−1
i ΩaF•. That is, it is the inverse image of a Schubert variety in a
Grassmannian projection. Write X(a,ni)F• for this Grassmannian Schubert variety
and call (a,n i) a Grassmannian Schubert condition.
A Grassmannian Schubert problem is a list
(7.4) (a(1),n (1)), (a(2),n (2)), ..., (a(m),n (m)),
of Grassmannian Schubert conditions satisfying |a(1)| + ···+ |a(m)| =d i m F n,d.
We state the monotone conjecture.
Conjecture 7.5. Let
 
(a(1),n (1)),...,(a(m),n (m))
 
be a Grassmannian Schubert
problem for the ﬂag variety F n,d with n(1) ≤ n(2) ≤···≤n(m). Whenever s1 <
s2 < ···<s m are real numbers, the intersection
X(a(1),n(1))F•(s1)
 
X(a(2),n(2))F•(s2)
 
···
 
X(a(m),n(m))F•(sm),
is transverse with all points of intersection real (when it is nonempty).
There is signiﬁcant evidence for this monotone conjecture. First, the Shapiro
conjecture for Grassmannians is the special case case when m =1s ot h e nn = n1
and F n,d = G(n1,d): the monotonicity condition s1 < ···<s m is empty as any
reordering of the Schubert conditions remains sorted.
This conjecture was formulated in [50]. That project was based upon computer
experimentation using 15.76 gigaHertz-years of computing to study over 520 million
instances of 1126 diﬀerent Schubert problems on 29 ﬂag manifolds. Some of thisFRONTIERS OF REALITY IN SCHUBERT CALCULUS 65
Table 1. The Schubert problem (7.6) on F 1<2,5.
Number of Real Solutions
0 2 4 6 8 10 12
11112222 400000
11211222 118 65425 132241 117504 84712
11122122 104 65461 134417 117535 82483
11221122 1618 57236 188393 92580 60173
11212212 25398 90784 143394 107108 33316
11221212 2085 79317 111448 121589 60333 25228
11121222 7818 34389 58098 101334 81724 116637
12121212 15923 41929 131054 86894 81823 30578 11799
computation studied intersections of Schubert varieties that were not necessarily
monotone. For example, consider the Schubert problem on F 1<2,5,
(7.6) (0<2, 1)4 , (0<1<3, 2)4 ,
where the exponent indicates a repeated condition. Table 1 displays the compu-
tation on this Schubert problem. The rows are labeled by diﬀerent orderings of
the conditions along the rational normal curve γ in the notation of (7.3). Each
cell contains the number of computed instances with a given ordering and number
of real solutions. The empty cells indicate no observed instances. Only the ﬁrst
row tests the monotone conjecture: Each of the 400,000 computed instances had
all twelve solutions real. The other rows reveal a very interesting pattern; for non-
monotone orderings of the conditions along γ, not all solutions are always real and
there seems to be a lower bound on the number of real solutions. Only in the last
row, which represents the maximal possible intertwining of the conditions, were no
real solutions observed.
A third piece of evidence for the monotone conjecture was provided by Eremenko,
et al. [15], who showed that it is true for two-step ﬂag manifolds when n = d−2 <
d−1. This is a special case of their main theorem, which asserts the reality of a
rational function ϕ with prescribed critical points on RP1 and certain prescribed
coincidences ϕ(v)=ϕ(w), when v,w are real.
This result of Eremenko, et al. can be described in terms of G(d−2,d), where
it becomes a statement about real points in an intersection of Schubert varieties
given by ﬂags that are secant to a rational normal curve in a particular way. This
condition on secant ﬂags makes sense for any Grassmannian, and the resulting
secant conjecture is also a generalization of the Shapiro conjecture.
Aﬂ a gF• is secant along an arc I of a rational normal curve γ if every subspace
in the ﬂag is spanned by its intersections with I. A collection of ﬂags that are secant
to γ is disjoint if they are secant along disjoint arcs of γ.T h e secant conjecture
asserts that a Schubert problem given by disjoint secant ﬂags has all solutions real.
We give a more precise statement.
Conjecture 7.7. If (a1,...,am) is a Schubert problem for G(n,d) and F1
•,...,Fm
•
are disjoint secant ﬂags, then the intersection
Ωa1F1
•
 
Ωa2F2
•
 
···
 
ΩamFm
•66 FRANK SOTTILE
is transverse with all points real.
The main result of [13] is that an intersection of Schubert varieties in
G(d − 2,d) given by disjoint secant ﬂags is transverse with all points real. The
Shapiro conjecture is a limiting case of the secant conjecture, as the ﬂag osculating
γ at a point s is the limit of ﬂags that are secant along arcs that shrink to the point
s.
Figure 5. The problem of four secant lines.
Consider this secant conjecture for the problem of four lines. The hyperboloid in
Figure 5 contains three lines that are secant to γ along disjoint arcs. Any line secant
along the arc I (which is disjoint from the other three arcs) meets the hyperboloid
in two points, giving two real solutions to this instance of the secant conjecture.
This secant conjecture is currently being studied on a supercomputer whose day
job is calculus instruction. For each of hundreds of Schubert problems, thousands to
millions of instances of the secant conjecture are being tested, and much more. The
overlap number measures how far a collection of secant ﬂags is from being disjoint,
and it is zero if and only if the ﬂags are disjoint. This experiment tests instances
of the secant conjecture and near misses when the ﬂags have low overlap number.
The results (number of real solutions vs. overlap number) are stored in a publicly
accessible database available from the webpage [56]. In the ﬁrst nine months of
operation, this has studied over 1.3 billion instances of Schubert problems and
consumed over 600 gigaHertz-years of computing.
Table 2 shows the results for a Schubert problem with sixteen solutions on
G(2,5). Computing the 20 million instances of this problem used 4.473 gigaHertz-
years. The rows are labeled with the even integers from 0 to 16 as the number of
real solutions has the same parity as the number of complex solutions.
The column with overlap number 0 represents tests of the secant conjecture.
Since its only entries are in the row for 16 real solutions, the secant conjecture was
v e r i ﬁ e di n4 ,568,553 instances. The column labeled 1 is empty because ﬂags for
this problem cannot have overlap number 1. The most interesting feature is that
for overlap number 2, all solutions were still real, while for overlap numbers 3, 4,
and 5, at least four of the sixteen solutions were real, and only with overlap number
6 and greater does the Schubert problem have no real solutions. This inner border,
which indicates that the secant conjecture does not completely fail when there is
small overlap, is found on many of the other problems that we investigated, and it
is a new phenomenon that we do not understand. A description of the technical
aspects of this running experiment is given in [27].FRONTIERS OF REALITY IN SCHUBERT CALCULUS 67
Table 2. Number of real solutions vs. overlap number.
#r e a l
solns.
Overlap Number
0 1 2 3 4 5 6 ··· Total
0 20 ··· 7977
2 116 ··· 88578
4 6154 23561 526 3011 ··· 542521
6 25526 63265 2040 9460 ··· 1571582
8 33736 78559 2995 13650 ··· 2834459
10 25953 39252 2540 11179 ··· 3351159
12 35578 44840 3271 14160 ··· 2944091
14 17367 17180 1705 7821 ··· 1602251
16 4568553 182668 583007 468506 36983 83169 ··· 7057382
Total 4568553 182668 727321 735163 50060 142586 ··· 20000000
7.3. Discriminant conjecture. Despite the proofs of Theorems 1 and 1.11 (weak
and strong form of the Shapiro conjecture for Grassmannians), the strongest and
most subtle form of that conjecture remains open.
The discriminant of a polynomial W =
 
i(t−si)i s
 
i<j(si−sj)2, the symmetric
function of its roots having lowest degree that vanishes when W has a double root.
More generally, suppose that we have a family of polynomial systems in a space X
that are parametrized by a space S. (For example, the intersection in Theorem 1.11,
(1.12) Ωa(1)F•(s1)
 
Ωa(2)F•(s2)
 
···
 
Ωa(m)F•(sm)
in which X = G(n,d)a n dS is Cm or (P1)m.) Then the discriminant variety of
this system is the subvariety Σ ⊂ S where the system is not transverse. This is
expected to be a hypersurface, and the discriminant of the system is the function
that deﬁnes Σ.
By Theorem 1.11 this discriminant does not vanish when the parameters si are
real and distinct. However, in the few cases when it has been computed much more
is true, it is a sum of squares [62] and therefore nonnegative. For example, for
the Schubert problem ι1,4 with ﬁve solutions, if we ﬁx s5 =0a n ds6 = ∞,t h e n
the discriminant is a homogeneous polynomial of degree 20 in the four variables
s1,...,s 4 with 711 terms, which turns out to be a sum of squares. This is remarkable
because Hilbert [26] showed that, except for m = 3 and deg = 4, not all nonnegative
homogeneous polynomials in m>2 variables of degree more than 2 are sums of
squares. Work of Blekherman [4] suggests that it is extremely rare for a nonnegative
polynomial to be a sum of squares.
Conjecture 7.8 (Question 4 of [62]). The discriminant of an intersection (1.12) of
a Schubert problem on a Grassmannian given by osculating ﬂags is sum of squares
in the parameters s1,...,s m.
We conjecture that this remains true for any cominuscule ﬂag variety, which
includes the Lagrangian Grassmannian, the orthogonal Grassmannian, quadrics, as
well as the two exceptional cases E6/D5 and E7/E6. There is also a form of this
conjecture, Conjecture 2.10 of [50], involving preorders for the semialgebraic set of
monotone parameters s1 <s 2 < ···<s m.
We close with the remark that we have not yet investigated the Shapiro conjec-
ture for other ﬂag manifolds and do not yet know when it fails or how to repair the68 FRANK SOTTILE
failures. Also, the methods of Mukhin, Tarasov, and Varchenko only work for the
Grassmannian, and it is completely unclear how to even approach a proof of these
generalizations.
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