1. Introduction 1.1. Diffusions and superdiffusions. We denote by M(S) the set of all finite measures, and by P(S) the set of all probability measures on a measurable space S. B(E) stands for the set of all positive Borel functions on E. We use notation u, µ for the integral of u with respect to a measure µ, and notation P {A, Y } for the integral A Y dP.
Let L be an elliptic differential operator of the second order in We call the family X = (X D , P µ ) a superdiffusion. [Heuristically, we have here a model of a random evolution of the cloud of particles, and X D is a mass distribution on ∂D if each particle is frozen at the first exit from D.] The existence of a superdiffusion is proved for a convex class of positive convex functions which contains the functions (1.3) ψ(u) = u α , 0 < α ≤ 2.
[See, e.g., Chapter 4 in [Dy02] .] By restricting the family (X D , P µ ) to D ⊂ E and µ ∈ M(E) we define a superdiffusion in an open set E.
A new tool-a family of measures N x , x ∈ E (defined on the same space OO as measures P µ )-was introduced in [DK04] . Our inspiration was the role played by an analog of these measures in Le Gall's theory of the Brownian snake.
1
The range R E of a superdiffusion in a domain E is a minimal closed set which supports, P x -a.s. and N x -a.s., an exit measure X O for an arbitrary open set O ⊂ E and for every x ∈ E.
Stochastic boundary values of harmonic functions.
We say that a function h in E is harmonic in E if Lh = 0 in E and we use the notation H(E) for the set of all positive harmonic functions. If E is smooth, 2 then there exists a 1-1 correspondence between H(E) and M(∂E). The harmonic function h ν corresponding to ν ∈ M(∂E) is given by the formula
where k E (x, y) is the Poisson kernel for L in E. For every ν ∈ M(∂E), there exists a random variable Z ν such that (1.5) Z ν = lim h ν , X Dn P x -a.s. and N x -a.s.
for every x ∈ E and for every sequence D n exhausting E. 3 We call Z ν the stochastic boundary value of h ν .
The energy function for ν ∈ M(∂E) is defined by the formula 
where
We prove Theorem 1.1 in Section 5 after the necessary tools have been prepared in Sections 2-4. 1.4. Applications to differential equations. We denote by U(E) the set of all positive solutions of the equation
We say that an element u of U(E) is moderate if u ≤ h for some h ∈ H(E). There exists a 1-1 correspondence between the set U 1 (E) of all moderate solutions and a subset H 1 (E) of H(E): h ∈ H 1 (E) is the minimal harmonic function dominating u ∈ U 1 (E), and u is the maximal solution dominated by h. We put ν ∈ N E 1 if h ν ∈ H 1 (E). We denote by u ν the element of U 1 (E) corresponding to h ν . These elements are related by the formula
To every closed subset K of ∂E there correspond two elements of U(E):
where the supremum is taken over all ν ∈ N E 1 concentrated on K. We say that u ∈ U(E) is σ-moderate if there exist moderate solutions u n such that u n ↑ u. All solutions u K are σ-moderate.
Theorem 1.1 in combination with the results presented in Chapter 11, Section 7.1 of [Dy02] and in [Dy04a] , [Dy04c] , [DK03] , [DK04] , [Ku04] makes it possible to prove the following two theorems:
Theorem 1.3. Under the conditions of Theorem 1.2 all elements of U(E) are σ-moderate.
[Marcus and Véron proved in [MV04] that the equation (1.12) can be established by a purely analytical method applicable to all α > 1.] 2. Tools 2.1. h-transform and conditional diffusion. Suppose ξ is a diffusion in a domain E with the transition function p t (x, dy), and let h ∈ H(E). Then
is the transition function of a continuous Markov process (
x where δ y is the unit mass at a point y. The process (ξ t ,Π y x ) can be interpreted as a diffusion starting from x ∈ E and conditioned to exit from E at y.
The following lemma is proved, for instance, in [Dy02] , page 103:
Lemma 2.1. For every stopping time τ and every pre-τ positive Y ,
Denote by Z x the class of all functions of the form
where O 1 , . . . , O n is a finite family of neighborhoods of x and f 1 , . . . , f n ∈ B(R d ). By Theorem 1.1 in [DK04] , for every x ∈ E, there exists a unique measure N x with the properties:
(ii) IfΩ is the intersection of
Stochastic boundary values and range. Suppose that u ∈ B(E).
for every x ∈ E and every sequence D n exhausting E. 
. By Theorem 1.3 in [DK04] , for every domain E, there exists a random closed set R E with the properties:
(a) For every open O ⊂ E and every x ∈ E, the measure X O is concentrated, P x -a.s. and N x -a.s., on R E .
(b) If (a) holds for a random closed set F , then, for every x ∈ E, R ⊂ F P x -a.s. and N x -a.s.
We call R E the range of X in E. We denote by R the range of X in R d .
2.4.
More relations between measures P x and N x . By Theorem 1.4 in [DK04] , for every u ∈ U − (E) and every Borel set Γ ⊂ ∂E,
This function is the maximal element of U(E) dominated by w Γ + u. By taking Z = 0, we get (2.8)
It follows from (2.7) and (2.8) that, if
By applying (2.7) to λZ and passing to the limit as λ → +∞, we get (2.10)
On the other hand, for every f ∈ B(D),
(see, e.g., [Dy02] , Chapter 4, Lemma 4.1). It follows from (2.5), (2.11), (2.12), Fatou's lemma and the mean value property of harmonic functions, that (2.13)
Therefore (2.14) follows from (2.9). The second part of the proposition is an obvious implication of (2.14). 
2.5.B. If µ(E)
We use 2.5.A, 2.5.B and Proposition 2.1 to prove the next proposition. 
We get (3.4) by proving that both Z ν andZ ν coincide P x -a.s. on A m with the stochastic boundary value
• . Now we prove that All measures X Dn are concentrated, P x -a.s., on R D . Therefore A m implies that they are concentrated, P x -a.s., on D * m . Since Γ m,n ⊂ D * m , we conclude that, for all sufficiently large n, h 0 , X Dn < ε 1, X Dn P x -a.s. on A m . This implies (3.5). 4
• . If ν ∈ M(∂E) and Z ν = SBV(h ν ), then
Note that P x A > 0. It follows from (3.8) that Z ν < ∞ P x -a.s. and therefore P x {A, Z ν < ∞} > 0. By Proposition 2.1, (3.2) follows from (3.4) .
3.2. We also need the following result (see [Dy04a] , Lemma 3.2). 
B(E).
We have
where a is a positive continuous function on [0, ∞), then, for y ∈ ∂D ∩ ∂E, 
Proof. Formula (4.1) follows from Theorem 3.1 in Chapter 9 of [Dy02] . To prove (4.2), we observe that, for every λ ≥ 0, λZ ν + Z u = SBV(v) where v = λh ν + u ∈ U − (E) and therefore, by (2.6),
By taking the derivatives with respect to λ at λ = 0, 8 we get
By Theorem 1.1 of Chapter 9 in [Dy02] , (4.6)
8 The differentiation under the integral signs is justified by (2.13).
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Therefore (4.4) follows from (4.1), (4.5) and (4.6). 
where Φ is defined by (4.3) and
Remark. Proof. It is sufficient to prove (5.1) for a = 1. Put f (t) = (1 + t) β − t β . Note that f (0) = 1 and f (t) ≤ 0 for t > 0. Hence f (t) ≤ 1 for t ≥ 0. 
