Introduction
O investigate the stability of a control system, the Lyapunov method was widely used in the control system community. In some cases, the Lyapunov stability is insufficient to describe the dynamical behavior of the special classes of the systems or to give satisfactory conclusions about the different types of stability. This is the case for the finite time stability in which the requirements are set on the states of the system. In these situations, there are constraints on the system states trajectories, i.e. they have to stay within the predefined values and should not exceed them. Consequently, there are requirements to investigate the trajectories of the system only over a finite time interval. Based on the stability investigation in a limited time frame, the described stability concept is named finite-time stability the (FTS). In that sense, the system is stable if the states of the system do not exceed the predefined boundaries on some fixed time interval. This stability concept was introduced in the era of modern control systems [1] [2] [3] [4] [5] [6] , and it is still widely used nowadays.
Time delay is often present in the electrical, mechanical, chemical, and other systems. The described latency in such systems can potentially bring the systems into instability, or its appearance can result in low performances during the transient process. Using the linear matrix inequalities (LMI) and the Lyapunov-like functional together with other approaches, many results for time-delay systems have been reported in the recently published literature.
In this article, we present the concept of the finite time stability of discrete time-delay systems previously investigated in [7] .
A novel discrete Lyapunov-like functional with a discrete convolution of the delayed states was used for the stability investigations in that paper. The methodology used there was to combine the Lyapunov-like approach and the Jensen's discrete inequality. The novel sufficient stability conditions were presented in a form of algebraic inequalities with a necessity of solving the particular quadratic discrete matrix equation with the defined matrix A.
Notations and preliminaries
Notations: The matrix transposition was denoted by a superscript "T". n and n m × are the n-dimensional Euclidean spaces and the set of all real matrices having dimension ( )
λ denotes the maximum (minimum) of eigenvalues of a real symmetric matrix X.
T

Problem formulation
A linear discrete time system with a state delay was analyzed. The system is described as:
with a known vector function of the initial conditions: 
Theorem 1. The linear discrete time delay system (1) with 0 A I = , I being identity matrix, satisfying:
is finite-time stable with respect to { } , ,N α β , α β < , if there exist two positive scalars, μ and ε , such that:
where:
with matrix А as a solution of:
as in [7] . The unavoidable problem, in order to examine the finite time stability of system given (1), is to solve the discrete matrix polynomial equation (7) 
The system is described by the matrices 0 A , 1 A and 2 , A which belong to the space n M , and by the initial conditions
. Matrix 0 A is usually invertible, so that the system can be described in its equivalent form:
We are interested in studying the stability criterion of this dynamical system.
The main tool in our research is the following equivalent representation of the dynamical system. Lemma 1. Dynamical system, described by the equation (1) is equivalent to the following dynamical system:
Proof. The proof is rather obvious and will be omitted. We can easily develop the stability criterion of the dynamical system described by (10) . Actually, it is a linear system without time-delay, and the system is stable if and only if all the eigenvalues of the matrix eq A are in modulus equal to or less than 1.
Lemma 2. Dynamical system (10) 
The primer interest in this short paper is the algorithm for the numerical solution of the following quadratic equation:
over the set n M . The case when the matrix A is invertible is simpler, since, in this case we can multiply from the left with ( )
This equation is somewhat easier to handle, and some stronger results can be given in this case.
Definition 2. Let n X ∈M be such that
Then we call X the (right) solvent of (11) .
The set of all solvents of the equation (11) is denoted
we denote algebraic multiplicity of ( ) P λ ∈ Ω . The following simple Lemma gives motivation for the rest of the paper. 
Proof. Using the direct computation, we have:
which finishes the proof. Theorem 1. We have:
In general, we have ( ) ( ) ( )
is the solution of the equation (6) . Let
The first part of the Lemma is a direct consequence of the Lemma 3.
Consider:
Obviously we have (
However ( ) { } S P = , i.e., there is no solution to the
The nonexistance of the solution can be proved using the Grobner basis techniques.
Assuming there exists a solution, we get the following system of algebraic equations: 

Using the Buchberger algorithm we get that the Groebner basis reduces to 1, which clearly shows there is no solution.
The second part is obtained using direct computation: . Using Lemma 4, we have:
We conclude ( ) ( )
Hence, we have ( ) ( ) ( ) ker V X P λ λ ⊂ . Clearly, the solutions which can be constructed using the previous Theorem include only the solutions which represent operators of the simple structure.
However, a matrix equation can have solutions which do not belong to this class.
Example. Consider the case in which:
( )
Obviously, we have at least two solutions: 
and: Proof. We have ( ) ( )
x . If we subtract these two equations we get: We have: 
Numerical solution
The presented numerical algorithm is developed in classical literature.
Numerical algorithm, used to solve the equation ( ) 0 P X = , is a modification of the Newton's algorithm adopted to solve nonlinear equations over n M .
In order to develop the algorithm we first need to expand P at the point close to the solution X.
We have: 
The computation ends when we achieve requested precision ( )
However, there are some serious issues to be discussed which are connected to the computation of Maximal solution is also known in the literature as a dominant solution.
Lemma 5. Let X be the solution of the equation However, as we know the existence of the dominant solution is not always guaranteed.
Numerical solution: the Sylvester equation
The numerical method that solves the Sylvester equation has a long history and can be tracked back to the papers of classical literature.
Here we give the method only for the completeness. First, we compute the generalized Schur decomposition of the matrices A and A X B + .
Suppose, these are given by: 
, by equating the columns we get:
As we can see we end up in a triangular system of equations, which can be solved easily.
Modification of the Newton method
According to the fact that in deriving the Newton method we neglected the terms of a higher order than the one in X Δ , it is obvious that in some cases, 1 k X + can be worse approximation to the solution than k X was. In order to avoid such scenario line searches are usually implemented in the Newton method.
In this case the Newton method reads as follows: choose 0 X , then compute 
We can assume that 
Conclusion
The discrete Lyapunov-like functional with a discrete convolution of delayed states was used for the stability investigations of finite time stability for a particular class of time discrete systems. The methodology used in the previous studies was to combine the Lyapunov-like approach and the Jensen's discrete inequality. The novel sufficient stability conditions were presented in a form of algebraic inequalities with a necessity of solving the particular quadratic (nonlinear) discrete matrix equation upon certain matrix A .
In general, this paper provides one possible solution to the same problem (as previously described) for a nonlinear matrix equation. The formulation of the matrix equation was done in a way that is able to perform the calculation using its factorization form. These results present a natural extension of the contributions presented in [7] [8] [9] [10] [11] [12] .
Some numerical methods have been presented in order to show their applicability to this problem. The numerical example is, also, included so that the computation could be demonstrated when the original, suggested procedure was used.
Стабильность в системах конечного времени в зависимости от задержек, линейных дискретных систем со задержкой времени: дисплей с показом численных решений В этой статье рассматривается одно возможное решение основного нелинейного квадратного матричного уравнения. Это решение имеет важнейшее значение в разработке конкретных критериев, в зависимости от суммы чистых временных задержек, потом для стабильности в конечном интервале времени специального класса систем задержки, описанных их матричной моделью x(k+1)=A0(k) + A1x(k-h). В этом смысле мы также проводили адекватный критерий стабильности, который включает и чистый объём временной задержки. Кроме того, особенно была подчёркнута важность нелинейного дискретного матричного многочлена в стабильности системы. Использованием математической модели описания, основанной на алгоритмах Трауба и Бэрнулли, был сделан вывод, что расчёт доминирующего растворителя матричного многочлена, не гарантирует необходимую сходимость во всех случаях, каков случай в традиционных численных процедурах. В этом исследовании представлены одно специальное и одно общее решение, которые относятся к случаю, когда матричный многочлен можно представить в факторизованной форме. Численным примером показано обоснование предлагаемой процедуры.
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