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ABSTRACT
The use of spatial information with multiple microphones can improve
far-field automatic speech recognition (ASR) accuracy. However, con-
ventional microphone array techniques degrade speech enhancement
performance when there is an array geometry mismatch between
design and test conditions. Moreover, such speech enhancement
techniques do not always yield ASR accuracy improvement due to
the difference between speech enhancement and ASR optimization
objectives. In this work, we propose to unify an acoustic model
framework by optimizing spatial filtering and long short-term mem-
ory (LSTM) layers from multi-channel (MC) input. Our acoustic
model subsumes beamformers with multiple types of array geometry.
In contrast to deep clustering methods that treat a neural network as a
black box tool, the network encoding the spatial filters can process
streaming audio data in real time without the accumulation of target
signal statistics. We demonstrate the effectiveness of such MC neural
networks through ASR experiments on the real-world far-field data.
We show that our two-channel acoustic model can on average reduce
word error rates (WERs) by 13.4 and 12.7% compared to a single
channel ASR system with the log-mel filter bank energy (LFBE)
feature under the matched and mismatched microphone placement
conditions, respectively. Our result also shows that our two-channel
network achieves a relative WER reduction of over 7.0% compared
to conventional beamforming with seven microphones overall.
Index Terms— Far-field speech recognition, microphone arrays
1. INTRODUCTION
A complete system for distant speech recognition (DSR) typically
consists of distinct components such as a voice activity detector,
speaker localizer, dereverberator, beamformer and acoustic model [1,
2, 3, 4, 5]. While it is tempting to isolate and optimize each com-
ponent individually, experience has proven that such an approach
cannot lead to optimal performance without joint optimization of
multiple components [6, 7, 8]. Conventional microphone array pro-
cessing also requires meticulous microphone calibration to maintain
signal enhancement performance [9, §5.53]. The relative microphone
placement mismatch between filter design and test conditions can
degrade ASR accuracy [10]. Such a problem can be alleviated with
self-calibration [10, 11] or microphone selection[12, 13, 14]. Reli-
able self-calibration typically requires a supervised signal such as
time-stretched pulses [15] or accurate noise field assumption [11].
Accurate microphone calibration may not be necessary for DSR
if we can build the acoustic model that encodes various relative mi-
crophone locations. It has been shown in [16, 17] that the dependency
of specific microphone spacing can be reduced by training the deep
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neural network (DNN) with multi-channel (MC) input under multi-
ple microphone spacing conditions in the unified manner. It is also
straightforward to jointly optimize the unified MC DNN so as to
achieve better discriminative performance of acoustic units from the
MC signal [16, 17, 18, 19]. Moreover, the trained MC DNN can pro-
cess streaming data in real time without the accumulation of signal
statistics in contrast to batch processing methods such as maximum
likelihood beamforming [20, 21], source separation techniques [8, 22]
and blind DNN clustering approaches. Another approach is the use
of MC speech features such as the log energy-based features [23, 24]
or LFBE supplemented with the time delay feature [25]. By doing so,
the improvement with multiple sensors can be still maintained in the
mismatched array geometry condition. However, the performance of
those methods would be limited due to the lack of the proper sound
wave propagation model [19]. As it will be clear in section 3, the
DNN can subsume multiple beamformers with various array con-
figurations. Moreover, the feature extraction components described
in [18, 23, 24, 25] are not fully learnable.
In this paper, we propose two MC network architectures that
can model multiple array configurations. We initialize the MC in-
put layer with beamformers’ weights designed for multiple types of
array geometry. This spatial filtering (SF) layer thus subsumes beam-
formers with various look directions and array configurations. It is
implemented in the frequency domain for the sake of computational
efficiency [26]. The first network architecture proposed here com-
bines the SF layer’s output in a fully connected manner. In the second
MC network, we combine the SF output of multiple look directions
with the weights tied across all the frequencies followed by maximum
energy selection. All the networks are optimized based on the ASR
criterion in a stage-wise manner [19]. It is also worth noting that our
method neither requires a bi-directional pass nor accumulation of sig-
nal statistics unlike DNN mask-based beamforming [17, 27, 28]. We
demonstrate the effectiveness of the multi-geometry acoustic models
through DSR experiments on the real-world far-field data spoken by
thousands of real users, collected in various acoustic environments.
The test data contains challenging conditions where speakers interact
with the ASR system without any restriction under reverberant and
noisy environments.
This paper is organized as follows. In section 2, we review a
relationship between beamforming and neural networks. In section 3,
we describe our deep MC model architectures robust against the array
geometry mismatch. In section 4, we analyze ASR results on the
real-world data. Section 5 concludes this work.
2. CONVENTIONAL DSR SYSTEM
2.1. Acoustic Beamforming
Let us assume that a microphone array with M sensors captures a
sound wave propagating from a position and denote the frequency-
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domain snapshot as X(t, ωk) = [X1(t, ωk), · · · , XM (t, ωk)]T for
an angular frequency ωk at frame t. With the complex weight vector
of a array geometry type g for source position p
wg(t, ωk,p) = [wg,1(t, ωk,p), · · · , wg,M (t, ωk,p)], (1)
the beamforming operation is formulated as
Yg(t, ωk,p) = w
H
g (t, ωk,p)X(t, ωk), (2)
where H is the Hermitian (conjugate transpose) operator.
The complex vector multiplication (2) can be also expressed as
the real-valued matrix multiplication:
[
Re(Yg)
Im(Yg)
]
=

Re(wg,1) Im(wg,1)
− Im(wg,1) Re(wg,1)
...
...
Re(wg,M ) Im(wg,M )
− Im(wg,M ) Re(wg,M )

T 
Re(X1)
Im(X1)
...
Re(XM )
Im(XM )
 , (3)
where (t, ωk,p) is omitted for the sake of simplicity. It is clear
from (3) that beamforming can be implemented for a array configura-
tion by generating K sets of 2×2M matrices where K is the number
of frequency bins. Thus, we can readily incorporate this beamforming
framework into the DNN in either the complex or real-valued form.
Notice that since our ASR task is classification of acoustic units, the
real and imaginary parts can be treated as two real-valued feature
inputs. In a similar manner, the hidden layer output can be treated as
two separate entities. In that case, the DNN weights can be computed
with the real-valued form of the back propagation algorithm [19].
A popular method in the field of ASR would be super-directive
(SD) beamforming that uses the spherically isotropic noise (diffuse)
field [29, 30] [3, S13.3.8]. Let us first define the (m,n)-th compo-
nent of the spherically isotropic noise coherence matrix for a array
configuration g as
ΣNg,m,n(ωk) = sinc (ωkdg,m,n/c) (4)
where dg,m,n is the distance between the m-th and n-th sensors for
the array shape g and c is speed of sound. This represents the spatial
correlation coefficient between the m-th and n-th sensor inputs in the
diffuse field. The weight vector of the SD beamformer for the array
geometry g can be expressed as
wHSD,g =
[
vHg Σ
−1
Ng
vg
]−1
vHg Σ
−1
Ng
(5)
where (ωk,p) are omitted and vg represents the array manifold
vector of the array geometry g for time delay compensation. In order
to control white noise gain, diagonal loading is normally adjusted [3,
S13.3.8].
Although speaker tracking has a potential to provide better per-
formance [3, §10], the simplest solution would be selecting a beam-
former based on normalized energy from multiple instances with var-
ious look directions [30]. In our preliminary experiments, we found
that competitive speech recognition accuracy was achievable by se-
lecting a fixed beamformer with the highest total energy followed by
trajectory smoothing over frames. Notice that highest-energy-based
beamformer selection can be mimicked with a max-pooling layer as
described in section 3.
2.2. Acoustic Model with Signal Processing Front-End
As shown in figure 1, the baseline DSR system consists of audio
signal processing, speech feature extraction and classification NN
components. The audio front-end transforms a time-discrete signal
into the frequency domain and selects the output from one of multiple
beamformers based on the energy criterion. After that, the time-
domain signal is reconstructed and fed into the feature extractor.
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The feature extraction step involves LFBE feature computation as
well as causal and global mean-variance normalization [31]. The
NN used here consists of multiple LSTM layers, affine transform
and softmax layers. The network is trained with the normalized
LFBE features in order to classify senones associated with the HMM
state. In the conventional DSR system, the audio front-end can be
separately tuned based on empirical knowledge. However, it may not
be straightforward to jointly optimize the signal processing front-end
and classification network [27], which will result in a suboptimal
solution for the senone classification task.
3. FREQUENCY DOMAIN MULTI-CHANNEL NETWORK
Figure 2 shows our whole DSR system with the fully-learnable neu-
ral network. As shown in figure 2, our DSR consists of 4 func-
tional blocks, signal pre-processing, MC DNN, feature extraction
(FE) DNN and classification LSTM. First, a block of each channel
signal is transformed into the frequency domain through FFT. In
the frequency domain, DFT coefficients are normalized with global
mean and variance estimates. The normalized DFT features are con-
catenated and passed to the MC DNN that models different array
geometry. Our FE DNN contains an affine transform initialized with
mel-filter bank values, rectified linear unit (ReLU) and log compo-
nent. Notice that the initial FE DNN generates the LFBE-like feature.
The output of the FE DNN is then input to the same classification
network architecture as the LFBE system, LSTM layers followed by
affine transform and softmax layers. The DNN weights are trained
in the stage-wise manner [19, 32]; we first build the classification
LSTM with the single channel LFBE feature, then train the cascade
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Fig. 4. Weight-tied SF output combination
network of the FE and classification layers with the single-channel
DFT feature, and finally perform joint optimization on the whole
network with MC DFT input. In this work, we use training data
captured with different array configurations. The proposed method
can learn the spatial filters of different array geometry as well as
feature extraction parameters solely from the observed data. This
fully learnable network neither requires self microphone calibration,
clean speech signal reconstruction nor perceptually-motivated filter
banks [33].
Figure 3 shows new MC network architectures with multi-
geometry affine transforms. The multi-geometry affine transforms
correspond to beamformers with different look directions and array
shapes.
Figure 3 (a) depicts an elastic MC network architecture that com-
bines the output of the SF layer with the fully connected network.
This elastic MC DNN includes a block of the affine transforms ini-
tialized with beamformers’ weights, signal power component, affine
transform layer and ReLU. For initialization of the block affine trans-
forms, we use SD beamformers’ weights designed for various look
directions and multiple array configurations. Let us denote the num-
ber of array geometry types as G and the number of beamformer’s
look directions as D. The output power of the initial SF layer is
expressed with G×D ×K blocks of frequency independent affine
transforms as
Y1,1(ω1)
...
Y1,D(ω1)
...
Yg,d(ωk)
...
YG,D(ωK)

= pow


wHSD,1(ω1,p1)X(ω1)
...
wHSD,1(ω1,pD)X(ω1)
...
wHSD,g(ωk,pd)X(ωk)
...
wHSD,G(ωK ,pD)X(ωK)

+ b

, (6)
where pow() is the sum of squares of real and imaginary values and
b is a bias vector. As demonstrated in our prior work [19], initializing
the first layer with beamformer’s weight leads to much more efficient
optimization in comparison to random initialization. The output of the
SF layer is combined with the fully connected weights. Accordingly,
this could mix the different frequency components.
Figure 3 (b) illustrates another MC network architecture proposed
in this paper. The second MC network also connects the block of
affine transforms associated with each array configuration indepen-
dently. The weights of the block affine transforms are initialized with
SD beamformers’ weights in the same manner as the elastic SF net-
work. We then apply the weight tied over all the frequencies in order
to combine the multiple beamformers. Such a combination process is
described in figure 4 where each element of the matrix is computed in
the same manner as (6). As indicated in figure 4, the SF layer output
is convoluted with 1×D filters with D width stride and one height
stride. This 2D convolution process can avoid the permutation prob-
lem known in blind source separation, taking different look directions
at different frequencies inconsistently. Finally, the SF layer output is
selected with the max-pooling layer that corresponds to maximum
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Fig. 5. Visualization of different microphone placement where each
solid colored circle indicates a microphone position and the blue
circle corresponds to a selected sensor.
energy selection. In contrast to the elastic SF network, this network
can efficiently reduce the dimension with the max-pooling layer.
We hypothesize that the SF layer combination has the similar
effect with noise cancellation, subtracting one beamformer’s output
from another. This would be done with a large amount of training data
rather than sample-by-sample adaptive way. Moreover, our network
considers not only multiple look directions but also different array
geometry. All the network parameters will be updated based on
the cross entropy criterion in training. Both architectures maintain
frequency independent processing at the input layer, which can reduce
the number of parameters significantly.
In this paper, the MC network architectures of (a) and (b) are
referred as the multi-geometry elastic SF (ESF) and weight-tied SF
(WTSF) network, respectively. The WTSF network has a stronger
constraint than the ESF net since the same weights for combining
spatial layer output are shared across all the frequencies. This weight-
sharing structure maintains the consistent SF output combination over
frequencies. However, it may lack of the flexibility such as smoothing
over different frequencies.
4. ASR EXPERIMENT
We perform a series of the DSR experiments using over 1150 hours of
unique speech utterances from our in-house dataset. The training and
test data amount to approximately 1,100 and 50 hours respectively.
The training data also contains the play back condition where music
is being played with an internal loud speaker. The device-directed
speech data from several thousand anonymized users was captured
using 7 microphone circular array devices placed in real acoustic
environments. The test data contains the real speech interactions
between the users and devices under unconstrained conditions. Thus,
the users may move while speaking to the device. Speakers in the test
set were excluded from the training set.
As a baseline beamforming method, we use robust SD beam-
forming with diagonal loading adjusted based on [29]. Therefore,
the microphone array is well calibrated. The array geometry used
here is an equi-spaced six-channel microphone circular array with a
diameter of approximately 72 milli-meters (mm) and one microphone
at the center. For SD beamforming, we used all the seven micro-
phones. Multiple beamformers are built on the frequency domain
toward different directions of interest and one with the maximum
output energy is selected for the ASR input. It may be worth noting
that conventional adaptive beamforming [34, S6,S7] degraded recog-
nition accuracy in our preliminary experiments due insufficient voice
activity detection or speaker localization performance on the real data.
Thus, we omit results of adaptive beamforming here.
For the experiments with the MC DNN, we pick 2 or 4 micro-
phones out of 7 sensors. As illustrated in figure 5, we made three sets
of training and test data with different microphone spacing, 73 mm,
63 mm and 36 mm, for two-channel experiments. The test datasets
Modeling method No. channels No. mismatched WERR (%)
sensor locations SNR>15 5 ≤ SNR < 15 SNR≤5
LFBE with single mic. 1 0 – - –
LFBE with SD BF 7 0 8.2 (–) 7.8 (–) 4.9 (–)
ESF with single geometry data: 2 0 12.3 (4.5) 16.5 (9.5) 11.1 (6.6)
G = 1 2 1 10.0 (2.0) 15.0 (7.8) 9.8 (5.2)
ESF with single geometry data: 4 0 16.4 (9.0) 21.7 (15.1) 15.5 (11.2)
G = 1 4 1 13.7 (6.0) 20.9 (14.3) 15.2 (10.9)
4 2 6.8 (-1.5) 12.4 (5.0) 9.4 (4.8)
ESF with multi-geometry data: 2 0 11.6 (3.7) 16.7 (9.7) 11.4 (6.9)
G = 2 2 1 10.3 (2.2) 16.0 (9.0) 11.0 (6.5)
WTSF with multi-geometry data: 2 0 12.1 (4.2) 17.1 (10.1) 12.3 (7.8)
G = 2 2 1 11.0 (3.0) 16.0 (9.0) 11.8 (7.2)
Table 1. WERR relative to the baseline LFBE system with the single channel data under
different SNR and mismatched geometry conditions where the number in the parentheses
indicates the WERR relative to the LFBE system with 7-channel SD beamforming.
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are split into the matched and mismatched array geometry conditions.
In the mismatched geometry condition, the test array geometry is not
seen in training. Each WER is calculated over the combined condi-
tions. For the experiments with four-channel input, we created four
sets of the training and test data with different relative microphone
locations. In the four-channel experiment, we report the WER with
respect to the number of sensor locations mismatched to the training
array geometry. The number of look directions for the multi-channel
layer is set to 12 in all the experiments. The baseline ASR system
used a 64-dimensional LFBE feature with online causal mean sub-
traction [31]. For our MC ASR system, we used 127-dimensional
complex DFT coefficients removing the direct and Nyquist frequency
components (bin 0 and 128). The LFBE and FFT features were
extracted every 10ms with a window size of 25ms and 12.5ms, re-
spectively. Both features were normalized with the global mean and
variances precomputed from the training data. The classification
LSTM for both features has the same architecture, 5 LSTM layers
with 768 cells followed by the affine transform with 3101 outputs.
All the networks were trained with the cross-entropy objective using
our DNN toolkit [35]. The Adam optimizer was used in all the exper-
iments. For building the DFT model, we initialize the classification
layers with the LFBE model.
Results of all the experiments are shown as relative word error
rate reduction (WERR) with respect to the performance of the LFBE
baseline system with a single array channel. The baseline system
is powerful enough to achieve a single digit number in a high SNR
condition. The larger WERR value indicates the bigger improvement
in recognition accuracy. The LFBE LSTM model for the baseline
system was trained and evaluated on the center microphone data.
We also present the WERR relative to the LFBE with robust SD
beamforming.
Table 1 shows the relative WERRs of the LFBE LSTM with
the conventional 7-channel beamformer, the elastic SF (ESF) net-
work trained with the single and multiple array geometry data and
weight-tied SF (WTSF) net trained under the multiple array geometry
conditions. Each number enclosed in the parentheses indicates the
WERR relative to the LFBE LSTM with 7-channel robust beamform-
ing. Table 1 also shows how much recognition accuracy degrades
with respect to the number of mismatched sensor locations indicated
in the third column in table 1. Here, the WERR results are split by
estimated signal-to-noise ratio (SNR) of the utterances. The SNR
was estimated by aligning the utterances to the transcriptions with
an ASR model and subsequently calculating the accumulated power
of speech and noise frames over an entire utterance. It is clear from
table 1 that the recognition accuracy can be improved by multiple
microphone systems, both conventional beamforming and fully learn-
able MC models. It is also clear from table 1 that the unified acoustic
models with two channels outperform conventional beamforming
with seven channels even if one sensor location is mismatched to the
training condition. It is also apparent from table 1 that the use of 4
channels for the unified AM further improves recognition accuracy
in the matched geometry condition but degrades performance in the
mismatched array configuration condition. Moreover, we can see
that the WTSF architecture trained under the multiple array geometry
conditions provides slightly better recognition accuracy than the ESF.
Notice that the CNN and max-pooling layers of the WTSF network
can reduce the number of parameters compared to the fully connected
ESF network architecture.
Another advantage of multi-geometry spatial acoustic modeling
is that multiple array configurations can be encoded in a single model.
Figure 6 shows the relative WERRs of the WTSF networks trained
with the single and multi-geometry data under all the SNR conditions.
Here, all the models are trained with four-channel data. For generating
the WERs of figure 6, we build the single geometry WTSF network
with the reference array configuration data only while training the
multi-geometry model with four types of array geometry data so as
to cover all the test array configurations. In figure 6, the WERRs are
plotted with respect to the dissimilarity measure from the reference
array geometry; the dissimilarity index is calculated as the sum of
the differences between relative sensor distances of reference and
test arrays over four channels and described in the parentheses of the
x-axis label. The x-axis label of figure 6 also shows the microphone
index numbers used for each condition. It is clear from figure 6 that
recognition accuracy of the single geometry model degrades as the
array configuration of the test condition becomes more different from
that of the training condition. It is also clear from figure 6 that the
multi-geometry model can maintain the improvement for different
array configurations. In fact, this is the new capability of the multi-
geometry acoustic model in contrast to conventional multi-channel
techniques.
5. CONCLUSION
We have proposed new spatial acoustic modeling methods. The
ASR experiment results on the real far-field data have revealed that
even when array geometry is mismatched to the training condition,
the two-channel model can provide better recognition accuracy than
the LFBE model with 7-channel beamforming. Furthermore, we
have shown that training the MC DNN under the multiple array
geometry conditions can improve robustness against the microphone
placement mismatch. Moreover, we have demonstrated that our
proposed method can provide a consistent improvement for multiple
array configurations. We plan to combine multi-conditional training
and unsupervised training [36, 37].
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