Abstract. The non-standard Student distributions maximize Rényi entropy among all distributions having a fixed variance. Based on this maximum entropy property, we construct a goodness-of-fit test for testing composite null hypotheses of the non-standard Student distributions. The proposed test thus generalizes the goodness-of-fit tests based on Shannon entropy introduced by O. Vasicek in 1976 for testing normality.
INTRODUCTION
Introduced by Vasicek [1] for testing normality, goodness-of-fit tests based on Shannon entropy have been widely discussed in the literature. They are constructed for simple or composite null hypotheses for testing many different distributions in the exponential family. Their good asymptotic properties, simplicity of construction and efficiency in terms of power make them a good alternative to classical goodness-of-fit tests such as Kolmogorov-Smirnov or Cramér-von Mises. Mathematically, they are premised on maximum entropy properties of distributions in the exponential family; see Lequesne [2] .
Extending the framework, we will construct a goodness-of-fit test for the Student distribution based on q-Rényi entropy. The Student distribution maximizes Rényi entropy among all distributions having a fixed variance, just as normal distributions maximize Shannon entropy. The test statistics also require a non-parametric estimator of Rényi entropy. A commonly used estimator is the nearest neighbors estimator; see Vasicek [1] and Leonenko et. al. [3] for construction and properties.
In the first section, the non-standard Student distribution is presented as a maximum qRényi entropy distribution. Then, the statistics for the goodness-of-fit test is constructed in the second section, with asymptotic properties given in the third. Computation of the critical values using Monte Carlo simulation is provided in the last section.
THE MAXIMUM RÉNYI ENTROPY DISTRIBUTIONS
Introduced by Rényi [4] , the Rényi entropy of order q > 0 of any distribution P on Rwith density p with respect to the Lebesgue measure -is
The limiting value of H q as q → 1 is Shannon entropy; in the following, we will restrict ourselves to the case q = 1. The set P(m, M) is a set of distributions satisfying moment constraints
where M j are integrable functions with respect to P and m = (m 1 , . . . , m J ) ∈ R J for some fixed J ∈ N, and X is any real variable with distribution P. Distributions maximizing Shannon entropy in P(m, M) are known to belong to the exponential family, with densities
where θ ∈ Θ ⊂ R d , with d ≤ J and Z(θ ) is a normalizing constant; see Csiszár [5] . The exponential family contains many classical distributions, including Gaussian, exponential and uniform. The following similar result for Rényi entropy is proven in Grechuk et al. [6] .
Theorem 1. Let P(m, M) be the set of distributions P satisfying moment constraints C j (m, M) of the form (1) . A unique parametric distribution
maximizes the q-Rényi entropy subject to linear constraints C j (m, M) for 1 ≤ j ≤ J. Its density is of the form
where λ j (θ ) are the Lagrange multipliers determined by the constraints.
The entropy of the maximum q-Rényi entropy distribution is
The family of the maximum q-Rényi entropy distributions is the q-exponential family of distributions with densities of the form
+ is called the q-exponential function. The q-exponential family contains many classical distributions such as the q-gaussian or the non-standard Student distributions.
The non-standard Student distribution, with location parameter µ, scale parameter σ 2 and ν degrees of freedom, that we will denote by T (ν, µ, σ 2 ), has a density on R given by
where Γ(x) is the gamma function. Note that by a location-scale transformation, if a variable X has a T (ν, µ, σ 2 ) distribution, then Y = (X − µ)/σ 2 has a classical Student distribution with ν degrees of freedom. For 1/3 < q < 1, the distribution maximimizing the q-Rényi entropy among all distributions having the same mean µ and the same variance Σ 2 is the non-standard Student distribution T (ν, µ, σ 2 ) with
and
where ν ∈ R * + , µ ∈ R, σ ∈ R * + . Since the q-Rényi entropy of this distribution depends only on q and the parameters σ 2 and ν, we will simply denote it by h q (ν, σ 2 ). Precisely,
where B(x, y) = Γ(x)Γ(y)/Γ(x + y) is the beta function. For q > 1, the q-Rényi entropy maximimizing distribution is a truncated version of the non-standard Student distribution, defined on a compact support. We will focus here on a goodness-of-fit test for the non-standard Student distributions defined on R.
CONSTRUCTION OF THE STATISTICS
Let (X 1 , . . . , X n ) be an independent and identically distributed sample of an unknown distribution P. We will construct a test of the composite hypothesis
where P 0 (Θ) = {T (ν, µ, σ 2 ); ν ∈ R * + , µ ∈ R, σ ∈ R * + } is the family of all nonstandard Student distributions. It will be based on their maximum entropy property.
Testing a composite null hypothesis requires first estimating parameters. For the T (ν, µ, σ 2 ) distribution, two cases may be encountered, leading to two different test statistics.
If the null hypothesis is partially specified, ν is known and σ 2 is unknown, then σ 2 can be estimated using (5) by
where Σ 2 n is an estimator of the variance. If the null hypothesis H 0 is totally unspecified, estimating both parameters ν and σ 2 is required. As a first approach, we propose to maximize the likelihood function of the Student distribution to obtain the maximum likelihood estimators (MLE). This method leads to implicit equations of which no explicit solutions can be determined; see Johnson and Kotz [7] . Alternatively, Liu and Rubin [8] propose to compute the MLE of the Student parameters via the EM algorithm.
Following the method developed by Vasicek [1] for testing normality, we propose the test statistic
for a partially specified null hypothesis, or
for a totally unspecified null hypothesis, where:
• ( ν n , σ 2 n ) are MLE estimators of (ν, σ 2 );
• H q (P) n is a non parametric estimator of the q-Rényi entropy of the unknown distribution P; • q is the order of the Rényi entropy, determined through (4) by q = ν−1 ν+1 , where ν is replaced by ν n when it is unknown.
In what follows, we simply denote by T 1,2 n,q both the two test statistics when they satisfy the same properties or converge similarly.
For estimating the q-Rényi entropy of any distribution P, Leonenko et al. [3] proposed an estimator based on the nearest-neighbor estimator of the unknown density p, and plug-in estimation of the q-moment of P defined by
For a sample (X 1 , . . . , X n ), let ρ
i be the nearest-neighbor Euclidean distance from X i to X j in the sample, with j = i, and similarly, let ρ (k) i be the k-th nearest-neighbor distance from X i to X j . These distances form the order statistics ρ
, and I q is estimated by
Finally, an estimator of the q-Rényi entropy is given by
ASYMPTOTIC PROPERTIES OF THE STATISTICS
Consistency properties of H n,k,q are proven in Leonenko et al. [3] . In particular, we state here the consistency of H n,k,q with q < 1 for distributions with unbounded supports, such as the non-standard Student distributions. Proposition 1. Let P be a distribution with density p with unbounded support. Let I q be the q-moment of P defined in (9). Set
converges to 0 when n tends to ∞.
The consistency of H n,k,q yields consistency results for the test statistics T
1,2
n,q , based on the convergence of the MLE estimators of parameters ν and σ 2 . To our knowledge, no reference exists in the literature that explicitly proves the latter. As an alternative, we have checked it through Monte Carlo simulation. For illustration, Figure 1 plots the computed MLE of the distribution T (5, 3, 0.8) for various sizes n of samples. Any other case may be dealt with similarly. Theorem 2. Let (X 1 , . . . , X n ) be an n-sample drawn from an unknown distribution P. Suppose that H q (P) is estimated by H n,k,q given in (10).
For a goodness-of-fit test of (6), for which the non-standard Student distribution and P have the same unspecified variance Σ 2 , the following results hold true:
1. For a partially specified null hypothesis with test statistics T 1 n,q given in (7), where Σ 2 n is a consistent estimator of the variance, if ν > 4, then under H 0 ,
2. For a totally unspecified null hypothesis with test statistics T 2 n,q given in (8) , if ν n > 4, then under H 0 ,
FIGURE 1. MLE of the non-standard Student distribution for various n. The continuous line corresponds to ν n , the dashed line to µ n and the dotted line to σ 2 n .
3. Under the alternative hypothesis H 1 ,
where C is a positive constant.
Proof. 1. The consistency of Σ 2 n gives the consistency of σ 2 n by (5) . By the continuity of h q (ν, σ 2 ) with respect to σ 2 , we get
2. The continuity of h q (ν, σ 2 ) with respect to ν, σ 2 and q together with the convergence of the MLE estimators ν n and σ 2 n yields the convergence
For proving Points 1 and 2, it remains to check that H n,k,q(ν) is consistent. Conditions of Theorem 1 are satisfied: for ν > 4 (or ν n > 4), the non-standard Student distribution has an unbounded support, and r(T (ν, µ, σ 2 )) = ν, which satisfies 3. Under the alternative hypothesis, for any distribution P such that r(P) is sufficiently large, H n,k,q converges to H q (P) as n tends to infinity. Thanks to the equality of variances, the maximum entropy constraint of the non-standard Student distribution is satisfied, which gives h q (ν, σ 2 ) > H q (P). Therefore T 1,2 n,q P → C as n → ∞, where C is a positive constant, and the result is proven.
COMPUTATION OF CRITICAL VALUES
The issue of a statical test is the rejection or non rejection of the null hypothesis by using a critical region. Thanks to the method of estimation of the parameters, P and the nonstandard Student distribution have the same variance. By the maximum entropy property and Theorem 2, both test statistics T 1,2 n,q are positive and converge to zero under H 0 . The critical region is of the form R α = { T 1,2 n,q ≤ C * (α)} where C * (α) is a strictly positive constant -called the critical value, depending on the significance level α ∈ (0, 1) of the test through P H 0 ( T
1,2
n ≤ C * (α)) = α,
where P H 0 is the probability under the distribution of the null hypothesis. If the asymptotic distribution of the test statistics under the null hypothesis were known, C * (α) would be the α-quantile of this distribution. Since the asymptotic distribution of H n,k,q and T
