Abstract. In this article we give necessary and sufficient conditions for an irreducible Kähler C-space of classical type to have nonnegative or positive quadratic bisectional curvature, assuming the space is not Hermitian symmetric. The results are related to two conjectures of Li-Wu-Zheng.
Introduction
Let (M n , g) be a Kähler manifold of complex dimension n and let o ∈ M. M is said to have nonnegative quadratic orthogonal bisectional curvature at p if for any unitary frame e i at o and real numbers ξ i we have
Here R iījj = R(e i ,ē i , e j ,ē j ). Recall that M is said to have nonnegative bisectional curvature at o if for any X, Y ∈ T [14] we abbreviate by QB ≥ 0 for nonnegative quadratic orthogonal bisectional curvature, B ≥ 0 for nonnegative bisectional curvature and B ⊥ ≥ 0 for nonnegative orthogonal bisectional curvature. It is obvious that B ≥ 0 ⇒ B ⊥ ≥ 0 ⇒ QB ≥ 0. Note that in dimension n = 2, the conditions B ⊥ ≥ 0 and QB ≥ 0 are the same.
It is well-known that compact manifolds with B ≥ 0 have been completely classified by the works [16, 17, 12, 1, 15] . By these works, we know that any compact simply connected Kähler manifold with B ≥ 0 either biholomorphic to CP n or is isometrically biholomorphic to an irreducible compact Hermitian symmetric space of rank at least 2. While the condition B ⊥ ≥ 0 seems weaker, by the works of Chen [8] (see also [19] ) and Gu-Zhang [11] we know that a compact simply connected irreducible Kähler manifold with B ⊥ ≥ 0 is also either biholomorphic to CP n or is isometrically biholomorphic to an irreducible The condition QB ≥ 0 was first considered by Wu-Yau-Zheng [21] where they proved that the boundary of the Kähler cone is non-negative under this condition. There are other interesting properties satisfied by compact Kähler manifolds with QB ≥ 0. A fundamental property of such manifolds, implicit from earlier works [3] (see [7] for additional references) is that all harmonic real (1,1) forms are parallel. Moreover, the scalar curvature must be nonnegative and if it is irreducible then the first Chern class is positive [7] .
The ultimate goal is to classify Kähler manifolds with QB ≥ 0. For the compact case, a partial classification of the de Rham factors of the universal cover of such a manifold is given in [7] . Hence it remains to study the structure of compact simply-connected irreducible Kähler manifolds with QB ≥ 0 and by the parallelness of real harmonic (1,1) forms mentioned above, such Kähler manifolds also have b 2 = 1 (see [12] ). In view of the above results for B ⊥ ≥ 0, one may wonder if QB ≥ 0 gives any new examples, even though the condition is weaker than B ⊥ ≥ 0. To address this question, recently Li, Wu and Zheng [14] were able to construct an example of simply connected irreducible compact Kähler manifold satisfying QB ≥ 0 but not satisfying B ⊥ ≥ 0. Their example is a Kähler C-space with second Betti number b 2 = 1. Explicitly the example is (B 3 , α 2 ), see §2 for the definition. More generally, the following conjectures were raised in [14] : Conjecture 1.1.
(1) Any Kähler C-space with b 2 = 1 satisfies QB ≥ 0 everywhere.
(2) A compact simply connected irreducible Kähler manifold (M n , g) with QB ≥ 0 is biholomorphic to a Kähler C-space with b 2 = 1. (3) In (2) , if the manifold is not CP n , then g is a constant multiple of the standard metric.
A Kähler C-space is compact simply connected Kähler manifold such that the group of holomorphic isometries acts transitively on the manifold, see [18, 13] . There is a complete classification of Kähler C-spaces with b 2 = 1, and this is associated with the classification of simple complex Lie algebras which are just A n = sl n+1 , B n = so 2n+1 , C n = sp 2n , D n = so 2n and the exceptional cases E 6 , E 7 , E 8 , F 4 , G 2 . Motivated by the work in [14] , we prove the following results related to conjectures (1) and (3) . Theorem 1.1.
(i) The Kähler C-space (B n , α p ), n ≥ 3, 1 < p < n satisfies QB ≥ 0 if and only if 5p + 1 ≤ 4n. Moreover, QB > 0 if and only if 5p + 1 < 4n. (ii) The Kähler C-space (C n , α p ), n ≥ 3, 1 < p < n satisfies QB ≥ 0 if and only if 5p ≤ 4n + 3. Moreover, QB > 0 if and only if 5p < 4n + 3. (iii) The Kähler C-space (D n , α p ), n ≥ 4, 1 < p < n − 1 satisfies QB ≥ 0 if and only if 5p + 3 ≤ 4n. Moreover, QB > 0 if and only if 5p + 3 < 4n.
We only consider Kähler C-spaces which are not Hermitian symmetric. According to Itoh [13] , Theorem 1.1 includes all such Kähler C spaces with b 2 = 1 arising from the classical sequence A n , B n , C n , D n . Here QB > 0 means that (1.1) is a strict inequality unless all ξ i are the same. Note that if QB > 0, then a small perturbation of the Kähler metric will still satisfy QB > 0, see Lemma 2.3 (and Remark 2.1). Hence conjecture (1) for the classical types is true only under some restrictions mentioned in Theorem 1.1, while conjecture (3) is too strong. Conjecture (2) however may still be true in general.
The organization of the paper is as follows. In §2 we will state basic properties on the condition QB ≥ 0 and QB > 0, which greatly simplify the computations in later sections. In §3, §4 and §5 we will prove the main theorems for the cases B n , C n and D n respectively; details for some of the calculations in these sections can be found in the appendices.
The authors would like to thank Fangyang Zheng for valuable comments and interest in this work.
basic facts
Let (M, g) be a compact Kähler C-space with transitive isometry group G, and suppose b 2 (M) = 1. Then any real (1, 1) form ρ on M is given by ρ = cω + √ −1∂∂f for some constant c and function f where ω is the Kähler form. Now if ρ is G invariant then ∆ g f is also G invariant and hence constant on M. Thus f is constant on M and ρ = cω. In particular, g is the unique G invariant Kähler metric on M and it is Kähler Einstein. For more discussions on Kähler C-space, see [2, 13, 18, 14] .
Kähler C-spaces with second Betti number b 2 = 1 are obtained as follows, see [4, 5, 6, 13, 14, 18] . Let G be a simply connected, simple complex Lie group, and let g be its Lie algebra let h be a Cartan subalgebra with corresponding root system ∆. Then g = h ⊕ α∈∆ g α , where g α is the root space of α. Fix an ordering on ∆ with respect to a fundamental root system α 1 , . . . , α l , l = dim C h, and let ∆ + and ∆ − be the set of positive and negative roots respectively. Let K be the Killing form for g. We may choose root vectors E α ∈ g α , α ∈ ∆ such that for some constants n α,β , α, β ∈ ∆ we have
with n α,β = n −α,−β ∈ R and n α,β = 0 if α + β is not a root and α + β = 0 (in which case E α+β above is understood to be zero). Together with a suitable basis in h, they form a Weyl canonical basis for g. Now let 1 ≤ r ≤ l and let
Let P be the subgroup whose Lie algebra is h ⊕ α∈∆\∆ + r CE α . Then G/P is a complex homogeneous space having b 2 = 1. The complexified tangent space of G/P at the identity element can be identified with m
, E α is a holomorphic tangent vector with conjugate E α = −E −α . Denote the real form of G by G ′ . By [4, 13, 14] , G ′ acts transitively on G/P by biholomorphisms, and the G ′ invariant Kähler form on G/P is given by:
The Kähler C space thus obtained is denoted as (g, α p ). Conversely, every Kähler C space with b 2 = 1 can be obtained by this construction. Thus the set {1/ √ kE α }; α ∈ ∆ + k , k ≥ 1 forms a unitary basis for the tangent space of (g, α r ) in the metric g. We call this basis as a Weyl frame. To compute the curvature tensor we have the following from Li-Wu-Zheng [14, Proposition 2.1].
l , the components of the curvature tensor are given by
1)
if i + k = j + l, and R(X,Ȳ , Z,W ) = 0 otherwise. Here ξ q = 1 if q > 0 and ξ q = 0 if q ≤ 0.
Let X = E α , Z = E β , W = E γ with α, β, γ ∈ ∆ + and α + β = 0 and
If α + β or α + γ is not a root, then n α,β = 0 or n α,γ = 0 and
Otherwise, both E α+β and E α+γ are canonical Weyl basis vectors and are in m + i+k by Lemma 2.1. Since β = γ, and K is proportional to g on m
Now recall that
is an orthogonal decomposition with respect to K. Now [X,X] ∈ h. Since β − γ = 0 and [Z,W ] is either zero or is a root vector of the root β − γ. Hence we also have K([X,X], [Z,W ]) = 0. Hence the lemma is true when k ≤ i. Suppose i < k. Then it is equivalent to prove R(X,Ȳ , Z,Z) = 0 but assuming i > k and X = Y . In this case,
The previous argument implies the lemma is true in this case as well.
Let (M n , g) be a Kähler manifold and p ∈ M. Recall that QB ≥ 0 at p if for any unitary frame e A of T (1,0) p (M), and any real numbers ξ A we have
where R AĀBB = R(e A ,ē A , e B ,ē B ). We now discuss the condition QB ≥ 0 in more detail. We will also consider the condition QB > 0 at p which we define as: QB ≥ 0 at p with strict inequality in (2.2) provided not all ξ 
Here ρ = √ −1ρ AB θ A ∧θ B with ρ AB = ρ BĀ with local frame e A and local coframe θ
Clearly, G and F are well defined real symmetric bilinear forms on Ω 1,1 R (p) for any p. Now let θ A be a unitary frame at any p with co-frame η A and let
The following fact was observed by Shing-Tung Yau, and communicated to us by Zheng [23] . 
is the real (1, 1) forms at p which are not a multiple of the Kähler form.
Proof. We first prove (a). The fact that G − F ≥ 0 implies QB ≥ 0 follows immediately from (2.3) and the fact that η A and a A are arbitrary. Conversely, suppose QB ≥ 0 and let X be any real (1, 1) form at p. Then we can always diagonalize X. Namely, there exists a unitary frame e A with co-frame η
3) and the assumption QB ≥ 0 immediately implies G(X, X) − F (X, X) ≥ 0. Now we prove (b). The proof is basically the same in part (a) once we observe that X ∈ Rω(p) if and only if: for every unitary frame e A at p with coframe η A we have X = c A √ −1η A ∧η A for some real constant c. The fact that G − F > 0 on Ω R ABCD x AB x CD , with x AB = x BA , are at most µ.
We will use the following simple fact to estimate the largest eigenvalue of a quadratic form. Suppose λ is an eigenvalue of an n × n matrix (a ij ) and let (x 1 , . . . , x n ) be an eigenvector. Suppose
Proof. This is because
3. Kähler C-space of type (B n , α p ) According to [13] , the Kähler C-spaces with b 2 = 1 of classical type which are not Hermitian symmetric spaces are (B n , α p ), with n ≥ 3, 1 < p < n, (C n , α p ), with n ≥ 3, 1 < p < n, and (D n , α p ), with n ≥ 4, 1 < p < n − 1.
In this section, we will consider the space (B n , α p ), with n ≥ 3, 1 < p < n. Here B n = so 2n+1 C, consisting of complex (2n + 1) × (2n + 1) matrices of the form
where A, B have dimension n × n, see [9] . Let E pq be the (2n + 1) × (2n + 1) matrix having 1 as its (p, q)-entry and zeros for its remaining entries. A Cartan subalgebra h is generated by
The corresponding roots are
Fundamental roots are:
Positive roots are:
By (3.1) and(3.5), we have
We may take the Killing form to be K(X, Y ) = 1 2 tr(XY ).
Note that if α, β are roots with eigenvectors E α , E β , then K(E α , E β ) = 0 unless β = −α. Hence we have:
and 
From Proposition 2.1 any Lemma 2.2 we have the following lemma. The computations are routine, and details can be found in the appendices. The values of the remaining components of the curvature tensors are given by the following formulas together with their permutations from the properties of R. For a, b, c, d, e, f, g, h ≤ p < i, j, k, l we have
(3.13)
(3.20)
. Since p ≥ 2, there exist a = c ≤ p. Hence (B n , α p ) does not satisfy B ⊥ ≥ 0 as expected.
Next let us show that :
Lemma 3.6. Let λ be the largest eigenvalue of the quadratic form
in the Weyl frame, where x A are reals. such that x A = x B for some A = B.
Proof. We begin with the proof of (a). Let v : x ai , y ai , a ≤ p < i; u a , a ≤ p; t ab , a < b ≤ p be an eigenvector corresponding to the largest eigenvalue λ for the quadratic form. Let us denote R(X ai ,X ai , X bj ,X bj ) by R(X ai , X bj ) etc. Then P (v) = A,B R AĀBB x A x B is equal to:
From Corollary 3.1, we see that if we interchange x ai and y ai , for all a, i and obtain a vector w, then P (v) = P (w) and |v| = |w|. We may then assume that either x ai = y ai for all a, i, or by considering v − w, that x ai = −y ai and u a = t ab = 0 for all a, b.
Case 1 (x ai = y ai for all a, i.): Consider the equation satisfied by v. Consider the component of v with the largest modulus which we assume to be equal to 1. Suppose the component is u a . Then we have
Notice that the coefficients are all non-negative and the sum is just Ric(U a ,Ū a ) = 2n − p. Hence λ ≤ 2n − p. Moreover, if λ = 2n − p then by Corollary 3.1 we must in fact have
Similarly, if w ab has the largest modulus, we also have λ ≤ 2n − p and if equality holds then (3.23) is true.
Suppose now x ai has the largest modulus. As above, we have
Since x bj = y bj , this equation is the same as:
is non-negative while the other coefficients are also non-negative. Also, the sum of the coefficients is unchanged and is 2n − p. Hence we have λ ≤ 2n − p as before, and if equality holds then (3.23) is true by Corollary 3.1. Similarly, if y ai has the largest modulus, we also have λ ≤ 2n − p and if equality holds then (3.23) is true.
Case 2 (x ai = −y ai and u a = w ab = 0 for all a, b.): Suppose x ai has the largest modulus.Then
The sum of the coefficients is:
Hence if 5p + 1 ≤ 4n then λ ≤ 2n−p. Moreover, if 5p + 1 < 4n then λ < 2n−p Now suppose 5p + 1 > 4n. Let v be such that x ai = −y ai = 1, u a = w ab = 0 for all a, b. Then
On the other hand, |v| 2 = 2p(n − p). Hence P (v) > (2n − p)|v| 2 because 5p + 1 > 4n. This completes the proof of (a).
To prove (b), suppose 5p+1 < 4n. Then λ ≤ 2n−p, and as (2n−p) is always an eigenvalue we have λ = 2n−p. Let v be the corresponding eigenvector with components x ai , y ai , u a , t cd . Thus P (v) = λ|v| 2 . The above proof then shows if x ai = y ai for all a, i, then (3.23) must be true, while if x ai = y ai for some a, i then we must have λ < 2n − p which is impossible by our assumption. Hence (b) is true.
To prove (c), suppose 5p + 1 = 4n. Then λ = 2n − p in this case too. Let v be such that x ai = −y ai = 1, u a = w ab = 0 for all a, b. Then the computations above give P (v) = λ|v| 2 . Since x ai = y ai , (c) is true. Proof. We begin with the proof of (a). Let v be an eigenvector corresponding to λ and let x AB (A = B) be the component of v with the largest modulus.
To prove that λ ≤ 2n − p provided 5p + 1 ≤ 4n, it is sufficient to prove that
We estimate S AB case by case.
, then by Lemma 3.5
Then since 1 < p < n, we have S AB < 2n − p in the first two cases in (3.33).
In the third case in (3.33) we will have S AB ≤ 2n − p if 5p + 1 ≤ 4n and
Here each term of S AB vanishes and thus S AB = 0.
(iii) A = X ei , B = w cd , c < d. Here, by Lemma 3.5 and by considering the cases that c = e (which implies that d = e) and c = e, we have
and thus S AB < 2n − p − 1 < 2n − p since p < n.
By the fact that S AB = S BA , we may assume b < d. So b > a = c < d. By Lemma 3.5, the only nonzero terms in the sum of S AB are: 
As above, we may assume a < c. So a < b = d > c. The only nonzero terms in the sum of S AB are:
e,f,g,h≤p<;e<f,g<h
e,f,g,h≤p<;e<f,g<h So in this case S AB = (n − p) + So we also have S AB < 2n − p.
We may assume that a < b. The only nonzero terms in the sum of S AB are: 
(viii) A = X ai , B = U b . The only nonzero terms in the sum of S AB are:
This case is similar to (vii).
(x) A = w ab , B = U c . Here S AB = 0.
We have proved above that λ ≤ 2n − p provided 5p + 1 ≤ 4n. Conversely, suppose 5p + 1 > 4n. Define the vector v by: x ai,aj = 1 = −y ai,aj if i = j, all other x ′ s, y ′ s and all t are zeros. Notice that x ai,aj etc are symmetric and real.
On the other hand,
Hence F (v)/|v| 2 = (3p + 1)/2, and we have F (v) > (2n − p)|v| 2 if 5p + 1 > 4n. This completes the proof of (a).
To prove (b), suppose 4n > 5p + 1. Then by the computations from (a), we conclude that λ < 2n − p. To prove (c), note that in the above example we in fact have F (v) = (2n − p)|v| 2 iff 5p + 1 = 4n.
Theorem 3.1. The Kähler C-space (B n , α p ), n ≥ 3, 1 < p < n satisfies QB ≥ 0 if and only if 5p + 1 ≤ 4n. Moreover, QB > 0 if and only if 5p + 1 < 4n.
Proof. The first statement follows from part (a) of Lemmas 3.6 and 3.7 and Corollary 2. 4. Kähler C-space of type (C n , α p )
We will consider the space (C n , α p ), with n ≥ 3, 1 < p < n. Here C n = sp 2n C, consisting of complex 2n × 2n matrices of the form
where A, B have dimension n × n, see [9] . Let E ij be the (2n) × (2n) matrix with (i, j)-entry equal to 1 and all other entries equal to zero. A Cartan subalgebra h is generated by H i = E ii − E n+i,n+i , 1 ≤ i ≤ n with dual basis L i . The corresponding roots are
By (4.1) and (4.5) we have
(4.10)
Note that if α, β are roots with eigenvectors E α , E β , then K(E α , E β ) = 0 unless β = −α. Hence we have: 
(4.13)
R(w ab ,w ab , w ef ,w ef ) = 1 2 (δ ae + δ af + δ be + δ bf ); a < b, e < f.
R(w ab ,w ab , X ei ,X ei ) =R(w ab ,w ab , Y ei ,Ȳ ei ) = 1 2 (δ ae + δ be ); a < b.
R(w ab ,w ab , U e ,Ū e ) =(δ ae + δ be ); a < b.
(4.26)
Moreover, Ric = (2n − p + 1)g. Remark 4.1. As in the case of (B n , α p ), from the corollary we can see that (C n , α p ) does not satisfy B ⊥ ≥ 0.
From the corollary, the same proof as for Lemma 3.6 gives such that x A = x B for some A = B.
Proof. Part (a): the argument is identical to the proof of Lemma 3.6 (a) except that: in Case 1 we use that for any B the coefficients in A R(A, B)x A must add to 2n − p + 1 (instead of 2n − p), in Case 2 we use that
). Parts (b) and (c): the argument is identical to the corresponding proofs for Lemma 3.6. Proof. We begin with the proof of (a). Let v be an eigenvector corresponding to λ and let x AB (A = B) be the component of v with the largest modulus. To prove that λ ≤ 2n − p + 1 provided 5p ≤ 4n + 3, it is sufficient to prove that S AB = C,D;C =D |R ABCD | ≤ 2n − p + 1 provided 5p ≤ 4n + 3. Note that S AB = S BA .
We may assume that a ≤ b. By Lemma 4.6,
(4.32)
Hence in this case
and in the first two cases we have S AB < 2n − p + 1 since 1 < p < n while in the third case we S AB ≤ 2n − p + 1 iff 5p ≤ 4n + 3 while S AB < 2n − p + 1 iff 5p < 4n + 3.
and we have S AB < 2n − p + 1 in this case since 1 < p < n.
(iv) A = X ai , B = w bc , b < c. Note that R(X ai , w bc , Z,W ) = 0 unless Z ∈ II and W ∈ I. Hence and in this case we have S AB < 2n − p + 1 since 1 < p < n.
Note that all terms are zero, if a = b and a = c. Moreover, if a = b, then a = c, and if a = c, then a = b. Hence
and in this case we have S AB < 2n − p + 1 since 1 < p < n. 
where (4.44) is obtained from (4.16) and estimating exactly as in (3.36). In fact, the LHS of (4.44) is given by the second line in (3.36) provided the negative signs there are changed to signs there.
So
where as above, (4.48) is obtained from (4.16) and estimating exactly as in (3.40).
So we also have S AB < 2n − p + 1.
(case 3) a = c, b = d. As above, we may assume b < d. The only nonzero terms in the sum of S AB are:
where as above, (4.53) is obtained from (4.16) and estimating exactly as in (3.44) .
We have proved above that λ ≤ 2n−p+1 provided 5p ≤ 4n+3. Conversely, suppose 5p > 4n + 3. Define the vector v by: x ai,aj = 1 = −y ai,aj if i = j, all other x ′ s, y ′ s and all t are zeros. Notice that x ai,aj etc are symmetric and real. On the other hand,
Hence F (v)/|v| 2 = (3p−1)/2 and we have F (v) > (2n−p+1)|v| 2 if 5p > 4n+3. This completes the proof of (a).
To prove (b), suppose 5p < 4n + 3. Then by the computations from (a), we conclude that λ < 2n − p + 1. To prove (c), note that in the above example we in fact have F (v) = (2n − p + 1)|v| 2 iff 5p + 1 = 4n. In this section we will consider the space (D n , α p ), with n ≥ 4, 1 < p < n−1. Here D n = so 2n+1 C, consisting of matrices of the form
See [9] . This case is similar to the case (B n , α p ). Using the notations as in section 3. In fact it is more simple. Again, a Cartan subalgebra h is generated by
The eigenvectors are
We may take the Killing form to be K(X, Y ) = 
Hence the computations in section 3 remains unchanged, except the vectors U a , V a do not appear in this case. In this case, Ric = (2n − p − 1)g and we have: 
(6.8)
(6.9)
In this case, we have
(6.12)
4: X, Y, Z, W are not all in one group. By 1, 2, the only nonzero case is X, Y in one group and Z, W in another group. So we may assume X, Y in group (II) and Z, W in group (I). So
and is 0 .
=0.
(6.14)
Now let us compute the eigenvalues of the Ricci tensor:
Hence Ric = (2n − p)g. =K(δ ij X ab + δ ab X ij , δ kl X cd + δ cd X kl ) =δ ij δ kl δ ad δ bc + δ jk δ il δ ab δ cd . 
=2δ ab δ cd K(X ab , X cd ) =2δ ab δ cd δ bc δ ad . =K(δ ab X ab , δ df X ce + δ ce X df + δ cf X de + δ de X cf ) =δ ab (δ df δ ae δ bc + δ ce δ af δ bd + δ cf δ ae δ bd + δ de δ af δ bc ) =δ ab (δ df δ ae δ bc + δ ce δ af δ bd ) (7.9)
=K(δ ca X ad + δ da X ac , δ eb X bf + δ f b X be ) =(δ ac δ eb δ af δ db + δ ac δ f b δ ae δ db + δ ad δ eb δ af δ cb + δ ad δ f b δ ae δ cb ) =(δ ac δ f b δ ae δ db + δ ad δ eb δ af δ cb ) δ f h X eg + δ eg X f h + δ eh X f g + δ f g X eh ) = 1 2 [δ bd (δ f h δ ag δ ce + δ eg δ ah δ cf + δ eh δ ag δ cf + δ f g δ ah δ ce ) + δ ac (δ f h δ bg δ de + δ eg δ bh δ df + δ eh δ bg δ df + δ f g δ bh δ de ) + δ ad (δ f h δ bg δ ce + δ eg δ bh δ cf + δ eh δ bg δ cf + δ f g δ bh δ ce ) + δ bc (δ f h δ ag δ de + δ eg δ ah δ df + δ eh δ ag δ df + δ f g δ ah δ de )] =K(δ ab X ab , δ ij X cd − δ cd X ji ) =δ ab δ ij δ ad δ bc =K(δ ab X ab , δ cd X ij + δ ij X cd ) =δ ab δ ij δ ad δ bc . 
