What fundamental properties of synaptic connectivity in the neocortex stem from the ongoing dynamics of synaptic changes? In this study, we seek to find the rules shaping the stationary distribution of synaptic efficacies in the cortex. To address this question, we combined chronic imaging of hundreds of spines in the auditory cortex of mice in vivo over weeks with modeling techniques to quantitatively study the dynamics of spines, the morphological correlates of excitatory synapses in the neocortex. We found that the stationary distribution of spine sizes of individual neurons can be exceptionally well described by a log-normal function. We furthermore show that spines exhibit substantial volatility in their sizes at timescales that range from days to months. Interestingly, the magnitude of changes in spine sizes is proportional to the size of the spine. Such multiplicative dynamics are in contrast with conventional models of synaptic plasticity, learning, and memory, which typically assume additive dynamics. Moreover, we show that the ongoing dynamics of spine sizes can be captured by a simple phenomenological model that operates at two timescales of days and months. This model converges to a log-normal distribution, bridging the gap between synaptic dynamics and the stationary distribution of synaptic efficacies.
Introduction
It is generally believed that the structure and plasticity of synaptic connectivity in the neocortex underlies much of our ability to process and store information. The prevailing view is that changes in the efficacies of synapses in the cortex are determined by the presynaptic and postsynaptic activities. Therefore, these efficacies reflect the mental history of the animal. Intriguingly, previous studies have shown that the distribution of connection strengths in the cortex is skewed (Feldmeyer et al., 2002; Arellano et al., 2007) . Some studies approximated this distribution using a log-normal function (Song et al., 2005; Sarid et al., 2007) . However, how this skewed distribution of efficacies emerges is an open question.
In recent years, chronic spine imaging has opened the door to studying these dynamics. Most of the excitatory synapses onto pyramidal cortical neurons reside on dendritic spines. The presence of a spine is therefore indicative of an excitatory synapse, and previous studies used this fact to study the turnover of synapses in the living brain, primarily considering spines as binary entities (Grutzendler et al., 2002; Trachtenberg et al., 2002; Oray et al., 2004; Holtmaat et al., 2005; Zuo et al., 2005; Majewska et al., 2006; Bhatt et al., 2009; Xu et al., 2009; Yang et al., 2009) . These studies have shown that while some spines appear and disappear throughout adult life, a considerable fraction of the spines persists for extended periods of time (Bhatt et al., 2009; ). These spines have been referred to as "stable" and are the likely locus of the synapses that underlie long-term memories.
There is substantial evidence that the size of a spine provides information about the efficacy of the synapse that resides on it: the volume of a spine is proportional to (1) the number of vesicles in the presynaptic terminal (Harris and Stevens, 1989) ; (2) the area of the postsynaptic density (Harris and Stevens, 1989; Knott et al., 2006; Arellano et al., 2007; Katz et al., 2009) ; (3) the number of postsynaptic AMPA receptors (Katz et al., 2009) ; and (4) the amplitude of the EPSC measured in the postsynaptic neuron following uncaging of glutamate near the spine (Matsuzaki et al., 2001) . Furthermore, long-term potentiation of synapses is associated with an increase in the volume of spines (Matsuzaki et al., 2004; Kopec et al., 2006) . Previous studies have shown that spine sizes are correlated with spine age and that average spine sizes can change following sensory deprivation ). However, a quantitative description of the dynamics of spine sizes has been lacking.
We analyzed the stationary distribution and temporal dynamics of the sizes of hundreds of "stable" spines. We show that the size distribution of spines of individual neurons is log-normally distributed and that there is only little heterogeneity in this distribution between neurons. Although this distribution is stable over time, individual spines show substantial changes in their size. Interestingly, the magnitude of the change in size of a spine is, on average, proportional to its size. Such multiplicative dynamics explain the emergence of a log-normal distribution of spine sizes. Finally, we show that the temporal changes in spine size can be well approximated in a model characterized by two timescales (ϳ3 d and ϳ200 d).
Materials and Methods
In vivo two-photon spine imaging. The procedures for implantation of a glass window in the cranium and subsequent in vivo two-photon imaging have been described in detail previously . Briefly, six male adult (ϳ6 months) in-house bred mice of the GFP-M transgenic line selected for extremely sparse GFP expression in the cortex (Feng et al., 2000) were deeply anesthetized with a single dose of ketamine/medetomidine. After removal of an ϳ1 cm 2 patch of skin over the parietal bones and right lateral part of the head, a small part of the musculus temporalis was removed to expose the temporal bone. Using a dentist's drill, the bones were smoothened, and part of the zygomatic process was removed and covered with a thin layer of Vetbond glue (3M). Next, a thin layer of dental cement (Lang Dental) was applied, except for the area over the temporal bone. The temporal bone was removed with a dental drill to expose a ϳ2 mm ϫ 3 mm part of the brain containing the auditory cortex. The craniotomy was subsequently sealed with a drop of liquid agarose, a small round cover glass, and additional dental cement. In addition, a small titanium head post was implanted for fixation of the head during imaging. After recovery from the surgery and anesthesia, the mice were brought back to their home cage and regular imaging sessions were started 2 weeks after the surgery.
For imaging, mice were anesthetized lightly with a single dose of ketamine/medetomidine and fixated under an Olympus FV300 microscope custom modified for two-photon imaging. We used a Chameleon Ti:Sapphire laser (Coherent) tuned to 910 nm wavelength for excitation of the GFP. Image stacks of dendritic segments were acquired using FluoView image acquisition software (Olympus) with typically 20 -30 frames (512 ϫ 512 pixels, 1 pixel Ϸ 0.1 m ϫ 0.1 m, ϳ1.7 s/frame) at an interval of 0.5 m along the z-axis. Imaging stacks along a dendrite were acquired in an overlapping manner, and as a result, some of the spines were imaged twice. All the "stable" spinesthatwereimagedtwicewereusedtoestimatethewithin-sessionvariability (see Fig. 5 ). Imaging was performed at an interval of 4 d for six time points. A single imaging session typically lasted about 1 h. Between imaging sessions, mice were housed in small groups in standard cages. A subset of the mice underwent a classical conditioning protocol between sessions 3 and 4; however, no gross differences were observed between the two datasets and therefore for the purpose of this study data from both groups were pooled together. All experiments were performed at Cold Spring Harbor Laboratory in strict compliance with the animal use and care guidelines of Cold Spring Harbor Laboratory.
Primary image analysis of spines involved two steps. First, "best projections" of all dendrites for all time points were constructed, allowing for the identification of spines at a given time point and the indexing of identical spines along time (Holtmaat et al., 2005) . We did not attempt to distinguish between spines and filopodia and classified all protrusions from the dendrite as spines for the purpose of our study. Second, custom-written Matlab (MathWorks) software was used to extract image features of identified spines. We only considered spines that extended from the dendrite in parallel to the imaged plane. The analysis was performed in two dimensions at the image frame that gave highest integrated fluorescence values for a given spine, i.e., the frame where the spine was in focus. Each frame was filtered with a 3 ϫ 3 pixel median filter, and then the background was subtracted. For estimation of spine sizes, we integrated the filtered fluorescence values within a region of interest containing the spine. This integrated fluorescence value was normalized by the mean intensity value of the brightest 10% of the pixels that was found on the adjacent dendrite, which typically is a very stable feature of the image. This normalization compensates for possible variances in the general brightness of the image and possible differences in expression levels of GFP between neurons. A previous study performing electron microscopy on serial sections of previously in vivo imaged fluorescent dendrites demonstrated that such integrated fluorescence is a high-fidelity proxy for the size of a spine (Holtmaat et al., 2005) .
Fitting the parameters of the model of the dynamics of spine sizes. We describe the dynamics of the logarithm of the size of a spine as a sum of two independent Ornstein-Uhlenbeck processes:
where S k is the size of the spine, X 1 k and X 2 k are the two dynamic variables whose dynamics are described by an Ornstein-Uhlenbeck process, i k is a white noise term such that ͳ i k ʹ ϭ 0 and 
, where ͳn k (t)ʹ ϭ 0 and ͳn k (t)n kЈ (tЈ)ʹ ϭ n 2 ␦ k,kЈ ␦ t,tЈ (we assume that the temporal correlations in the measurement noise are much shorter than the 4 d interval between measurements). In Results, we use Figure 5B to estimate the measurement noise, and our analysis yields that n 2 ϭ 2.74 ⅐ 10 Ϫ3 . Thus, comparing the total variance in the logarithm of the spine sizes over all "stable" spines and over all days, we conclude that the contribution of the measurement noise to the observed variance in the distribution of spine sizes is Ͻ3% (see Results).
To find the parameters characterizing the two Ornstein-Uhlenbeck processes, 1 , 2 , 1 , and 2 , we considered the covariance function C(⌬t) ϭ ͳ(log 10 (O(t ϩ ⌬t)) Ϫ ͳlog 10 (O(t ϩ ⌬t))ʹ) ⅐ (log 10 (O(t)) Ϫ ͳlog 10 (O(t))ʹ)ʹ, where the average ͳ . . . ʹ is the average over time and over the empirical distribution of spines. It is easy to show that
The parameters 1 , 2 , 1 , and 2 were found by a least-square fit of C(⌬t) to the empirical covariance function (see Fig. 6 A), yielding 1 ϭ 212 d; 2 ϭ 2.87 d; 1 2 ϭ 0.0683; and 2 2 ϭ 0.0292. Concerned about the possible consequences of underestimating the measurement noise, we theoretically studied how underestimating the measurement noise would affect the estimated parameters of the model. To do so, we fitted the parameters of the model to our data assuming that the measurement noise is double the value reported in the text ( n 2 ϭ 2 ϫ 2.74 ⅐ 10
Ϫ3
). We found that this would change the estimated values of 1 , 2 , 1 2 , and 2 2 by only Ϫ10%, ϩ1%, ϩ1%, and Ϫ11%, respectively. Thus, we conclude that even an underestimation of the measurement noise by a factor of two would not have qualitatively affected the conclusions of the paper.
To compute the transition matrix (see Fig. 6C ), we assumed that the Ornstein-Uhlenbeck processes reached their stationary distribution. A straightforward calculation yields that the probability of observing the size of a spine OЈ at time t ϩ ⌬t given that at time t its size is O is given by Pr͓log 10 ͑OЈ͒; tϩ⌬t͉log 10 ͑O͒;t͔ϭ e
where
To construct the predicted dependence of absolute change on spine size (Fig. 3C , red line), we use Equation 3 to show that
where e ϭ /log 10 (e) and OЈO e ϭ OЈO / log 10 (e). Averaging over OЈ yields the following:
Results
To chronically image spines at multiple time points over weeks, we implanted a small glass window in the skull above the auditory cortex of adult transgenic mice of the GFP-M line (Feng et al., 2000) . These mice express GFP in a sparse subset of cortical neurons, primarily in layer 5. We used two-photon laser scanning microscopy to image the same apical dendrites for six time points at intervals of 4 d (see Materials and Methods). The apical dendritic trees of the imaged neurons were reconstructed from low magnification in vivo images and were likely to belong to layer 5 neurons given the expression pattern of the GFP-M line and the fact that the corresponding somata were located Ͼ500 m below the cortical surface ( Fig.  1 A) . To quantify possible changes in the dendritic tree of the neuron over time, we measured the positions of the dendritic end points in relation to invariant landmarks more proximal on the dendrite. We found that the dendritic arborization remained largely stable throughout the imaging period and dendritic tips showed only a slight trend to retract (Fig. 1 B) . These results are consistent with previous observations (Trachtenberg et al., 2002) . Interested in the dynamics of synapses, we imaged and analyzed the intensity of spines from eight neurons in four mice. For the purpose of this study, we focused our attention on the intensities of 579 "stable" spines from eight neurons in four mice that were observed throughout the experiment. Examples of these spines are marked by arrows in Figure 1C , which depicts the same dendrite in the first imaging (top) and the last imaging day (bottom).
Sizes of spines are log-normally distributed
We observed substantial heterogeneity in the sizes of spines. For example, when considering the distribution of the spine sizes of a single neuron on a single day ( Fig. 2 A, B) , the range of spine sizes spans more than one order of magnitude. Interestingly, the distribution of spine sizes is positively skewed, reminiscent of a lognormal distribution. To better quantify this, we plotted a histogram of the logarithm of spine sizes (Fig. 2C) , demonstrating that the size distribution can be well approximated by a log-normal function (Fig. 2C, red line) . A similar log-normal distribution was obtained when considering the sizes of all spines from all imaging sessions and all neurons (Fig. 2 D) .
Small variance in mean spine sizes between neurons
How similar are the distributions of spine sizes of different neurons? The similarity between the distribution of spines on one neuron on one day (Fig. 2C ) and the distribution of all spines on all neurons on all days (Fig. 2 D) suggests that the distributions are similar. Indeed, as shown in Figure 3A (different colors), the distributions of the logarithm of spine sizes of the eight neurons are similar. However, a more careful analysis of these distributions reveals small differences between the neurons. This is illustrated in Figure 3B , in which the averages of the logarithm of spine sizes for the dif- ferent neurons are denoted by thin horizontal lines and the SEMs are denoted by thick vertical lines. We found that the average size of spines varies significantly between neurons (one-way ANOVA p Ͻ 0.0002). However, the intraneuron variability in spine size as quantified using the SD (Fig. 3B , thin vertical lines) is much larger than the interneuron variability. More precisely, our analysis reveals that only 5% of the variability in the logarithm of spine sizes of the full dataset of spines can be attributed to the interneuron variability (interneuron variance, 0.0049; variance of full dataset, 0.10).
To what extent does the distribution of spine sizes of individual neurons change over time? To quantify this, we calculated the mean logarithm of spine size for each neuron over time (Fig. 3C ). There was no significant change in the average logarithm of spine size in any of the neurons (all p values for all eight neurons were larger than 0.08, one-way ANOVA).
Temporal dynamics of spine sizes
What are the synaptic dynamics that lead to the log-normal distribution of spine sizes? To address this question, we studied how spine sizes change over time. Several characteristic examples are shown in Figure 4 A. The sizes of these spines over time are depicted in Figure 4 B. We found that spines undergo substantial changes in their sizes: over the course of 20 d, Ͼ70% of the spines changed their size by at least 50%, suggesting that synaptic dynamics in the adult cortex are a very active process.
As depicted in Figure 4 , A and B, the larger a spine is, the larger the change in its size in consecutive imaging days is. To quantify this relation between spine size and its volatility, we conducted the following analysis: we considered all individual size measurements of the spines in the first five imaging sessions (579 spines ϫ 5 images per spine ϭ 2895 observations). We binned these spine measurements into 200 groups, each containing 14 or 15 measurements of approximately equal spine size. For each observation, we computed the absolute change in spine size to the next imaging session and averaged this number for each group. The results of this analysis are depicted in Figure 4C , where we plot the average absolute change in spine size as a function of average spine size for each group. We found that changes in spine size are approximately proportional to the size of the spines. In other words, changes in spine sizes are multiplicative.
Is the finding of multiplicative dynamics linked to the stationary log-normal distribution of spine sizes? It is generally known that a log-normal distribution naturally emerges from multiplicative dynamics. To understand why, we denote by W and WЈ the sizes of a spine in two consecutive imaging sessions. We consider a dynamic process in which changes in spine size are multiplicative and stochastic: ⌬W ϭ WЈ Ϫ W ϭ W ⅐ z, where z is a stochastic variable. In other words, WЈ ϭ W ⅐ (1 ϩ z). Hence, log(WЈ) ϭ log( W) ϩ log(1 ϩ z). Iterating this process t times, log(W(t)) ϭ log(W(0)) ϩ ¥ jϭ1 t log(1 ϩ z( j)), where W(t) denotes the size of the spine after t iterations, W(0) denotes its original size, and z( j) denotes the value of the stochastic variable z on the jth iteration. By the Central Limit Theorem, the sum of independent random variables from the same distribution converges to a normal distribution. Therefore, if t is large enough and the stochastic variables z are independent and are drawn from the same distribution, the distribution of log(W(t)) will be normal (see also Song et al., 2005) .
A model of spine size dynamics
The observation that changes in spine sizes are multiplicative (Fig. 4C) provides insights into the emergence of the log-normal distribution of spine sizes in the neocortex (Figs. 2, 3) . However, the simple dynamics described above are inconsistent with a stationary size distribution because they predict that the variance of the log-normal distribution will increase with the number of stochastic variables added to the spine size. In contrast, our data indicate that the variance of the spine size distribution is constant over time (data not shown). Therefore, we sought a more accurate description of the temporal dynamics of spines.
As a preliminary step toward a quantitative model of spine size dynamics, we estimated the contribution of measurement noise to the variability and changes in the observed spine sizes. We computed the variability in the logarithm of the measured size of spines measured on the same day, at an interval of a few minutes, and compared it to the between-session variability. Six characteristic examples are presented in Figure 5A , indicating that between-session variability is significantly larger than the withinsession variability, which is most likely due to measurement noise. To further quantify the contribution of the measurement noise to the session to session changes in the measured size of spines, we compared the within-session variability to the between-session variability of the 27 stable spines (Fig. 5B ) that were imaged twice in the same session (see Materials and Methods). These results further indicate that the measurement noise is substantially lower than the between-session variability. The within-session measurements indicate that the variance of the measurement noise is n 2 ϭ 2.74 ⅐ 10 Ϫ3 , contributing Ͻ3% to the observed variance in the logarithm of spine sizes (see Materials and Methods) . This estimation of measurement noise captures major sources of movement in the brain due to breathing and heart pulsation. However, there could be additional sources of measurement noise that are not accounted by the repeated measurement depicted in Figure 5 , e.g., slight differences in the imaging angle between sessions. In the Materials and Methods section, we discuss the consequences of a possible underestimation of measurement noise.
Next, we computed the temporal covariance of the logarithm of spine sizes over the six imaging sessions (Fig. 6 A; see Materials and Methods). We found that the covariance decays steeply within 4 d (one imaging session), followed by a shallower decay. This difference in the decay rates suggests that the dynamics contain more than a single timescale. We sought a phenomenological model of spine dynamics that captures the main observation described in the previous sections, namely (1) the stationary distribution of spine sizes is log-normal (Figs. 2, 3) , (2) changes in spine sizes are multiplicative (Fig. 4C) , and (3) their temporal correlations are characterized by at least two timescales (Fig. 6 A) . We posit that the dynamics of the logarithm of the size of a spine are a sum of two independent Ornstein-Uhlenbeck processes (Eq. 1 in Materials and Methods). Moreover, we assume that the logarithm of the observed spine size is equal to the sum of the logarithm of the spine size and the measurement noise, as estimated above ( Fig. 5 ; see also Materials and Methods).
An Ornstein-Uhlenbeck process is a linear stochastic equation that is commonly used to describe stationary Markov processes (Van Kampen, 2007) . It is similar to a random walk process in which random events accumulate with time. However, in contrast to the random walk process, the Ornstein-Uhlenbeck process describes continuous dynamics in which the contributions of past steps to the current state decay exponentially. It is characterized by the degree of volatility, , and a single timescale, , the time constant of the exponent.
The parameters of the model were obtained by fitting the stationary distribution of Equation 1 to the covariance plotted in Figure 6A and the stationary distribution of spine sizes (Fig. 2D ) (see Materials and Methods). The resultant two timescales are as follows: 1 ϭ 212 d and 2 ϭ 2.87 d; and the magnitudes of the volatility terms are as follows: 1 2 ϭ 0.0683 and 2 2 ϭ 0.0292. How well does this simple model capture our main observations described above? (1) The stationary distribution of an Ornstein-Uhlenbeck process is normal (Fig. 2 D, red line) . Therefore, the model can account for the normal distribution of the loga- Figure 5 . Estimation of the measurement noise. A, Examples of spines imaged twice during the same imaging session (ϳ2-3 min interval, due to overlapping tiling of image stacks along a given dendrite) and again in a different imaging session (Ն4 d). Estimated spine size in arbitrary units is indicated above spines. The variability within one session is most likely due to measurement noise. In most cases, the changes across imaging sessions are much larger than those within a single session. B, Plot of variance of spine size across sessions against the variance observed within a session for 27 spines. Black line indicates line of identity. Again, the variance across sessions is typically much larger than the variance within one session.
rithm of spine sizes. (2) The temporal dynamics of the model (Fig. 4C, red line) are consistent with the multiplicative dynamics (Fig. 4C, dots) . (3) The model fits well the empirically observed temporal correlations (Fig. 6 A, red line) . Moreover, the model provides us with a detailed probabilistic description of the dynamics of spine sizes. In particular, assuming that the two Ornstein-Uhlenbeck processes have reached equilibrium, we can use the model to predict how a spine is expected to change over time, given its initial size. To test how well our model captured these transitions, we computed the empirical transition matrix of spine sizes of our dataset (Fig. 6 B) . The abscissa corresponds to the logarithm of the size of the spine at time t and the ordinate denotes the logarithm of the size of the spine on the next imaging session, t ϩ 4 d. The gray values code for the probability density. Note that nonzero probability densities are centered along the identity line (black line), indicating that changes in spine sizes are small compared with the dynamic range of spine sizes. The red line indicates the expectation value of the logarithm of the spine size in the next imaging session as a function of its size in the previous imaging session. Note that the red line is above the identity line for small spines and below it for large spines. This means that large spines tend to become smaller, whereas small ones tend to increase. In other words, on average, spines tend to contract to a medium size, the intersection of the line of identity with the average line. Interestingly, these results, namely volatility of spines/synaptic efficacies and their tendency to contract to a medium size, were previously observed in neuronal cultures and were shown there to depend on network activity (Yasumatsu et al., 2008; Minerbi et al., 2009) .
Similarly, we computed the predicted transition matrix based on our model (Fig. 6C) . We found that, similar to the empirical transition matrix, the highest probabilities were centered near the line of identity. Moreover, our model captures the tendency of spines to contract, as is evident from the slope of the red line. In summary, our results show that the multiplicative spine dynamics that give rise to the stationary log-normal distribution can be captured remarkably well using a simple model based on two independent Ornstein-Uhlenbeck processes.
Discussion
In this paper, we used chronic imaging of spines in the auditory cortex to study the dynamics of neuronal connections in the living brain. Our main findings are as follows: (1) the distribution of spine sizes is log-normal; (2) changes in spine size over time are multiplicative, which explains the emergence of the log-normal distribution; and (3) the dynamics of the sizes of spines are characterized by two timescales and are captured by a sum of two Ornstein-Uhlenbeck processes.
Log-normal distribution of spine sizes
Whereas most previous studies have focused on a binary description of spine dynamics (i.e., presence/absence of a spine), we were interested in the distribution and dynamics of spine sizes, since they can serve as a proxy for the strength of synaptic connections (Harris and Stevens, 1989; Matsuzaki et al., 2001 Matsuzaki et al., , 2004 Holtmaat et al., 2005; Knott et al., 2006; Kopec et al., 2006; Arellano et al., 2007) . We found that the spine sizes of a single neuron can vary over almost two orders of magnitude (Fig. 2) , implying that a binary description of a spine as present or absent is incomplete.
Interestingly, we found that spine sizes are distributed in a log-normal manner and this distribution remains stable over time. This observation supports the hypothesis that synaptic efficacies in the cortex are log-normally distributed. This hypothesis is also supported by several previous studies using different experimental techniques. Cortical spines of layer 2/3 pyramidal neurons of a mouse visual cortex were analyzed using a combination of gold-toned Golgi impregnations and serial thin-section electron microscopy (Arellano et al., 2007) . The distribution of spine volumes, averaged over several pyramidal neurons, was found to be broad and positively skewed. Although the exact shape of the distribution was not further examined and the number of spines analyzed was limited, qualitatively, their distribution resembles our Figure 2 B. In addition, paired recordings in acute brain slices of rat visual cortex (Song et al., 2005) and barrel cortex (Feldmeyer et al., 2002) demonstrated that the distribution of connection strengths between neurons is positively skewed. These distributions were approximated using a lognormal function (Song et al., 2005; Sarid et al., 2007) . Note, however, that the connection strength between a pair of neurons as estimated by evoked EPSP reflects the contribution of a variable number of synapses, typically 4 -8 (Markram et al., 1997) , whereas spines in the cortex typically correspond to single synapses (Harris and Stevens, 1989; Knott et al., 2006) . Interestingly, the amplitude distribution of miniature EPSCs in cultured neurons, which are believed to originate from single synapses, is also positively skewed (Bekkers and Stevens, 1995; van Rossum et al., 2000) . We would like to note that the distribution of motor unit sizes is also reminiscent of a log-normal function (Betz et al., 1979; Taxt, 1983a,b; Lu et al., 2009) , which raises the possibility that a log-normal distribution of synaptic strength observed in cortical neurons represents a more general principle of organization in the nervous system.
Similar distribution of spine sizes across neurons
Assuming that the size of a spine is correlated with synaptic efficacy, this study provides detailed quantitative information about the distribution of synaptic efficacies onto single neurons and the variability of the distributions across neurons. In this section, we use this information to challenge a recent theory that relates the distributions of synaptic efficacies and neuronal activities in the cortex.
The distribution of spontaneous firing rates in the primary auditory cortex is positively skewed and has been approximated by a log-normal function (Hromádka et al., 2008) . A recent intriguing theoretical study by Koulakov et al. (2009) suggested that the log-normal distributions of connections and firing rates are closely related. The basic idea of the model is that log-normally distributed firing rates, when combined with a Hebbian plasticity rule, are expected to result in a log-normal distribution of (1) all synaptic weights in the network, (2) all synaptic weights onto single neurons, and (3) the mean synaptic weights onto individual neurons. This model is self-consistent, because such a distribution of mean synaptic efficacies onto individual neurons, in turn, would result in a log-normal distribution of firing rates. Importantly, the model predicts that the variance of the distribution of the logarithm of the firing rates and the variance of the distribution of the logarithm of the synaptic connections onto individual neurons are comparable. By measuring the sizes of many spines onto individual neurons, we can test these predictions.
(1) The log-normal distribution of all synaptic weights in the network is consistent with our data (Fig. 2 D) . (2) Our finding that the log-normal distribution of synaptic weights applies also for single neurons (Figs. 2C, 3A ) is also consistent with the model. (3) We also observed statistically significant differences in the mean synaptic sizes of spines across neurons. However, the differences in spine sizes between our imaged neurons are not consistent with the model: the variance of the distribution of the mean logarithm (log 10 ) of spine sizes of individual neurons in our dataset is only 0.005. This is more than an order of magnitude smaller than the variance in the firing rates, 0.2, as estimated from Figure 3C in Hromádka et al. (2008) . This discrepancy is a serious challenge to their model. One possible explanation could be that our data are restricted to layer 5 pyramidal neurons, whereas the measured spontaneous firing rates were probably obtained from several cell types in various layers.
One approach to reconcile the approximate homogeneity of mean synaptic efficacies and the large heterogeneity in spontaneous firing rates is based on the theory of balanced networks. According to this theory, excitation and inhibition are balanced and the firing of individual spikes results from fluctuations in the synaptic input. As a result, even minute heterogeneities in the total number of synapses would lead to a broad distribution of firing rates (van Vreeswijk and Sompolinsky, 1996) . Thus, the observed small imbalances in the mean synaptic inputs could result in a long-tail distribution of the firing rates. An alternative possibility is that the broad distribution of firing rates results from heterogeneities in the integrating or biophysical properties of neurons (see also van Vreeswijk and Sompolinsky, 1998).
The emergence of log-normal distribution from multiplicative dynamics In most models of synaptic plasticity, potentiation and depression change the synaptic weight by adding or subtracting a fixed amount that is independent of the synaptic weight (Hopfield, 1982; Blum and Abbott, 1996; Gerstner et al., 1996; Kempter et al., 1999; Song et al., 2000) . In other words, changes in synaptic efficacies are additive. Additive changes at timescales of minutes are supported by several in vitro studies (Kopec et al., 2006) . Often, a decay term is also incorporated (Kistler and van Hemmen, 2000; Gütig et al., 2003) to prevent the synapse from reaching saturation values (Dayan and Abbott, 2001 ). The stationary distribution of synaptic weights in these models typically falls into one of two categories: (1) Competition between synapses, if sufficiently strong, leads to a bimodal distribution of synaptic efficacies. Such competition can result from Hebbian plasticity.
(2) In contrast, in the absence of such competition, these models typically yield a normal distribution of synaptic efficacies. Thus, these studies imply that to explain the log-normal distribution of spine sizes, we should revise these synaptic plasticity rules and consider the possibility that synaptic changes are directly dependent on the synaptic efficacy, beyond the decay term (van Rossum et al., 2000; Morrison et al., 2007; Koulakov et al., 2009 ). An interesting study demonstrated multiplicative scaling of synaptic efficacies as a result of homeostatic plasticity (Turrigiano et al., 1998) . However, this homeostatic scaling is a global mechanism that affects all synapses in a similar fashion, whereas in our dataset individual synapses of the same neuron changed in opposite directions.
The emerging picture from this study is that the network architecture is highly volatile, even in primary sensory regions such as the auditory cortex. However, there is a structure to this dynamics: changes are multiplicative, which appears to be a major determinant of the distribution of synaptic efficacies in the cortex.
