Abstract: For twenty four years, the Agricultural Production Systems sIMulator (APSIM) has grown from a farming systems framework used by a small number of people, into a large collection of models used by many thousands of modellers internationally. The software consists of many hundreds of thousands of lines of code in 6 different programming languages. The models are connected to each other using a 'common modelling protocol'. This infrastructure has successfully integrated a diverse range of models but isn't capable of easily meeting the challenges outlined above. For these reasons, the APSIM Initiative has begun developing a next generation of APSIM (dubbed APSIM Next Gen) that is written from scratch and designed to 'run anywhere'.
INTRODUCTION
APSIM ) is a farming systems model that is used by researchers to simulate a wide range of complex systems. It contains interconnected biophysical and management models to simulate systems comprising soil, crop, tree, pasture and livestock processes. Agricultural production systems modelling has expanded in scope over the last decade (Holzworth et al. in press) and as a result, APSIM has evolved beyond the point based, production systems that it was built for in the 1990s. APSIM is now being used for:
• farmer advice Hochman, van Rees, et al. 2009; McCown et al. 2009 ),
• resource use and efficiency ), • plant breeding (Chapman et al. 2003; Hammer et al. 2010; Messina et al. 2011 ),
• climate change and adaptation Teixeira et al. 2012; Thorburn et al. 2012 ) ,
• livestock and mixed crop-livestock systems Lilley and Moore 2009; Moore et al. 2009 ), • food security (Carberry et al. 2013 ),
• yield gap assessments (Hochman et al. 2012; van Rees et al. 2014 ), • whole farm modelling approaches Rodriguez et al. 2014 ), • agroforestry systems (Huth et al. 2002 , • horticultural cropping systems (Huth et al. 2009; Brown et al. 2011 ),
• carbon sequestration in agricultural soils (Luo et al. 2011 (Luo et al. , 2014 , • biotic and abiotic system constraints (Whish et al. 2007 ).
In addition to the expanding scope, the computing landscape has also changed significantly. The development of APSIM began in 1991 (in FORTRAN) and in the intervening 24 years many scientists and software engineers have extended and redeveloped parts of it, changing computer languages for many of the models and infrastructure. This has resulted in:
• a source code base that is complex and difficult to maintain, • a framework that isn't fully cross platform, • slow runtimes, • documentation that hasn't been kept up-to-date, • non-existent validation for some models, • a model development process that is made difficult due to inadequate testing systems and untidy code.
Computing hardware and software has changed from desktop based systems to mobile phones and tablets, web and cloud based portals with web services offering a way to connect the various systems. While iterative development has allowed the APSIM community to evolve the framework for 24 years, a decision was made recently to start development of a replacement system that is built for the expanding scope and resolves many of the deficiencies listed above. The remainder of this paper discusses many of the design decisions and describes the development of 'APSIM Next Generation' (APSIM Next Gen).
REQUIREMENTS AND DESIGN DECISIONS
Cross platform development was a key requirement from the outset. The ability to run the APSIM models and user interface on Windows, LINUX and OSX desktop and cluster architectures was important. In addition, with the advent of mobile platforms and web based development, the requirement for running the models (not the user interface) behind web pages and on mobile devices is also important. To achieve this, there are many possible strategies but with the skills of the software team being predominately .NET based, the decision was to adopt C# and use MONO for the cross platform development. The single language decision negates the need for building language adaptors but has the downside of potentially requiring reskilling of some model developers. Java was also considered as an obvious approach but this would have required reskilling the team. No comprehensive cost-benefit analysis was done on different languages and frameworks. Ultimately, the decision was made to continue using the tools and languages that we were already using. While C# and MONO are considered by some to be a niche market, we justify the choice by having experience in using this combination in a range of software tools, on different platforms, in different configurations. To some extent we know the technology and understand its limitations. The decision was also made to support multiple development IDE's (Visual Studio, Sharp Develop and Mono Develop), allowing developers to work on their operating system of choice.
To address the requirement for increased runtime speed, a philosophy of 'keeping it simple' was adopted. Minimising the amount of code that the infrastructure needed to execute would directly improve the runtime speed. Much of the existing runtime of APSIM (version 7.7 and earlier) is spent on the inter-model protocol of passing variables and events between models. Each individual variable value passed between models (of which there are many dozens each daily time step) is packed and unpacked to and from a binary structure. This strategy is necessary for managing the multi-language nature of the existing APSIM, but isn't necessary for APSIM Next Gen. Instead, models in the new framework directly call methods and properties of other models in the normal object oriented way. To overcome the tight coupling of models, a link mechanism was developed allowing models of the same type (e.g. two water balance models) to be interchanged without requiring changes to the other models that call them (Holzworth et al. 2010 ).
The Plant Modelling Framework (PMF), developed by Brown et al. (2014) , was adopted and extended from APSIM 7.7. This framework allows plant model developers to more quickly construct plant models from smaller building blocks, often without any coding, allowing scientists to become involved with plant model development. An IDE for clicking together individual plant processes and then parameterising them is available directly from the user interface. Figure 1 shows a plant model developer working on the maize model in the user interface, parameterising the 'Maximum Potential Grain Size' variable of the 'Grain' organ. Processes can be swapped in and out, allowing for very different types of plant models to be constructed.
The existing user interface in APSIM 7.7 is generally accepted as being easy to use, intuitive and sufficiently flexible for a wide range of scenario analyses. The same look and feel was adopted in APSIM Next Gen., with a tree control showing the hierarchical nature of simulations (the models) and a right hand panel showing the properties of the selected model. Each tree node in the tree view represents an object in memory. Changing properties on the right changes the properties of the object in memory. This is done via a model-view-presenter pattern. A view is what is visible on the screen, a model is the object in memory (e.g. soil, plant, leaf, photosynthesis -many different levels of granularity) and the presenter sits between the two. The presenter retrieves model variable values and populates the view appropriately. This decoupling of models from their view allows flexibility in the creating of different views (user interfaces) in the future. Web or mobile device based user interfaces are possible without having to change the models.
One of the strengths of APSIM 7.7 is the ability to write scripts that mimic on-farm management practices. This has been retained and extended. Users can write scripts in C# or VB.NET (that get compiled at run-time by the .NET framework) that sow and harvest crops, perform tillage actions, fertilise and irrigate etc. Scripts can also be used to control the user interface (load files, click on models etc). The plan is to allow scripting outside of simulations to enable a simulation to be run multiple times in optimising strategies or climate change scenarios.
An experiment specification system has been constructed allowing users to quickly construct a number of simulations (from a base simulation) without having to specify each individual simulation. Figure 2 shows an experiment configuration of two factors, population (3, 5, 7, 9 plants/m 2 ) and irrigation rate (wet and dry). The wet and dry irrigation treatments define two different irrigation strategies. This experiment facility can also be used for factorial type simulations where a large number of simulations can be constructed quickly to test the response of a model. In APSIM 7.7, outputs from a simulation are written to a text file. While this is simple, there are some downsides. For a large number of simulations, there will be a large number of outputs files, which as well as being cumbersome, can be slow to read and parse. In APSIM next generation, all outputs for a group of simulations are written to an SQLite database. This makes it very quick for reading, filtering, querying and graphing outputs in the user interface. The benefits of text files (easy to read in a text editor and using a diff. tool to compare two files) has been realised by an export option from the database. This strategy offers the best of both worlds. We have adopted GitHub (https://github.com/APSIMInitiative/ApsimX) as our version control repository and applied an off the shelf product Jenkins (https://jenkins-ci.org/) as our continuous integration system. The workflow is best described as a feature branch workflow within the GitHub forking model. The workflow is described as follows:
A LITTLE BIT OF SOFTWARE ENGINEERING PROCESS
• All releases of APSIM come from the master branch on GitHub.
• A developer who wants to make a change to APSIM, 'forks' or clones the APSIM repository into their own GitHub account. They then create a branch (derived from the master branch), give it a name that is appropriate to their work, implement their changes, and commit as often as they need to.
• Once they are happy with their work, they push to their repository on GitHub and raise a pull request. This is a signal that they would like their changes to be peer-reviewed and automatically tested by Jenkins.
• If the change is minor, a software engineer will examine the changes.
• If the change is a major science change then it will be peer-reviewed by a researcher in a similar way to a peer-reviewed journal article.
• If peer-review and the automated testing are satisfied, then the branch is merged with the master branch in the APSIM repository.
• The continuous release system picks this up and makes it available to all users as an upgrade.
All models have validation simulations containing numerous graphs showing the model performance against the observed data. The Jenkins testing system will run the validation simulations, generate validation statistics and compare these against expected statistics. There are also unit tests and sensibility tests where there is a lack of observed data for a particular model . This level of testing helps to detect unintended changes to a model's performance and test for stability issues.
All documentation is auto-generated from the validation simulations and by using reflection to examine the source code, in particular the comments on classes and properties. For plant models, the PMF separates the design of a plant model into smaller units allowing each of these to be described from the source code. The result is a clean PDF that describes the model (including graphs of many of the individual functions) and the validation datasets and graphs. Examples can be found here:
https://www.apsim.info/Documentation/APSIM(nextgeneration)/Modeldocumentation.aspx A continuous release system has been constructed that makes new versions of APSIM immediately available to users. When developers make a change to APSIM and the change is peer-reviewed and accepted, a new release is automatically created and pushed to users. During high development periods, this can happen many times per day. The advantage is very quick turnaround times for defect fixes but sometimes new defects are created (through insufficient testing) and pushed out to users which isn't desirable. Users have the choice of whether they wish to upgrade. This greatly shortens the time between when an issue is identified to when it is delivered to users. It also has the advantage of providing statistics on APSIM usage as all upgrades are recorded in a database.
DISCUSSION AND CONCLUSIONS
A first version of APSIM Next Gen. was released in October 2014. Much of the early work was on the infrastructure and user interface. A light weight kernel with a simple inter-model API has been built that runs approximately seven times quicker than APSIM 7.7. With more profiling, it is expected that this will further improve. This opens up new opportunities for modellers and enables new scenarios to be examined.
There have been challenges along the way though. Using MONO to build cross platform software has been a challenge, particularly on OSX. We have gradually leaned what works well and what does not. There are clearly bugs in MONO that make positioning items on the user interface and relying on event order problematic on different operating systems. There have been some successes though. The APSIM next gen. models and user interface work well on LINUX (partially on OSX) and a proof-of-concept build showed that the models (not the user interface) run well on Android smart phones and tablets (using Xamarin -http://xamarin.com). It is expected that .NET compatibility will improve, particularly now that Microsoft is contributing source code to the MONO library.
We currently have a range of plant models released or under development. We are finding the new software development process outlined in the previous section provides a quicker 'time to release' for new models, with better, more up-to-date documentation and better testing.
Developing the new GitHub workflow and getting model developers who aren't software developers to use it, has been a challenge. It is very easy to commit files unintentionally and generally make a mess if the committer doesn't have a good mental model of how GIT and the workflow surrounding it works. While it is still a work in progress, we are trying to keep the committing process as simple as possible. Perhaps we allow model builders who are not comfortable with GIT workflow processes to use other mechanisms. For example, sharing sites like DropBox offer the ability to share files and manage changes between users. Using this approach they would submit their changes to the software team when they were ready. While this approach doesn't offer versioning and the ability to see and compare revisions, it does offer a practical workflow for some model developers.
One thing we have noticed over the years is the advantage of short iterations for development. By keeping development iterations short and committing regularly, developers can significantly lessen the pain of submitting fixes or new models into an APSIM release. When there is a long time period (> a week!) between beginning development of a new feature or defect fix and merging changes back into the repository, a significant amount of time will be spent on merge conflicts where another developer has changed the same file. Shortening the gap between development iterations, shortens the amount of time spent merging changes.
The fundamental philosophy behind the development of APSIM Next Gen. is twofold. Simplicity is paramount. We continually ask ourselves, "What is the minimum amount of code to make this work?" and "What is the most intuitive way to do this?" and "How would the user expect to do this?". Trying to keep it simple is anything but simple! In the past we have produced over engineered solutions that weren't needed and have provided multiple ways of doing things. We are trying not to make the same mistakes this time. The second principle relates to 'cruft' removal. Twenty four years of evolutionary development has left APSIM 7.7 with many band aids, workarounds and patches for fixes. We are attempting to reengineer an infrastructure and a suite of models that don't have these. The question is how long will our pristine, clean infrastructure stay in this state?
It has been a lot of fun 'starting from scratch'. The design decisions we have made, have been informed from our experiences with APSIM development over a long time period. We haven't thrown away 24 years of development, rather we have thrown out the bits we don't need any more and built upon and improved the bits we do need. APSIM 7.7 will continue to be released for several more years while we transition to APSIM Next Gen. The hope is that in three to five years, APSIM Next Generation will have the required functionality to satisfy the majority of users.
