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a b s t r a c t
Mutually unbiased bases (MUBs) in complex vector spaces play
several important roles in quantum information theory. At present,
even the most elementary questions concerning the maximum
number of such bases in a given dimension and their construction
remain open. In an attempt to understand the complex case
better, some authors have also considered real MUBs, mutually
unbiased bases in real vector spaces. The main results of this paper
establish an equivalence between sets of real mutually unbiased
bases and 4-class cometric association schemes which are both Q -
bipartite and Q -antipodal. We then explore the consequences of
this equivalence, constructing new cometric association schemes
and describing a potential method for the construction of sets of
real MUBs.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In quantum information theory, one important challenge is to construct mutually (i.e., pairwise)
unbiased bases in complex vector spacesCd. A pair of unitary bases forCd are ‘‘unbiased’’ with respect
to one another if, in the change-of-basis matrix from one basis to the other, all entries have the
same magnitude. While much progress has been made and various connections to combinatorics
have emerged (see, e.g., [15,2,14]), much remains to be done. In an effort to better understand the
problem, several authors [5,20] have recently proposed the study of real mutually unbiased bases.
While the modified problem seems to be of a somewhat different nature, there are some similarities
to the problem in complex space and the study of real MUBs seems interesting on its own. Our goal
is to show that this latter problem is equivalent to the study of a certain class of association schemes
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whose characterization is implicit in the work of Delsarte [10] in 1973. Indeed, this connection is
already evident in recent work on an important special case by Bannai and his co-authors [1,4].
In the next section, we provide a very brief review of association schemes, giving all the definitions
necessary for the statement of our results. Section 3, based on the paper [5] of Boykin, et al.,
summarizes what is currently known about sets of real MUBs. The main results of the paper are
presented in Section 4 and the implications of these results are explored in Section 5. Finally, in the
Appendix, we include all parameters of the underlying association scheme that we study.
2. Cometric association schemes
We begin with a review of the basic definitions concerning cometric association schemes. The
reader is referred to [3], [6] or [13] for background material.
A (symmetric) association scheme (X,R) consists of a finite set X of size v and a set R of binary
relations on X satisfying
(i) R = {R0, . . . , RD} is a partition of X × X;
(ii) R0 is the identity relation;
(iii) R>i = Ri for each i;
(iv) there exist integers pkij such that
∣∣{c ∈ X : (a, c) ∈ Ri and (c, b) ∈ Rj}∣∣ = pkij whenever (a, b) ∈
Rk, for each i, j, k ∈ {0, . . . ,D}.
As usual, we define Ai to be the matrix with rows and columns indexed by X with (a, b)-entry
equal to one if (a, b) ∈ Ri and zero otherwise. In this way, we obtain a collection of v × v symmetric
01-matrices A = {A0, A1, . . . , AD} such that:
(i’)
∑D
i=0 Ai = J where J is the all 1’s matrix,
(ii’) A0 is the identity matrix;
(iii’) A>i = Ai for each i;
(iv’) the set A forms a basis for a commutative matrix algebraA called the Bose–Mesner algebra.
Since no two matrices in A have a nonzero entry in the same location, the Bose–Mesner algebra is
also closed under entrywise (or Schur) multiplication, denoted ◦.
ThematricesAmay be simultaneously diagonalized; there areD+1maximal common eigenspaces
forA known as the eigenspaces of the scheme, and it follows from elementary linear algebra that the
primitive idempotents E0, E1, . . . , ED representing orthogonal projection onto these eigenspaces form
another basis forA. If we let Pji denote the eigenvalue of Ai on the jth eigenspace of the scheme, i.e., Pji
satisfies
AiEj = PjiEj,
then the (D+ 1)× (D+ 1)matrix P containing Pji as its entry in the jth row, ith column is called the
first eigenmatrix of the association scheme.
The second eigenmatrix Q of the scheme is defined as Q = vP−1 (so that Ej = 1v
∑
i QijAi) but also
satisfies a second ‘‘orthogonality relation’’. If vi denotes the valency of the relation Ri (i.e., the common
row sum of thematrix Ai) andmj denotes the dimension of the jth eigenspace (i.e., the rank of Ej), then
we have, for all i and j,
viQij = mjPji (2.1)
(Equation (3), [6, p. 46]). Since we have Ej = 1v
∑
i QijAi, the entry in row a, column b of Ej is Qij/v
whenever (a, b) ∈ Ri. This is also the value of the standard inner product of column a and column b
of the same matrix Ej.
An association scheme is metric (or P-polynomial) if there is an ordering R0, R1, . . . , RD on the
relations so that, for each i, Ai may be expressed as a matrix polynomial of degree exactly i in A1. Such
an ordering is called a P-polynomial ordering. Delsarte [10] showed that metric association schemes,
with specified P-polynomial ordering, are in one-to-one correspondencewith distance-regular graphs
(see [6, Prop. 2.7.1] or [3, Prop. III.1.1]). By analogy, an association scheme is said to be cometric (or
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Q -polynomial) if there is an ordering E0, E1, . . . , ED on the primitive idempotents so that, for each j,
Ej may be expressed as a polynomial of degree exactly j applied entrywise to the values in E1. Such
an ordering is called a Q -polynomial ordering. (See [19] for a discussion of schemes with multiple Q -
polynomial orderings.)
It is becoming conventional to specify the parameters of a D-class cometric association scheme
(X,R) by its Krein array
ι∗(X,R) = {b∗0, b∗1, . . . , b∗D−1; c∗1 , c∗2 , . . . , c∗D}
where b∗j := qj1,j+1 (0 ≤ j < D) and c∗j := qj1,j−1 (1 ≤ j ≤ D). All parameters may be recovered from
these few. For example,m1 = b∗0 , c∗1 = 1 and the parameters a∗j := qj1,j (0 ≤ j ≤ D) satisfy
c∗j + a∗j + b∗j = m1
for 0 ≤ j ≤ Dwhere, by convention, we define c∗0 = b∗D = 0.
A cometric association scheme (X,R) is Q -bipartite if qkij = 0whenever i+ j+k is odd. Suzuki [18]
points out that this is equivalent to a∗j = 0 for j = 1, 2, . . . ,D. In [16], this is also shown to be
equivalent to the condition
QD−i,1 = −Qi,1
for 0 ≤ i ≤ D. For a bipartite distance-regular graph, the first column of the matrix P is symmetric
about the origin; for a Q -bipartite cometric scheme, the first column of matrix Q has this property.
A cometric association scheme (X,R) is Q -antipodal if b∗j = c∗D−j for all j = 0, 1, 2, . . . ,D − 1
except possibly j = bD2 c.
Throughout this paper,we use the natural ordering of the relations:we re-label relationsR0, . . . , RD
if necessary so that
Q0,1 > Q1,1 > · · · > QD,1.
With this ordering, it is shown in [16] that the Q -antipodal condition is equivalent to the condition
Qi,D =
{
mD i even;
−1 i odd.
An antipodal distance-regular graph has the property that the graph (X, RD) is a union of complete
graphs of size vD + 1. A Q -antipodal cometric scheme has the property that the graph
(X, R0 ∪ R2 ∪ · · · ∪ Re)
is a union ofmD + 1 complete graphs where e = 2bD2 c.
An association scheme is said to be imprimitive if some graph (X, Ri) (1 ≤ i ≤ D) is disconnected.
Equivalently, the scheme is disconnected if some Ej (1 ≤ j ≤ D) has repeated columns. It is well
known that an imprimitive distance-regular graph is either bipartite or antipodal or both.
Theorem 2.1 (Suzuki [18]). If (X,R) is a D-class imprimitive cometric association scheme with D 6= 6,
then (X,R) is either Q -bipartite or Q -antipodal or both.
We remark that it is likely that this result holds for D = 6 as well, but one exceptional series of
parameter sets remains to be ruled out.
The vertex set of a Q -antipodal association scheme admits a natural partition
X = X1 ∪ X2 ∪ · · · ∪ Xw
into subsets of size v/w such that, for even i, each edge of the graph (X, Ri) lies within some Xj and,
for each odd i, each edge of the graph (X, Ri) has endpoints in distinct cells Xj of this partition. In [16],
a ‘‘Dismantlability Theorem’’ is proved which establishes that, for any Y ⊆ X which is expressible as
a union of some subcollection of the Xj the D relations restricted to Y induce a cometric subscheme of
this association scheme.
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3. Real mutually unbiased bases
LetB1,B2, . . . ,Bw bew orthonormal bases for Rd. We say that these bases aremutually unbiased
if, whenever i 6= j, the expansion of any element of Bi in terms of basis Bj has all coefficients of
equal magnitude. That is, 〈a, b〉 = ± 1√
d
whenever a and b are chosen from distinct bases among
B1, . . . ,Bw .
Example 3.1. The 24-cell is a regular polytope in R4 with vertex set
{±ei : 1 ≤ i ≤ 4} ∪ {(w, x, y, z) : w, x, y, z ∈ {1/2,−1/2}} .
This corresponds naturally to a set of 3 real mutually unbiased bases in R4 by taking one vector
from each parallel pair among the twelve pairs of dependent vectors in the above set. With this
coordinatization, the bases may be taken to be
B1 = {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)} ,
B2 =
{(
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.
It is no coincidence that these 24 vectors also determine a 4-class cometric association scheme.
For d ≥ 2, let Md denote the maximum number of real mutually unbiased bases in Rd. Also, let
Nn denote the maximum number of mutually orthogonal latin square (MOLS) of side n. The following
theorem summarizes what is currently known about the numbersMd.
Theorem 3.2 (Various Authors). Let d ≥ 3. Then
(i) [11]Md ≤ d2 + 1;
(ii) [7] if d = 4k for some integer k, then Md = d2 + 1;
(iii) [5] if d is not divisible by four, then Md = 1;
(iv) [5]Md ≥ 2 if and only if there is a Hadamard matrix of side d;
(v) [5]Md ≥ 3 if and only if there exist HadamardmatricesH1,H2,H3 of side d satisfying H1H2 =
√
dH3
(vi) [5] if d is not a square, then Md ≤ 2;
(vii) [5] if d/4 is an odd square, then Md ≤ 3;
(viii) [20] if there exists a Hadamard matrix of side n = √d, then Md ≥ Nn + 2.
Finally, M2 = 2.
Some remarks are in order here. The paper [11] of Delsarte, Goethals and Seidel gives bounds on
sets of lines through the origin with few angles. One of these bounds – the second example in Table
I of [11] – applies directly to the situation at hand. When d is a power of four (d at least sixteen),
there is a construction achieving the bound in part (i) of the theorem based on Kerdock codes. This
configuration is implicit in [7] but the best source for the explicit set of vectors in Euclidean space is
[8]. It is widely believed that Hadamard matrices exist of side n for all n divisible by four. The state of
the art regarding the values Nn is summarized in [9, III.3.6].
4. The equivalence
In this section, we establish an equivalence between 4-class cometric association schemes which
are both Q -bipartite and Q -antipodal, on the one hand, and collections of real mutually unbiased
bases, on the other.
LetB1,B2, . . . ,Bw bew mutually unbiased bases in Rd and set
X = ±B1 ∪ ±B2 ∪ · · · ∪ ±Bw.
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Then |X | = 2wd and any pair of vectors from X have inner product belonging to the set
A′ =
{
σ0 := 1, σ1 := 1√
d
, σ2 := 0, σ3 := − 1√
d
, σ4 := −1
}
.
For a, b ∈ X and 0 ≤ i, j ≤ 4, set
pi,j(a, b) :=
∣∣{c ∈ X : 〈a, c〉 = σi, 〈c, b〉 = σj}∣∣ .
We aim to show that pi,j(a, b) is independent of the choice of a and b, but depends only on i, j and
〈a, b〉. This result generalizes a result of Bannai, et al. (see [4,1]).
Theorem 4.1. Let B1,B2, . . . ,Bw be w mutually unbiased bases in Rd and let X be defined as above.
Then relations R0, . . . , R4 given by
Ri = {(a, b) ∈ X × X : 〈a, b〉 = σi}
form a Q-bipartite, Q -antipodal cometric association scheme on X with intersection numbers Li = [pkij]k,j
given by L0 = I ,
L1 =

0 d(w − 1) 0 0 0
1
d+√d
2
(w − 2) d− 1 d−
√
d
2
(w − 2) 0
0
d
2
(w − 1) 0 d
2
(w − 1) 0
0
d−√d
2
(w − 2) d− 1 d+
√
d
2
(w − 2) 1
0 0 0 d(w − 1) 0

,
L2 =

0 0 2(d− 1) 0 0
0 d− 1 0 d− 1 0
1 0 2(d− 2) 0 1
0 d− 1 0 d− 1 0
0 0 2(d− 1) 0 0
 ,
L3 =

0 0 0 d(w − 1) 0
0
d−√d
2
(w − 2) d− 1 d+
√
d
2
(w − 2) 1
0
d
2
(w − 1) 0 d
2
(w − 1) 0
1
d+√d
2
(w − 2) d− 1 d−
√
d
2
(w − 2) 0
0 d(w − 1) 0 0 0

, L4 =

0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
 .
Proof. In most cases, it is straightforward to verify that a given intersection number is well defined.
For L2, this follows from the observation that each set ±Bi is the set of vertices of an orthoplex (or
‘‘cross polytope’’). Moreover, the value of p121, for instance, is obtained by noting that, for 〈a, b〉 = σ1,
the map c 7→ −c on {c ∈ X : 〈a, c〉 = 0} is a bijection between
{c ∈ X : 〈a, c〉 = 0, 〈c, b〉 = σ1}
and
{c ∈ X : 〈a, c〉 = 0, 〈c, b〉 = σ3}.
Such considerations establish that all pkij are well-defined except possibly the eight quantities
p111, p
1
13, p
3
11, p
3
13, p
1
31, p
1
33, p
3
31, p
3
33.
1504 N. LeCompte et al. / European Journal of Combinatorics 31 (2010) 1499–1512
Without assuming that we have an association scheme, we find that
p11(a, b)+ p13(a, b) = d(w − 2) (4.1)
p31(a, b)+ p33(a, b) = d(w − 2) (4.2)
p31(a, b) = p13(a, b) (4.3)
p11(a, b) = p13(a,−b) (4.4)
whenever a and b are chosen from distinct extended bases among the±Bh. So it suffices to prove that
p11(a, b) does not depend on the choice of a and b provided (a, b) ∈ R1.
To do so, we apply Lemma 7.3 in [12]. Since each orthoplex±Bh is a spherical 3-design in Rd, the
union of the w of them is also a spherical 3-design. So we can take i = j = 1 (since 1 + 1 ≤ 3) in
Lemma 7.3 of [12] to obtain the linear equation
4∑
h=0
4∑
`=0
σhσ`ph`(a, b) = |X | 〈a, b〉d
which, for (a, b) ∈ R1, reduces to
1
d
p11(a, b)− 1dp13(a, b)−
1
d
p31(a, b)+ 1dp33(a, b)+
4√
d
= 2k√
d
.
So, applying the above identifications, we obtain the linear system
p11(a, b)+ p13(a, b) = d(k− 2) (4.5)
p11(a, b)− p13(a, b) =
√
d(k− 2) (4.6)
which has a unique solution, independent of the choice of a and b, simply provided (a, b) ∈ R1.
Now it is straightforward to verify that this association scheme is bothQ -bipartite andQ -antipodal.
Since R4 consists of the pairs (a,−a) for a ∈ X , we have an imprimitive scheme and this can only be
a Q -bipartite system of imprimitivity, by Suzuki’s Theorem. But we also have the partition of X into
the orthoplexes ±Bh, which are of size at least four (provided d > 1); so the scheme is Q -antipodal
as well. 
Our next result gives the reverse implication.
Theorem 4.2. Let (X,R) be a cometric 4-class association scheme which is both Q -antipodal and Q -
bipartite and let E1 denote the first primitive idempotent in a Q -polynomial ordering for (X,R). Set
d = rankE1. Write
E1 = d|X |UU
>
for some |X | × d matrix U with orthogonal columns all having the same norm √|X |/d. Then all rows of
U are unit vectors in Rd and, for each row a of U, we have that −a is also a row of U. Let Y ⊆ Sd−1 be
constructed by choosing arbitrarily one vector from each such parallel pair of rows of U. Then Y is naturally
partitioned into a collection of w = |X |/2d real mutually unbiased bases in Rd.
Proof. We apply basic facts about imprimitive cometric schemes first observed in [16]. Let Q be the
matrix of dual eigenvaluesQij (0 ≤ i, j ≤ 4) of (X,R). Then, under thenatural ordering of the relations,
the second column of Q (with entries Qi1) is symmetric about zero and we have
Q01 = m1 > Q11 > Q21 = 0 > Q31 = −Q11 > Q41 = −m1.
Since the entries in this column are all distinct, we can identify the elements of X with the columns
of E1 – or, equivalently, with the rows ra of matrix U – in such a way that (a, b) ∈ Ri precisely when
〈ra, rb〉 = Qi1/m1. Since our association scheme is Q -antipodal, the relation
a ∼ b⇔ 〈ra, rb〉 ∈ {1, 0,−1}
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is an equivalence relation on X .
Identifying pairs a, b with (a, b) ∈ R4 yields a 2-class quotient scheme, a strongly regular graph.
Since our 4-class scheme is Q -antipodal, this graph must also be imprimitive. So it is a complete
multipartite graph wKd for some integers w and d satisfying wd = 12 |X |. The second eigenmatrix
for this strongly regular graph is
Q˜ =
[1 w(d− 1) w − 1
1 0 −1
1 −w w − 1
]
.
Standard properties of imprimitive schemes inform us that this matrix must appear as a submatrix
of the second eigenmatrix Q of our 4-class scheme — in fact, the matrix Q˜ with each of its last two
rows duplicated, gives us columns 0, 2 and 4 of Q . So our 4-class scheme has second eigenmatrix of
the following form:
Q =

1 m1 w(d− 1) wd−m1 w − 1
1 Q11 0 −Q11 −1
1 0 −w 0 w − 1
1 −Q11 0 Q11 −1
1 −m1 w(d− 1) −m3 w − 1
 .
(Here, we have used standard identities such as [6, Lemma 2.2.1].) Since we have assumed a Q -
polynomial ordering on the eigenspaces, we have the three-term recurrence
Q 2i1 = m1 + q211Qi2 (0 ≤ i ≤ 4).
(Since our scheme is Q -bipartite, we have q111 = 0.) Taking i = 2 first gives q211 = m1/w; next, take
i = 0 to find m1 = d. Finally take i = 1 to establish Q11 =
√
d. Thus the |X | = 2wd rows of the
matrix U defined in the statement of the theorem have pairwise inner products 1, 0,−1 for vectors
in the same equivalence class, and ± 1√
d
for vectors chosen from distinct equivalence classes. Since
each equivalence class has size 2d, we may choose one vector from each parallel pair of rows of U and
obtainw mutually unbiased bases in Rd. 
The above two results are summarized in the following
Theorem 4.3. Let w and d be integers with w, d ≥ 2. Then there exist w real mutually unbiased bases
in Rd if and only if there exists a cometric 4-class association scheme on 2wd vertices which is both Q -
bipartite and Q -antipodal with Q -antipodal classes of size 2d. 
5. Applications of the main results
In view of the above results, every construction and every bound for real mutually unbiased bases
gives rise to constructions and non-existence results for 4-class cometric association schemes which
are both Q -bipartite and Q -antipodal.
As observed by [5] and other authors, any pair of MUBs in Rd is equivalent to a d × d Hadamard
matrix. In this case, the underlying association scheme is not only Q -polynomial, but P-polynomial as
well; these are the Hadamard graphs.
The construction ofWocjan and Beth [20] gives infinitely many new cometric association schemes
with Krein arrays{
d, d− 1, d (w − 1)
w
, 1; 1, d
w
, d− 1, d
}
whenever there is a Hadamard matrix of side n := √d and 2 ≤ w ≤ Nn + 2.
The current state of affairs, regarding the optimal value ofw for a given dimension d, is summarized
in Theorem 3.2. For d > 2, onlyw = 1 is possible unless d is a multiple of four. (In this case, we have
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a trivial strongly regular graph.) For d a multiple of four and d ≤ 120, we have the following ranges
for the maximum value ofw:
d 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60
w 3 2 2 9 2 2 2 2 2–3 2 2 2 2 2 2
d 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120
w 33 2 2 2 2 2 2 2 2 2–3 2 2 2 2 2
So there are only a few open questions for these small parameter sets. Less is known about the
optimal value ofw for dimensions d of the form d = 16s2, where s is not a power of two; for example
it is not known if the absolute bound w ≤ d2 + 1 can be achieved for any d other than d a power of
four. Some key small values to consider are d = 144, 400, 576, 784, 1296 and 1600. For example, in
R144, the construction of Wocjan and Beth givesw = 7 real MUBs but the best upper bound we have
isw ≤ 73.
In [16], an infinite family of cometric 4-class schemes is constructed by taking the ‘‘extended Q -
bipartite doubles’’ of the Cameron–Seidel schemes; these 3-class cometric schemes were found in [7]
as linked systems of symmetric designs. Using Theorem 4.2, this gives us d2 +1MUBs inRd for d = 4k,
k ≥ 2. Of course, this is the same configuration as the one given in [8]. Bannai and co-authors [1,4]
were the first to realize that this configuration of MUBs gives rise to a cometric association scheme.
But the Dismantlability Theorem in [16] tells us that any subcollection of the Q -antipodal classes in
this association scheme also induce a cometric association scheme which is again both Q -bipartite
and Q -antipodal. The configuration of MUBs which one obtains from these schemes are just those
obtained from the extremal example by deleting some subcollection of bases.
In [17], Mathon conducted an exhaustive study of linked systems of (16, 6, 2) symmetric designs.
Via the extended Q -bipartite double construction and Theorem 4.2, these give rise to various
configurations of maximal MUBs in R16 with less than the optimal number of bases. (The optimal
value of nine bases is achievable only by the Cameron–Seidel construction.)
A translation association scheme [6, p. 65] is an association scheme which admits an abelian group
acting regularly on its vertices. In [6, p. 425], Brouwer, et al. point out that a 4-class P-polynomial
association scheme which is both antipodal and bipartite is equivalent to a symmetric (m, µ)-net [6,
p. 18]: a set P of points and a set L of lines with the properties (i) any point lies on m lines; (ii)
any line meets m points; (iii) any two points are joined by either µ or zero lines; (iv) any two lines
meet in eitherµ or zero points; and (v) the configuration is non-degenerate. We simply observe that,
since every translation scheme gives rise to a dual association scheme on its characters and the dual
of a P-polynomial association scheme is Q -polynomial, with imprimitivity properties mapping over
naturally, every symmetric (m, µ)-net which is a translation scheme gives rise in this way to a set of
mutually unbiased bases in real space. It is an open question as to whether any non-trivial examples
exist.
5.1. Arrangements of Hadamard matrices
As a precursor to our next theorem, we partition the adjacency matrices of our scheme according
to the two imprimitivity systems discussed above. Supposewe havewmutually unbiased bases inRd.
The rows and columns of the adjacencymatrices shall be indexed so that elements in eachQ -antipodal
class are grouped together, and pairs in Q -bipartite classes correspond to consecutive row/column
labels 2`−1, 2`. Put geometrically, we index by grouping the vectors in each of thew extended bases
±Bi together, and index each parallel pair±b consecutively. As usual, A0 is the identity matrix of size
2dw. Now A1 encodes the relation
(a, b) ∈ R1 ⇔ 〈a, b〉 = 1√
d
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and therefore has the form
A1 =

0 N1,2 · · · N1,w
N2,1 0 · · · N2,w
...
...
. . .
...
Nw,1 Nw,2 · · · 0
 ,
where each Ni,j is a 2d × 2d 01-matrix composed of d22 × 2 blocks each equal to
[
1 0
0 1
]
or
[
0 1
1 0
]
.
By the symmetry of A1, NTi,j = Nj,i. Since A3 describes the relation corresponding to pairs with inner
product− 1√
d
, we have
A3 =

0 J2d − N1,2 · · · J2d − N1,w
J2d − N2,1 0 · · · J2d − N2,w
...
...
. . .
...
J2d − Nw,1 J2d − Nw,2 · · · 0
 ,
where J2d is the all-ones matrix of size 2d.
Next, A2 encodes the orthogonality relation among these vectors, and is hence a block diagonal
matrix with blocks of size 2d, and blocks of the form J2d − Id ⊗ J2 on the diagonal; A2 = Iw ⊗
(J2d − Id ⊗ J2). Finally, A4 describes the relation of−1 cosine, and is a block diagonal matrix with dw
blocks of the form
[
0 1
1 0
]
on the diagonal.
Theorem 5.1. There exist w mutually unbiased bases in Rd if and only if there exist
(
w
2
)
Hadamard
matrices of size d (say Hi,j, 1 ≤ i < j ≤ w), satisfying Hi,jHj,k =
√
dHi,k for each triple i, j, k of distinct
values from {1, . . . , w} where write Hj,i = HTi,j for j > i.
Proof. For the proof in the forward direction, we will make use of a simple linear transformation φ
mapping 2× 2 matrices to real numbers. Define
φ
([
α β
γ δ
])
= 1
2
(α + δ − β − γ )
and note that when at least one of M or N takes the form
[
a b
b a
]
, we not only have φ(M + N) =
φ(M) + φ(N) but also φ(MN) = φ(M)φ(N). We extend φ to map matrices M = [mr,s] of size
2wd × 2wd to matrices of size wd × wd in the natural way: the (k, `)-entry of the resulting matrix
φ(M) is φ
([
m2k−1,2`−1 m2k−1,2`
m2k,2`−1 m2k,2`
])
.
Let our collection {Bi : 1 ≤ i ≤ w} of MUBs be given and consider the association scheme
determined by any two of the bases,Bi andBj. Fromabove, this association schemehas first adjacency
matrix of the form
A1 =
[
0 N
N> 0
]
,
where we have used the abbreviations N = Ni,j and N> = Nj,i. Using the intersection numbers
computed in Theorem 4.1, we have that
A21 = dI +
d
2
A2 =
dI + d2 (Jd − Id)⊗ J2 0
0 dI + d
2
(Jd − Id)⊗ J2

giving NN> = N>N = dI + d2 (Jd − Id) ⊗ J2. Applying φ to both sides of this equation gives
φ(N)φ(N)> = dI . Clearly, since each 2 × 2 block of N is either I2 or J2 − I2, each entry of φ(N) is
±1. So for each i 6= j, the matrix Hi,j := φ(Ni,j) is a d× d Hadamard matrix.
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We use the same idea to establish Hi,jHj,k =
√
dHi,k for any three distinct indices i, j, k ∈
{1, . . . , w}. Again applying Theorem 4.1, we obtain a 4-class cometric association scheme with three
Q -antipodal classes and, again using the above conventions for ordering the rows and columns, we
have
A1 =
[ 0 Ni,j Ni,k
Nj,i 0 Nj,k
Nk,i Nk,j 0
]
, A3 =
[ 0 J − Ni,j J − Ni,k
J − Nj,i 0 J − Nj,k
J − Nk,i J − Nk,j 0
]
,
with A2 and A4 as above being all zero off the diagonal blocks. From Theorem 4.1, we have now
A21 = 2dA0 +
d+√d
2
A1 + dA2 + d−
√
d
2
A3.
Consider some nondiagonal block of both sides of this equation, say block (i, k). We find
Ni,jNj,k =
√
dNi,k + d−
√
d
2
J2d.
Applying φ to both sides gives
Hi,jHj,k =
√
dHi,k,
as desired. Since this holds for any choice of distinct indices i, j and k, the forward implication of the
theorem is now established.
Now we reverse the construction. Suppose we are given
(
w
2
)
Hadamard matrices of order d,{
Hi,j : 1 ≤ i < j ≤ w
}
, enjoying the property
Hi,jHj,k =
√
dHi,k (5.1)
whenever i < j < k. DefiningHj,i := H>i,j for j > i, one easily verifies that Eq. (5.1) nowholdswhenever
i, j and k are distinct elements of {1, . . . , w}.
We blow up each Hi,j in the obvious way to a 01-matrix Ni,j by mapping ψ : 1 7→
[
1 0
0 1
]
and
ψ : −1 7→
[
0 1
1 0
]
. Now we define
A1 =

0 N1,2 · · · N1,w
N2,1 0 · · · N2,w
...
...
. . .
...
Nw,1 Nw,2 · · · 0
 , A3 =

0 J − N1,2 · · · J − N1,w
J − N2,1 0 · · · J − N2,w
...
...
. . .
...
J − Nw,1 J − Nw,2 · · · 0
 ,
defining A0, A2 and A4 in the obvious way as above.
Since Hj,iHi,j = dI , we have
Nj,iNi,j = dI2d + d2 (J2d − Id ⊗ J2).
The second term on the right arises from considering the off-diagonal entries of Hj,iHi,j, which is
a sum of d2 1’s and
d
2 −1’s, and hence under ψ map to d2 J2. Similar considerations give Ni,jNj,k =√
dNi,k + d+
√
d
2 J2d for any three distinct i, j and k. Using these facts, we expand the various blocks∑
i6=j
Nj,iNi,j = (w − 1)
(
dI2d + d2 (J2d − Id ⊗ J2)
)
and ∑
j6=i,k
Ni,jNj,k = (w − 2)
(√
dNi,k + d+
√
d
2
J2d
)
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of A21 to obtain
A21 = d(w − 1)A0 +
d+√d
2
(w − 2)A1 + d2 (w − 1)A2 +
d−√d
2
(w − 2)A3.
In the samemanner, onemay routinely verify the remaining equations AiAj =∑k pkijAk, thus conclud-
ing the proof that we have an association scheme with the same parameters as in the statement of
Theorem 4.1. Then Theorem 4.2 gives the desired result. 
Before giving the next corollary, we introduce some convenient terminology. Fix a dimension d
and consider a set system{
Cj : j ∈ I
}
where I is some index set and each Cj consists of vectors in Rd. (We will have only±1-vectors in our
setting.) In this system, a cohesive triple refers to a set of three vectors u, v, u ◦ v all belonging to the
same Cj. A folded triple refers to a set of three vectors u, v, u ◦ v with u and v belonging to the same Ck
and u ◦ v an element of some Cj, j 6= k. Finally, a split triple refers to a set of three vectors u, v, u ◦ v
all belonging to different sets Cj in this set system.
Wewill call a±1 vector z ‘‘balanced’’ if the number entries equal to−1 is congruent to zeromodulo
four and ‘‘semibalanced’’ if the number entries equal to−1 is congruent to two modulo four.
Corollary 5.2. Suppose d = 16s2 for some odd integer s and suppose {B1, . . . ,Bw} is a collection of
mutually unbiased bases in Rd. Fix any i, 1 ≤ i ≤ w, and for each j 6= i let Cj denote the set of columns of
the matrix Hi,j constructed in Theorem 5.1. With respect to the set system {Cj : j 6= i}, the following hold
true:
(i) each Cj contains d distinct vectors and the sets {Cj : j 6= i} are pairwise disjoint;
(ii) if u, v, u ◦ v is a cohesive triple in Cj, then every other vector in Cj is balanced and every vector in any
Ck with k 6= j is semibalanced;
(iii) if u, v, u◦v is a folded triple with u◦v in Cj, then every other vector in Cj is balanced and every vector
in any Ck with k 6= j is semibalanced;
(iv) if u, v, u◦v is a split triple in {Cj : j 6= i}, then every other vector in the same Cj as either u, v or u◦v
is semibalanced and every vector in any other Ck is balanced.
Proof. ByTheorem5.1, thematricesHi,j are all Hadamardmatrices and therefore canhaveno repeated
columns. If j 6= k and yet Cj and Ck have a vector in common, then some column of Hi,j is equal to
some column of Hi,k — for simplicity, let us suppose this is the first column in each case. Then we have
Hj,iHi,k = H>i,jHi,k = 4sHj,k and yet the (1, 1)-entry of this product is equal to d = 16s2, a contradiction.
This establishes (i).
For parts (ii)–(iv), we will use the Sylvester matrix
M =
[
1 1
1 −1
]
⊗
[
1 1
1 −1
]
⊗
[
1 1
1 −1
]
.
If t = [t1, t2, t3, t4, t5, t6, t7, t8] is any vector and we write x = [x000, x001, x010, x011, x100, x101,
x110, x111], then the linear system Mx = t has unique solution x = 18Mt with each entry of x having
the form
x··· = t1 ± t2 ± · · · ± t88 .
Now suppose that z, u, v and u ◦ v are all members of ∪j6=i Cj. We consider the system of equations
〈z, z〉 = t1 := 16s2, 〈u, u ◦ v〉 = t2, 〈v, u ◦ v〉 = t3, 〈u, v〉 = t4,
〈z, 1〉 = t5, 〈z, v〉 = t6, 〈z, u〉 = t7, 〈z, u ◦ v〉 = t8
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where t2, t3, t4, t6, t7, t8 ∈ {4s, 0,−4s} and t5 = 16s2− 2σ , σ being the number of−1’s in the vector
z. Now let x000 denote the number of coordinate positions h where zh = uh = vh = 1, and similarly
let x001, . . . , x111 count coordinate positions hwith the following properties, respectively,
x001 : zh = 1, uh = 1, vh = −1
x010 : zh = 1, uh = −1, vh = 1
x011 : zh = 1, uh = −1, vh = −1
x100 : zh = −1, uh = 1, vh = 1
x101 : zh = −1, uh = 1, vh = −1
x110 : zh = −1, uh = −1, vh = 1
x111 : zh = −1, uh = −1, vh = −1
so that
x000 + x001 + x010 + x011 + x100 + x101 + x110 + x111 = 16s2.
Then, with x as in the previous paragraph, the eight inner products above yield the linear system
Mx = t . The fact that each x... must be an integer forces the integer
t2 + t3 + t4 + t5 + t6 + t7 + t8
to be divisible by eight.
Now if u, v, u◦ v is a cohesive triple, then t2 = t3 = t4 = 0. If z belongs to the same cell Cj as these
vectors, then t6 = t7 = t8 = 0 as well and our linear system is solved to give
x001 = 16s
2 + 16s2 − 2σ
8
;
so z must be balanced. On the other hand, if z belongs to any other set Ck, we have t6 + t7 +
t8 ∈ {−12s,−4s, 4s, 12s} and z must be semibalanced. The other cases are handled in a similar
manner. 
Without going into details, we remark that this result has strong implications for constructions of
large sets of real MUBs in such dimensions, ruling out many configurations for two distinct triples of
the form u, v, u ◦ v.
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Appendix. Remaining parameters of the association scheme
In this section, we give the eigenmatrices and Krein parameters for a 4-class Q -bipartite Q -
antipodal association scheme. (The intersection numbers are given in the statement of Theorem 4.1.)
The only free parameters are w and d where, as above, the vertices of the scheme correspond to w
real MUBs in dimension d (so that |X | = 2wd).
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P =

1 d(w − 1) 2(d− 1) d(w − 1) 1
1
√
d(w − 1) 0 −√d(w − 1) −1
1 0 −2 0 1
1 −√d(w − 1) 0 √d(w − 1) −1
1 −d 2(d− 1) −d 1
 ,
Q =

1 d w(d− 1) d(w − 1) w − 1
1
√
d 0 −√d −1
1 0 −w 0 w − 1
1 −√d 0 √d −1
1 −d w(d− 1) −d(w − 1) w − 1
 ,
L∗1 =

0 d 0 0 0
1 0 d− 1 0 0
0 d/w 0 d(w − 1)/w 0
0 0 d− 1 0 1
0 0 0 d 0
 ,
L∗2 =

0 0 w(d− 1) 0 0
0 d− 1 0 (d− 1)(w − 1) 0
1 0 w(d− 2) 0 w − 1
0 d− 1 0 (d− 1)(w − 1) 0
0 0 w(d− 1) 0 0
 ,
L∗3 =

0 0 0 d(w − 1) 0
0 0 (d− 1)(w − 1) 0 w − 1
0
d
w
(w − 1) 0 d
w
(w − 1)2 0
1 0 (d− 1)(w − 1) 0 w − 2
0 d 0 d(w − 2) 0
 ,
L∗4 =

0 0 0 0 w − 1
0 0 0 w − 1 0
0 0 w − 1 0 0
0 1 0 w − 2 0
1 0 0 0 w − 2
 .
Clearly all Krein conditions are satisfied for d, w ≥ 2.
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