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Abstract: We show how to derive error estimates between a function and its inter-
polating polynomial and between their corresponding derivatives. The derivation
is based on a new definition of well-poisedness for the interpolation set, directly
connecting the accuracy of the error estimates with the geometry of the points in
the set. This definition is equivalent to the boundedness of Lagrange polynomials,
but it provides new geometric intuition. Our approach extracts the error bounds
for all of the derivatives using the same analysis; the error bound for the function
values is then derived a posteriori.
We also develop an algorithm to build a set of well-poised interpolation points or
to modify an existing set to ensure its well-poisedness. We comment on the optimal
geometries corresponding to the best possible well-poised sets in the case of linear
interpolation.
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1. Introduction
Let f be a function defined from IRn to IR and suppose that its values are
known for a given set of points. One way of building an approximate model
of f is by interpolating the function values at given points by a polynomial.
In this paper we focus on the quality of multivariate polynomial interpolation
depending on the geometric properties of the interpolation points.
Our work is motivated by the recent increase in interest in multivariate
polynomial interpolation in nonlinear optimization (see Conn, Scheinberg,
and Toint [3], [4] and Powell [6], [8]). Typically, in unconstrained nonlinear
optimization, when the gradient (and, possibly, the Hessian) of the objective
function f is available, a Taylor expansion is used to model the objective
function. The iterates are then drawn from the optimal points of the suc-
cessive Taylor models. However, when gradient information is not available,
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a polynomial interpolation model may replace the Taylor model. To be able
to use the standard unconstrained optimization convergence theory in this
case, the multivariate interpolation models need to have similar approxima-
tion properties to those of the Taylor models.
It has been shown by Powell [7], Sauer and Xu [9], and Waldron [11], that a
multivariate polynomial interpolation approximates f locally — in terms of
function values — with the same order of accuracy as the Taylor expansion
under certain conditions on the interpolation set. In the previous work these
conditions are typically tied to some specific bases of polynomials (Lagrange
or Newton). The appropriate error bounds are not easy to understand intu-
itively, one reason being that an upper bound on the absolute value of the
polynomials of the basis in the region of interest is one of the components of
the overall bound in the error estimates.
In this paper we consider yet another condition on the interpolation set,
which we call Λ-poisedness. This condition was developed independently
from the previous well-poisedness conditions, it is geometric and, in our opin-
ion, is more “natural”. However, it turns out to be equivalent to Λ being the
upper bound on the absolute values of the Lagrange polynomials.
The bound on Lagrange polynomials is used in [11] to derive the error
estimates for multivariate interpolation. However, that paper is difficult
to follow for a reader with mainly an optimization background. It is even
difficult to extract the error bound in a simple form. By contrast Powell [7]
provides a simple and elegant error bound and derivation, but only for the
error in the function value, not for the derivatives.
In this paper we provide a simple and intuitive derivation of the error
bounds (including those for the derivatives). The quality of our error esti-
mates for function values is as good as the quality of the previously mentioned
estimates.
We will use Λ-poisedness and the associated constant Λ in bounding the
approximation errors. We also show that this condition is related to another
algebraic condition, which in turn can be used to design an algorithm for
generating a set of points with “good” geometry. Such an algorithm is a
necessary ingredient for an optimization method based on a combination of
a trust-region method and multivariate polynomial interpolation. To ensure
the quality of the model one has to guarantee the well-poisedness of the
interpolation set before seeking further accuracy by shrinking the size of the
trust region (see, e.g., [3], [4]).
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We will restrict our attention to linear interpolation (Section 2) and qua-
dratic interpolation (Section 3) for most of the paper. Linear interpolation
is simple and is considered separately to introduce the basic steps of the
analysis. The quadratic case captures most of the properties of multivariate
polynomial interpolation while remaining tractable. After fully considering
the quadratic case we will point out how it can be extended to the gen-
eral case by means of the cubic case (Section 4). Section 5 addresses the
connection to the other error estimates and well-poisedness conditions and
Section 6 describes the algorithmic framework to ensure good geometry in
the interpolation set. We end the paper in Section 7 with our conclusions.
1.1. Basic assumptions. Consider a set of interpolation points given by
Y =
{
y0, . . . , yp−1
}
,
where p = |Y | is a positive integer defining the number of points in the
interpolation set. Let m(x) denote an interpolating polynomial of degree d
satisfying the interpolation conditions
m(yi) = f(yi), i = 0, . . . , p− 1. (1)
Typically, p is the dimension of the space of polynomials of degree less than
or equal to d.
Henceforth we make two assumptions about our interpolation set. We
consider a closed ball B(∆) of radius ∆ centered at the origin and we assume
that Y ⊆ B(∆). This assumption is made without loss of generality. In
fact, if the center of the ball is a point v 6= 0, we can define the function
fv(z) = f(z + v) and the interpolation set:
W =
{
w0, . . . , wp−1
}
=
{
y0 − v, . . . , yp−1 − v} ,
for which we can build an interpolating polynomial mv(z) of degree d based
on the interpolating conditions mv(w
i) = fv(w
i), i = 0, . . . , p − 1. We then
study the set W and derive estimates for the error between fv(z) and mv(z)
and its corresponding first d derivatives. Finally, we define the interpolating
polynomial for the set Y as m(x) = mv(x − v). It is straightforward to see
that m interpolates f at the points in Y . The error estimates for m can be
directly obtained from the corresponding error estimates obtained for mv.
We now assume that the origin is one of the interpolation points. This
assumption can always be satisfied by, again, shifting the set Y so that one of
the interpolation points, say y0, is located at the origin and then considering
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a closed ball B(2∆). Clearly, the new shifted set {0, y1 − y0, . . . , yp−1 −
y0} ⊆ B(2∆). The fact that the radius of the ball is doubled does not
affect the nature of the results in this paper. However, it will affect some
constants by multiplying them by 2, 4, or 8, depending on whether the bound
is of the order of ∆, ∆2, or ∆3, hence this assumption cannot be made,
strictly speaking, without loss of generality. In practice, when polynomial
interpolation is used within a trust-region optimization framework [3], [4],
the center of the ball is naturally set to be the point with the best function
value found so far, which is always included in the interpolation set. Hence
in the applications that are of interest to us this assumption always holds.
1.2. Basic facts and notation. Here we introduce some further notation
and also state some facts from linear algebra that will be used in the paper.
By ‖ · ‖k, with k ≥ 1, we denote the standard `k vector norm or the
corresponding matrix norm. By ‖ · ‖ (without the subscript) we denote the
`2 norm. We use B(∆) = {x ∈ IRm : ‖x‖ ≤ ∆} to denote the closed ball
in IRm of radius ∆ > 0 centered at the origin (where m is inferred from the
particular context). We use several properties of norms. In particular, given
a m× n matrix A, we use the facts
‖A‖2 ≤ m12‖A‖∞, ‖A‖2 ≤ ‖A‖F = (tr(A>A))12 , ‖A‖2 = ‖A>‖2.
We will use the standard “big-O” notation written as O(·) to say, for
instance, that if for two scalar or vector functions β(x) and α(x) one has
β(x) = O(α(x)) then there exists a constant C > 0 such that ‖β(x)‖ ≤
C‖α(x)‖ for all x in its domain.
We state here a useful lemma whose importance will be evident shortly.
Lemma 1.1. Let P be the space of all polynomials in IR of degree at most d
(for some fixed d > 0). Let Φ be a collection of mappings φ(x) from IRn to IRp
such that φ(x) = [φ0(x), φ1(x) . . . , φp−1(x)]>, where {φi(x), i = 0, . . . , p − 1}
are polynomials that form a basis in P. Then if for some given set Y =
{0, y1, . . . , yp−1} ⊂ IRn, for some given x ∈ IRn, λ ∈ IRp−1, and for some
φ¯(·) ∈ Φ it holds that∑
1≤i≤p−1
λi(φ¯(y
i)− φ¯(0)) = φ¯(x)− φ¯(0),
then the same holds for any φ(·) ∈ Φ, i.e.,∑
1≤i≤p−1
λi(φ(y
i)− φ(0) = φ(x)− φ(0),
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for the same Y , x, and λ.
Proof : Trivial after applying a basis transformation.
2. Well-poisedness and error estimates in the linear case
Let us assume that we have p = n + 1 interpolation points {0, y1, . . . , yn}
in a (closed) ball B(∆) of radius ∆ > 0 centered at 0. We will assume that
f is continuously differentiable in an open domain Ω containing this ball and
that ∇f is Lipschitz continuous on Ω with constant γL > 0.
Given these p = n+ 1 points we can aim to build the fully linear interpo-
lation model, written in the form
m(x) = c+ g>x = c+
∑
1≤k≤n
gkxk. (2)
The unknown coefficients c, g1, . . . , gn are defined by the linear system arising
from the interpolating conditions (1). The coefficient matrix of this linear
system is
ML =


1 0 · · · 0
1 y11 · · · y1n
...
...
...
...
1 yn1 · · · ynn

 . (3)
If this matrix is nonsingular then the set of points Y = {0, y1, . . . , yn} is
said to be poised, and the polynomial coefficients are well defined. Otherwise
we say that the set Y is non-poised. In practice it is desirable for the set Y
to be sufficiently well poised in the sense that it is not close to a non-poised
set. Hence we need additional conditions on Y .
It is natural to base such conditions on, say, an upper bound on the con-
dition number of ML. However, rewriting the interpolating conditions (1) as
a linear system to determine the coefficients of the interpolating polynomial
can be done in various ways, depending on the choice of the basis in the space
of linear polynomials. Such bases generate different matrices M and hence
the same set of interpolation points can produce different condition numbers
for M .
In particular, if the elements in φ(x) = [φ0(x), φ1(x), . . . , φn(x)]
> form a
basis of linear polynomials in IR then the interpolating polynomial can be
written as
m(x) =
∑
0≤k≤n
αkφk(x).
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Then the interpolation conditions (1) produce a linear system of equations
with the matrix
M(x) =


φ0(0) φ1(0) · · · φn(0)
φ0(y
1) φ1(y
1) · · · φn(y1)
...
...
...
...
φ0(y
n) φ1(y
n) · · · φn(yn)

 . (4)
It is easy to show that if ML is nonsingular, then M(x) is also nonsingular
for any basis φ(x). Hence, the definition of poisedness is independent of the
choice of the basis φ(x). On the other hand, the condition number of M(x)
for the same interpolation set Y can range anywhere from 1 to infinity for
particular choices of φ(x). Hence such a measure of well-poisedness is not
only basis dependent but can also be misleading. In the next subsection we
will introduce a well-poisedness condition which is independent of the choice
of the basis.
One measure of well-poisedness, which was introduced earlier, is the max-
imum absolute value of Lagrange polynomials on B(∆) containing Y (see,
e.g., [7], [11] and references therein). Lagrange polynomials are uniquely de-
fined for any poised set Y by their property that M(x) = I, where M(x)
is defined by (4). An upper bound on the absolute value of Lagrange poly-
nomials does not appear intuitive as a measure of the geometry of Y . The
definition of well-poisedness that we propose turns out to be basically equiv-
alent to the boundedness of the Lagrange polynomials, but provides better
geometric intuition.
We note here that the discussion above applies equally to the case of qua-
dratic polynomials, cubic polynomials, etc.. Thus, we will not repeat it when
introducing the well-poisedness conditions for polynomials of degree higher
than one.
2.1. Well-poisedness in the linear case. We begin with our definition of
well-poisedness, called ΛL–poisedness.
Definition 2.1. Let ∆ > 0 and ΛL > 0 be given. Let φ(x) = [φ0(x), φ1(x), . . . ,
φn(x)]
> be a mapping from IRn to IRn+1 whose elements form a basis of linear
polynomials in IR.
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A set Y = {0, y1, . . . , yn} ⊂ B(∆) is said to be ΛL–poised in B(∆) if and
only if for any x ∈ B(∆):
∑
1≤i≤n
λi(φ(y
i)− φ(0)) = φ(x)− φ(0) with ‖λ‖ ≤ ΛL.
In the case of linear interpolation, the definition of ΛL–poisedness is inde-
pendent of the scaling, in the sense that if Y is ΛL–poised in a ball B(∆)
then for any constant κ > 0 the set κY = {0, κy1, . . . , κyn} is also ΛL–poised
in the ball B(κ∆). As we will see, this no longer holds when we consider
polynomial interpolations of degrees higher than 1.
From Lemma 1.1 it is clear that this definition is independent of the choice
of the basis φ(x). We can rewrite the ΛL–poisedness definition for the par-
ticular choice φ(x) = [1, x1, . . . , xn]
>, hence the definition simplifies to
∑
1≤i≤n
λiy
i = x with ‖λ‖ ≤ ΛL. (5)
The concept of ΛL–poisedness, if viewed from a geometric perspective, is
basically saying that the points in Y cannot lie too close to a subspace of
dimension less than n (or, equivalently, that the points in Y form a sufficiently
“fat” simplex), and to fit Y in such a subspace we would have to move at least
one of the points by a distance proportional to ∆/ΛL. See Section 6.2 for a
description of the optimal geometries corresponding to the smallest possible
values for ΛL.
We would like to point out now that we do not abandon the condition num-
ber of ML as an important measure related to well-poisedness. In particular
this measure plays a crucial role in constructing the Taylor-like bound for
the error in the function and derivative approximations. We will show that
our definition of Λ-poisedness implies a bound on the condition number of
ML which in turn implies the Taylor-like error bounds. This is addressed in
the next subsection.
2.2. Error estimates in the linear case. Now, we consider a point x in
the ball B(∆) centered at 0, for which there is some error in the function
value,
m(x) = f(x) + ef(x), (6)
and in its gradient
g = ∇f(x) + eg(x).
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The error in the gradient has n components:

g1
...
gn

 =


f
x1
(x)
...
f
xn
(x)

 +


eg1(x)
...
egn(x)

 . (7)
Subtracting (6) from each of the n + 1 equalities in (1) using (2) yields
(−x)>g = f(0)− f(x)− ef(x),
(yi − x)>g = f(yi)− f(x)− ef(x), i = 1, . . . , n.
Expanding f by a Taylor’s formula of order one around x for all the inter-
polation points and using the notation for the error in the gradient given by
(7), we obtain
(−x)>eg(x)
=
∫ 1
0
(∇f(x− tx)−∇f(x))> (−x)dt− ef(x)
= O(∆2)− ef(x), (8)
(yi − x)>eg(x)
=
∫ 1
0
(∇f(x+ t(yi − x))−∇f(x))> (yi − x)dt− ef(x)
= O(∆2)− ef(x), i = 1, . . . , n, (9)
Now we subtract the first equation from the rest, canceling ef(x) and ob-
taining
(yi)>eg(x) = O(∆2), 1 ≤ i ≤ n,
or, using matrix notation,
Ln×n eg(x) = O(∆2), (10)
where
Ln×n =


(y1)>
...
(yn)>

 =


y11 · · · y1n
...
...
...
yn1 · · · ynn

 .
Note that the coefficient matrix in this linear system does not depend on the
point x. Notice also that the matrix Ln×n is obtained from the matrix ML
given in (3) by subtracting the first row from the other n rows. The matrix
in positions (2 : n+ 1× 2 : n + 1) is exactly Ln×n.
Before we proceed with analyzing properties of Ln×n, let us estimate an
upper bound on the right hand side vector in (10). Each element of this
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vector is the difference of two quantities of the form
∫ 1
0 (∇f(x+ t(yi − x)) −
∇f(x))>(yi−x)dt and ∫ 10 (∇f(x− tx))−∇f(x))>(−x)dt. Because x ∈ B(∆)
and yi ∈ B(∆), these quantities can be bounded above by 2γL∆2 and γL∆2/2,
respectively, where γL is the Lipschitz constant of ∇f in Ω (see [5, Lemma
4.1.12]). Hence the `∞ norm of the right hand side can be bounded by
(5/2)γL∆
2, and the bound on the `2 norm is
‖Ln×n eg(x)‖ ≤ 5
2
n1=2γL∆
2. (11)
We will use this bound in the proof of the error estimate.
We will further assume in the following lemma that the radius of the ball is
one (∆ = 1). We will return to the generalization afterwards. This lemma,
which plays an important role in our analysis, introduces a connection be-
tween ΛL–poisedness and the bound on the norm of the inverse of Ln×n (and,
hence, the bound on its condition number, since it can be easily seen that
‖Ln×n‖ is bounded by
√
n when ∆ = 1).
Lemma 2.2. The set Y is ΛL–poised in the unit ball B(1) centered at 0 if
and only if
‖L−1n×n‖ ≤ Λ.
Proof : The proof relies on the fact that the matrix that appears in the left-
hand side of the definition (5) of ΛL–poisedness is exactly the matrix L
>
n×n.
Let us assume first that Y is ΛL–poised in the unit ball. Recall that
‖L−>n×n‖ = max
x∈B(1)
‖L−>n×nx‖
and let xˆ ∈ B(1) be a maximizer of ‖L−>n×nx‖ in B(1). Then, we have from
the definition of ΛL–poisedness that there exists a λˆ satisfying
‖L−>n×n‖ = ‖L−>n×nxˆ‖ = ‖λˆ‖ ≤ ΛL.
The reverse implication is proved similarly.
This lemma shows that ΛL–poisedness implies poisedness (since the non-
singularity of ML is a consequence of the nonsingularity of Ln×n).
We would like to relax the assumption that ∆ = 1 to allow regions of any
radius ∆ > 0.
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Lemma 2.3. The set Y is ΛL–poised in the ball B(∆) centered at 0 if and
only if
‖L−1n×n‖ ≤
Λ
∆
.
Proof : If we have a ΛL–poised set Y in a ball of radius ∆, then, we can
scale the points in the set by 1∆ and apply Lemma 2.2 to the scaled set.
If Ln×n is the matrix corresponding to Y , then Ln×nD−1∆ , where D∆ is the
diagonal matrix with ∆ on the diagonal, is the matrix corresponding to
the scaled set. Then from applying Lemma 2.2 to Ln×nD−1∆ it follows that
‖L−1n×n‖ ≤ ΛL/∆.
Finally, we address the bounds on the approximation errors for linear in-
terpolation. The following theorem establishes error estimates involving con-
stants that depend on the constant ΛL > 0 of ΛL–poisedness: the smaller ΛL
is the better the error estimates are. The error bound between the function
and the fully linear interpolating polynomial is of the order of ∆2 in the case
of function values and of the order of ∆ in the case of gradient values.
Theorem 2.4. Let Y = {0, y1, . . . , yn} be a ΛL–poised set of interpolation
points contained in a (closed) ball B(∆) centered at 0. Assume that f is
continuously differentiable in an open domain Ω containing B(∆) and that
∇f is Lipschitz continuous in Ω with constant γL > 0.
Then, for all points x in B(∆), we have that
• the error between the gradient of the fully linear interpolation model
and the gradient of the function satisfies
‖eg(x)‖ ≤ (5n12γLΛL/2) ∆, (12)
• the error between the fully linear interpolation model and the function
satisfies
|ef(x)| ≤ (5n12γLΛL/2 + γL/2) ∆2.
Proof : From ΛL–poisedness of Y ⊂ B(∆) we have ‖L−1n×n‖ ≤ Λ/∆ and hence,
from (11), we have that
‖eg(x)‖ ≤ ‖L−1n×n‖(5/2)n
1
2γL∆
2 ≤ ΛL(5/2)n12γL∆,
From this and the detailed (8), we obtain
|ef(x)| ≤ (5n12γLΛL/2 + γL/2)∆2.
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2.3. Extensions. One might find it surprising that our bound on ef does
not vanish if x is replaced by one of the interpolation points. This is due to
the fact that the bound on the function error is dependent upon the bound on
the derivative error, which does not necessarily vanish at the interpolation
points. Our goal was to derive general bounds that hold at any point in
B(∆). However, if we use (9) together with the derivative bound (12), we
can derive an error bound for ef of the form O(∆‖yi − x‖), for all i, which
converges to zero linearly when x converges to yi.
Our derivation for the bounds in Theorem 2.4 is based on the linear sys-
tem (10). It is possible that an alternative derivation of the error estimates
may produce a different matrix L for which ‖L−1‖ is smaller. An obvious
example of this can be generated by subtracting equations (8)-(9) in pairs (in-
stead of subtracting the first equation from the other p−1 = n of them) and
then selecting n of the resulting equalities which produce the best conditioned
matrix L. One could also work with all of these q = (p− 1)p/2 = n(n+ 1)/2
equalities, replacing (10) by
Lq×neg(x) = O(∆2).
Using the SVD decomposition of Lq×n and following a derivation similar to
the one of the proof of Theorem 2.4, we would obtain
‖eg(x)‖ ≤ (4q 12γLΥL) ∆, (13)
where ΥL is an upper bound on the inverse of the smallest nonzero singular
value of Lq×n. Although ΥL = σmin(Lq×n)−1 < ΛL = ‖L−1n×n‖ (see Section 6.2)
we have that q > n and it is unclear which error bound, (12) or (13), is
preferable. We choose to work with Ln×n and (10) not only because of its
simplicity and its easy generalization to interpolations of higher degree, but
also because of its practical implications in terms of deriving algorithms that
are capable of improving the geometry of the interpolation set (see Section 6).
3. Well-poisedness and error estimates in the quadratic
case
In the fully quadratic case we must assume that we have p = (n+1)(n+2)/2
interpolation points in a (closed) ball B(∆) of radius ∆ > 0. In addition we
will assume that f is twice continuously differentiable in an open domain Ω
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containing this ball and that ∇2f is Lipschitz continuous in Ω with constant
γQ > 0.
Given these p points, if they are poised (defined below), it is possible to
build the fully quadratic interpolation model with p = (n+ 1)(n+ 2)/2. We
will write the model in the form
m(x) = c+ g>x+
1
2
x>Hx = c+
∑
1≤k≤n
gkxk +
1
2
∑
1≤k;`≤n
hk`xkx`, (14)
where H is a symmetric matrix of order n. The unknown coefficients c,
g1, . . . , gn, and hk`, 1 ≤ ` ≤ k ≤ n, are defined by the interpolating condi-
tions (1). If the coefficient matrix in this linear system,
MQ =


1 0 · · · 0 0 0 · · · 0
1 y11 · · · y1n 12(y11)2 y11y12 · · · 12(y1n)2
...
...
...
...
...
...
1 yp−11 · · · yp−1n 12(yp−11 )2 yp−11 yp−12 · · · 12(yp−1n )2

 , (15)
is nonsingular then the polynomial coefficients are well defined (the set of
points Y is poised). As in the linear case, any basis of quadratic polynomials
φ(x) defines a matrix M(x) which is nonsingular if and only if MQ is non-
singular. However, the condition numbers of these matrices might be very
different for the same interpolation set Y . Thus, as before, we would like a
well-poisedness condition that does not depend on the choice of polynomial
basis that defines M(x). In the following subsection, we extend our definition
of ΛL–poisedness to the quadratic case. Then, as before, we will show how
this condition implies the well-conditioning of MQ defined in (15).
3.1. Well-poisedness in the quadratic case. The extension of the defi-
nition of ΛL–poisedness to the quadratic case makes use of a mapping from
IRn to IRp whose image elements form a basis of quadratic polynomials in IR.
Definition 3.1. Let ∆ > 0 and ΛQ > 0 be given. Let φ(x) = [φ0(x), φ1(x), . . . ,
φp−1(x)]> be a mapping from IRn to IRp whose elements form a basis of qua-
dratic polynomials in IR.
A set Y = {0, y1, . . . , yp−1} is said to be ΛQ–poised in B(∆) if and only if
for any x ∈ B(∆):
∑
1≤i≤p−1
λi(φ(y
i)− φ(0)) = φ(x)− φ(0) with ‖λ‖ ≤ ΛQ.
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By Lemma 1.1 the above definition does not depend on the particular
choice of the mapping φ(x). If we consider the particular choice
φ(x) = [1, x1, . . . , xn, x
2
1/2, . . . , x
2
n/2, x1x2, . . . , x1xn, . . . , . . . , xn−1xn]
>,
and define φ¯(x) as
φ¯(x) = [x1, . . . , xn, x
2
1/2, . . . , x
2
n/2, x1x2, . . . , x1xn, . . . , . . . , xn−1xn]
>, (16)
then the definition simplifies to∑
1≤i≤p−1
λiφ¯(y
i) = φ¯(x) with ‖λ‖ ≤ ΛQ. (17)
Here we chose φ(x) generated by the basis of monomials because it natu-
rally arises in the error estimates through the bound on the condition number
ofMQ. As in the linear case, we will show that ΛQ–poisedness implies a bound
on the norm of the inverse (and hence on the condition number) of MQ.
3.2. Error estimates in the quadratic case. Analogous to the linear case,
we consider a point x in the ball B(∆), for which we will try to estimate the
error in the function value
m(x) = f(x) + ef(x), (18)
in the gradient
∇m(x) = Hx+ g = ∇f(x) + eg(x), (19)
and, in this quadratic case, also in the Hessian
H = ∇2f(x) + EH(x).
The error in the gradient has n components egk(x), k = 1, . . . , n, just as in
the linear case. Since the Hessians of f and m are symmetric, we only need
to consider the error in the second-order derivatives in the diagonal elements
and in the elements below the diagonal
hk` = ∇2k`f(x) + EHk`(x), 1 ≤ ` ≤ k ≤ n.
Using (14) and subtracting (18) from all the p equalities in (1), we have
that
−x>g + 1
2
x>Hx− x>Hx = f(0)− f(x)− ef(x),
(yi − x)>g + 1
2
(yi − x)>H(yi − x) + (yi − x)>Hx
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= f(yi)− f(x)− ef(x), i = 1, . . . , p− 1.
Now we expand f by a Taylor’s formula of order two around x for all the p
interpolation points and use the notation for the error in the gradient given
by (19), to get
−x>eg(x) + 1
2
x>[H −∇2f(x)]x
= O(∆3)− ef(x), (20)
(yi − x)>eg(x) + 1
2
(yi − x)>[H −∇2f(x)](yi − x)
= O(∆3)− ef(x), i = 1, . . . , p − 1. (21)
The next step, as in the linear case, is to subtract the first of these equations
from the other equations, canceling ef(x) and obtaining
(yi)>(eg(x)−EH(x)x)+ 1
2
(yi)>[H−∇2f(x)](yi) = O(∆3), 1 ≤ i ≤ p−1.
The linear system that we need to analyze in this quadratic case can be
written as
∑
1≤k≤n
yiktk(x) +
1
2
∑
1≤k≤n
(yik)
2EHkk(x) +
∑
1≤`<k≤n
[yiky
i
`]E
H
k`(x)
= O(∆3), 1 ≤ i ≤ p− 1,
or, in matrix form, as
Qp−1×p−1

 t(x)
eH(x)

 = O(∆3), (22)
with
t(x) = eg(x)− EH(x)x = eg(x)− [H −∇2f(x)]x. (23)
Here eH(x) is a vector of dimension n + n(n − 1)/2 storing the elements
EHkk(x), k = 1, . . . , n and E
H
k`(x), 1 ≤ ` < k ≤ n.
Once again we remark that the matrix Qp−1×p−1 defining this linear system
does not depend on the point x. When n = 2 (and p = 6) this matrix reduces
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Q5×5 =


y11 y
1
2
1
2(y
1
1)
2 y11y
1
2
1
2(y
1
2)
2
y21 y
2
2
1
2(y
2
1)
2 y21y
2
2
1
2(y
2
2)
2
y31 y
3
2
1
2(y
3
1)
2 y31y
3
2
1
2(y
3
2)
2
y41 y
4
2
1
2(y
4
1)
2 y41y
4
2
1
2(y
4
2)
2
y51 y
5
2
1
2(y
5
1)
2 y51y
5
2
1
2(y
5
2)
2


.
Notice also that the matrix Qp−1×p−1 is obtained from the matrix MQ by
subtracting the first row from the other p− 1 rows. The matrix in positions
(2 : p× 2 : p) is exactly Qp−1×p−1.
Before we proceed further in the analysis of Qp−1×p−1, we will estimate an
upper bound on the right hand side vector in (22). Each element of this
vector is the difference of two terms that can be bounded by γQ‖yi − x‖3/6
and γQ‖x‖3/6, respectively, where γQ is the Lipschitz constant of ∇2f in Ω
(see [5, Lemma 4.1.14]). Since ‖yi − x‖ ≤ 2∆ and ‖x‖ ≤ ∆, the difference
can be bounded by 3∆3/2. Hence the `∞ norm of the right hand side can be
bounded by that, and a bound on the `2 norm is∥∥∥∥∥∥Qp−1×p−1

 t(x)
eH(x)


∥∥∥∥∥∥ ≤
3
2
(p− 1)12γQ∆3. (24)
We will use this bound in the proof of our error estimate.
The lemma below is an extension of Lemma 2.2 to the quadratic case. As
before, we will temporarily assume that ∆ = 1.
Lemma 3.2. If the set Y is ΛQ–poised in the unit ball B(1) centered at 0
then
‖Q−1p−1×p−1‖ ≤ θQΛQ, (25)
where θQ > 0 is dependent on n and d = 2 but independent of Y and ΛQ.
Conversely, if ‖Q−1p−1×p−1‖ ≤ ΛQ then the set Y is ΛQ–poised in the unit ball
B(1) centered at 0.
Proof : The matrix Q>p−1×p−1 is exactly the same matrix that appears in the
definition of ΛQ–poisedness (17). Consequently, the second implication is
immediate.
Let us prove the first implication. First let us show that the matrix
Q>p−1×p−1 is nonsingular. Let us assume it is singular. By definition of ΛQ–
poisedness, for any x ∈ B(1), φ¯(x) lies in the range space of Q>p−1×p−1. This
means that there exists a vector v 6= 0 in the image space of φ¯ such that for
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any x ∈ B(1) we get φ¯(x)>v = 0. Hence, we have a quadratic polynomial in
x which is identically zero on a unit ball, which implies that all coefficients
of this polynomial are zero, i.e., v = 0. We arrived to a contradiction.
Now we want to show that there exists a constant θQ > 0, independent
of Y and ΛQ, such that ‖Q−>p−1×p−1‖ ≤ θQΛQ. From the definition of ΛQ–
poisedness we have that for any x ∈ B(1), ‖Q−>p−1×p−1φ¯(x)‖ ≤ ΛQ. From the
definition of the matrix norm
‖Q−>p−1×p−1‖ = max‖v‖=1 ‖Q
−>
p−1×p−1v‖
and we can consider a vector v¯ such that
‖Q−>p−1×p−1‖ = ‖Q−>p−1×p−1v¯‖, ‖v¯‖ = 1. (26)
Let us assume first that there exists an x ∈ B(1) such that φ¯(x) = v¯. Then
from the fact that Y is ΛQ-poised we have that
‖Q−>p−1×p−1v¯‖ = ‖Q−>p−1×p−1φ¯(x)‖ ≤ ΛQ,
and from (26) the statement of the lemma holds with θQ = 1.
Notice that v¯ does not necessarily belong to the image of φ¯, which means
that there might be no x ∈ B(1) such that φ¯(x) = v¯, and hence we have that
‖Q−>p−1×p−1v¯‖ 6= ‖Q−>p−1×p−1φ¯(x)‖. However, we will show that there exists a
constant θQ > 0 independent of v¯ such that for any v¯ which satisfies (26)
there exists an y ∈ B(1), such that
‖Q−>p−1×p−1v¯‖
‖Q−>p−1×p−1φ¯(y)‖
≤ θQ. (27)
Once we have shown that such constant θQ exists the result of the lemma
follows trivially from the definition of v¯.
To show that (27) holds, we first show that there exists σQ > 0 such that
for any v¯ with ‖v¯‖ = 1, there exists an y ∈ B(1) such that |v¯>φ¯(y)| ≥ σQ.
Consider
ψ(v) = max
x∈B(1)
|v>φ¯(x)|.
It is easy to show that ψ(v) is a norm in the space of vectors v. Since the ratio
of any two norms in finite dimensional spaces can be uniformly bounded by
a constant, there exists a (maximal) σQ > 0 such that ψ(v¯) ≥ σQ‖v¯‖ = σQ.
Hence, there exists a y ∈ B(1) such that |v¯>φ¯(y)| ≥ σQ.
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Let v¯⊥ be the orthogonal projection of φ¯(y) onto the subspace orthogonal
to v¯. Now, notice that from the definition (26) of v¯ it follows that v¯ is the
right singular vector corresponding to the largest singular value of Q−>p−1×p−1.
Then Q−>p−1×p−1v¯ and Q
−>
p−1×p−1v¯⊥ are orthogonal vectors (since Q
−>
p−1×p−1v¯
is a scaled left singular vector corresponding to largest singular value and
Q−>p−1×p−1v¯⊥ is a vector spanned by the other left singular vectors). Hence
‖Q−>p−1×p−1φ¯(y)‖ ≥ |v¯>φ¯(y)|‖Q>p−1×p−1v¯‖. It follows from |v¯>φ¯(y)| ≥ σQ that
‖Q−>p−1×p−1φ¯(y)‖ ≥ σQ‖Q−>p−1×p−1v¯‖,
Assigning θQ = 1/σQ shows (27), concluding the proof of the bound on the
norm of Q−>p−1×p−1. This completes the proof since ‖Q−1p−1×p−1‖ = ‖Q−>p−1×p−1‖.
The constant θQ can be estimated using the following lemma.
Lemma 3.3. Let vˆ>φ¯(x) be a quadratic polynomial with φ¯(x) given by (16)
and ‖vˆ‖∞ = 1 and let B(1) be a (closed) ball of radius 1 centered at the
origin. Then
max
x∈B(1)
|vˆ>φ¯(x)| ≥ 1
2
.
Proof : Since ‖vˆ‖∞ = 1 then at least one of the elements of vˆ is 1 or −1, and
thus one of the coefficients of the polynomial q(x) = vˆ>φ¯(x), is equal to 1,
−1, 1/2, or −1/2. Let us consider only the cases where one of the coefficients
of q(x) is 1 or 1/2. The cases −1 or −1/2 would be analyzed similarly.
The largest coefficient in absolute value in vˆ corresponds to a term which
is either a linear term xi or a quadratic term x
2
i/2 or xixj. Let us restrict all
variables that do not appear in this term to zero. And let us consider only
the unrestricted variables. Clearly the maximum of the absolute value of
q(x) over the set of unrestricted variables is a lower bound on the maximum
over B(1). We can have three cases.
• q(x) = x2i/2 + αxi. It is easy to see that
max
xi∈[−1;1]
|q(x)| = max{q(1), q(−1)} ≥ 1
2
.
• q(x) = αx2i/2 + xi. In this case we have
max
xi∈[−1;1]
|q(x)| ≥ max{|q(1)|, |q(−1)|} ≥ 1.
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• q(x) = αx2i/2 + βx2j/2 + xixj + γxi + δxj. This time we are consid-
ering the quadratic function over a two dimensional ball. By con-
sidering four points, p1 = (1/
√
2, 1/
√
2), p2 = (1/
√
2,−1/√2), p3 =
(−1/√2, 1/√2) and p4 = (−1/
√
2,−1/√2), on the boundary of the
ball, and looking at all the possible signs of α + β, γ + δ, and γ − δ,
we get
max{|q(pi)|, i = 1, 2, 3, 4} ≥ 1
2
.
We can replace the constant θQ of Lemma 3.2 by an upper bound, which
is easily derived for the quadratic case. Recall that θQ = 1/σQ, where
σQ = min‖v¯‖=1
max
x∈B(1)
|v¯>φ¯(x)|.
Given any v¯ such that ‖v¯‖ = 1, we can scale v¯ by at most √p− 1 to vˆ = αv¯,
0 < α ≤ √p− 1, such that ‖vˆ‖∞ = 1. Then
σQ = min‖v¯‖=1
max
x∈B(1)
|v¯>φ¯(x)| ≥ 1√
p− 1 min‖vˆ‖∞=1 maxx∈B(1) |vˆ
>φ¯(x)| ≥ 1
2
√
p− 1 .
The last inequality is due to Lemma 3.3 applied to the polynomials of the
form vˆ>φ¯(x). Hence we have
θQ ≤ 2(p− 1)12 . (28)
We did not include this argument in the proof of Lemma 3.2 and chose to
stay with the argument that σQ is the unspecified constant connecting two
norms because this latter argument extends easier to the case of polynomials
of higher degree and it also provides better intuition for the existence of the
constant θQ. Specifying the bound on θQ for polynomials of higher degree is
also possible, but is beyond the scope of this paper.
Remark 3.1. It is important to note that θQ depends on the choice of φ¯(·).
For example, if we scale every element of φ¯(·) by 2 then the appropriate θQ
will decrease by 2. Here we are interested in the condition number of a specific
matrix Qp−1×p−1 arising in the error estimates and, hence, in a specific choice
of φ¯(·).
As in the linear case, we can also say in the quadratic case that ΛQ–
poisedness implies poisedness. In fact, we have just shown that ΛQ–poisedness
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implies that Qp−1×p−1 is nonsingular, which in turn implies, as we have al-
ready pointed out, that MQ in (15) is nonsingular.
The next theorem generalizes the error estimates obtained in Theorem 2.4
for the linear case to the quadratic case. The error estimates in the quadratic
case are linear in ∆ for the second derivatives, quadratic in ∆ for the first
derivatives, and cubic in ∆ for the function values, where ∆ is the radius of
the ball containing Y .
Theorem 3.4. Let Y = {0, y1, . . . , yp−1}, with p = (n+1)(n+2)/2, be a ΛQ–
poised set of interpolation points contained in a (closed) ball B(∆) centered
at 0. Assume that f is twice continuously differentiable in an open domain
Ω containing B(∆) and that ∇2f is Lipschitz continuous in Ω with constant
γQ > 0.
Then, for all points x in B(∆), we have that
• the error between the Hessian of the fully quadratic interpolation model
and the Hessian of the function satisfies
‖EH(x)‖ ≤ (αHQ (p− 1)
1
2θQγQΛQ) ∆,
• the error between the gradient of the fully quadratic interpolation model
and the gradient of the function satisfies
‖eg(x)‖ ≤ (αgQ(p− 1)
1
2θQγQΛQ) ∆
2,
• the error between the fully quadratic interpolation model and the func-
tion satisfies
|ef(x)| ≤ (αfQ(p− 1)
1
2θQγQΛQ + β
f
QγQ) ∆
3,
where αHQ , α
g
Q, α
f
Q, and β
f
Q are small positive constants dependent on d = 2
and independent of n, Y , and ΛQ:
αHQ =
3
√
2
2
, αgQ =
3(1 +
√
2)
2
, αfQ =
6 + 9
√
2
4
, βfQ =
1
6
.
Proof : Let us first write the matrix of the system (22) in the form
Qp−1×p−1

 D−1∆ 0
0 D−1∆2



 D∆t(x)
D∆2e
H(x)

 ,
where D∆ is a diagonal matrix of dimension n with ∆ in the diagonal entries
and D∆2 is a diagonal matrix of dimension p− 1−n with ∆2 in the diagonal
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entries. Then using the bound (24) we obtain∥∥∥∥∥∥

 D∆t(x)
D∆2e
H(x)


∥∥∥∥∥∥ ≤
3
2
(p− 1)12γQ
∥∥∥∥∥∥∥

Qp−1×p−1

 D−1∆ 0
0 D−1∆2



−1
∥∥∥∥∥∥∥∆
3.
The matrix in the right hand side of this inequality corresponds to a scaled
set of interpolation points in B(1). Thus, from (25), we get∥∥∥∥∥∥

 D∆t(x)
D∆2e
H(x)


∥∥∥∥∥∥ ≤
3
2
(p − 1)12θQγQΛQ∆3. (29)
Inequality (29) gives us
‖D∆2eH(x)‖ ≤ 3
2
(p− 1)12θQγQΛQ∆3,
yielding the bound ‖eH(x)‖ ≤ (3/2)(p − 1) 12θQγQΛQ∆. The error in the
Hessian is therefore given by
‖EH(x)‖ ≤ ‖EH(x)‖F ≤
√
2‖eH(x)‖ ≤ 3
√
2
2
(p− 1)12θQγQΛQ∆.
Now, we would like to derive the bound on ‖eg(x)‖. From (29) we also
have
‖D∆t(x)‖ ≤ 3
2
(p− 1)12θQγQΛQ∆3,
and
‖t(x)‖ ≤ 3
2
(p− 1)12θQγQΛQ∆2,
and therefore, from (23),
‖eg(x)‖ ≤ ‖t(x)‖+ ‖EH(x)‖‖x‖
≤ 32(p − 1)
1
2θQγQΛQ∆
2 + (3
√
2
2 (p− 1)
1
2θQγQΛQ∆)∆
= 3(1+
√
2)
2 (p − 1)
1
2θQγQΛQ∆
2.
Here we have used the fact that x is in the ball B(∆) centered at the origin.
Finally, from the detailed version of (20) and the bounds on ‖eg(x)‖ and
‖EH(x)‖ we have
|ef(x)| ≤ ‖eg(x)‖∆ + ‖EH(x)‖∆2/2 + γQ∆3/6
≤ 6+9
√
2
4 (p− 1)
1
2θQγQΛQ∆
3 + Q6 ∆
3.
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The remarks made in Section 2.3 for the linear case about alternative
derivations of the error bounds are also pertinent in the quadratic case.
4. Extension to higher degree
The error estimates and the definition of Λ–poisedness extend naturally to
interpolation polynomials of higher degree than quadratics. We will briefly
sketch here the cubic case.
The procedure to derive the error estimates in the cubic case goes one step
further than the quadratic case but the arguments used are the same. After
subtracting the equation m(x) − f(x) = ef(x) on the error in the function
from all the p interpolating conditions (1) and expanding f by a Taylor’s
formula of order three around x ∈ B(∆), we get the following analog of (20)–
(21):
∑
1≤k≤n
−egk(x)xk +
1
2
∑
1≤k;`≤n
EHk`(x)xkx`
− 1
6
∑
1≤k;`;m≤n
Eck`m(x)xkx`xm = O(∆4)− ef(x),
∑
1≤k≤n
egk(x)(y
i
k − xk) +
1
2
∑
1≤k;`≤n
EHk`(x)(y
i
k − xk)(yi` − x`)
+
1
6
∑
1≤k;`;m≤n
Eck`m(x)(y
i
k − xk)(yi` − x`)(yim − xm) = O(∆4)− ef(x),
for i = 1, . . . , p − 1, where p is the number of points in the interpolation
set Y = {0, y1, . . . , yp−1}, to be defined later. Here we have Eck`m(x) =
Ck`m − 3fxkx`xm (x), where Ck`m is the corresponding coefficient of the cubic
interpolating polynomial. Subtracting the first of these equations from the
others, yields
∑
1≤k≤n
yik

egk(x)− ∑
1≤`≤n
EHk`(x)x` −
1
2
∑
1≤`;m≤n
Eck`m(x)x`xm


+
1
2
∑
1≤k;`≤n
yiky
i
`

EHk`(x)− ∑
1≤m≤n
Eck`m(x)xm


+
1
6
∑
1≤k;`;m≤n
yiky
i
`y
i
mE
c
k`m(x) = O(∆4), i = 1, . . . , p− 1.
We denote the matrix of this linear system by Cp−1×p−1.
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As before the definition of Λ–poisedness involves the mapping φ(x) formed
by the elements of a basis of the space of cubic polynomials. The number of
elements in the basis is given by
p =
1
2
(n + 1)(n+ 2) + n+ (n2 − n) + 1
6
n(n − 1)(n− 2). (30)
As usual we assume that the constant ΛC > 0 is specified a priori.
Definition 4.1. Let ∆ > 0 and ΛC > 0 be given. Let φ(x) = [φ0(x), φ1(x), . . . ,
φp−1(x)]> be a mapping from IRn to IRp whose elements form a basis of cubic
polynomials in IR.
A set Y = {0, y1, . . . , yp−1} is said to be ΛC–poised in B(∆) if and only if
for any x ∈ B(∆):
∑
1≤i≤p−1
λi(φ(y
i)− φ(0)) = φ(x)− φ(0) with ‖λ‖ ≤ ΛC.
Again, from Lemma 1.1 it is clear that the above definition is independent
of the choice of φ. We choose the basis formed by all the monomials of degree
less than or equal to 3:
φ(x) = [1, xk, x
2
k/2, xkx`, x
3
k/6, x
2
kx`/2, xkx`xm/6]
>,
where the indices vary respectively as follows: 1 ≤ k ≤ n, 1 ≤ k ≤ n,
1 ≤ ` < k ≤ n, 1 ≤ k ≤ n, 1 ≤ ` 6= k ≤ n, and 1 ≤ ` < k < m ≤ n.
And, as before, our choice of φ here is dictated by its relevance to the matrix
Cp−1×p−1. We now state without proofs the two structural results of our
analysis: the algebraic characterization of ΛC–poisedness in terms of the
inverse of the matrix Cp−1×p−1 and the error bounds on the difference between
the interpolating polynomial and the function being interpolated.
Lemma 4.2. If the set Y is ΛC–poised in the unit ball B(1) centered at 0
then
‖C−1p−1×p−1‖ ≤ θCΛC,
where θC > 0 is dependent on n and d = 3 but independent of Y and ΛC.
Conversely, if ‖C−1p−1×p−1‖ ≤ ΛC then the set Y is ΛC–poised in the unit ball
B(1) centered at 0.
In the cubic case the error estimates includes the error in the third deriva-
tives. The result is stated for any ∆ > 0.
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Theorem 4.3. Let Y = {0, y1, . . . , yp−1}, with p given by (30), be a ΛC–
poised set of interpolation points contained in a (closed) ball B(∆) centered
at 0. Assume that f is thrice continuously differentiable in an open domain Ω
containing B(∆) and that the vector of the third-order derivatives is Lipschitz
continuous in Ω with constant γC > 0.
Then, for all points x in B(∆), we have that
• the error between the vector of the third-order derivatives of the fully
cubic interpolation model and the vector of the third-order derivatives
of the function satisfies
‖ec(x)‖ ≤ (αcC(p− 1)
1
2θCγCΛC) ∆,
• the error between the Hessian of the fully cubic interpolation model
and the Hessian of the function satisfies
‖EH(x)‖ ≤ (αHC (p− 1)
1
2θCγCΛC) ∆
2,
• the error between the gradient of the fully cubic interpolation model
and the gradient of the function satisfies
‖eg(x)‖ ≤ (αgC(p− 1)
1
2θCγCΛC) ∆
3,
• the error between the fully cubic interpolation model and the function
satisfies
|ef(x)| ≤ (αfC(p− 1)
1
2θCγCΛC + β
f
CγC) ∆
4,
where αcC, α
H
C , α
g
C, α
f
C, and β
f
C are small positive constants dependent on
d = 3 and independent of n, Y , and ΛC.
The extension to polynomial interpolation of degree higher than cubic
would follow in a similar fashion.
5. Connection to other error estimates
Bounds on the error of approximation by polynomial interpolation have
been derived in the literature for bases of Lagrange polynomials and bases
of Newton polynomials.
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5.1. Lagrange polynomials. Using a basis of Lagrange polynomials, Pow-
ell [7] derived the following bound for the error between the quadratic inter-
polating polynomial and the function being interpolated:
|ef(x)| = |m(x)− f(x)| ≤ 1
6
M
∑
0≤j≤p−1
|Lj(x)|‖x− yj‖3, (31)
where M is an upper bound on the size of the third-order derivatives. We
point out that our approach uses instead a Lipschitz constant γQ for the Hes-
sian of f , but this is a minor difference since in most instances the practical
value for γQ is given by M .
The reader is also referred to Waldron [11] and the references therein for
related material about Lagrange interpolation.
In order to compare our bound for ef(x) given in Theorem 3.4 to the
bound (31), we show here that the definition of Λ-poisedness implies a bound
on the elements of the bases of Lagrange polynomials. This result is valid
for spaces of polynomials of any degree d. We start by giving the definition
of Lagrange polynomials.
Definition 5.1. Given a set of interpolation points Y = {0, y1, . . . , yp−1}, a
basis of p polynomials Lj(x), j = 0, . . . , p − 1, is called a basis of Lagrange
polynomials if
Lj(yi) = δij =

 1 if i = j,0 if i 6= j.
The constant Λ mentioned in the following result can be interpreted as ΛL,
ΛQ or ΛC.
Proposition 5.2. Assume we are given Y ⊂ B(∆) which is Λ-poised for
some Λ > 0. Then the Lagrange polynomials Lj(x), j = 0, . . . , p− 1, for the
set Y are bounded in B(∆), namely
max
x∈B(∆)
|Lj(x)| ≤ Λ, j = 1, . . . , p − 1
and
max
x∈B(∆)
|L0(x)| ≤ 1 + (p− 1)Λ.
On the other hand, if the Lagrange polynomials Lj(x), j = 0, . . . , p − 1, for
the set Y are bounded in absolute value in B(∆) by Λ, then the set Y is
((p− 1)1=2Λ)-poised.
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Proof : The Lagrange polynomials {Lj(x), j = 0, . . . , p − 1} form a basis in
the space of polynomials (of appropriate degree). Then by Lemma 1.1 and
from the Λ-poisedness of Y we have for any x ∈ B(∆):
Lj(x) = Lj(0) +
∑
1≤i≤p−1
λi(x)(Lj(yi)− Lj(0)) with |λi(x)| ≤ Λ,
i = 0, . . . , p − 1. From the fact that Lj(yi) = δij, it is easy to see that
Lj(x) = λj(x), j = 1, . . . , p− 1 (32)
and, therefore,
|Lj(x)| ≤ Λ, j = 1, . . . , p− 1. (33)
From L0(0) = 1 and L0(yi) = 0 for 1 ≤ i ≤ p− 1, we obtain
L0(x) = 1−
∑
1≤i≤p−1
λi(x),
which in turn implies
|L0(x)| ≤ 1 + (p − 1)Λ.
The first part of proof is completed.
Conversely, if |Lj(x)| ≤ Λ, j = 0, . . . , p−1, for all x ∈ B(∆) then, from (32),
‖λ(x)‖ ≤ (p− 1) 12Λ for all x ∈ B(∆).
Note that by setting x in (33) to yj, we conclude that
Λ ≥ 1.
By combining the error bound (31) for quadratic interpolation with the
result given in Proposition 5.2, we get
|ef(x)| ≤
(
3
2
(p− 1)MΛQ + 1
6
M
)
∆3.
This result is comparable to the error bound derived in this paper (see The-
orem 3.4 for the error estimate and (28) for a bound on θQ):
|ef(x)| ≤
(
α¯fQ(p− 1)γQΛQ + βfQγQ
)
∆3,
where α¯fQ = 3 + 4
√
2/2 and βfQ = 1/6. The two bounds are the same in the
main components, except for the constants. Our first constant, α¯fQ, is higher
because of the influence of the derivative terms (see Section 2.3).
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5.2. Newton polynomials. We briefly comment on the error estimate
derived by Sauer and Xu [9] for function values using bases of Newton poly-
nomials. This condition is of interest to us because it has been used in [3]
to prove global convergence of a trust-region method based on polynomial
interpolation. The analysis in [3] can now be simplified by using the results
in this paper. A bound on Newton polynomials can be derived in a similar
manner as was done for the Lagrange polynomials. However, the definition
of Newton polynomials is significantly more technical than that of Lagrange
polynomials and would not add substantial value to the paper. Consequently,
we omit the analysis.
5.3. Estimating the error in the derivatives. Our approach provides a
relatively straightforward analysis for the bounds on the approximation errors
in the derivatives. These bounds are necessary for the proof of convergence
of a trust-region interpolation-based optimization method. When using an
approach like the one followed in [7] or [9], where the error estimate for
function values is derived first, the error estimates for the derivatives would
then have to be obtained a posteriori. Except for the linear case, there is
no alternative simple derivation of the bounds on the error in the derivatives
that is known to the authors (see [11] for possible general bounds). In the
next paragraph we show why it is difficult to derive bounds on the error in
the derivatives directly from the bound on the error in the function.
Let us see first how to derive a bound on ‖eg(x)‖ from a bound like |ef(x)| ≤
cfL∆
2, with cfL > 0, for linear interpolation. Simple manipulation using an
expansion of f around x ∈ B(∆) with increment h such that x+ h ∈ B(∆),
lead us to
eg(x)>h ≤ 2cfL∆2 +
γL
2
‖h‖2,
where γL is the Lipschitz constant of ∇f . By setting h = (∆/‖eg(x)‖)eg(x),
we obtain
‖eg(x)‖ ≤
(
2cfL +
γL
2
)
∆.
Now, let us see what is needed to derive bounds on ‖eg(x)‖ and ‖EH(x)‖
from a bound like |ef(x)| ≤ cfQ∆3, with cfQ > 0, for quadratic interpolation.
Once again, simple manipulation using an expansion of f around x ∈ B(∆)
with increment h such that x+ h ∈ B(∆), lead us to
eg(x)>h+
1
2
h>EH(x)h ≤ 2cfQ∆3 +
γQ
6
‖h‖3,
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where γQ is the Lipschitz constant of ∇2f . To derive a bound on either eg(x)
or EH(x) from this expression one needs to have the other unknown term
bounded. In [3] it was assumed that the Hessians of the quadratic model and
of the function are uniformly bounded and, hence, so is EH(x). This results
in the bound ‖eg(x)‖ ≤ O(∆), which is clearly inferior to our bound and can
only provide global convergence to first-order critical points.
6. Ensuring well-poisedness
6.1. Ensuring well-poisedness in the quadratic case. In a typical
interpolation-based trust-region optimization method an interpolation set
is maintained at each iteration. Based on this set an interpolation model is
constructed. To guarantee the quality of the interpolation model, i.e., the
appropriate error estimates in the function and in its derivatives, one needs
to make sure that the poisedness of the interpolation set does not deteriorate
arbitrarily from iteration to iteration. That can be guaranteed in at least two
ways. One is to select a “good” interpolation set a priori and keep shifting
and scaling at each iteration to place it inside the current region of interest.
This is somehow related with the use of a finite number of positive bases
in pattern search methods (see [2], [10]). An alternative method (used in
[3], [4]) is to update the interpolation set by one or two interpolation points
per iteration, while ensuring that it satisfies some sufficient well-poisedness
condition. If such a condition is not satisfied then at least one “bad” point
is replaced by a “good” point.
The algorithm that we describe in this section builds an interpolation set
Y , or modifies an already existing one, using Gaussian elimination. The
outcome of the algorithm is therefore a matrix Qp−1×p−1 (defining Y ) and
its LU factors. The Gaussian elimination is performed by rows. Thus, since
the points in Y appear by rows in Qp−1×p−1, the algorithm computes a new
point yi — or modifies the already existing one — only when the i-th row is
being factorized.
Our algorithm checks if the current set is well-poised, and if not, identifies
“bad” points and replace them by “good” points. We will later explain how
the criterion of the good geometry used by the algorithm relates to the Λ-
poisedness condition.
We will present the algorithm for the case of quadratic interpolation. The
extension to higher degree interpolations is straightforward. We describe the
algorithm in the situation where the points lie in a ball of radius 1. If the
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radius is ∆ 6= 1 then one can simply scale Y by 1/∆, apply the algorithm
and then scale back the (possibly) new interpolation set.
Algorithm 6.1 (Ensuring well-poisedness — fully quadratic model).
Step 0: Let φ¯(x) denote the mapping defined in (16). Choose some
threshold ξ such that 0 < ξ < 12 ,
Step 1: Choose i∗ such that i∗ = argmax{|φ¯1(yi)| : i = 1, . . . , p− 1}.
If |φ¯1(yi∗)| ≥ ξ, then swap the points y1 and yi∗ in Y and set U1×1:p−1 =
φ¯(y1)>.
For k = 2, . . . , p− 1:
Step k: Assume that the first k − 1 steps of Gaussian elimination
have been completed, hence, we have the first k − 1 rows of the
upper triangular matrix U : U1:k−1×1:p−1. If yk = x then the ele-
ment Uk;k, i.e., the k-th pivot element in the Gaussian elimination
process, can be expressed as
Uk;k(x) = φ¯k(x)− φ¯1(x)U1;k
U1;1
− · · · − φ¯k−1(x) Uk−1;k
Uk−1;k−1
.
Clearly Uk;k(x) is a quadratic polynomial in x, and can be written
as (vk)>φ¯(x) with vk ∈ IRp−1 and ‖vk‖∞ ≥ 1.
Find i∗ = argmax{|(vk)>φ¯(yi)| : i = k, . . . , p − 1}.
If |(vk)>φ¯(yi∗)| ≥ ξ then set x = yi∗ and swap the points yk and
yi
∗
in Y .
If |(vk)>φ¯(yi∗)| < ξ then find
x = yk = argmaxx∈B(1)|(vk)>φ¯(x)|.
• Update the factorization
Uk;i = φ¯i(x)− φ¯1(x)U1;i
U1;1
− · · · − φ¯k−1(x) Uk−1;i
Uk−1;k−1
, k < i ≤ p− 1.
Since ‖vk‖∞ ≥ 1 and ξ < 1/2 we know from Lemma 3.3 that
max
x∈B(1)
|(vk)>φ¯(x)| ≥ 1
2
> ξ.
Proposition 6.1. Algorithm 6.1 computes a set Y of p = (n + 1)(n + 2)/2
points in the unit ball B(1) centered at y0 = 0 for which the pivots of the
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Gaussian elimination of Qp−1×p−1 satisfy
∣∣∣∣dQii
∣∣∣∣ ≥ 1
2
> ξ, i = 1, . . . , p − 1.
The effort required by the algorithm for the Gaussian elimination is of the
order of O(n6) floating point operations. The algorithm requires, moreover,
in the worst case, the maximization of n − 1 linear functions and p − 1 − n
quadratic functions and the minimization of their symmetric counterparts,
in a ball of radius 1. Strictly speaking we only need to guarantee the compu-
tation of a point with objective function value greater than or equal to 1/2.
This can be done by using the same arguments used in Lemma 3.3 to prove
that this bound of 1/2 is achievable, which has the advantage of reducing
each pair of optimization problems to a trivial enumeration.
The outcome of Algorithm 6.1 can be written in the form Qp−1×p−1 = LDU
where ‖D−1‖ ≤ ξ(p − 1)12 and L and U are lower and upper triangular
matrices, respectively, with ones in the diagonals. Thus, the constant ΛQ in
the definition of ΛQ–poisedness can be estimated as
‖Q−1p−1×p−1‖ ≤ ξ(p − 1)
1
2‖L−1‖‖U−1‖ = ΛQ.
The sizes of ‖L−1‖ and ‖U−1‖ are related with the growth factor of the
factorization, and are expected to be of reasonable size for most practical
instances.
6.2. Ensuring well-poisedness in the linear case. It is straightforward
to adapt Algorithm 6.1 to the linear case for which the threshold ξ for the
absolute value of the pivots is required to satisfy 0 < ξ < 1. Moreover, in
the linear case it is possible to identify the geometry in Y that yields the
smallest possible bound on the norm of L−1n×n. Let us also assume here that
y0 = 0 and that the points lie in a ball of radius 1. The problem we are
looking at can be formulated as
min
L∈IRn×n
‖L−1‖ s.t. ‖e>i L‖ = 1, i = 1, . . . , n,
reflecting the fact that the points lie on the boundary of the ball B(1). Using
the SVD representation L = UDV , we can pose the problem as
min
U;D∈IRn×n
‖D−1‖ s.t. ‖DU>ei‖ = 1, i = 1, . . . , n,
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where D represents a diagonal matrix and U is an orthogonal matrix. Now,
squaring the n constraints and summing them up, we obtain (recall that the
columns of U have norm 1)
n∑
j=1
D2jj = n. (34)
Our goal is to minimize ‖D−1‖, in other words, to find the largest smallest
value for the diagonal entries of D verifying (34). It is obvious that the best
solution is when all the entries of D are equal to 1. Thus, an optimal solution
for the problem is given by D = U = I. By setting V = I, we conclude that
Ln×n = I,
i.e., yi = ei, i = 1, . . . , n, is an optimal geometry, in the sense that it mini-
mizes ‖L−1‖ and consequently it minimizes the constant ΛL in the definition
of ΛL–poisedness. In the case where y
0 = 0 and Y ⊂ B(1), the optimal value
for ΛL is 1. The resulting geometry corresponds to a simplex with a vertex
y0 at the origin and with n−1 angles of amplitude pi/2 between faces. When
n = 2 we get one angle of amplitude pi/2 and two angles of amplitude pi/4:
y0 =

 0
0

 , y1 =

 1
0

 , y2 =

 0
1

 .
We point out that the angles between the faces of the simplex corresponding
to the optimal geometry described above do not share the same amplitude.
The reason lies in the fact that the measure of well-poisedness was related to
the matrix Ln×n and the specifically chosen basis of monomials. If, instead,
we consider the matrix Lq×n as suggested in Section 2.3 and optimize with
respect to the smallest nonzero singular value, the resulting geometry would
consist of a simplex with angles of uniform amplitude between the faces.
Such a simplex could be computed as follows. First we compute n normalized
vectors w0, . . . , wn−1 such that
(wi)>wj = −1/n, i, j ∈ {0, . . . , n− 1}, i 6= j.
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By setting W = [w0 · · ·wn−1], we have that W>W = A, where A is the
matrix given by
A =


1 −1/n −1/n · · · −1/n
−1/n 1 −1/n · · · −1/n
...
... . . .
...
...
... . . .
...
−1/n −1/n −1/n · · · 1


.
The matrix A is symmetric, diagonally dominant with positive diagonal el-
ements, and therefore positive definite. Using the eigenvalue decomposi-
tion A = QDQ>, one obtains W = QD
1
2Q>. The n + 1-th point is
given by wn = −∑0≤i≤n−1 wi, yielding ‖wn‖ = 1 and (wi)>wn = −1/n,
i = 0, . . . , n− 1. The resulting geometry is a simplex with angles of uniform
amplitude between the faces. To obtain the desired simplex we would have to
scale the simplex formed by w0, . . . , wn so that its faces have unitary length,
shift one of its vertices to the origin, and fix y1 = e1. When n = 2, we have
that q = n(n + 1)/2 = 3 and
L3×2 =


(y1 − y0)>
(y2 − y0)>
(y2 − y1)>

 =


(y1)>
(y2)>
(y2 − y1)>

 ,
and we get three angles of amplitude pi/3:
y0 =

 0
0

 , y1 =

 1
0

 , y2 =

 1/2√
3/2

 .
This uniform simplex is associated with the uniform minimal positive basis [1]
used in pattern search methods.
7. Concluding remarks
In this paper we have addressed multivariate polynomial interpolation for
interpolation sets in n-dimensional spaces and polynomials spaces of any de-
gree d. Our approach is motivated from numerical considerations in the sense
that we are only interested in developing error bounds involving constants
coming from identifiable and, if possible, controllable sources of error. Our
error estimates identify two main sources for the error: the smoothness of
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the function being interpolated and the geometric disposition of the interpo-
lating points. In practical situations only the geometry of the interpolation
set is controllable.
We have introduced a measure of the quality of the geometry of the in-
terpolating set, called Λ–poisedness. The better the geometry, the better
Λ–poised is the set, meaning that the smaller the constant Λ is. The con-
stant Λ appears in all interpolating error bounds, directly linking the quality
of the interpolating geometry with the quality of the interpolating estima-
tion. Moreover, we developed algorithms to improve the geometry of the
interpolation set.
Our approach is also novel in the way the error estimates are derived. The
proofs are simple and follow directly from the interpolating conditions. In
just one argument related with a system of linear equations, we show how
to derive the bounds in all the derivative errors between the function and its
interpolating polynomial. The error in the function values is then derived a
posteriori.
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