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Abstract
Let T be a tree and L be its Laplacian matrix. With respect to a given vector Y which gives a valuation
of vertices of T , a vertex u of T is called a characteristic vertex if Y [u] = 0 and if there is a vertex w
adjacent to u with Y [w] /= 0; and an edge {u,w} of T is called a characteristic edge if Y [u]Y [w] < 0. The
characteristic set of T with respect to Y , denoted byC(T , Y ), is defined as the collection of all characteristic
vertices and characteristic edges of T . For the kth smallest eigenvalue λk (k  2) of T , if λk > λk−1, the
corresponding eigenvector Y of λk is called a k-vector. A tree T is called k-simple if |C(T , Y )| = 1 for
all k-vectors Y . We show that k-simple trees exist and characterize them. We also show the characteristic
sets determined by all the k-vectors is the same, which is consistent with the property of 2-simple tree (i.e.,
arbitrary tree). Finally, we give some properties of the eigenvalues and eigenvectors of a k-simple tree.
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1. Introduction
Let G = (V ,E) be a simple graph with vertex set V = V (G) = {v1, v2, . . . , vn} and edge set
E = E(G). Denote by d(v) the degree of v ∈ V in the graph G. The adjacency matrix related
to this graph is defined as A = A(G) = [aij ]n×n, where aij = 1 if {vi, vj } ∈ E and aij = 0
otherwise. The Laplacian matrix ofG isL = L(G) = D(G) − A(G), whereD(G) is the diagonal
matrix diag{d(v1), d(v2), . . . , d(vn)}. Obviously L(G) is symmetric and positive semi-definite
so that its eigenvalues can be arranged as follows:
0 = λ1(G)  λ2(G)  · · ·  λn(G).
We briefly call the eigenvalues and eigenvectors of L(G) as those of G, respectively. Note that
for a symmetric real matrix, we always order its eigenvalues as above. Henceforth by λi(A) we
denote the ith smallest eigenvalue of a real symmetric matrix A.
With respect to a given vector Y which gives a valuation of the vertices of a graph G, a vertex
v of G is called a characteristic vertex if Y [v] = 0 and if there is a vertex w adjacent to v, such
that Y [w] /= 0; and an edge e = {u,w} of G is called a characteristic edge if Y [u]Y [w] < 0. By
C(G, Y ) we denote the characteristic set of G respect to the vector Y , which is defined as the
collection of all characteristic vertices and characteristic edges of G with respect to Y . Denote
by 1 a vector with all entries ones. If G is connected, then the zero eigenvalue is simple with the
corresponding eigenvector 1, and any other eigenvector Y corresponding to a nonzero eigenvalue
is orthogonal to 1, and hence |C(G, Y )|  1.
Considering λ2(G) as a quantitative measure of the connectivity of G, Fiedler [2], terms it the
algebraic connectivity of G. The study of the algebraic connectivity receives much attention from
researchers, see e.g., [8,9]. Fiedler gives a remarkable result on the structure of the eigenvectors
corresponding to the algebraic connectivity (also called Fiedler vectors) of a simple graph; see
[4, Theorem (3,12)]. Fiedler’s result motivates a lot of work on eigenvectors structure, see, e.g.,
[1,3,7,10]. We now list some results related to this paper.
Let T be a tree. Fiedler shows that |C(T , Y )| = 1 for any Fiedler vector Y of T [4, Theorem
(3,14)]. This result is strengthened and generalized as follows. One is proved by Merris that
C(T , Y ) is fixed regardless of the choice of Fiedler vectors Y [7, Theorem 2]. The other is by
Bapat and Pati that C(G, Y ) has at most m − n + 2 elements for any connected graph G with n
vertices and m edges and for a Fiedler vector Y [1, Corollary 13].
In [3] Fiedler investigates the eigenvector of acyclic matrices and obtains some results on
more general eigenvalues and eigenvectors of trees (not necessarily the algebraic connectivity
and the Fiedler vector), one of which is that: if a tree T has an eigenvector Y corresponding λk(T )
with all entries different from zero, then λk(T ) is simple and |C(T , Y )| = k − 1. Also for a tree
T , Pati gives a complete description of the eigenvector corresponding to λ3(T ) in the case of
λ3(T ) > λ2(T ) [10, Theorem 3.5].
Due to Pati, an eigenvector of G is called a 3-vector if this eigenvector is corresponding to
λ3(G) and if λ3(G) > λ2(G) [10]. One may define similarly that an eigenvector of G is called a
k-vector if this eigenvector is corresponding to the λk(G) and λk(G) > λk−1(G). (So a Fiedler
vector is a 2-vector.) Pati shows that |C(T , Y )|  2 for any 3-vector Y of T ; see [10, Theorem
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3.5]. He points out that if |C(T , Y )| = 1 then the unique characteristic element must be a vertex,
and he also gives an example to demonstrate the existence of such tree in which λ3(T ) is simple.
By results above, for any 2-vector (or Fiedler vector) Y of a tree T , C(T , Y ) has exactly one
element (a vertex or an edge), and is determined only by the tree T itself (independent of Y ). For
a 3-vector Y of T , C(T , Y ) contains either one or two elements. Obviously, if λ3(T ) is simple,
thenC(T , Y ) is fixed as Y is unique up to a multiple scalar. However if λ3(T ) is multiple,C(T , Y )
has the possibilities of containing one element and containing two elements; see Example 3.6 of
[10]. So it is difficult to investigate the tree structure from a given characteristic set C(T , Y ) for
some 3-vector Y .
We now pose the following problem:
For arbitrary given integer k  2, whether does a tree T exist such that |C(T , Y )| = 1 for all
k-vectors Y ?
The tree with the above property is called k-simple. (Note that any tree is 2-simple.) In this article
we supply an answer to the above problem. We show that k-simple trees exist and characterize
them for k  3. We also show for any k-simple tree T , C(T , Y ) is only determined by the tree T
itself, which is consistent with the property of 2-simple tree (i.e., arbitrary tree). Finally, we give
some properties of the eigenvalues and eigenvectors of a k-simple tree.
2. Main result
Let G be a connected graph on n vertices and let Y be a vector ofRn which gives a valuation of
vertices of G. We will use following notations. For U ⊆ V (G),W ⊆ V (G), denote by L[U,W ]
the submatrix of L with rows corresponding to the vertices of U and columns corresponding to the
vertices of W , if U = W , L[U,W ] is simply written as L[U ]; and similarly, denote by Y [U ] the
subvector of Y corresponding to the vertices of U . For convenience, we usually write L[G1,G2]
and Y [G1] instead of the standard L[V (G1), V (G2)] and Y [V (G1)] for two subgraphs G1, G2 of
G, respectively. With respect to Y , a nonzero (zero, negative, positive) vertex v ∈ V is one such
that Y [v] /= 0 (Y [v] = 0, Y [v] < 0, Y [v] > 0, respectively). A subgraph H of G containing a
nonzero vertex is called a nonzero subgraph of G. Similarly, a subgraph H of G is called positive
(and respectively, negative) if V (H) consists of positive (and respectively, negative) vertices.
Henceforth we focus on the k-vectors of a tree T and always assume that k  3. We simply
write kλ and L instead of λk(T ) and L(T ), respectively, if no conflict exists there.
The following result can be obtained from well-known lemmas for nonnegative matrices; see
e.g., [6].
Lemma 2.1. Let A be a symmetric, irreducible M-matrix. Then the smallest eigenvalue λ1(A) of
A is simple and the corresponding eigenvector is positive, unique up to a scalar multiple. If there
exists a positive vector X such that AX  αX, then λ1(A)  α with equality if and only if X is
an eigenvector of A corresponding to the eigenvalue α.
Denote by λ−(A) and λ+(A) the number of negative and positive eigenvalues (multiplicity
included) of A, respectively.
Proposition 2.2 ([3], Lemma (1,12)). Let
A =
[
B C
CT d
]
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be a partitioned real symmetric matrix, where C is a vector. If there exist a vector U such that
BU = 0 and CTU /= 0, then
λ−(A) = λ−(B) + 1.
Lemma 2.3 ([10], Lemma 2.3). Let G be a connected graph and Y be an eigenvector of G
corresponding to a nonzero eigenvalue λ. Suppose that v ∈ C(G, Y ) and G − v has a positive
component. Then for any other eigenvector Z corresponding to λ, Z[v] = 0.
An n × n matrix A will be called acyclic if it is symmetric and if for any mutually distinct
indices k1, k2, . . . , ks(s  3) in {1, 2, . . . , n}, the equality A[k1, k2]A[k2, k3] · · ·A[ks, k1] = 0 is
fulfilled.
Lemma 2.4 ([3], Theorem (2,3)). Let A be an n × n acyclic matrix. Let Y be an eigenvector
of A corresponding to an eigenvalue λ. Denote by ω+ and ω−, respectively, the number of
eigenvalues of A greater than and less than λ. Let there be no “isolated ” zero coordinate of Y,
that is coordinate Y [k] = 0 such that A[k, j ]Y [j ] = 0 for all j. Then
ω+ = a+ + r, ω− = a− + r,
where r is the number of zero coordinates of Y, a+ is the number of those unordered pairs {i, k}
for which
A[i, k]Y [i]Y [k] < 0,
and a− is the number of those unordered pairs {i, k} for which
A[i, k]Y [i]Y [k] > 0.
The following is an immediate corollary and the proof is parallel to that of Pati’s results [10,
Corollary 3.2, Theorem 3.5(I)].
Corollary 2.5. Let T be a tree and let Y be a k-vector of T . Then 1  |C(T , Y )|  k − 1. In
particular, if |C(T , Y )| = 1, then the unique element of C(T , Y ) is a vertex.
Proof. Let T be a graph obtained from T by deleting those zero vertices of T which are not
characteristic vertices. It is clear that kλ is also an eigenvalue of L[T ] corresponding to the
eigenvector Y [T ], and
C(T , Y ) = C(T , Y [T ]).
Note that L[T ] is a acyclic matrix and its eigenvector Y [T ] corresponding to the eigenvalue kλ
has no isolated zero coordinates. Applying Lemma 2.4 to L[T ] and Y [T ], we have ω− = a− + r .
One can find that a− and r are exactly the number of characteristic edges and the characteristic
vertices in C(T , Y [T ]), respectively. Hence
|C(T , Y [T ])| = a− + r = ω−  k − 1,
where the last inequality follows from that L[T ] is a principal submatrix of L and L has exactly
k − 1 eigenvalues less than kλ.
For the case of |C(T , Y )| = 1, assume that Y has no zero entries. Then in the proof above,
T = T , r = 0 and
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|C(T , Y )| = a− = ω− = k − 1  2,
which yields a contradiction. The result follows. 
Lemma 2.6. Suppose that Y is a k-vector of a tree T and u is a vertex in C(T , Y ). Suppose that
|C(T , Y )|  2. Then there exists m (1  m  k − 2) components T 10 , . . . , T m0 of T − u for which
λ1(L[T i0 ])  λk−2
(
m⊕
i=1
L[T i0 ]
)
< kλ  λk−1
(
m⊕
i=1
L[T i0 ]
)
, for i = 1, . . . , m.
There is at least one component T1 of T − u for which λ1(L[T1]) = kλ. For the rest of com-
ponents T2, . . . , λ1(L[Ti])  kλ. Further, if kλ is not an eigenvalue of ⊕mi=1 L[T i0 ], then there
exists another component T2( /= T1) such that λ1(L[T2]) = kλ.
Proof. Let Y give a valuation of the vertices of T . T − u has at least two nonzero components
C1, C2. As |C(T , Y )|  2, at least one of C1 and C2 is negative or positive, say C1. Note that
L[Ci]Y [Ci] = kλY [Ci], for i = 1, 2,
which implies that kλ is an eigenvalue of L[Ci]. Furthermore, by Lemma 2.1 we get λ1(L[C1]) =
kλ as Y [C1] is positive or negative.
Take Z be a vector such that Z[C1] = Y [C1] and Z[v] = 0 for v ∈ V (T )\V (C1). Let w be
the unique vertex of C1 adjacent to the vertex u in T . Then
L[T − u]Z[T − u] = kλZ[T − u],
Z[T − u]TL[T − u, u] = Y [C1]TL[C1, u] = −Y [w] /= 0.
Considering the matrix (L − kλI) and its principal submatrix (L[T − u] − kλI) and the vector
(L − kλI)[T − u, u] = L[T − u, u] corresponding respectively to the matrices A, B and the
vector C in Proposition 2.2, we have
λ−(L − kλI) = λ−(L[T − u] − kλI) + 1. (2.1)
Then λ−(L[T − u] − kλI) = λ−(L − kλI) − 1 = k − 2, which implies that
λk−2(L[T − u]) < kλ, (2.2)
and
λk−1(L[T − u])  kλ. (2.3)
By (2.2) and the fact k  3, we may assume that T 10 , . . . , T m0 (m  1) are those components
of T − u such that λ1(L[T i0 ]) < kλ for i = 1, . . . , m. Then m  k − 2 by (2.3). For the other
components Ti of T − u, λ1(L[Ti])  kλ. So
λk−2(L[T − u]) = λk−2
(
m⊕
i=1
L[T i0 ]
)
< kλ, λk−1
(
m⊕
i=1
L[T i0 ]
)
 kλ,
and hence λ1(L[T i0 ])  λk−2
(⊕m
i=1 L[T i0 ]
)
as λ1(L[T i0 ]) < kλ.
Note that kλ is also an eigenvalue of L[C2] as proved. If kλ is not an eigenvalue of⊕mi=1 L[T i0 ],
then C2 /= T i0 for i = 1, . . . , m, and hence C2 is one of the components Ti of T − u with
λ1(L[Ti])  kλ. So λ1(L[C2])  kλ and hence λ1(L[C2]) = kλ as kλ is an eigenvalue of
L[C2]. 
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Remark 2.7. Suppose that Y is a k-vector of a tree T and u is a vertex in C(T , Y ). Suppose also
that |C(T , Y )|  2. By Lemma 2.6, all components T i0 (i = 1, . . . , m; 1  m  k − 2), T j1 (j =
1, . . . , p;p  1), T l2(l = 1, . . . , q; q  0) (q = 0 here and in the following means that these
components do not exist) of T − u can be ordered as follows: for 1  i  m, 1  j  p, 1 
l  q,
λ1(L[T i0 ])  λk−2
(
m⊕
i=1
L[T i0 ]
)
< λ1(L[T j1 ]) =
⎧⎪⎨
⎪⎩
kλ  λk−1
(
m⊕
i=1
L[T i0 ]
)
,
kλ < λ1
(
L[T l2 ]
)
.
Denote by mA(λ) the multiplicity of λ as an eigenvalue of the matrix A. If λ is not an eigenvalue
of A, set mA(λ) = 0.
Theorem 2.8. Suppose Y is a k-vector of a tree T and u is a vertex inC(T , Y ). Suppose also that
|C(T , Y )|  2. Let T i0 , T j1 , T l2 be the components of T − u as described in Remark 2.7. Then
mL(
kλ) = p − 1 + m⊕m
i=1 L[T i0 ](
kλ).
Proof. Let Y give a valuation of the vertices of T . Since |C(T , Y )|  2, T − u necessarily has
a positive or a negative component. For any k-vector X, X[u] = 0 by Lemma 2.3, and for any
component C of T − u,
L[C]X[C] = kλX[C].
Let wi0, w
j
1 be respectively the unique vertices of T
i
0 , T
j
1 which are adjacent to u in T . We
divide the proof in two cases.
Case 1: kλ is not an eigenvalue of
⊕m
i=1 L[T i0 ]. Then for any k-vector X, by the equality in
above paragraph, we have X
(⊕m
i=0 L[T i0 ]
) = 0 and X[T l2 ] = 0 as kλ is also not an eigenvalue
of T l2 for l = 1, . . . , q.
By Lemma 2.6, T − u has at least two components T1, T2 with λ1(L[Ti]) = kλ for i = 1, 2. So
in the order of the components of T − u in Remark 2.7, we have p  2. For i = 1, . . . , p − 1, let
Zi,p be the vector such that Zi,p[T i1 ] be a positive eigenvector of L[T i1 ], −Zi,p[T p1 ] be a positive
eigenvector of L[T p1 ], Zi,p is zero elsewhere, and Zi,p[wi1] = −Zi,p[wp1 ]. It is easy to verify that
X is a vector in the span of the linear independent set of k-vectors {Zi,p, i = 1, . . . , p − 1}, and
the result follows.
Case 2: kλ is an eigenvalue of
⊕m
i=0 L(T i0 ). Suppose W1, . . . ,Wr are the independent eigen-
vectors of
⊕m
i=1 L[T i0 ] corresponding to kλ. For j = 1, . . . , r , define Zj,p be the vector such that
Zj,p
[⋃m
i=1 T i0
] = Wj , Zj,p[T p1 ] is α times a positive eigenvector X of L[T p1 ], and Zj,p is zero
elsewhere, where α = − (∑mi=1 W [wi0]) /X[wp1 ]. Combining the vectors Zj,p and the vectors
Zi,p defined in Case 1, we get a set of vectors {Zj,p, Zi,p : j = 1, . . . , r; i = 1, . . . , p − 1}. It is
routine to see that it is a linear independent set of k-vectors and any k-vector X is really a linear
combination of these vectors. The result also follows. 
Corollary 2.9. Let T be a k-simple tree.
(1) For a given k-vector Y of T withC(T , Y ) = {u}, let T i0 , T j1 , T l2 be the components of T − u
as described in Remark 2.7. Then p  2 in the order of the components of T − u in Remark 2.7,
and kλ is not an eigenvalue of ⊕mi=1 L[T i0 ] so that
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mL(
kλ) = p − 1,
and Y
[⋃m
i=1 T i0
] = 0, Y [⋃ql=1 T l2] = 0, Y [T j1 ] is either positive or negative or zero for j =
1, . . . , p. Furthermore,
λk−2
(
m⊕
i=1
L[T i0 ]
)
< kλ < λk−1
(
m⊕
i=1
L([T i0 ]
)
.
(2) C(T , Y ) = {u} for any k-vector Y, that is,C(T , Y ) is fixed regardless of the choice of
k-vectors Y.
Proof. Let Y give a valuation of the vertices of T . As C(T , Y ) = {u}, T − u contains a positive
component T1 and a negative component T2. One can find that L[Ti]Y [Ti] = kλY [Ti] for i = 1, 2
so that kλ = λ1(L[T1]) = λ1(L[T2]) by Lemma 2.1. Then p  2 in the order of the components
of T − u in Remark 2.7.
We now assert kλ is not an eigenvalue of
⊕m
i=1 L[T i0 ] so that mL(kλ) = p − 1 by Theorem
2.8. Otherwise, from the Case 2 of the proof of Theorem 2.8, the eigenvectors Wj(1  j  r)
of
⊕m
i=1 L[T i0 ] corresponding to the eigenvalue kλ contains both positive and negative entries
by Lemma 2.1 as kλ > λ1(L[T i0 ]) for i = 1, . . . , m. Therefore, |C(T ,Z)|  2 for the k-vectors
Z = Zj,p as defined in the proof of Theorem 2.8, which contradicts to the definition of k-simple
trees.
For i = 1, . . . , m, by the equality L[T i0 ]Y [T i0 ] = kλY [T i0 ], we get Y [T i0 ] = 0 as kλ is not
an eigenvalue of L[T i0 ]. Similarly, Y [T l2 ] = 0 for l = 1, . . . , q. As L[T j1 ]Y [T j1 ] = kλY [T j1 ] =
λ1(L[T j1 ])Y [T j1 ] for j = 1, . . . , p, Y [T j1 ] is either positive or negative or zero by Lemma 2.1.
From the order of the components of T − u as in Remark 2.7, we get λk−1
(⊕m
i=1 L[T i0 ]
)
 kλ.
However, kλ is not an eigenvalue of
⊕m
i=1 L[T i0 ]. So
λk−1
(
m⊕
i=1
L([T i0 ]
)
> kλ > λk−2
(
m⊕
i=1
L[T i0 ]
)
.
For any k-vector Z, by Lemma 2.3, Z[u] = 0. By a similar discussion to above, we get Z[T i0 ] =
0 and Z[T l2 ] = 0 for i = 1, . . . , m and l = 1, . . . , q. Also by Lemma 2.1 we find that Z[T j1 ]
is either positive or negative or zero for j = 1, . . . , p. Hence C(T ,Z) = {u}, and the result
follows. 
Remark 2.10. Let T be a k-simple tree, and let C(T , Y ) = {u} for any k-vector Y (by Corollary
2.9). By Corollary 2.9, the components T i0 , T j1 , T l2 of T − u can be further ordered as follows,
where 1  i  m(1  m  k − 2), 1  j  p(p  2), 1  l  q(q  0),
λ1(L[T i0 ]) λk−2
(
m⊕
i=1
L[T i0 ]
)
< λ1(L[T j1 ]) = kλ < min
{
λk−1
(
m⊕
i=1
L[T i0 ]
)
, λ1(L[T l2 ])
}
.
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Theorem 2.11. A tree T is k-simple if and only if there exists a cutpoint u ∈ V (T ) such that
the components of T − u can be ordered as follows, where i = 1, . . . , m(1  m  k − 2); j =
1, . . . , p(p  2); l = 1, . . . , q(q  0).
λ1(L[T i0 ]) λk−2
(
m⊕
i=1
L[T i0 ]
)
< λ1(L[T 11 ]) = · · · = λ1(L[T p1 ])
< min
{
λk−1
(
m⊕
i=1
L[T i0 ]
)
, λ1(L[T l2 ])
}
.
Proof. By Remark 2.10 (or Corollary 2.9), the necessity follows. So we just need to show the
sufficiency. Let λ1(L[T j1 ]) =: α, j = 1, . . . , p. We divide the discussion into two assertions. In
Assertion 1 we show that T has k-vectors or equivalently λk(T ) > λk−1(T ) by the definition
of k-vectors. In Assertion 2, we show that T is k-simple, or equivalently, for any k-vector Y ,
|C(T , Y )| = 1.
Assertion 1. λk(T ) = α > λk−1(T ), and hence kλ = α.
As p  2, from above order we find that λk−1(L[T − u]) = λk(L[T − u]) = α as p  2. By
Cauchy interlacing theorem, (see [6]), we get λk(T ) = α. By Lemma 2.1, there exist a positive
eigenvector Z1 such that L[T 11 ]Z1 = αZ1. Let Z be a vector such that Z[T 11 ] = Z1 and Z is zero
elsewhere. Similar to the discussion of (2.1) in the proof of Lemma 2.6, we get
λ−(L(T ) − αI) = λ−(L[T − u] − αI) + 1.
By the order of the components of T − u in the theorem, we have λ−(L[T − u] − αI) =
k − 2 so that λ−(L(T ) − αI) = k − 1, which implies λk(T )  α > λk−1(T ). So λk(T ) = α >
λk−1(T ).
Assertion 2. For any k-vector Y , Y [u] = 0, C(T , Y ) = {u}, and hence |C(T , Y )| = 1.
As in Case 1 of Proof of Theorem 2.8, Z1,p is a k-vector of T with Z1,p[u] = 0, also Z1,p
is positive on the component T 11 of T − u. By Lemma 2.3, for any k-vector Y of T , we have
Y [u] = 0. As kλ is not an eigenvalue of L[T i0 ] or L[T l2 ], we get Y [T i0 ] = 0 and Y [T l2 ] = 0 for
i = 1, . . . , m and l = 1, . . . , q. By Lemma 2.1 Y [T j1 ] is either positive or negative or zero for
j = 1, . . . , p. Hence the assertion follows. 
Theorem 2.12. Let T be a k-simple tree with the unique characteristic element (vertex) u. Then
kλ  1,
with equality only if T − u consists of p(p  2) isolated vertices and m(1  m  k − 2) com-
ponents each containing at least 2 vertices.
Furthermore, a tree T is k-simple with the characteristic vertex u and kλ = 1 if and only if
T is obtained from the vertex u by appending p(p  2) pendent vertices and m(1  m  k − 2)
trees T1, . . . , Tm each containing at least 2 vertices to the vertex u such that for i = 1, 2, . . . , m,
λ1(L[Ti])  λk−2
(
m⊕
i=1
L[Ti]
)
< 1 < λk−1
(
m⊕
i=1
L[Ti]
)
.
Proof. For any component C of T − u, let Y =: L[C]1. Then Y [w] = 1 and Y is zero on every
other vertex of C, where w is the unique vertex of C adjacent to u in T . So
L[C]1  1.
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By Lemma 2.1, λ1(L[C])  1 with equality if and only if 1 is an eigenvector of L[C] neces-
sarily corresponding to the eigenvalue 1 (or equivalently L[C]1 = 1) if and only if C contains
exactly one vertex.
By above discussion we also find that for any component C of T − u, λ1(L[C])  1. So, in the
order of the components of T − u in Remark 2.10, if kλ = 1, then for l = 1, 2, . . . , q, the trees T l2
do not exist, and hence q = 0; for j = 1, 2, . . . , p(p  2), the trees T j1 hold that λ1(L[T j1 ]) = 1
so that T j1 consists of an isolated vertex; and for i = 1, . . . , m(1  m  k − 2), the trees T i0
contains at least 2 vertices as λ1(L[T i0 ]) < kλ = 1. The first result is proved.
The second result follows from above discussion and Theorem 2.11. 
Corollary 2.13. Let T be a k-simple tree on n vertices and let ω be the number of eigenvalues of
T greater than 1 (multiplicity included). Then k  n − ω − mL(kλ) + 1.
Proof. The number of eigenvalues of L not greater than kλ is exactly k + (mL(kλ) − 1). By
Theorem 2.12, kλ  1. So the number of eigenvalues of L not greater than 1 is at least k +
(mL(
kλ) − 1). Then k + (mL(kλ) − 1) + ω  n and the result follows. 
Corollary 2.14. Let T be a k-simple tree on n vertices and let μ(T ) be the matching number of
T . Then k  n − μ(T ), in particular k  n − 2.
Proof. If μ(T ) = 1, then T is a star and cannot be k-simple for k  3. Hence μ(T )  2. Let
ωˆ be the number of eigenvalues of T not less than 2 (multiplicity included). By Theorem 2 and
Theorem 3 of [5], we have ωˆ  μ(T ). Then we have
k + μ(T )  k + (mL(kλ) − 1) + ωˆ  n,
where the left inequality holds as mL(kλ) − 1 = p − 2  0 by Corollary 2.9. The result follows.

Example 2.15. Let T be a tree on n = 2m + p + 1 vertices obtained from a star on m + p + 1
vertices by appending m pendent edges each to m pendent vertices of the star respectively; see the
graph in Fig. 2.1. By Theorem 2.12, we get T is (m + 2)-simple with λm+2 = 1, and by Corollary
2.9 λm+2 = 1 has multiplicity p − 1 and for any (m + 2)-vector Y , Y [u] = 0 andC(T , Y ) = {u}.
From this example, we find thatμ(T ) = m + 1 andω  μ(T ), and then the inequality in Corollary
2.13 holds as equality.
At final, we give a property of k-vectors of a k-simple tree. We first introduce a result of Pati’s.
Fig. 2.1. A tree on 2m + p + 1 vertices with p  2 and m  1.
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Lemma 2.16 ([10], Lemma 3.4). LetT be a tree and letY be an eigenvector ofL(T ) corresponding
to the eigenvalue λ( /= 0). Let {vi, vj } be an edge of T . Suppose that the component Tj of T − vi
containing vj is positive. Then along any path that starts at vj and does not contain vi the entries
of Y increase and are concave down.
Theorem 2.17. Let T be a k-simple tree with the unique characteristic element (vertex) u and
Y be any k-vector. Then each component of T − u is either zero, or positive or negative, and
along any path in T which stars at u, the entries of Y either increase and are concave down, or
decrease and are concave up, or are identically zero.
Proof. The result follows from Corollary 2.9 and Lemma 2.16. 
References
[1] R.B. Bapat, S. Pati, Algebraic connectivity and the characteristic set of a graph, Linear and Multilinear Algebra 45
(1998) 247–273.
[2] M. Fiedler, Algebraic connectivity of graphs, Czechoslovak Math. J. 23 (1973) 298–305.
[3] M. Fiedler, Eigenvectors of acyclic matrices, Czechoslovak Math. J. 25 (1975) 607–618.
[4] M. Fiedler, A property of eigenvectors of nonnegative symmetric matrices and its applications to graph theory,
Czechoslovak Math. J. 25 (1975) 619–633.
[5] Guo Ji Ming, Tan Shang Wang, A relation between the matching number and Laplacian spectrum of a graph, Linear
Algebra Appl. 325 (2001) 71–74.
[6] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, 1985.
[7] R. Merris, Characteristic vertices of trees, Linear and Multilinear Algebra 22 (1987) 115–131.
[8] R. Merris, Laplacian matrices of graphs: a survey, Linear Algebra Appl. 197/198 (1994) 143–176.
[9] B. Mohar, Laplace eigenvalues of graphs – a survey, Discrete Math. 109 (1992) 171–183.
[10] S. Pati, The third smallest eigenvalue of the Laplacian matrix, Electron. J. Linear Algebra 8 (2001) 128–139.
