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SANDPILES ON THE SQUARE LATTICE
BOB HOUGH, DANIEL C. JERISON, AND LIONEL LEVINE
Abstract. We give a non-trivial upper bound for the critical den-
sity when stabilizing i.i.d. distributed sandpiles on the lattice Z2.
We also determine the asymptotic spectral gap, asymptotic mixing
time and prove a cutoff phenomenon for the recurrent state abelian
sandpile model on the torus pZ{mZq
2
. The techniques use analysis
of the space of functions on Z2 which are harmonic modulo 1. In
the course of our arguments, we characterize the harmonic mod-
ulo 1 functions in ℓppZ2q as linear combinations of certain discrete
derivatives of Green’s functions, extending a result of Schmidt and
Verbitskiy [35].
1. Introduction
1.1. Stabilization of i.i.d. sandpiles. A sandpile on the integer lat-
tice Z2 is a function σ : Z2 Ñ Zě0, where σpxq represents the number
of grains of sand at the site x. The sandpile σ is stable if each σpxq ď 3.
If some σpxq ě 4, then we may topple the sandpile at x by passing one
grain of sand from x to each of its four nearest neighbors. We say that
σ stabilizes if it is possible to reach a stable configuration from σ by
toppling each vertex finitely many times. If the heights pσpxqqxPZ2 are
i.i.d. random variables, we refer to σ as an i.i.d. sandpile.
Meester and Quant [32] asked which i.i.d. sandpiles stabilize almost
surely. It was proved by Fey and Redig [19] that such a sandpile σ must
satisfy Erσpxqs ď 3. This condition is not sufficient for stabilization:
for every p ą 0, the i.i.d. sandpile where each σpxq “ 2 with probability
1 ´ p and σpxq “ 4 with probability p almost surely fails to stabilize
[16]. Thus, for each 2 ă ρ ď 3, there are some i.i.d. sandpiles with
Erσpxqs “ ρ that do stabilize almost surely (e.g. when each σpxq P
t0, 1, 2, 3u) and others that fail to stabilize. This behavior contrasts
with the closely related divisible sandpile model, in which stabilization
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of a nonconstant i.i.d. initial condition σ is determined entirely by the
value of Erσpxqs [30].
Our first main theorem shows that an i.i.d. sandpile with Erσpxqs
slightly less than 3 cannot stabilize almost surely unless σpxq ď 3 with
high probability.
Theorem 1. There are constants c, d ą 0 such that any i.i.d. sandpile
σ on Z2 that stabilizes almost surely satisfies
(1) Erσpxqs ď 3´min `c, dEr|X ´X 1|2{3s˘
where X,X 1 are independent and distributed as σpxq.
If 3´Erσpxqs is small, then the inequality ProbpX ‰ X 1q ď Er|X´
X 1|2{3s implies that the law of σpxq is concentrated at a single value,
which must be at most 3. Some extra work would be required to extract
explicit values for the constants c and d from our proof of Theorem 1;
see the discussion following Lemma 15.
Theorem 1 answers a question posed by Fey, Meester, and Redig [18]
by demonstrating that an i.i.d. Poisson sandpile with mean sufficiently
close to 3 almost surely does not stabilize. An interesting question
that remains open is whether there exists ǫ ą 0 such that the only
i.i.d. stabilizing sandpiles with Erσpxqs ą 3 ´ ǫ are those which are
already stable.
1.2. Cutoff for sandpiles on the torus. We also consider sandpile
dynamics on the discrete torus Tm “ pZ{mZq2, given as follows. The
point p0, 0q is designated sink and is special. Each non-sink point on
the torus has a sand allocation
(2) σ : Tmztp0, 0qu Ñ Zě0.
As on the integer lattice, if at some time a non-sink vertex has alloca-
tion at least 4 it may topple, passing one grain of sand to each of its
neighbors; if a grain of sand falls on the sink it is lost from the model.
Those states Sm for which σ ď 3 are stable. We consider the discrete
time dynamics, where a single step consists of dropping a grain of sand
on a uniformly randomly chosen vertex and then performing all legal
topplings until the model reaches a stable state. The abelian property
[11] ensures that this stable state does not depend on the order in which
the topplings were performed.
Those stable states Rm which may be reached from the maximal
state σ ” 3 are recurrent, whereas all other states are transient. Started
from any stable state, the sandpile model forms a Markov chain with
transition kernel Pm, which converges to the uniform measure URm on
recurrent states.
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Theorem 2. Let m ě 2. There is a constant c0 “ 0.348661174p3q and
tmixm “ c0m2 logm such that the following holds. For each fixed ǫ ą 0,
lim
mÑ8 minσPSm
›››P rp1´ǫqtmixm sm δσ ´ URm›››
TVpSmq
“ 1,(3)
lim
mÑ8 maxσPSm
›››P tp1`ǫqtmixm um δσ ´ URm›››
TVpSmq
“ 0.
Informally, the convergence to uniformity of the sandpile model on
the torus has total variation mixing time asymptotic to c0m
2 logm and
the transition to uniformity satisfies a cutoff phenomenon. Implicit in
the statement of Theorem 2 is that, with high probability, the time
to reach a recurrent state started from a general state in the model is
less than the mixing time. In Section 5 we give an easy proof using a
coupon collector-type argument that this hitting time is almost surely
Opm2?logmq. Also, the asymptotic mixing time of order m2 logm
is at a later point than is sampled in some statistical physics studies
regarding sandpiles, see [36].
We also determine asymptotically the absolute spectral gap of the
torus sandpile Markov chain.
Theorem 3. Let m ě 1. There is a constant
γ “ 2.868114013p4q
such that the absolute spectral gap of the sandpile Markov chain re-
stricted to its recurrent states satisfies
(4) gapm “
γ ` op1q
m2
as mÑ8.
The constants in the preceding theorems are reciprocals: c0γ “ 1.
An explicit formula for γ in terms of the Green’s function on Z2 is given
in Appendix B.
1.3. Functions harmonic modulo 1. Functions which are harmonic
modulo 1 play a central role in the proofs of Theorems 1–3. For X “ Z2
or X “ Tm, we say that f : X Ñ C is harmonic modulo 1 if
(5) p∆fqpi, jq :“ 4fpi, jq´fpi´1, jq´fpi`1, jq´fpi, j´1q´fpi, j`1q
is in Z for all pi, jq P X . The operator ∆ is the graph Laplacian on X .
Schmidt and Verbitskiy [35] characterized the set of all functions in
ℓ1pZ2q that are harmonic modulo 1. Their result can be stated using
discrete derivatives of the Green’s function on Z2. Let
(6) ν :“ 1
4
`
δp´1,0q ` δp1,0q ` δp0,´1q ` δp0,1q
˘
be the measure that drives simple random walk on Z2, and let ν˚n
be its n-th convolution power, so that ν˚npxq is the probability that a
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random walker started from the origin is at site x after n steps. The
Green’s function is defined by
(7) GZ2pxq :“ 1
4
8ÿ
n“0
rν˚npxq ´ ν˚np0, 0qs .
Evidently, GZ2p0, 0q “ 0. For nonzero x “ px1, x2q with }x}2 “a
x21 ` x22, it is known classically that GZ2pxq “ ´ 12π log }x}2 ` Op1q.
As shown in [20], this is the start of an asymptotic expansion, whose
first few terms we quote in Theorem 6.
It can easily be shown that ∆GZ2pxq “ ep0,0qpxq :“ 1tx “ p0, 0qu,
so GZ2 is harmonic modulo 1. By taking discrete derivatives, we can
find harmonic modulo 1 functions that decay to zero with }x}2. The
discrete derivatives D1f , D2f of any f : Z
2 Ñ C are defined as
(8) D1fpi, jq :“ fpi`1, jq´fpi, jq, D2fpi, jq :“ fpi, j`1q´fpi, jq.
If f is harmonic modulo 1, then so is any finite linear combination with
integer coefficients of translates of f , including D1f and D2f .
From the asymptotic expansion, it follows that the k-th derivatives of
GZ2 decay like the inverse k-th power of the radius. That is, if a` b “
k, then Da1D
b
2GZ2pxq “ O
`}x}´k2 ˘. When k ě 3, this implies that
Da1D
b
2GZ2 P ℓ1pZ2q. Thus, the third derivatives of GZ2, and all finite
integer linear combinations of their translates, are harmonic modulo 1
functions in ℓ1pZ2q. (Note that the fourth and higher derivatives are
linear combinations of translates of the third derivatives.)
For 1 ď p ă 8, let H ppZ2q be the set of all functions in ℓppZ2q that
are harmonic modulo 1. Also, let ⟪f1, . . . , fn⟫ denote the set of all finite
integer linear combinations of translates of the functions f1, . . . , fn on
the domain Z2, so that for example Da1D
b
2f P ⟪f⟫ for any a, b ě 0.
Theorem 4. The sets H ppZ2q, for 1 ď p ă 8, admit the following
characterization:
H
1pZ2q “ ⟪D31GZ2, D21D2GZ2 , D1D22GZ2 , D32GZ2 , ep0,0q⟫(9)
H
ppZ2q “ ⟪D21GZ2, D1D2GZ2 , D22GZ2⟫, 1 ă p ď 2
H
ppZ2q “ ⟪D1GZ2 , D2GZ2⟫, 2 ă p ă 8.
The first equality in (9), which is the most delicate part to prove, is
essentially a restatement of Theorem 2.4 in [35]. We provide a unified
proof of all three parts of Theorem 4 in Section 3.
Since the function ep0,0q is itself in H ppZ2q for all p, it is implicit in
the theorem statement that ep0,0q is a linear combination of translates
of second derivatives of GZ2. This is true because ∆GZ2 “ ep0,0q, and
the Laplacian ∆ is a second-order discrete differential operator.
1.4. Discussion of method. This section outlines the methods used
to prove Theorems 1–3.
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Theorem 1 says that if σ is an i.i.d. sandpile on Z2 that stabilizes
almost surely, then 3 ´ Erσpxqs is bounded below by a quantity that
measures the typical difference between the heights at two locations
σpxq, σpx1q. To prove the theorem, let upxq be the ‘odometer’ function
that counts the number of times a vertex x topples in passing from σ
to its stabilization σ8, so that σ8 “ σ ´∆u.
In Section 4 we observe that the modulo 1 harmonic functions are
dual to toppling in the following sense: If ξ P ℓ1pZ2q is harmonic modulo
1, then
(10) xσ, ξy ” xσ8, ξy mod 1, a.s.
where xf, gy “ řxPZ2 fpxqgpxq is the usual pairing. This provides a col-
lection of invariants which obstruct stabilization in the sandpile model.
To prove Theorem 1, we consider the characteristic functions
(11) χpσ; ξq “ E “e´2πixσ,ξy‰ , χpσ8; ξq “ E “e´2πixσ8,ξy‰
which, by (10), are equal. If Erσpxqs “ Erσ8pxqs is close to 3 (which is
the maximum possible value), then σ8pxqmust equal 3 for most x P Z2.
Choosing ξ so that
ř
xPZ2 ξpxq “ 0, χpσ8; ξq must be near χp3; ξq “ 1.
On the other hand, since the starting values σpxq are i.i.d.,
(12) χpσ; ξq “
ź
xPZ2
E
“
e´2πiσpxqξpxq
‰
.
The modulus of each term E
“
e´2πiσpxqξpxq
‰
decreases as the possible
values of σpxq get more spread-out. In this way, the lower bound on
|χpσ; ξq| “ |χpσ8; ξq| translates into an upper bound on the amount
that the starting values σpxq can vary.
We now turn to Theorem 3. The set Rm of recurrent sandpiles on the
torus has a natural abelian group structure. This identifies Rm with the
sandpile group Gm, which is formally defined in Section 5. The sandpile
Markov chain restricted to its recurrent states is a random walk on Gm,
meaning that its eigenvectors are given by the dual group Gˆm. We can
express Gˆm as the additive group of functions ξ : Tm Ñ R{Z such that
ξp0, 0q “ 0 and ∆ξ ” 0 in R{Z. (The operation of ξ on sandpiles is
σ ÞÑ řxPTmztp0,0qu ξpxqσpxq.) In this way, an element ξ P Gˆm is naturally
associated with the set of harmonic modulo 1 functions ξ1 : Tm Ñ R
that reduce mod Z to ξ.
The eigenvalue of the Markov chain associated to ξ is the Fourier
coefficient of the measure µ driving the random walk at frequency ξ:
(13) µˆpξq “ 1
m2
ÿ
xPTm
e2πiξpxq.
The mixing time is controlled by the frequencies for which |µˆpξq| is
close to 1.
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Given a frequency ξ, let ξ1 : Tm Ñ R be one of its harmonic modulo 1
representatives. The integer-valued function v “ ∆ξ1 will be referred to
as a ‘prevector’ of ξ. To recover ξ1 from v up to an additive constant,
we convolve v with the Green’s function GTm on the torus, which is
defined by
(14) GTmpxq :“
1
4
8ÿ
n“0
ˆ
ν˚npxq ´ 1
m2
˙
and is the unique mean-zero function (i.e.
ř
xPTm GTmpxq “ 0) satisfying
(15) ∆GTmpxq “ ep0,0qpxq ´
1
m2
.
It follows that pGTm ˚ vqpxq “ ξ1pxq ´ c, where c “ 1m2
ř
yPTm ξ
1pyq.
Although we will not use this characterization, GTm can be con-
sidered as a mean-zero version of the Green’s function for the sim-
ple random walk on Tm started from the origin and killed at a uni-
formly random point. To be precise, given y P Tm, let τy be the
first time t ě 0 that a simple random walker started from the ori-
gin reaches y, and define gypxq to be the expected number of times
0 ď t ă τy that the walker visits site x. If gpxq “ 1m2
ř
yPTm gypxq, then
GTmpxq “ 14
“
gpxq ´ 1
m2
ř
x1PTm gpx1q
‰
.
In Section 5.2, we specify for each frequency ξ P Gˆm a particular
choice of ξ1 such that the ‘distinguished prevector’ v “ ∆ξ1 satisfies
(16) 1´ |µˆpξq| —
}GTm ˚ v}2L2pTmq
m2
.
Each prevector v has mean zero because v is in the image of ∆. To
find the absolute spectral gap of the Markov chain, which minimizes
1´|µˆpξq|, we ask which mean-zero integer-valued vectors v make }GTm ˚
v}2
L2pTmq as small as possible.
It is profitable to think of GTm˚v as a linear combination of translates
of discrete derivatives ofGTm . For example, if vpa, bq “ ´1, vpa´1, bq “
1, and vpi, jq “ 0 at all other pi, jq P Tm, then
(17) pGTm ˚ vqpx1, x2q “ GTmpx1` 1´ a, x2´ bq ´GTmpx1´ a, x2´ bq
which is the translation by pa, bq of D1GTm .
The Laplacian operator ∆ acts locally. Its inverse, convolution with
GTm , is non-local but satisfies an approximate locality in that the dis-
crete derivatives of GTm , like those of GZ2 , decay to zero. Using these
decay estimates, we show in Section 6.1 that }GTm ˚ v}2L2pTmq is min-
imized when GTm ˚ v is an integer linear combination of the second
derivatives D21GTm , D1D2GTm , D
2
2GTm and their translates. These lead
to gaps of order 1{m2 in (16).
It follows from (16), an upper bound on }∆}L2ÑL2, and the inequality
(18) }v}2L2pTmq “ }∆pGTm ˚ vq}2L2pTmq ď }∆}2L2ÑL2}GTm ˚ v}2L2pTmq
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that if the L2 norm of the prevector v is too high, then v cannot
generate the spectral gap. Proposition 20 shows that if the support
of v is too spread-out over Tm, then by the approximate locality of
convolution with GTm , v can be separated into widely spaced clusters
whose contributions to 1´ |µˆpξq| are nearly additive. Just keeping one
of the clusters and zeroing out the rest of v would produce a smaller gap.
By this argument, the only prevectors with any chance of generating
the spectral gap have bounded norm and bounded support, so the
computation of the gap is reduced to a finite check.
To fill in the details of the proof, we require precise asymptotics for
derivatives of GTm . We obtain these using a local limit theorem, which
is proved in Appendix A. We also relate GTm as mÑ8 to GZ2 , which
translates the finite check for the spectral gap into a minimization
problem involving functions in ℓ2pZ2q that are harmonic modulo 1. The
resulting search was performed using convex programming in the SciPy
scientific computing package [27], and is described in Appendix B. We
find that for sufficiently large m, the gap is achieved for prevectors of
the form vpa, bq “ vpa ´ 1, b ´ 1q “ 1, vpa ´ 1, bq “ vpa, b ´ 1q “ ´1,
vpi, jq “ 0 elsewhere, which correspond to translates of D1D2GTm .
For Theorem 2, we prove cutoff in both total variation and L2 at
time γ´1m2 logm. The necessary ingredients are a total variation lower
bound and an L2 upper bound on mixing time.
First, we use the coupon-collector argument mentioned earlier to
reduce to the case where the starting state σ is recurrent. Next we
observe that due to translation, there are m2 different prevectors v
whose corresponding frequencies ξ achieve 1 ´ |µˆpξq| “ gapm. The L2
distance from the uniform distribution on Rm of the chain started from
σ after N steps satisfies
(19)
››PNm δσ ´ URm››2L2pdURm q “ ÿ
ξPGˆmzt0u
|µˆpξq|2N ě m2p1´ gapmq2N .
Thus the chain cannot mix in L2 before time
(20) N “ 1
gapm
logm “ 1
γ
m2 logm` opm2 logmq.
We strengthen this to a lower bound on total variation mixing time
by a second moment method due originally to Diaconis [15, 13] that
builds a distinguishing statistic out of the top eigenvectors of the chain.
See Lemma 27. To apply this lemma, we require an upper bound
on |µˆpξ1 ´ ξ2q| when the frequencies ξ1, ξ2 (both of which achieve the
spectral gap) come from prevectors v1, v2 whose supports are separated.
Since the contributions of v1 and v2 are nearly additive, we have 1 ´
|µˆpξ1 ´ ξ2q| « 1´ 2 ¨ gapm, which enables the argument to go through.
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For the upper bound on the L2 mixing time, we show that
(21)
ÿ
ξPGˆmzt0u
|µˆpξq|2N
tends to zero as mÑ 8 when N “ p1` ǫqγ´1m2 logm. Our argument
uses an agglomeration scheme in which we partition the support of
each prevector v into widely spaced clusters. Lemma 25, the main
step in the proof, shows that each small cluster contributes additively
to the gap 1 ´ |µˆpξq|. The earlier additivity results in Section 6.1,
most notably Proposition 20, hold only for prevectors with bounded
L1 norm, so the extension to the general case requires new arguments.
We use techniques from the theory of exponential sums, including van
der Corput’s inequality. As a consequence of the clustering scheme, we
can control the number of distinct frequencies ξ whose gap 1 ´ |µˆpξq|
might be small, giving the desired bound on (21).
The cutoff argument may be considered an extension of the classical
analysis of mixing on the hypercube [14], and exploits the fact that the
lattice which is quotiented to give the sandpile group is approximately
cubic. See [22] for analysis of some random walks on the cycle where
the L1 and L2 cutoff times differ by a constant.
1.5. Historical review. Sandpile dynamics on the square lattice were
introduced by Bak, Tang, and Wiesenfeld [3, 4] as a model of self-
organized criticality. Dhar [11] considered the case of an arbitrary
finite underlying graph, proving many fundamental results. Subse-
quently, Dhar et al. [10] used harmonic modulo 1 functions (there called
‘toppling invariants’) to analyze the algebraic structure of the sandpile
group for rectangular subsets of Z2.
Sandpiles are examples of abelian networks, which are systems of
communicating automata satisfying a local commutativity condition
[12, 7]. By a theorem of Cairns [8], an abelian network on Z2 can emu-
late a Turing machine, as can a sandpile on Z3. In particular, for a peri-
odic configuration of sand on Z3 plus a finite number of additional sand
grains, the question of stabilization is algorithmically undecidable! It is
not known whether the same question is undecidable on Z2. A related
open problem, highlighted in [30], is the following: “Given a probabil-
ity distribution µ on Z (say, supported on t0, 1, 2, 3, 4u with rational
probabilities), is it algorithmically decidable whether the i.i.d. abelian
sandpile on Z2 with marginal µ stabilizes almost surely?” Theorem
1 and its method of proof can be viewed as a slight advance on this
problem.
The question of stabilization of i.i.d. sandpiles was posed by Meester
and Quant [32] and by Fey and Redig [19]. A fundamental result
is the conservation of density proved by Fey, Meester, and Redig [18],
which in particular implies the earlier result of [19]: An i.i.d. stabilizing
sandpile σ on Z2 must satisfy Erσpxqs ď 3. To get strictly below 3 in
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the upper bound of Theorem 1, we use harmonic modulo 1 functions
to construct additional conserved quantities; see Lemma 14.
Theorems 2 and 3 are concerned with the sandpile Markov chain on
the discrete torus Tm, whose stationary distribution is uniform on the
(finite) set of recurrent states. These finite Markov chains are related
to sandpiles on the infinite grid Z2 by theorems of [2, 24]. Athreya and
Ja´rai [2] proved that the restriction of a uniform recurrent sandpile on
the d-dimensional cube r´m,msd X Zd to any fixed finite subset of Zd
converges in law as m Ñ 8. Hence there is a limiting measure µ on
recurrent sandpiles on Zd. By equality of the free and wired uniform
spanning forests, replacing the cube with the d-dimensional discrete
torus results in the same limit µ. Ja´rai and Redig [24] proved that
in dimensions d ě 3, a µ-distributed sandpile plus one additional chip
stabilizes almost surely. They used this fact to construct an ergodic
Markov process on recurrent sandpiles on Zd having µ as its stationary
distribution. In dimension 2, it is not known whether a µ-distributed
sandpile plus one additional chip stabilizes almost surely. (Possibly
Lemma 14 could help resolve this question.) Some further studies of
sandpile dynamics on Zd are [31, 25, 6].
The mixing of the sandpile Markov chain on finite graphs arises in
relating sandpiles with different boundary conditions: the dependence
of observables such as the ‘density’ (average amount of sand per vertex)
on the boundary conditions is a symptom of slow mixing. In particular,
the extra log factor in the mixing time tmixm of Theorem 2 could be
viewed as the cause for the failure of the ‘density conjecture’ [17, 29].
The proof of cutoff in Theorem 2 estimates a significant piece of the
spectrum of the transition kernel of the sandpile walk on the torus. See
[9, 5] for further applications of spectral techniques related to sandpiles.
The eigenvectors and eigenvalues of the sandpile Markov chain on an
arbitrary finite graph were characterized in [26] using ‘multiplicative
harmonic functions’ (these are complex exponentials of the harmonic
modulo 1 functions, as explained in Section 5.1). In [26] it was shown
that the sandpile Markov chain on any connected graph with n vertices
mixes in Opn3 log nq steps, and that cutoff for the complete graph (both
in total variation and in L2) occurs at time 1
4π2
n3 log n.
Regarding the discrete torus Tm, it was proved in [26] that the sand-
pile chain on any graph with m2 vertices and maximum degree 4 has
spectral gap at least 1{p2m2q, and mixes in at most 5
2
m2 logm steps.
Theorems 2 and 3 improve these results by obtaining asymptotics for
the mixing time and spectral gap, and by demonstrating cutoff. We
expect that our techniques can also prove cutoff for the sandpile chain
on the finite box r´m,ms2 X Z2, with boundary vertices identified as
the sink, at a constant multiple of m2 logm steps.
Schmidt and Verbitskiy [35] characterize the set H 1pZ2q of harmonic
modulo 1 functions in ℓ1pZ2q in terms of third derivatives of the Green’s
10 BOB HOUGH, DANIEL C. JERISON, AND LIONEL LEVINE
function GZ2 . Our Theorem 4 provides a similar characterization of the
sets H ppZ2q, for 1 ď p ă 8.
Organization. Section 2 fixes notation and provides background on
discrete derivatives and Fourier transforms, the graph Laplacian and
Green’s function on Z2 and Tm, and results from the theory of ex-
ponential sums. Section 3 proves Theorem 4, while Section 4 proves
Theorem 1. Section 5 defines the sandpile group Gm and its dual Gˆm,
describes the eigenvalues and eigenvectors of the sandpile Markov chain
using Gˆm, and shows that we may assume the starting state is recurrent
when proving Theorem 2. Section 6 proves Theorem 3 and provides
the main technical estimates needed for Theorem 2. Finally, Section 7
proves Theorem 2.
Appendix A proves a local limit theorem for repeated convolutions
of the simple random walk measure on Z2 that is used to obtain asymp-
totics for derivatives of the discrete Green’s function on Tm. Appendix
B uses convex programming to find an exact formula for the leading
constant γ in the spectral gap and mixing time of the sandpile chain.
2. Function spaces and conventions
The additive character on R{Z is epxq “ e2πix. Its real part is denoted
cpxq “ cos 2πx and imaginary part spxq “ sin 2πx. For real x, }x}R{Z
denotes the distance of x to the nearest integer.
We use the notations A ! B and A “ OpBq to mean that there
is a constant 0 ă C ă 8 such that |A| ă CB, and A — B to mean
A ! B ! A. A subscript such as A !R B, A “ ORpBq means that the
constant C depends on R. The notation A “ opBq means that A{B
tends to zero.
Given a measurable space pX ,Bq, the total variation distance be-
tween two probability measures µ and ν on pX ,Bq is
(22) }µ´ ν}TV “ sup
APB
|µpAq ´ νpAq|.
If µ is absolutely continuous with respect to ν, the total variation
distance may be expressed as
(23) }µ´ ν}TV “ 1
2
ż
X
ˇˇˇˇ
dµ
dν
´ 1
ˇˇˇˇ
dν.
In this case an L2pdνq distance may be defined by
(24) }µ´ ν}2L2pdνq “
ż
X
ˆ
dµ
dν
´ 1
˙2
dν,
and Cauchy-Schwarz gives }µ´ ν}TV ď 12}µ´ ν}L2pdνq.
Consider Z2 and the discrete torus Tm to be metric spaces with the
graph distance given by the ℓ1 norm on Z2 and the quotient distance,
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for x, y P Tm,
(25) }x´ y}1 “ mint}x1 ´ y1}1 : x1, y1 P Z2, rx1s “ x, ry1s “ yu
where rx1s, ry1s are the images of x1, y1 under the quotient map Z2 Ñ Tm.
The ball of radius R ą 0 around a point x is
(26) BRpxq “ ty : }y ´ x}1 ď Ru .
We also use }x}2 to denote the ℓ2 norm of x “ px1, x2q P Z2. The
argument of x, denoted argpxq, is the angle 0 ď θ ă 2π such that
px1, x2q “ p}x}2 cos θ, }x}2 sin θq.
Denote the usual function spaces
(27) ℓp
`
Z
2
˘ “ #f : Z2 Ñ C, }f}pp “ ÿ
xPZ2
|fpxq|p ă 8
+
, 1 ď p ă 8
and
(28) Lp pTmq “
#
f : Tm Ñ C, }f}pp “
ÿ
xPTm
|fpxq|p
+
, 1 ď p ă 8.
The latter functions may be considered as functions on Z2 which are
mZ2-periodic. Let ℓ8pZ2q and L8pTmq be the spaces of bounded func-
tions on Z2 and Tm, with }f}ℓ8pZ2q “ supxPZ2 |fpxq| and }f}L8pTmq “
maxxPTm |fpxq|.
On the torus, the subspace of mean zero functions is indicated by
(29) L20pTmq “
#
f P L2pTmq :
ÿ
xPTm
fpxq “ 0
+
.
The notation ZTm0 is used for the integer-valued functions in L
2
0pTmq.
On either Z2 or the torus, the standard basis vectors are written
(30) epi,jqpk, ℓq “ 1ti “ ku1tj “ ℓu.
For functions other than the standard basis vectors, the notation fx “
fpxq is used interchangeably.
For X “ Z2 or X “ Tm the support of a function on X is
(31) supp f “ tx P X : fpxq ‰ 0u.
Given pi, jq P X , the translation operator Tpi,jq acts on functions by
(32) Tpi,jqfpk, ℓq “ fpk ´ i, ℓ´ jq.
The convolution of functions f P ℓ1pZ2q, g P ℓ8 pZ2q or f, g P L2pTmq
is given by
(33) pf ˚ gqpi, jq “
ÿ
pk,ℓqPX
fpi´ k, j ´ ℓqgpk, ℓq
where again X represents Z2 or Tm.
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The averaging operator with respect to the uniform probability mea-
sure on Tm is indicated by
(34) ExPTmrf s “
1
m2
ÿ
xPTm
fpxq.
Given x, y P R{Z and f P ℓ1pZ2q, the Fourier transform of f is
(35) fˆpx, yq “
ÿ
pi,jqPZ2
fpi, jqep´pix` jyqq.
Given x, y P Z{mZ and f P L2pTmq the Fourier transform of f is
(36) fˆpx, yq “
ÿ
pi,jqPTm
fpi, jqe
ˆ
´ ix` jy
m
˙
.
The Fourier transform has the familiar property of carrying convolution
to pointwise multiplication. For f P ℓ2pZ2q, Parseval’s identity is
(37) }f}22 “
ż
pR{Zq2
ˇˇˇ
fˆpx, yq
ˇˇˇ2
dxdy.
For f P L2pTmq the corresponding identity is
(38) }f}22 “
1
m2
ÿ
xPTm
ˇˇˇ
fˆpxq
ˇˇˇ2
.
For a function f on Z2 or Tm, the discrete derivatives D1fpi, jq,
D2fpi, jq are defined by (8). Discrete differentiation is expressed as a
convolution operator by introducing
δ1pi, jq “
$&% ´1 pi, jq “ p0, 0q1 pi, jq “ p´1, 0q0 otherwise,(39)
δ2pi, jq “
$&% ´1 pi, jq “ p0, 0q1 pi, jq “ p0,´1q0 otherwise.
For integers a, b ě 0, one has
(40) Da1D
b
2f “ δ˚a1 ˚ δ˚b2 ˚ f.
For X “ Z2 or Tm and functions f1, . . . , fn on X , recall that
(41) ⟪f1, . . . , fn⟫ “ spanZtTxf1, . . . , Txfn : x P Xu,
where spanZ refers to the finite integer span. It is convenient to intro-
duce classes of integer-valued functions:
C0pXq “ ⟪ep0,0q⟫ “ tf : X Ñ Z, }f}1 ă 8u,(42)
C1pXq “ ⟪δ1, δ2⟫,
C2pXq “ ⟪δ˚21 , δ1 ˚ δ2, δ˚22 ⟫,
C3pXq “ ⟪δ˚31 , δ˚21 ˚ δ2, δ1 ˚ δ˚22 , δ˚32 ⟫.
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One has the equivalent characterizations
C1pXq “
#
f P C0pXq :
ÿ
xPX
fpxq “ 0
+
,(43)
C2pXq “
#
f P C0pXq :
ÿ
xPX
fpxq “ 0,
ÿ
xPX
fpxqx “ 0
+
(44)
and, for each 1 ď k ď 3,
(45) CkpXq “ tδ1 ˚ f ` δ2 ˚ g : f, g P Ck´1pXqu.
Note the special cases C0pTmq “ ZTm and C1pTmq “ ZTm0 .
2.1. The graph Laplacian and Green’s function. The graph La-
placian ∆ on either Z2 or Tm is the second-order discrete differential
operator defined by (5). On Z2 its Fourier transform is given by
(46) zp∆fqpx, yq “ p4´ 2rcpxq ` cpyqsqfˆpx, yq, x, y P R{Z,
and on Tm the Fourier transform is
(47) zp∆fqpx, yq “ p4´ 2rcpx{mq ` cpy{mqsqfˆpx, yq, x, y P Z{mZ.
Lemma 5. The graph Laplacians satisfy the operator bound
}∆}ℓ2pZ2qÑℓ2pZ2q , }∆}L2pTmqÑL2pTmq ď 8,(48)
}∆}ℓ8pZ2qÑℓ8pZ2q , }∆}L8pTmqÑL8pTmq ď 8.
Proof. The ℓ8 and L8 estimates are immediate. For f P ℓ2pZ2q, by
Parseval
(49) }∆f}22 “
ż
pR{Zq2
p4´ 2pcpxq ` cpyqqq2
ˇˇˇ
fˆpx, yq
ˇˇˇ2
dxdy ď 64}f}22.
The bound on L2pTmq is similar. 
On either X “ Z2 or X “ Tm, let ν be the probability measure given
by (6), which drives simple random walk on X . The Green’s function
G is a distribution on C1pXq given by
(50) G ˚ f “ 1
4
8ÿ
n“0
pν˚n ˚ fq, f P C1pXq.
Since ∆f “ 4 `δp0,0q ´ ν˘ ˚ f , the formal computation
(51) ∆´1 “ 1
4
`
δp0,0q ´ ν
˘´1 “ 1
4
8ÿ
n“0
ν˚n “ G
indicates that G is in some sense the inverse of ∆. Precise versions of
this statement are given below.
On Z2, G may be realized as the function (7):
(52) GZ2pxq “ 1
4
8ÿ
n“0
rν˚npxq ´ ν˚np0, 0qs .
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This is a classical object of probability theory. We quote the asymp-
totics from [20].
Theorem 6 ([20], Remark 2). Let x “ px1, x2q P Z2. There are con-
stants a, b ą 0 such that
(53) GZ2pxq “
$&%
0 x “ p0, 0q
´ log }x}2
2π
´ a´ b
8x2
1
x2
2
}x}4
2
´1
}x}2
2
`Op}x}´42 q x ‰ p0, 0q.
It follows from (52) that
(54) ∆GZ2pxq “
8ÿ
n“0
“
ν˚npxq ´ ν˚pn`1qpxq‰ “ ep0,0qpxq,
so ∆pGZ2 ˚ fq “ f for all f P C0pZ2q. The Fourier transform of GZ2 is
(55) GˆZ2px, yq “ 1
4´ 2 pcpxq ` cpyqq .
When combined with (46), this shows that GZ2 ˚ ∆f “ f whenever
f P ℓ2pZ2q.
On Tm a realization of G as a function is obtained by (14):
(56) GTmpxq “
1
4
8ÿ
n“0
ˆ
ν˚npxq ´ 1
m2
˙
.
This converges absolutely, as is most easily checked by passing to
frequency space, where the zeroth Fourier coefficient vanishes, and the
remaining Fourier coefficients are convergent geometric series. Sum-
ming (56) over all x P Tm shows that GTm has mean zero. As well, it
follows from (56) that
(57) ∆GTmpxq “
8ÿ
n“0
“
ν˚npxq ´ ν˚pn`1qpxq‰ “ ep0,0qpxq ´ 1
m2
.
Therefore, ∆pGTm˚fq “ f´ExPTmrf s for any f P L2pTmq. In particular,
if f P L20pTmq then ∆pGTm ˚ fq “ f .
It is also true that GTm ˚∆f “ f ´ExPTmrf s for all f P L2pTmq. To
prove this, observe that since ∆f P L20pTmq, ∆pGTm ˚∆fq “ ∆f . Only
the constant functions are in the kernel of ∆, so GTm ˚∆f “ f ´ c for
some constant c. Since GTm ˚∆f has mean zero, c “ ExPTmrf s.
Both operators, ∆ and convolution with GTm , have image L
2
0pTmq.
The two observations ∆pGTm ˚ fq “ f ´ ExPTmrf s and GTm ˚ ∆f “
f ´ ExPTmrf s imply that the composition in either order of the two
operators results in orthogonal projection onto L20pTmq. Restricted to
L20pTmq, the two operators are inverses. On L2pTmq, GTm is the Moore-
Penrose pseudoinverse of ∆.
We will require the following statements regarding discrete deriva-
tives of GTm . Recall that the notation A !a,b B means that there is a
constant 0 ă C ă 8 depending on a, b such that |A| ď CB.
SANDPILES 15
Lemma 7. For a, b P Zě0, 1 ď a ` b, for |i|, |j| ď m2 ,
(58) Da1D
b
2GTmpi, jq !a,b
1
1` pi2 ` j2qa`b2
.
In the case a` b “ 1 the following asymptotic evaluation holds.
Lemma 8. Let m ě 2 and 0 ď i, j ď m
2
. Set R “
a
i2 ` j2. There is
a constant c ą 0 such that, as mÑ 8, for 0 ă R ă m
1
2
plogmq 14
,
D1GTmpi, jq “ ´
ci
i2 ` j2 `O
ˆ
1
i2 ` j2
˙
,(59)
D2GTmpi, jq “ ´
cj
i2 ` j2 `O
ˆ
1
i2 ` j2
˙
.
The proofs of Lemmas 7 and 8 are given in Appendix A.
Lemma 9. If a ` b ě 2 then Da1Db2GZ2 is in ℓ2pZ2q and for each fixed
i, j, Da1D
b
2GTmpi, jq Ñ Da1Db2GZ2pi, jq as mÑ8.
Proof. The Fourier transform of Da1D
b
2GZ2 is given by, for x, y P R{Z,
not both 0,
(60) {Da1Db2GZ2px, yq “ pepxq ´ 1qa pepyq ´ 1qb4´ 2pcpxq ` cpyqq .
This function is bounded on pR{Zq2, which proves the first claim by
Parseval.
The Fourier transform of Da1D
b
2GTm at frequency px, yq P pZ{mZq2 is
given by {Da1Db2GZ2 ` xm , ym˘ . Taking the group inverse Fourier transform,
(61) Da1D
b
2GTmpi, jq “
1
m2
ÿ
x,yPZ{mZ
{Da1Db2GZ2 ´ xm, ym¯ e
ˆ
ix` jy
m
˙
.
Treating this as a Riemann sum and letting mÑ 8 obtains the limit
(62) Da1D
b
2GZ2pi, jq “
ż
pR{Zq2
{Da1Db2GZ2 px, yq e pix` jyq dxdy.
2.2. Exponential sums. This section collects the two results from the
classical theory of exponential sums that are needed for the proof of
Lemma 25, which is the key ingredient in the upper bound of Theorem
2. For further references, see [38, 23, 33].
The first result is van der Corput’s inequality. We will only need the
case H “ 1. See [37] for a motivation and proof of this statement.
Theorem 10 (van der Corput’s Lemma). Let H be a positive integer.
Then for any complex numbers y1, y2, ..., yN ,
(63)ˇˇˇˇ
ˇ Nÿ
n“1
yn
ˇˇˇˇ
ˇ
2
ď N `H
H ` 1
Nÿ
n“1
|yn|2`2pN `Hq
H ` 1
Hÿ
h“1
ˆ
1´ h
H ` 1
˙ ˇˇˇˇ
ˇN´hÿ
n“1
yn`hyn
ˇˇˇˇ
ˇ .
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The second result treats summation of a linear phase function and
is fundamental.
Lemma 11. Let α P RzZ and let N ě 1. Then
(64)
ˇˇˇˇ
ˇ Nÿ
j“1
epαjq
ˇˇˇˇ
ˇ ! min ´N, }α}´1R{Z¯ .
Proof. Sum the geometric series. 
3. Classification of functions harmonic modulo 1
This section proves Theorem 4. Let 1 ď p ă 8, and recall that
H ppZ2q is the set of all harmonic modulo 1 functions in ℓppZ2q. If f P
H ppZ2q, then as }x}2 Ñ 8, fpxq Ñ 0 and therefore also ∆fpxq Ñ 0.
Since ∆f is integer-valued, it must be identically zero outside a ball of
finite radius. Thus,
(65) H p
`
Z
2
˘ “  f P ℓp `Z2˘ : ∆f P C0pZ2q( , 1 ď p ă 8,
where C0pZ2q is the space of integer-valued functions on Z2 with finite
support, as in (42).
From Theorem 6, we can derive the following formulas.
Lemma 12. For nonzero x “ px1, x2q P Z2, we have:
D1GZ2px1, x2q “ 1
2π
¨ ´x1
x21 ` x22
`O `}x}´22 ˘(66)
D2GZ2px1, x2q “ 1
2π
¨ ´x2
x21 ` x22
`O `}x}´22 ˘
D21GZ2px1, x2q “
1
2π
¨ x
2
1 ´ x22
px21 ` x22q2
`O `}x}´32 ˘
D1D2GZ2px1, x2q “ 1
2π
¨ 2x1x2px21 ` x22q2
`O `}x}´32 ˘
D22GZ2px1, x2q “
1
2π
¨ x
2
2 ´ x21
px21 ` x22q2
`O `}x}´32 ˘
Da1D
b
2GZ2px1, x2q “ O
`}x}´32 ˘ , a` b “ 3.
Proof. For px1, x2q R tp0, 0q, p´1, 0qu, Theorem 6 gives
(67) D1GZ2px1, x2q
“ ´ 1
4π
log
ˆ
1` 2x1 ` 1
x21 ` x22
˙
` b
„
1
px1 ` 1q2 ` x22
´ 1
x21 ` x22

´ 8b
„ px1 ` 1q2x22
rpx1 ` 1q2 ` x22s3
´ x
2
1x
2
2
px21 ` x22q3

`O `}x}´42 ˘ .
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Expand the log term into a Taylor series. The quantities in brackets
are O
`}x}´32 ˘, as follows from using a common denominator. Thus
(68) D1GZ2px1, x2q “ ´ 1
2π
¨ x1
x21 ` x22
` 1
4π
¨ x
2
1 ´ x22
px21 ` x22q2
`O `}x}´32 ˘ .
This and the analogous statement for D2GZ2 prove the first two formu-
las in (66). The remainder of the lemma is proved similarly by taking
further discrete derivatives; we omit the details. 
Proof of Theorem 4. Using the terminology introduced in Section 2,
the desired statements are:
H
1pZ2q “ tGZ2 ˚ v : v P C3pZ2qu ` C0pZ2q(69)
H
ppZ2q “ tGZ2 ˚ v : v P C2pZ2qu, 1 ă p ď 2
H
ppZ2q “ tGZ2 ˚ v : v P C1pZ2qu, 2 ă p ă 8.
If v P CkpZ2q for 1 ď k ď 3, then GZ2 ˚ v is a finite integer linear
combination of translates of k-th derivatives of GZ2 . It follows from
Lemma 12 that pGZ2 ˚ vqpxq “ O
`}x}´k2 ˘, so GZ2 ˚ v P ℓppZ2q as long
as p ą 2{k. Since ∆pGZ2 ˚ vq “ v is Z-valued, we conclude that
GZ2 ˚v P H ppZ2q. Along with the observation that C0pZ2q Ă H 1pZ2q,
this proves that for each line of (69), the set on the left side contains
the set on the right side.
We prove the forward inclusions in (69) in reverse order, from the
third line to the first line. Let f P H ppZ2q for some 1 ď p ă 8, and let
v “ ∆f . By (65), v P C0pZ2q, so there is R ą 0 such that the support
of v is contained in the ℓ1-ball of radius R about the origin. In
(70) pGZ2 ˚ vqpxq “
ÿ
yPZ2
GZ2px´ yqvpyq “
ÿ
}y}1ďR
GZ2px´ yqvpyq,
write GZ2pxq ´ GZ2px ´ yq as a sum of at most R first derivatives of
GZ2 , and use Lemma 12 to see that GZ2pxq´GZ2px´ yq “ OR
`}x}´12 ˘.
Thus, setting B “ }v}1 and a “
ř
yPZ2 vpyq,
(71) pGZ2 ˚ vqpxq “ aGZ2pxq `OB,R
`}x}´12 ˘ .
Set hpxq “ pGZ2 ˚ vqpxq ´ fpxq, so that ∆h ” 0. If a ‰ 0, then as
}x}2 Ñ8, we have pGZ2 ˚vqpxq Ñ ´sgnpaq¨8 while fpxq Ñ 0, meaning
that hpxq Ñ ´sgnpaq¨8. This violates the maximum principle, so a “ 0
and v P C1pZ2q. We now have hpxq Ñ 0 as }x}2 Ñ 8, so again by the
maximum principle, h ” 0 and f “ GZ2 ˚ v. This proves the forward
inclusion in the third line of (69).
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Suppose that p ď 2. Since v P C1pZ2q, we can write v “ δ1˚v1`δ2˚v2
for some v1, v2 P C0pZ2q. Then
pGZ2 ˚ vqpxq “ pD1GZ2 ˚ v1qpxq ` pD2GZ2 ˚ v2qpxq(72)
“
ÿ
}y}1ďR`1
D1GZ2px´ yqv1pyq `D2GZ2px´ yqv2pyq
“ b1D1GZ2pxq ` b2D2GZ2pxq `OB,R
`}x}´22 ˘ ,
where each bi “
ř
yPZ2 vipyq. In the last equality we wrote DiGZ2pxq ´
DiGZ2px´ yq as a sum of OpRq second derivatives of GZ2 and used the
bound from Lemma 12. Again using Lemma 12, we obtain for nonzero
x “ px1, x2q that
(73) pGZ2 ˚ vqpxq “ 1
2π
¨ ´b1x1 ´ b2x2
x21 ` x22
`OB,R
`}x}´22 ˘ .
Suppose b1 and b2 are not both zero. Then, there are 0 ď θ1 ă θ2 ă 2π
such that pGZ2 ˚ vqpxq — }x}´12 for all x ‰ p0, 0q with θ1 ď argpxq ď θ2.
This contradicts the assumption that f “ GZ2˚v P ℓ2pZ2q. We conclude
that b1 “ b2 “ 0, so v1, v2 P C1pZ2q and therefore v P C2pZ2q by (45).
Finally, suppose that p “ 1. Since v P C2pZ2q, we can write v “
δ˚21 ˚ w1 ` pδ1 ˚ δ2q ˚ w2 ` δ˚22 ˚ w3 for some w1, w2, w3 P C0pZ2q. Set
ci “
ř
yPZ2 wipyq. By the same reasoning as in the previous case,
pGZ2 ˚ vqpxq(74)
“ c1D21GZ2pxq ` c2D1D2GZ2pxq ` c3D22GZ2pxq `OB,R
`}x}´32 ˘
“ 1
2π
¨ pc1 ´ c3qpx
2
1 ´ x22q ` 2c2x1x2
px21 ` x22q2
`OB,R
`}x}´32 ˘
for all nonzero x “ px1, x2q. This implies that c1 “ c3 and c2 “ 0;
if not, the first term would have asymptotic order }x}´22 for argpxq in
some range rθ1, θ2s, contradicting that f P ℓ1pZ2q.
Set c “ c1 “ c3, and let v1 “ ∆ep0,0q “ ´δ˚21 ˚ep1,0q´ δ˚22 ˚ep0,1q. Then
(75) v ` cv1 “ δ˚21 ˚ pw1´ c ep1,0qq ` pδ1 ˚ δ2q ˚w2 ` δ˚22 ˚ pw3 ´ c ep0,1qq.
Since all three of w1 ´ c ep1,0q, w2, and w3 ´ c ep0,1q are in C1pZ2q, we
have v ` cv1 P C3pZ2q. As well, GZ2 ˚ cv1 “ c ep0,0q P C0pZ2q. Hence
(76) f “ GZ2 ˚ pv ` cv1 ´ cv1q P tGZ2 ˚ w : w P C3pZ2qu ` C0pZ2q,
which completes the proof. 
4. Stabilization on Z2
Consider a sandpile σ : Z2 Ñ Zě0. The parallel toppling proce-
dure attempts to stabilize σ by defining a sequence of sandpiles σ “
σ0, σ1, σ2, . . . where σn`1 is obtained from σn by simultaneously top-
pling all vertices x with σnpxq ě 4. Formally, set vnpxq “ 1tσnpxq ě 4u
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and define σn`1 “ σn ´∆pvnq. Define the sequence of odometer func-
tions u1, u2, . . . by un “ v0`v1`¨ ¨ ¨`vn´1, so that unpxq is the number
of times vertex x has toppled in the first n topplings. In particular,
}un}ℓ8 ď n and σn “ σ ´∆punq. It is shown in [18] that σ stabilizes
if and only if un Ò u8 for some u8 : Z2 Ñ Zě0, in which case the
stabilization is given by σ8 “ σ ´∆u8.
Our proof uses the following ‘conservation of density’ result of [18].
Lemma 13 ([18], Lemma 2.10). Let pσxqxPZ2 be i.i.d. and stabilize
almost surely, with stabilization pσ8x qxPZ2. Then Erσ0s “ Erσ80 s.
In particular, if the i.i.d. sandpile σ stabilizes almost surely, then
Erσ0s ď 3.
We now show that if ξ P H 1pZ2q, the pairing xσ, ξy “ řxPZ2 σpxqξpxq
remains invariant modulo 1 when the sandpile σ is stabilized.
Lemma 14. Let pσxqxPZ2 be an i.i.d. sandpile which stabilizes almost
surely, and let ξ P H 1pZ2q. Then
(77) xσ, ξy ” xσ8, ξy mod 1, a.s.
Proof. Lemma 13 implies that Erσ0s ă 8. Since ξ P ℓ1pZ2q,
(78) Erxσ, |ξ|ys “
ÿ
xPZ2
|ξx|Erσxs “ }ξ}1Erσ0s ă 8
and so xσ, ξy converges absolutely almost surely. Write σn “ σ ´∆un
and use self-adjointness of ∆ to obtain
(79) xσn, ξy “ xσ ´∆un, ξy “ xσ, ξy ´ xun,∆ξy.
Since un is integer-valued, increasing and converges almost surely, while
∆ξ is integer-valued and has finite support, the increment xun,∆ξy
converges a.s. to xu8,∆ξy P Z.
Note that the parallel toppling property implies that, for n ě 0,
(80) σn`1pxq ď max pσnpxq, 7q .
Thus, whenever xσ, |ξ|y is finite and σ stabilizes to σ8,
(81) lim
nÑ8xσ
n, ξy “ lim
nÑ8
ÿ
xPZ2
σnpxqξx “
ÿ
xPZ2
lim
nÑ8σ
npxqξx “ xσ8, ξy
where the second equality is justified by dominated convergence:
(82) |σnpxqξx| ď maxpσpxq, 7q|ξx|,
ÿ
xPZ2
maxpσpxq, 7q|ξx| ă 8.
Sending nÑ 8 in (79) completes the proof. 
For definiteness, our argument uses the particular function
(83) ξ “ GZ2 ˚ δ˚31 “ D31GZ2 ,
which is in H 1pZ2q by Lemma 12. The next lemma estimates the tail
of }ξ}22.
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Lemma 15. Let R ě 1 be a parameter. As RÑ8,
(84)
ÿ
xPZ2 : 0ă|ξx|ă 1
2R
|ξx|2 " R´ 43 .
Proof. Arguing as in Lemma 12, we see that there are 0 ď θ1 ă θ2 ă 2π
such that, for nonzero x P Z2 satisfying θ1 ď argpxq ď θ2,
(85) |ξx| — }x}´32 .
Thus
(86)
ÿ
xPZ2 : 0ă|ξx|ă 1
2R
|ξx|2 "
ż 8
R
1
3
dr
r5
" R´ 43 .
As the proof below makes clear, an explicit constant in the lower
bound (84) would lead to explicit values of c, d in the statement of
Theorem 1. To obtain a fully quantitative version of Lemma 15, it
would be enough to bound the error in (53) by finding an explicit
C ą 0 such that
(87)
ˇˇˇˇ
ˇˇGZ2pxq ` log }x}22π ` a ` b
8x2
1
x2
2
}x}4
2
´ 1
}x}22
ˇˇˇˇ
ˇˇ ď C}x}´42
for all p0, 0q ‰ x P Z2. A result in this direction [28, Section 4] is that
(88)
ˇˇˇˇ
GZ2pxq ` log }x}2
2π
ˇˇˇˇ
ď 0.01721}x}´22 .
(Indeed, the constant 0.01721 is optimal and an exact formula for it
is given.) It is likely that extending the techniques developed in [28]
would lead to a bound of the form (87), and thence to an explicit
numerical bound in Theorem 1.
Proof of Theorem 1. Consider the characteristic functions
(89) χpσ; ξq “ E “e´2πixσ,ξy‰ , χpσ8; ξq “ E “e´2πixσ8,ξy‰ .
Since xσ, ξy ” xσ8, ξy mod 1 a.s., χpσ; ξq “ χpσ8; ξq.
Let Erσ0s “ Erσ80 s “ 3´ǫ. Using |1´e2πit| ď 2π|t| and
ř
xPZ2 ξx “ 0,
|1´ χpσ8; ξq| “ ˇˇE “1´ e´2πixσ8´3,ξy‰ˇˇ(90)
ď Er2π| xσ8 ´ 3, ξy |s
ď 2π}ξ}1ǫ.
Thus, |χpσ8; ξq| ě 1´ 2π}ξ}1ǫ.
Meanwhile, since pσxqxPZ2 is i.i.d.,
(91) χpσ; ξq “
ź
xPZ2
E
“
e´2πiξxσ0
‰
.
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Use the inequality ´ log t ě 1´t2
2
in 0 ă t ď 1 to obtain
(92) ´ log |χpσ; ξq| ě 1
2
ÿ
xPZ2
´
1´ ˇˇE “e´2πiξxσ0‰ˇˇ2¯ .
Let X,X 1 be independent and distributed as σ0. One has
(93)
ˇˇ
E
“
e´2πiξxσ0
‰ˇˇ2 “ E “e´2πiξxX‰E ”e2πiξxX1ı “ E ”e´2πiξxpX´X1qı .
This quantity is equal to its real part ErcpξxpX ´X 1qqs. (Recall cptq “
cos 2πt.) Therefore, using 1´ cptq ě 8t2 for |t| ď 1
2
,
´ log |χpσ; ξq| ě 1
2
ÿ
xPZ2
´
1´ ErcpξxpX ´X 1qqs
¯
(94)
ě 4E
»– ÿ
0ă|ξxpX´X1q|ă 1
2
ξ2xpX ´X 1q2
fifl
“ 4
8ÿ
k“1
E
»–1t|X ´X 1| “ ku ÿ
0ă|ξx|ă 1
2k
ξ2xk
2
fifl .
Lemma 15 now implies that
(95) ´ log |χpσ; ξq| "
8ÿ
k“1
E
“
1t|X ´X 1| “ kuk2{3‰ “ Er|X ´X 1|2{3s,
and therefore
(96) 1´ |χpσ; ξq| " min `1,Er|X ´X 1|2{3s˘ .
The result follows on combining this with (90). 
5. The sandpile group
Recall the designations Rm Ă Sm for the recurrent and stable states,
respectively, of the sandpile model on Tm with sink at p0, 0q. Any sand-
pile σ : Tmztp0, 0qu Ñ Zě0 can be stabilized by repeatedly performing
legal topplings until the resulting configuration is stable. By the abelian
property [11], the final state does not depend on the order in which the
topplings are performed, and is called the stabilization of σ.
If we view functions on Tm as m
2 ˆ 1 column vectors, then the
Laplacian operator ∆ on Tm can be considered as an m
2ˆm2 matrix,
so that for example ∆ZTm is the integer span of the columns of ∆.
The null space of ∆ is one-dimensional, and is spanned by the all-ones
vector. The reduced Laplacian ∆1 is obtained by omitting the row and
column corresponding to the sink p0, 0q, and is invertible.
The recurrent states Rm of the sandpile model are naturally identi-
fied with the abelian group
(97) Gm :“ ZTmztp0,0qu{∆1ZTmztp0,0qu,
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which is the sandpile group of Tm. Indeed, each equivalence class
(98) σ `∆1ZTmztp0,0qu Ă ZTmztp0,0qu, σ P ZTmztp0,0qu,
contains exactly one recurrent sandpile [21]. Addition in Gm corre-
sponds via this bijection to the operation on Rm of pointwise addition
followed by stabilization.
The sandpile Markov chain has state space Sm and transition oper-
ator Pm. To take a single step from a sandpile σ, choose a site x P Tm
uniformly at random. If x ‰ p0, 0q, replace σ with the stabilization of
σ` ex; if x “ p0, 0q, remain at σ. The recurrent states of the chain are
precisely Rm, and the chain restricted to Rm is a random walk on the
group Gm. See [26], which develops this construction in the setting of
an arbitrary underlying graph, for further background.
Using (97), the matrix-tree theorem implies that Gm is in bijec-
tion with the spanning trees of Tm. It is shown in [26] that |Gm| “
exp
´´
4βp2q
π
` op1q
¯
m2
¯
where βp2q is the Catalan constant,
(99)
4βp2q
π
“ 1.1662 . . . .
Thus the recurrent states make up an exponentially small fraction of
the 4m
2´1 stable states.
The following proposition bounds the hitting time started from a
deterministic stable state to reach a recurrent state.
Proposition 16. There is a constant C ą 0 such that, as mÑ8, for
any stable state σ P Sm, if n ą Cm2
?
logm then
Prob pP nmδσ P Rmq “ 1´ op1q.
Remark. Starting from σ “ 0, at least order m2 steps are necessary to
reach a recurrent state, since only one chip is added at a time. We do
not claim that the extra factor of
?
logm above is optimal. Because we
will show that the mixing time of the sandpile chain has orderm2 logm,
the bound in Proposition 16 is sufficient for understanding the mixing
behavior.
Proof. We make two initial observations. First, any state satisfying
σ ě 3 can be toppled to a stable recurrent state. This is because
such a state can evidently be reached from a recurrent state. Also, by
performing a sequence of topplings, a single vertex with allocation h
can be toppled to produce a disc of radius " ?h with height at least
3. This follows as a simple consequence of the analysis in [34], which
studies the limiting shape of the configuration obtained by repeated
toppling of a pile at a single vertex.
Let A be an integer, A ! ?logm, and drop n „ PoissonpAm2q grains
of sand on the torus, while performing no topplings. Note that this is
the same as independently dropping PoissonpAq grains of sand on each
vertex. Also, n ă 2Am2 with probability 1´ op1q.
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The probability that a non-sink vertex x has height at most a is
(100) Probphx ď aq “ e´A
aÿ
j“0
Aj
j!
.
For a ă A
2
we obtain
Probphx ď aq — A
a
a!
exp p´Aq .
If x1, x2, . . . , xs denote the points of a disc of area s " a, then, by
independence,
Prob
˜
sľ
i“1
phxi ď aq
¸
ď exp
ˆ
´sA` sa log A
a
` spa`Op1qq
˙
.
(101)
Choose s, a — ?logm such that a point of height a in a disc of area s
topples to cover the disc. Then choose A a sufficiently large constant
times
?
logm so that the probability of (101) is o p1{m2q. It follows
that with probability 1 ´ op1q, the event (101) does not occur for any
disc on the torus at distance " ?logm from the sink. The sites closer
to the sink have height ě 3 with probability 1 ´ op1q by estimating
using (100) and a union bound. 
The following proposition reduces the statements in Theorem 2 to
estimates started from the fixed recurrent state σ ” 3.
Proposition 17. For each constant C ą 0, for t “ Cm2 logm, as
mÑ8,
(102) sup
σ0PSm
ˇˇˇ ››P tmδσ0 ´ URm››TV ´ ››P tmδσ”3 ´ URm››TV ˇˇˇ “ op1q.
Proof. Given σ0 P Sm, let σ1 P Rm be the unique recurrent state in the
equivalence class σ0 `∆1ZTmztp0,0qu. By Proposition 16, P tmδσ0pRmq “
1´op1q, and thus }P tmδσ0 ´ P tmδσ1}TV “ op1q. Since the chain restricted
to Rm is transitive, it follows from the triangle inequality thatˇˇˇ ››P tmδσ0 ´ URm››TV ´ ››P tmδσ”3 ´ URm››TV ˇˇˇ(103)
“
ˇˇˇ ››P tmδσ0 ´ URm››TV ´ ››P tmδσ1 ´ URm››TV ˇˇˇ
ď ››P tmδσ0 ´ P tmδσ1››TV “ op1q. 
5.1. Random walk on the sandpile group. Going forward we as-
sume that the sandpile Markov chain is started from the deterministic
recurrent state σ ” 3 so that the dynamics is reduced to a random
walk on the abelian group Gm. In general, for any random walk on a
finite abelian group G driven by the measure µ, the eigenfunctions of
the transition kernel are given by the dual group, which is the additive
group of characters Gˆ “ tξ : G Ñ R{Zu. If ξ ¨ g denotes the image
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of g P G under ξ P Gˆ , then the eigenfunction corresponding to ξ is
fξpgq “ epξ ¨ gq. The corresponding eigenvalue is the Fourier coefficient
of µ at frequency ξ, namely µˆpξq “ řgPG µpgqepξ ¨ gq.
The sandpile chain on Gm is driven by the measure
(104) µ :“ 1
m2
˜
δ0 `
ÿ
xPTmztp0,0qu
δex
¸
where, technically, ex refers to the equivalence class ex`∆1ZTmztp0,0qu P
Gm, and 0 P Gm is the identity. The dual group of Gm is
(105) Gˆm “ p∆1q´1ZTmztp0,0qu{ZTmztp0,0qu.
This can be seen by dualizing (97); a bare-hands proof is given in
Section 3 of [26]. To define the meaning of ξ ¨ g in this setting, we can
view each frequency ξ P Gˆm as a function from Tmztp0, 0qu to R{Z, and
each group element g P Gm as an equivalence class σ ` ∆1ZTmztp0,0qu,
where σ P ZTmztp0,0qu. Then, ξ ¨ g “ řxPTmztp0,0qu ξxσx P R{Z, whose
value does not depend on the choice of the representative σ in the
equivalence class. The eigenvalue corresponding to ξ is
(106) µˆpξq “ 1
m2
˜
1`
ÿ
xPTmztp0,0qu
epξxq
¸
.
Given ξ : Tmztp0, 0qu Ñ R{Z, which may or may not be in Gˆm, set
v “ ∆1ξ (which is also R{Z-valued). Extend ξ to the domain Tm by
setting ξp0, 0q “ 0. Then ∆ξpxq “ vpxq for all x P Tmztp0, 0qu, and
since the columns of ∆ all sum to zero, ∆ξp0, 0q “ ´řx‰p0,0q vpxq.
From (105), ξ P Gˆm if and only if v ” 0, which holds if and only if
∆ξ ” 0. This justifies the description of Gˆm in Section 1.4 as the
additive group of functions ξ : Tm Ñ R{Z such that ξp0, 0q “ 0 and
∆ξ ” 0 in R{Z. From this point forward, when we refer to a frequency
ξ P Gˆm, we mean a function that meets these conditions.
In [26], Gˆm was identified with the group of ‘multiplicative harmonic
functions,’ which in the present setting are the maps from Tm to C
˚
given by x ÞÑ epξxq.
Abusing notation slightly, define for any R-valued or R{Z-valued
function ξ on Tm,
(107) µˆpξq :“ ExPTm repξxqs .
When in fact ξ P Gˆm, this definition agrees with (106).
5.2. Representations for frequencies. We use a concrete descrip-
tion of the frequencies in terms of the Green’s function, which associates
to the frequencies an approximate partial ordering. To describe this,
given ξ P Gˆm recall that a ‘prevector’ for ξ is any integer-valued vector
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∆ξ1, where ξ1 : Tm Ñ R reduces mod Z to ξ. We choose a particular
representative ξ1 : Tm Ñ p´1, 1q by letting
(108) Cpξq “ 1
2π
arg pµˆpξqq P “´1
2
, 1
2
˘
and choosing each ξ1x P
`
Cpξq ´ 1
2
, Cpξq ` 1
2
‰
. The ‘distinguished pre-
vector’ of ξ is then given by
(109) v “ vpξq :“ ∆ξ1.
Note that v : Tm Ñ Z has mean zero and satisfies }v}L8 ď 3.
Lemma 18. For every ξ P Gˆm, the distinguished prevector of ξ satisfies
(110) 1´ |µˆpξq| " }vpξq}
2
2
m2
ě }vpξq}1
m2
.
Proof. Choose ξ1 as above, and define ξ˚ : Tm Ñ
`´1
2
, 1
2
‰
by
(111) ξ˚x “ ξ1x ´ Cpξq,
so that ∆ξ˚ “ ∆ξ1 “ v and
(112) 0 ď |µˆpξq| “ 1
m2
ÿ
xPTm
e pξ˚xq “
1
m2
ÿ
xPTm
c pξ˚xq .
Approximating 1´ cptq " t2 uniformly for |t| ď 1
2
yields
(113) 1´ |µˆpξq| " }ξ
˚}22
m2
.
Since ∆ is bounded from L2pTmq Ñ L2pTmq,
(114)
}v}22
m2
“ }∆ξ
˚}22
m2
! }ξ
˚}22
m2
! 1´ |µˆpξq|
as desired. Finally, }v}22 ě }v}1 since v is integer-valued. 
To go in the reverse direction, for any v P ZTm0 define ξ “ GTm ˚ v, so
that ∆ξ “ v. Let ξ2x “ ξx ´ ξp0,0q, and set ξ “ ξpvq to be the reduction
mod Z of ξ2. Since ξ2p0,0q “ 0 and ∆ξ2 “ v, which is Z-valued, it follows
that ξ P Gˆm.
If ξ0 P Gˆm and v “ ∆ξ1 is any prevector of ξ0, then ξpvq “ ξ0; this
is because ∆pξ1 ´ ξ2q ” 0, so ξ1 ´ ξ2 ” c for some c P R, and in fact
c “ ξ1p0,0q ´ ξ2p0,0q P Z. Also, if v0 P ZTm0 and v is any prevector of ξpv0q,
then v0 ´ v P ∆ZTm .
Lemma 19. Given ξ P Gˆm, let v be any prevector of ξ and let ξ “
GTm ˚ v. Then |µˆpξq| “ |µˆpξq|. If v is the distinguished prevector of ξ,
then in addition
(115) 1´ |µˆpξq| — }ξ}
2
2
m2
.
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Equation (115) is equivalent to Theorem 3.8 in [26], and the argu-
ment below is the same as the proof given there.
Proof. Let v “ ∆ξ1, where ξ1 : Tm Ñ R reduces mod Z to ξ. Then
ξ “ GTm ˚∆ξ1 “ ξ1 ´ c where c “ ExPTmrξ1s, so
(116) µˆpξq “ ExPTmrepξ1x ´ cqs “ ep´cqµˆpξ1q “ ep´cqµˆpξq
and therefore |µˆpξq| “ |µˆpξq|.
To prove the upper bound in (115),
1´ |µˆpξq| “ 1´ |µˆpξq| ď 1´ Re µˆpξq “ 1
m2
ÿ
xPTm
”
1´ cpξxq
ı
(117)
! 1
m2
ÿ
xPTm
|ξx|2 “
}ξ}22
m2
.
For the lower bound, define ξ˚ as in the proof of Lemma 18 and observe
that ξ “ GTm ˚∆ξ˚ “ ξ˚´ExPTmrξ˚s is the orthogonal projection of ξ˚
onto L20pTmq. Thus }ξ}22 ď }ξ˚}22, and the result follows from (113). 
6. Spectral estimates
This section reduces the determination of the spectral gap to a finite
check, and provides additive savings estimates for separated spectral
components. Lemma 18 implies that each nonzero frequency ξ P Gˆm
satisfies 1´ |µˆpξq| " 1{m2, and if 1´ |µˆpξq| ď c{m2, then the L1 norm
of the distinguished prevector vpξq must be bounded by a constant
depending only on c. Section 6.1 develops tools to deal with prevectors
that have bounded L1 norm, providing control over those frequencies
that achieve the spectral gap or approach it to within a constant factor.
This proves Theorem 3 and does most of the work for the lower bound
in Theorem 2.
Section 6.2 extends the analysis to prevectors whose L1 norm in-
creases with m, but which are sparse enough that their supports can
be partitioned into widely separated clusters. This provides the main
ingredient for the upper bound in Theorem 2. As we will show in
Section 7, if ξ is a frequency for which vpξq is not sparse, then the
Lemma 18 lower bound on 1´ |µˆpξq| shows that the contribution of ξ
is negligible when computing the mixing time.
To fix ideas, given ξ P Gˆm recall that µˆpξq “ ExPTm repξxqs. For any
subset S Ă Tm, it is evident that
(118)
ˇˇˇˇ
ˇÿ
xPS
epξxq
ˇˇˇˇ
ˇ ď |S|.
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The ‘savings from S’ for the frequency ξ, denoted by savpξ;Sq, is the
amount by which the left side falls short of this upper bound:
(119) savpξ;Sq :“ |S| ´
ˇˇˇˇ
ˇÿ
xPS
epξxq
ˇˇˇˇ
ˇ .
By the triangle inequality, if S1, S2 Ă Tm are disjoint then
(120) savpξ;S1q ` savpξ;S2q ď savpξ;S1 Y S2q.
The ‘total savings’ for ξ is defined by
(121) savpξq :“ savpξ;Tmq “ m2 ´
ˇˇˇˇ
ˇ ÿ
xPTm
epξxq
ˇˇˇˇ
ˇ
and satisfies
(122) 1´ |µˆpξq| “ savpξq
m2
.
The notion of savings is well-suited for proving lower bounds on the
gap 1´|µˆpξq|. Specifically, if S1, . . . , Sk are disjoint subsets of Tm then
(123) 1´ |µˆpξq| ě 1
m2
kÿ
i“1
savpξ;Siq.
The spectral gap of the sandpile Markov chain is
(124) gapm “ min
0‰ξPGˆm
savpξq
m2
.
Observe that if v is the distinguished prevector of ξ P Gˆm, then Lemma
18 gives savpξq " }v}1. Also, given a set S Ă Tm and a function w on
Tm, write w|S for the function which is equal to w on S and 0 on Sc.
6.1. Determination of spectral gap up to finite check. Given
constants B,R ą 0, define the finite set
(125) C pB,Rq :“ tv P C2pBRp0qq : }v}1 ď Bu.
Here BRp0q is the ℓ1 ball of radius R about 0 in Z2, and C2p¨q is given by
(44). Since BRp0q embeds into Tm for each m ą 2R, we can view each
v P C pB,Rq as an element either of C2pZ2q or of C2pTmq by setting
v ” 0 outside BRp0q.
For any R- or R{Z-valued function ξ on Z2, define the functional
(126) fpξq :“
ÿ
xPZ2
p1´ cpξxqq.
We will see that this is the appropriate analogue to savings for functions
on Z2. If v P C2pZ2q, then fpGZ2 ˚ vq ă 8 by the bound 1 ´ cptq ! t2
combined with Lemma 9 or Lemma 12. For such v, fpGZ2˚vq “ 0 if and
only if GZ2 ˚ v is Z-valued. Since GZ2 ˚ v P ℓ2pZ2q, if it is Z-valued then
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it must be finitely supported, and in addition we have ∆pGZ2 ˚ vq “ v.
Thus, fpGZ2 ˚ vq “ 0 precisely for those v in the subset
(127) I :“ t∆w : w P C0pZ2qu Ă C2pZ2q.
If v, v1 P C2pZ2q and v ´ v1 P I, then fpGZ2 ˚ vq “ fpGZ2 ˚ v1q.
Set
(128) γ :“ inf  fpGZ2 ˚ vq : v P C2pZ2q z I( .
The following are the main results of this section. Together with the
computation in Appendix B, they lead to a quick proof of Theorem 3.
Proposition 20. We have γ ą 0, and there exist constants B0, R0 ą 0
such that:
1. For sufficiently large m, any ξ P Gˆm that achieves the spectral
gap, savpξq “ m2gapm, has a prevector v which is a translate
of some v1 P C pB0, R0q Ă C2pTmq.
2. For any v P C2pZ2q satisfying fpGZ2 ˚ vq ă 32γ, there exists
v1 P C pB0, R0q Ă C2pZ2q such that a translate of v1 differs from
v by an element of I. In particular, fpGZ2 ˚ vq “ fpGZ2 ˚ v1q.
Proposition 21. Fix B,R1 ą 0. For any v P C pB,R1q and m ą 2R1,
let ξpmq “ ξpmqpvq be the frequency in Gˆm corresponding to v, namely
(129) ξpmqx “ pGTm ˚ vqpxq ´ pGTm ˚ vqp0, 0q (reduced mod Z),
and let ξ “ ξpvq “ GZ2 ˚ v. Then
(130) savpξpmqq Ñ fpξq as mÑ8.
Part 2 of Proposition 20 implies that
(131) γ “ min tfpGZ2 ˚ vq : v P C pB0, R0q z Iu ,
which reduces the computation of γ to a finite check. In Appendix B
we verify that γ is obtained by ξ “ GZ2 ˚ δ1 ˚ δ2 with numerical value
(132) γ “ 2.868114013p4q.
Proof of Theorem 3. In this proof we use the notation ξpvq “ GZ2 ˚ v.
Take the constants B0, R0 from Proposition 20 and find γ
1 ą γ such
that if v P C pB0, R0q and fpξpvqq ą γ, then fpξpvqq ě γ1. Applying
Proposition 21 with B “ B0 and R1 “ R0, choose m large enough that
(133) gpmq :“ sup
vPC pB0,R0q
| savpξpmqpvqq ´ fpξpvqq| ă γ
1 ´ γ
2
.
Let v0 P C pB0, R0q satisfy fpξpv0qq “ γ, and let ξpmq0 “ ξpmqpv0q P Gˆm.
Then
(134) savpξpmq0 q ă
γ ` γ1
2
.
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Now suppose that ξpmq P Gˆm achieves the spectral gap. By translating,
we may assume that ξpmq has a prevector v P C pB0, R0q. We claim that
fpξpvqq “ γ: if not, then fpξpvqq ě γ1 and
(135) savpξpmqq ą γ ` γ
1
2
ą savpξpmq0 q,
a contradiction. Thus fpξpvqq “ γ, and
(136) |m2gapm ´ γ| “ | savpξpmqq ´ fpξpvqq| ď gpmq,
with gpmq Ñ 0 as mÑ 8. Along with the formula (132) for γ, which
is proved in Appendix B, this concludes the proof. 
In the process of proving Propositions 20 and 21, we show two lem-
mas, Lemmas 22 and 23, regarding savings in the neighborhood of the
support of v for prevectors v P ZTm0 that have bounded L1 norm. Note
that if ξ P Gˆm is the frequency corresponding to v and ξ “ GTm ˚ v,
then for any S Ă Tm, the proof of Lemma 19 implies that
(137)
ˇˇˇˇ
ˇÿ
xPS
epξxq
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇÿ
xPS
epξxq
ˇˇˇˇ
ˇ ,
so all savings computations can be done using ξ. Indeed, if we extend
the definitions (119), (121) from elements of Gˆm to all R- or R{Z-valued
functions on Tm, then savpξ;Sq “ savpξ;Sq and savpξq “ savpξq.
Lemma 22. For all A,B,R1 ą 0 there exists an R2pA,B,R1q ą 2R1
such that if m is sufficiently large, then for any x P Tm and any v P ZTm
satisfying the following conditions:
(1) }v}1 ď B
(2) v|BR1 pxq R C2pTmq
(3) d
´
x, supp v|BR1 pxqc
¯
ą 2R2
we have
(138) sav pGTm ˚ v;BR2pxqq ě A.
Thus, if v has mean zero, then the corresponding frequency ξ P Gˆm
satisfies sav pξ;BR2pxqq ě A.
Proof. Given v P ZTm , decompose ξ “ GTm ˚ v into an internal and
external component, ξ “ ξi ` ξe, setting
(139) ξi :“ GTm ˚ v|BR1pxq, ξe :“ GTm ˚ v|BR1 pxqc .
Treat R2 as a parameter growing to infinity, and let R be a second
parameter growing with R2 such that
R2
R3
Ñ8 as R2 Ñ 8. In practice,
these parameters are chosen large, but fixed, so that there is uniformity
in all m sufficiently large. Since |D1GTmpyq| and |D2GTmpyq| have size
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! 1{}y}1 as }y}1 Ñ 8, we have ξex`y “ ξex ` OpBRR2 q for all }y}1 ď R.
Hence, by Taylor expansion,
(140)
ˇˇˇˇ
ˇ ÿ}y}1ďR epξx`yq
ˇˇˇˇ
ˇ “ O
ˆ
BR3
R2
˙
`
ˇˇˇˇ
ˇ ÿ}y}1ďR epξix`yq
ˇˇˇˇ
ˇ .
Since the error tends to 0 as R2 Ñ 8, it suffices to prove that
(141) # ty : }y}1 ď Ru ´
ˇˇˇˇ
ˇ ÿ}y}1ďR e
`
ξix`y
˘ˇˇˇˇˇÑ8 as RÑ8.
First suppose that v|BR1 pxq R C1 pTmq. For all y “ py1, y2q P Tm with|y1|, |y2| ď m{2,
(142) ξix`y “
ÿ
}z}1ďR1
GTmpy ´ zqvpx` zq.
Let r “
a
y21 ` y22. Using the Lemma 7 bound on the first derivatives
of GTm to approximate GTmpy ´ zq with GTmpyq yields
(143) ξix`y “ aGTmpyq `OB,R1
`
r´1
˘
,
where a “ ř}z}1ďR1 vpx`zq ‰ 0. The asymptotic for the first derivative
of the Green’s function in Lemma 8 now implies that |ξi
x`pj,0q´ξix| Ñ 8
as j Ñ8, while |ξi
x`pj`1,0q ´ ξix`pj,0q| Ñ 0, so that tξix`pj,0qu8j“0 is dense
in R{Z, and hence
(144) R ´
ˇˇˇˇ
ˇ Rÿ
j“1
epξix`pj,0q ´ ξixq
ˇˇˇˇ
ˇÑ 8 as RÑ8,
which suffices for the claim.
Now suppose that v|BR1 pxq P C1 pTmq zC2 pTmq, so that it can be
written as δ1 ˚ w1 ` δ2 ˚ w2 where w1, w2 are Z-valued, supported on
BR1`1pxq, and not both in C1pTmq by (45). For all y “ py1, y2q,
(145) ξix`y “
ÿ
}z}1ďR1`1
D1GTmpy´zqw1px`zq`D2GTmpy´zqw2px`zq.
Use the Lemma 7 bound on the second derivatives of GTm to approxi-
mate DkGTmpy ´ zq with DkGTmpyq for k “ 1, 2. The result is
(146) ξix`y “ aD1GTmpyq ` bD2GTmpyq `OB,R1
`
r´2
˘
for constants a, b “ OB,R1p1q, not both zero. Lemma 8 now shows that
for 1 ď r ă m1{2{plogmq1{4,
(147) ξix`y “
´cpay1 ` by2q
y21 ` y22
`OB,R1
`
r´2
˘
,
where c ą 0 is a fixed constant. Thus |ξix`y| ! 1{r, and there are
0 ď θ1 ă θ2 ă 2π such that if θ1 ď argpyq ď θ2, then |ξix`y| — 1{r. It
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follows that ÿ
}y}1ďR
p1´ cpξix`yqq — logR,(148) ˇˇˇˇ
ˇ ÿ}y}1ďR spξix`yq
ˇˇˇˇ
ˇ ď ÿ}y}1ďR |spξix`yq| ! R.(149)
To combine (148) and (149) we use that for all a, b P R with a ą 0,
(150)
?
a2 ` b2 ´
?
a2 “
ż a2`b2
a2
dt
2
?
t
ď b
2
2a
.
Letting a and b be the real and imaginary parts of
ř
}y}1ďR epξix`yq, we
conclude that
(151) # ty : }y}1 ď Ru ´
ˇˇˇˇ
ˇ ÿ}y}1ďR e
`
ξix`y
˘ˇˇˇˇˇ — logR,
as required. 
Proof of Proposition 21. Given v P C pB,R1q, set ξ˚ “ GTm ˚ v; we
suppress the dependence onm for notational convenience. It will suffice
to show that savpξ˚q Ñ fpξq as mÑ8.
Write v as a sum of OB,R1p1q translates of ˘δ˚21 , ˘δ1 ˚δ2, ˘δ˚22 . Since
the second derivatives of the Green’s function decay like the inverse
square of the radius, an argument parallel to the one given in equations
(145)-(146) shows that |ξ˚y | “ OB,R1p1{r2q, where r “
a
y21 ` y22 and
|y1|, |y2| ď m{2. For all R1 ă R ă m{2, Taylor expansion yieldsÿ
}y}1ąR
p1´ cpξ˚y qq “ OB,R1
`
R´2
˘
,(152) ÿ
yPTm
p1´ cpξ˚y qq “ OB,R1p1q,ˇˇˇˇ
ˇ ÿ
yPTm
spξ˚y q
ˇˇˇˇ
ˇ “ OB,R1p1q.
In the last estimate, we use that ξ˚ is mean zero over Tm so that
the contribution of the linear term in the Taylor expansion of spξ˚y q
vanishes. Therefore, using (150) in the first equality,
savpξ˚q “ OB,R1
`
m´2
˘` ÿ
yPTm
p1´ cpξ˚y qq(153)
“ OB,R1
`
R´2
˘` ÿ
}y}1ďR
p1´ cpξ˚y qq.
Sending mÑ 8 for fixed R, Lemma 9 shows that each ξ˚y Ñ ξy. Thus
(154) lim
mÑ8 savpξ
˚q “ OB,R1
`
R´2
˘` ÿ
}y}1ďR
p1´ cpξyqq
32 BOB HOUGH, DANIEL C. JERISON, AND LIONEL LEVINE
for each R ą R1. Sending RÑ8 completes the proof. 
Lemma 23. For all B,R1 ą 0 and α ă 1, there exists R2pα,B,R1q ą
2R1 such that if m is sufficiently large, then for any x P Tm and any
v P ZTm satisfying the following conditions:
(1) }v}1 ď B
(2) v|BR1 pxq P C2pTmq
(3) d
´
x, supp v|BR1 pxqc
¯
ą 2R2
we have
(155) sav pGTm ˚ v;BR2pxqq ě α savpξ˚q; ξ˚ “ GTm ˚ v|BR1pxq.
Thus, if v has mean zero, then the corresponding frequency ξ P Gˆm
satisfies sav pξ;BR2pxqq ě α savpξ˚q.
Proof. First we show that there is δ “ δpB,R1q ą 0 such that for
sufficiently large m, either savpξ˚q “ 0 or savpξ˚q ě δ. Translating v
by ´x shows that savpξ˚q “ savpGTm ˚ v1q for some v1 P C pB,R1q. Let
(156) γ1 “ min tfpGZ2 ˚ v1q : v1 P C pB,R1q z Iu ,
so γ1 ą 0. By Proposition 21, if m is large enough then
(157) | savpGTm ˚ v1q ´ fpGZ2 ˚ v1q| ă γ1{2 for all v1 P C pB,R1q.
Thus, if v1 P C pB,R1q z I, then savpξ˚q ą γ1{2.
If v1 P C pB,R1q X I, we will show that savpξ˚q “ 0, allowing us to
take δ “ γ1{2. Write v1 “ ∆w where w P C0pZ2q. Observe that supppwq
is a finite set, and any pi, jq P Z2 z supppwq that is adjacent to exactly
one point in supppwq must have p∆wqpi, jq ‰ 0. Since suppp∆wq Ă
BR1p0q, it follows that supppwq Ă BR1´1p0q. Hence we can consider
v1 and w as Z-valued functions on Tm for m ą 2R1, and the equation
v1 “ ∆w still holds in this context. Therefore, GTm ˚ v1 “ w ´ c where
c is the mean value of w on Tm, and savpGTm ˚ v1q “ 0.
With δ in hand, we turn to the proof of (155). Set ǫ “ ǫpα,B,R1q “
p1´ αqδ ą 0. We will show that if m is sufficiently large,
(158) savpGTm ˚ v;BR2pxqq ą savpξ˚q ´ ǫ.
This implies (155), because if savpξ˚q “ 0 then (155) is trivial, while if
savpξ˚q ě δ then savpξ˚q´ǫ ě α savpξ˚q. By arguing as in Lemma 22 up
to equation (140), it suffices to prove that if R is fixed but sufficiently
large then
(159) savpξ˚;BRpxqq ą savpξ˚q ´ ǫ{2
for all m sufficiently large. Writing v|BR1pxq as a sum of OB,R1p1q trans-
lates of ˘δ˚21 , ˘δ1 ˚ δ2, ˘δ˚22 , it follows as in the proof of Proposition
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21 that for y “ py1, y2q P Tm with |y1|, |y2| ď m{2 and r “
a
y21 ` y22,
|ξ˚x`y| “ OB,R1p1{r2q. Taylor expansion givesÿ
}y}1ďR
p1´ cpξ˚x`yqq “ OB,R1p1q,(160) ÿ
}y}1ąR
p1´ cpξ˚x`yqq “ OB,R1
`
R´2
˘
,ˇˇˇˇ
ˇ ÿ}y}1ďR spξ˚x`yq
ˇˇˇˇ
ˇ ď ÿ}y}1ďR
ˇˇ
spξ˚x`yq
ˇˇ “ OB,R1plogRq.
Thus,
savpξ˚q “ m2 ´
ˇˇˇˇ
ˇ ÿ
zPTm
epξ˚z q
ˇˇˇˇ
ˇ ď ÿ
zPTm
p1´ cpξ˚z qq(161)
“ OB,R1
`
R´2
˘` ÿ
}y}1ďR
p1´ cpξ˚x`yqq
“ OB,R1
ˆ
log2R
R2
˙
`#BRpxq ´
ˇˇˇˇ
ˇ ÿ}y}1ďR epξ˚x`yq
ˇˇˇˇ
ˇ ,
using (150) in the last equality. Since this is savpξ˚;BRpxqq plus a
quantity tending to zero with R, (159) is verified. 
Proof of Proposition 20. First we find a constant B0 such that:
(I) For sufficiently large m, if ξpmq P Gˆm achieves the spectral gap,
then its distinguished prevector vpmq “ vpξpmqq must satisfy
}vpmq}1 ď B0.
(II) If v P C2pZ2q satisfies fpGZ2 ˚ vq ď 32γ ` 1, then v differs by an
element of I from some v˜ P C2pZ2q with }v˜}1 ď B0.
To this end, fix any v1 P C2pZ2q z I and let γ1 “ fpGZ2 ˚ v1q ě γ.
Choose B1, R1 large enough that v1 P C pB1, R1q, and let m ą 2R1 so
that C pB1, R1q embeds into C2pTmq. Applying Proposition 21 shows
that if ξ1pmq is the frequency in Gˆm corresponding to v1, then
(162) savpξ1pmqq Ñ fpGZ2 ˚ v1q as mÑ8
and therefore savpξ1pmqq ă γ1 ` 1 for sufficiently large m.
Suppose that ξpmq P Gˆm achieves the spectral gap, and let vpmq be
the distinguished prevector of ξpmq. By Lemma 18,
(163) }vpmq}1 ! savpξpmqq ď savpξ1pmqq ă γ1 ` 1,
that is, }vpmq}1 is bounded by a universal constant. This verifies (I).
By choosing γ1 arbitrarily close to γ, we could have obtained that for
any ǫ ą 0, if m is sufficiently large then any ξpmq P Gˆm achieving the
spectral gap must satisfy savpξpmqq ă γ ` ǫ. This will be used later.
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For (II), given v P C2pZ2q, let ξ “ GZ2 ˚ v. Lemma 9 or Lemma 12
shows that ξ P ℓ2pZ2q, so there are only finitely many x P Z2 such that
|ξx| ě 12 . Reduce ξ to ξ˜ : Z2 Ñ
“´1
2
, 1
2
˘
by subtracting w P C0pZ2q,
and let v˜ “ ∆ξ˜ “ v ´ ∆w, which differs from v by ∆w P I and is
therefore in C2pZ2q. Because v˜ is integer-valued and ∆ is bounded
from ℓ2pZ2q Ñ ℓ2pZ2q,
(164) }v˜}1 ď }v˜}22 “ }∆ξ˜}22 ! }ξ˜}22 “
ÿ
xPZ2
|ξ˜x|2 !
ÿ
xPZ2
p1´ cpξ˜xqq,
where the last inequality uses 1 ´ cptq " t2 for |t| ď 1
2
. The right side
is fpξ˜q “ fpGZ2 ˚ vq, so an upper bound on fpGZ2 ˚ vq translates to an
upper bound on }v˜}1, confirming (II).
Fix B0 to satisfy (I) and (II). For any v P ZTm with }v}1 ď B0, we
perform a clustering on supppvq, as follows.
(1) Initially all of supp v is uncovered and initialize a list X of
centers of balls to be empty.
(2) Iterate until supp v is covered:
(a) Choose x P supp v which is uncovered and append x to X .
(b) Beginning from an initial guess R1pxq “ 1:
(i) If v|BR1pxqpxq R C2pTmq, then choose R2pxq according
to Lemma 22 with A “ 3
2
γ ` 1, B “ B0, and R1 “
R1pxq. If v|BR1pxqpxq P C2pTmq, then choose R2pxq
according to Lemma 23 with α “ 7
8
, B “ B0, and
R1 “ R1pxq.
(ii) If the condition of those lemmas holds,
d
´
x, supp v|BR1pxqpxqc
¯
ą 2R2pxq,
then declare those y P supppvqXBR1pxq covered and
continue to (c). Otherwise, replace R1pxq :“ 2R2pxq
and repeat step (i).
(c) If all of supp v is covered, finish. If not, return to (a).
(3) Since }v}1 ď B0, the process stops after boundedly many steps.
At the end of this process,
supp v Ă
ď
xPX
BR1pxqpxq,(165)
d
´
x, supp v|BR1pxqpxqc
¯
ą 2R2pxq for each x P X .(166)
We claim that a subset X 1 Ă X can be chosen such that
(167) supp v Ă
ğ
xPX 1
BR1pxqpxq.
Note a particular consequence of (166) and (167) is that the balls
(168) tBR2pxqpxquxPX 1
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are pairwise disjoint.
To verify (167), let x and x1 be centers of balls of the process with
x appearing prior to x1 in the list. We will show that either BR1pxqpxq
and BR1px1qpx1q are disjoint, or BR1pxqpxq Ă BR1px1qpx1q. First, since
x1 R BR1pxqpxq, we have dpx, x1q ą 2R2pxq ě 2R1pxq. Suppose y is in
the intersection of BR1pxqpxq and BR1px1qpx1q, so that
(169) dpx, x1q ď dpx, yq ` dpy, x1q ď R1pxq `R1px1q.
Combining this with the lower bound on dpx, x1q gives R1pxq ă R1px1q.
Therefore, (169) implies that dpx, x1q ă 2R1px1q ď 2R2px1q, whence
dpx, x1q ď R1px1q. For any z P BR1pxqpxq,
(170) dpz, x1q ď dpz, xq ` dpx, x1q ď R1pxq `R1px1q ă 2R2px1q
so that, in fact, z P BR1px1qpx1q and BR1pxqpxq Ă BR1px1qpx1q. Hence,
starting from X we obtain the desired list X 1 by discarding any x
which satisfies x P BR1px1qpx1q for some x1 later in the list.
Let R1pvq “ maxtR1pxq : x P X 1u. From the description of the
clustering algorithm, there is a uniform in m upper bound on R1pvq
that depends only on B0:
(171) R1pvq ď R0 “ R0pB0q.
Fix
(172) γ0 “ min tfpGZ2 ˚ vq : v P C pB0, R0q z Iu .
We will show that γ “ γ0, but a priori we only know that γ0 ě γ and
γ0 ą 0. Proposition 21 implies that if m is large enough,
(173) | savpGTm ˚ vq ´ fpGZ2 ˚ vq| ă γ0{8 for all v P C pB0, R0q.
We can now prove Part 1 of Proposition 20. Let ξ P Gˆm achieve the
spectral gap, and take m large enough that savpξq ă minp3
2
γ ` 1, 3
2
γ0q,
noting that the upper bound is strictly greater than γ. Let v P ZTm0 be
the distinguished prevector of ξ, with }v}1 ď B0, and run the clustering
algorithm on v. Set
(174) X 2 “
!
x P X 1 : v|BR1pxqpxq R I
)
and define v1 to equal v on each BR1pxqpxq for x P X 2, while v1 ” 0
elsewhere. To get from v to v1, we subtracted finitely many elements of
I. It follows that v1 “ v ´∆w for some w P ZTm ; the proof of Lemma
23 explains why this holds on Tm as well as on Z
2. We conclude that
v1 is also a prevector of ξ.
Given x P X 2, for notational convenience set upxq “ v|BR1pxqpxq. If
some upxq R C2pTmq, then by construction, savpξq ě 32γ`1, a contradic-
tion. Therefore each upxq P C2pTmq. Since R1pxq ď R0 and upxq R I, we
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have fpGZ2˚upxqq ě γ0. It follows from (173) that savpGTm˚upxqq ą 78γ0.
Then, by step (i) of the clustering,
(175) savpξ;BR2pxqpxqq ą
ˆ
7
8
˙2
γ0 ą 3
4
γ0.
If |X 2| ě 2, then savpξq ą 3
2
γ0, another contradiction. We conclude
that |X 2| “ 1, and moreover, for the unique x P X 2, v1 “ upxq P
C2pTmq. Translating v1 by ´x yields an element of C pB0, R0q. This
proves Part 1 of Proposition 20.
Part 2 is proved along similar lines. Let v P C2pZ2q satisfy
(176) fpGZ2 ˚ vq ă minp32γ ` 1, 32γ0q.
By property (II), we may assume that }v}1 ď B0 (by subtracting an
element of I if necessary). Since supp v is finite, it embeds into Tm for
large enough m, and then v can be seen as an element of C2pTmq. Let
ξpmq P Gˆm be the frequency corresponding to v, so that savpξpmqq Ñ
fpGZ2 ˚ vq as mÑ8, by Proposition 21.
Run the clustering algorithm on v, noting that independent of the
value ofm, the algorithm will follow exactly the same steps and produce
identical clusters. Define X 2, v1, and the notation upxq as in the proof
of Part 1. If upxq R C2pTmq for some x P X 2, then savpξpmqq ě 32γ ` 1.
Since the property “upxq R C2pTmq” is independent of m, this is a
uniform lower bound on all savpξpmqq and so fpGZ2 ˚ vq ě 32γ ` 1.
Likewise, if each upxq P C2pTmq but |X 2| ě 2, then savpξpmqq ą 32γ0 for
all m and so fpGZ2 ˚ vq ě 32γ0. Both possibilities contradict (176).
We conclude that any v P C2pZ2q satisfying (176) differs by an el-
ement of I from some v1 P C2pZ2q that has a translate in C pB0, R0q.
It follows that γ is equal to the right side of (172), that is, γ “ γ0.
In particular, γ ą 0. Finally, the right side of (176) simplifies to 3
2
γ,
proving Part 2 of Proposition 20. 
The following lemma provides the additive savings needed to prove
the lower bound in Theorem 2.
Lemma 24. Let k ě 1 be fixed, and let v1, . . . , vk P C2pTmq be bounded
functions of bounded support which are R-separated, in the sense that
their supports have pairwise ℓ1 distance at least R. Set v “ řki“1 vi.
Then as RÑ8,
(177) 1´ |µˆpξpvqq| “ O
ˆ
logp1`Rq
R2m2
˙
`
kÿ
i“1
´
1´ |µˆpξpviqq|
¯
.
The implicit constant depends upon k and the bounds for the functions
and their supports.
Proof. Set ξ “ GTm ˚v and ξi “ GTm ˚vi, so that |µˆpξpvqq| “ |µˆpξq| and
|µˆpξpviqq| “ |µˆpξiq|. Fix a point xi in the support of each vi, so that the
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balls BR1pxiq are disjoint where R1 “ tpR ´ 1q{2u. As in the proof of
Proposition 21, if y “ py1, y2q with |y1|, |y2| ď m{2 and r “
a
y21 ` y22,
(178) |ξipxi ` yq| “ Op1{r2q.
We obtain the analogue to (153),
(179) 1´ |µˆpξiq| “ O
ˆ
1
R2m2
˙
` 1
m2
ÿ
}y}1ďR1
´
1´ c
´
ξipxi ` yq
¯¯
.
If }y}1 ď R1, then ξpxi ` yq “ ξipxi ` yq `OpR´2q, so that
(180)
c
´
ξpxi ` yq
¯
“ c
´
ξipxi ` yq
¯
`O
¨˝ ˇˇˇ
spξipxi ` yqq
ˇˇˇ
R2
‚˛`Oˆ 1
R4
˙
.
As in (160),
(181)
ÿ
}y}1ďR1
ˇˇˇ
s
´
ξipxi ` yq
¯ˇˇˇ
“ Oplogp1`Rqq.
Combining (179), (180), and (181) yields
(182) 1´|µˆpξiq| “ O
ˆ
logp1`Rq
R2m2
˙
` 1
m2
ÿ
}y}1ďR1
´
1´ c
´
ξpxi ` yq
¯¯
.
Take the sum of (182) over i “ 1, 2, . . . , k. For z R Ťki“1BR1pxiq, let ri
be the ℓ2 distance from z to xi, so that |ξpzq| “ Op1{r21 ` ¨ ¨ ¨ ` 1{r2kq.
Use the inequality
(183)
ˆ
1
r21
` ¨ ¨ ¨ ` 1
r2k
˙2
ď k
ˆ
1
r41
` ¨ ¨ ¨ ` 1
r4k
˙
to conclude that
(184)
ÿ
z RŤki“1BR1 pxiq
´
1´ c
´
ξpzq
¯¯
“ O
ˆ
1
R2
˙
.
In combination with (182), this yields
(185)
kÿ
i“1
´
1´
ˇˇˇ
µˆpξiq
ˇˇˇ ¯
“ O
ˆ
logp1`Rq
R2m2
˙
` 1
m2
ÿ
zPTm
´
1´ c
´
ξpzq
¯¯
,
or equivalently,
(186) 1´ Re
´
µˆpξq
¯
“ O
ˆ
logp1`Rq
R2m2
˙
`
kÿ
i“1
´
1´
ˇˇˇ
µˆpξiq
ˇˇˇ ¯
.
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We will finish the proof by applying (150). Proposition 21 implies
that each 1´
ˇˇˇ
µˆpξiq
ˇˇˇ
“ Op1{m2q, so Re
´
µˆpξq
¯
" 1. Meanwhile,
(187) Im
´
µˆpξq
¯
“ 1
m2
ÿ
zPTm
s
´
ξpzq
¯
, sptq “ 2πt`O `|t|3˘ .
In the Taylor expansion, the linear term vanishes since ξ has mean zero
on Tm. Also,
(188)
ˇˇˇ
ξpzq
ˇˇˇ3
ď
˜
kÿ
i“1
ˇˇˇ
ξipzq
ˇˇˇ¸3
ď k2
kÿ
i“1
ˇˇˇ
ξipzq
ˇˇˇ3
,
and
ř
zPTm
ˇˇˇ
ξipzq
ˇˇˇ3
“ Op1q by (178). Hence Im
´
µˆpξq
¯
“ Op1{m2q, and
we obtain the desired result from (186) using (150). 
6.2. Estimation of moderate size phases. In this section we give
estimates for the savings of frequencies ξ whose distinguished prevec-
tors v “ vpξq have }v}1 growing with m. In particular, we prove an
approximate additive savings estimate for separated parts of v, which
is what is needed to prove the upper bound of Theorem 2.
Let R ą 1 be a large fixed parameter. Given any v P ZTm , for each
x P supp v let
(189) nbdpxq :“ BRpxq “ ty P Tm : }y ´ x}1 ď Ru.
Perform a simple agglomeration scheme, in which any two points x, y P
supp v whose neighborhoods overlap are joined in a common R-cluster.
In other words, x and y belong to a common cluster if and only if there
is a sequence of points tziuni“0 Ă supp v such that x “ z0, y “ zn and,
for 0 ď i ă n, }zi ´ zi`1}1 ď 2R. Write C for the collection of clusters
formed in this way. Given C P C , write
(190) nbdpCq :“
ď
xPC
nbdpxq
for the neighborhood of C, so that supp v Ă ŮCPC nbdpCq.
Let P Ă C be the collection of all clusters C such that v|C “ ∆w
for some w P ZTm , and let S be the union of all clusters C P C zP.
The ‘R-reduction’ of v is defined to be v˜ “ v|S, which differs from v
by a sum of terms of the form ∆w, and whose L1 and L8 norms are
bounded by }v}1, }v}L8 respectively. We say that v is ‘R-reduced’ if
v˜ “ v. For any frequency ξ P Gˆm, the ‘R-reduced prevector’ of ξ is
the R-reduction of the distinguished prevector vpξq, which is indeed a
prevector of ξ.
The following is the main result of this section. It is similar to Lem-
mas 22 and 23, but does not require the prevector v to have bounded
L1 norm.
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Lemma 25. Let B ě 1 be a fixed parameter. There is a function
ηpB,Rq tending to 0 as R Ñ 8 such that for all m sufficiently large,
if v P ZTm satisfies the following conditions:
(1) v is R-reduced
(2) }v}L8 ď 3
(3) v has an R-cluster C for which
›› v|C ››1 ď B
then
(191) savpGTm ˚ v; nbdpCqq ě m2gapm ´ ηpB,Rq.
Thus, if v has mean zero, then the corresponding frequency ξ P Gˆm
satisfies savpξ; nbdpCqq ě m2gapm ´ ηpB,Rq.
The sufficiently large value of m above which (191) holds is allowed
to depend on both B and R.
The upper bound on }v}L8 could be replaced by any fixed constant;
we chose 3 because the distinguished prevector of every ξ P Gˆm satisfies
}vpξq}L8 ď 3, so the R-reduced prevector has the same bound.
Proof. Suppose that v P ZTm satisfies the conditions of the lemma. We
decompose the phase function ξ “ GTm ˚v into an internal and external
component, ξ “ ξi ` ξe, where
(192) ξi :“ GTm ˚ v|C , ξe :“ GTm ˚ v|Cc .
Our first observation is that the third derivatives of ξe are uniformly
bounded over all x P nbdpCq:
(193)
ˇˇ
Da1D
b
2ξ
e
x
ˇˇ ! 1
R
, for x P nbdpCq and a, b ě 0, a` b “ 3.
To see this, note that if x P nbdpCq, then every y P supppvq zC satisfies
}x´ y}1 ą R. Therefore,ˇˇ
Da1D
b
2ξ
e
x
ˇˇ “ ˇˇˇˇˇ ÿ
yPCc
vpyqDa1Db2GTmpx´ yq
ˇˇˇˇ
ˇ(194)
ď }v}L8
ÿ
yPBRpxqc
|Da1Db2GTmpx´ yq|.
The bound (193) then follows from the asymptotic of Lemma 7.
The rest of the proof is divided into three cases. Heuristically, ξe
could be roughly constant over nbdpCq, vary linearly over nbdpCq, or
vary quadratically over nbdpCq. The bound on the third derivatives of
ξe ensures that these are the only possibilities. If ξe is roughly constant,
then we can prove (191) using the arguments developed in Section 6.1.
If ξe varies linearly over nbdpCq, then we can find a region of nbdpCq
far enough away from C that the internal phase is nearly constant, so
ξ “ ξi ` ξe varies linearly. We then cite the geometric series bound
of Lemma 11 to show that for any A ą 0, if R is large enough then
savpξ; nbdpCqq ě A. This is much stronger than the desired bound
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(191): as long as A ą γ “ limmÑ8m2gapm, we do not even need to
subtract ηpB,Rq.
Finally, if ξe varies quadratically over nbdpCq, we use van der Cor-
put’s inequality to reduce to the linear case.
The proof will use three auxiliary parameters R1, R2, R3 which tend
to infinity with R and satisfy R1 ă R2 ă R3 ă R. We require that
(195) R1 Ñ8, R2
R41
Ñ8, R3
R1R
2
2
Ñ8, R
R21R
2
3
" 1, as RÑ8.
These properties are all satisfied if, for example, R1 “ R1{26, R2 “
R5{26, R3 “ R12{26.
For the first case, suppose that for all x P C and }y ´ x}1 ď R1, we
have
››ξey ´ ξex››R{Z ă 1{R31. Perform the clustering algorithm from the
proof of Proposition 20 on v|C , using the same parameters (e.g. α “
7{8). This partitions C into sub-clusters indexed by a set X 1: for each
x P X 1 there are radii 2R˜1pxq ă R˜2pxq such that
(196) C Ă
ğ
xPX 1
BR˜1pxqpxq,
while the balls tBR˜2pxqpxquxPX 1 are disjoint, and each sub-cluster meets
the conditions of either Lemma 22 or Lemma 23, as appropriate. As
in (171), the radii R˜2pxq are uniformly bounded by some R0 depending
only on B. By taking R large enough with respect to B, we may assume
that R0 is arbitrarily small relative to R1.
Let x P X 1 and R1 ď R1. We use the assumption that
››ξey ´ ξex››R{Z ă
1{R31 for all y P BR1pxq to compute, by Taylor expansion,
(197)
ˇˇˇˇ
ˇˇ ÿ
yPBR1 pxq
epξiy ` ξeyq
ˇˇˇˇ
ˇˇ “
ˇˇˇˇ
ˇˇ ÿ
yPBR1 pxq
epξiyq
ˇˇˇˇ
ˇˇ`Oˆ 1R1
˙
.
In other words, for all R1 ď R1,
(198) savpξ;BR1pxqq “ savpξi;BR1pxqq `O
`
R´11
˘
.
Define X 2 Ă X 1 as in the proof of Proposition 20. Since v is R-
reduced, X 2 is nonempty. For x P X 2, let upxq be the restriction of v
to BR˜1pxqpxq. By step (i) of the clustering,
(199) savpξi;BR˜2pxqpxqq ě
#
3
2
γ ` 1, upxq R C2pTmq,
7
8
savpGTm ˚ upxqq, upxq P C2pTmq.
Note that 3
2
γ` 1 ą m2gapm for large enough m, and savpGTm ˚upxqq ě
m2gapm by definition of X
2. Thus, the combination of (198) with
(199) verifies the desired bound (191) except when |X 2| “ 1 and upxq P
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C2pTmq. In that remaining situation, we observe from (161) that
savpξi;BR1pxqq “ savpGTm ˚ upxq;BR1pxqq(200)
“ savpGTm ˚ upxqq ´OB
ˆ
log2R1
R21
˙
ě m2gapm ´OB
ˆ
log2R1
R21
˙
,
which along with (198) completes the proof.
In the second and third cases, we assume that there exist x P C and
y P BR1pxq such that d :“ }ξey ´ ξex}R{Z ě 1{R31. Set w “ y ´ x, so
}w}1 ď R1. For the second case, suppose that for all integers 1 ď n ď
R2
}w}1 ,
(201)
››ξex`nw ´ ξex ´ n `ξey ´ ξex˘››R{Z ă 1R1 .
Effectively, the external phase varies linearly along the discrete line
tx` nw : n P Z, 0 ď n ď R2}w}1 u.
We now find a segment along the line that is far away from C. Set
(202) ℓ “
Z
R2
3B}w}1
^
,
and consider the ℓ1-balls of radius 3kℓ}w}1 centered at x` 2 ¨ 3kℓw, for
0 ď k ď B ´ 1. The interiors of these balls are disjoint, and x P C is
not in any of the interiors. By the pigeonhole principle, the interior of
at least one ball contains no elements of C. Choose k corresponding to
one such ball, and set U “ 2 ¨ 3kℓ, so that x` Uw is the center.
Set V “ t
?
ℓd´1u. By (195), ℓ
V
ě ?ℓd Ñ 8 with R, and certainly
V Ñ 8 with R. Any point y along a shortest path from x ` Uw to
x`nw, with U ă n ď U `V , satisfies dpy, Cq " U}w}1. Since the first
derivatives of GTm decay like the inverse of the radius, it follows that
ξix`nw ´ ξix`Uw “ O
`
V
U
˘ “ oRp1q.
Consider the exponential sum
U`Vÿ
n“U
e
´
ξx`nw
¯
“
U`Vÿ
n“U
e
`
ξex`nw ` ξix`nw
˘
(203)
“
U`Vÿ
n“U
e
ˆ
ξex ` ξix`Uw ` n
`
ξey ´ ξex
˘`Oˆ 1
R1
˙
`O
ˆ
V
U
˙˙
.
Taylor expanding the error in the exponential, then summing the geo-
metric series, we obtain
(204)
U`Vÿ
n“U
e
´
ξx`nw
¯
“ O
ˆ
V
R1
` V
2
U
` 1
d
˙
“ oRpV q.
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Hence this segment of the line provides savings of " V for ξ. That
is, savpξ; nbdpCqq is bounded below by a constant that may be made
arbitrarily high by taking R large enough.
For the third case, suppose that (201) fails for some n “ n1 ď R2}w}1 .
Set W “ t R3}w}1 u, and apply van der Corput’s inequality with H “ 1 to
estimate
(205)ˇˇˇˇ
ˇ Wÿ
n“1
e
´
ξx`nw
¯ˇˇˇˇˇ
2
ď W pW ` 1q
2
` W ` 1
2
ˇˇˇˇ
ˇW´1ÿ
n“1
e
´
ξx`pn`1qw ´ ξx`nw
¯ˇˇˇˇˇ .
Set zn “ ξex`pn`1qw ´ ξex`nw. By the definition of n1,
(206)
1
R1
ď
›››››n1´1ÿ
i“0
pziq ´ n1z0
›››››
R{Z
“
›››››n1´2ÿ
i“0
pn1 ´ 1´ iqpzi`1 ´ ziq
›››››
R{Z
and therefore there is n0 ď n1 ´ 2 for which
(207) δ :“ }zn0`1 ´ zn0}R{Z ě
2
R1n
2
1
ě 2}w}
2
1
R1R
2
2
.
For all 1 ď n, p ď W , the quantity zn ´ zp ´ pn ´ pqpzn0`1 ´ zn0q
is a sum of O pW 2}w}31q terms of the form Da1Db2ξex1 where a ` b “ 3
and x1 P nbdpCq. (Each zi is a sum of O p}w}1q first derivatives of
ξe, so zi`1 ´ zi is a sum of O p}w}21q second derivatives of ξe, and then
pzi`1´ziq´pzn0`1´zn0q is a sum of O p}w}21 ¨W }w}1q third derivatives
of ξe. Finally, sum over all i between p and n.) Thus, (193) gives
(208) }zn ´ zp ´ pn´ pqpzn0`1 ´ zn0q}R{Z “ O
ˆ
W 2}w}31
R
˙
.
By the definition of W and (195), this quantity is O p1{R1q.
We now repeat the argument of the previous case, using
(209) ℓ1 “
Z
R3
3B}w}1
^
to define U 1 “ 2 ¨ 3kℓ1 for an appropriately chosen 0 ď k ď B ´ 1, and
V 1 “ t
?
ℓ1δ´1u. By (195), ℓ
1
V 1
ě ?ℓ1δ Ñ 8 with R, and δ´1 “ oRpV 1q.
Arguing as before, we obtain
(210)
U 1`V 1ÿ
n“U 1
e
´
ξx`pn`1qw ´ ξx`nw
¯
“ O
ˆ
V 1
R1
` pV
1q2
U 1
` 1
δ
˙
“ oRpV 1q.
Thus, we have saved an arbitrary constant in the sum
(211)
W´1ÿ
n“1
e
´
ξx`pn`1qw ´ ξx`nw
¯
,
and hence also in
řW
n“1 e
´
ξx`nw
¯
, by (205). 
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7. Proof of Theorem 2
In the process of proving Theorem 2, we also prove the following
mixing result in L2.
Theorem 26. Let m ě 2, let c0 “ γ´1 be the constant of Theorem 2,
and as there, set tmixm “ c0m2 logm. For each fixed ǫ ą 0,
lim
mÑ8 minσPRm
›››P rp1´ǫqtmixm sm δσ ´ URm›››
L2pdURm q
“ 8(212)
lim
mÑ8maxσPRm
›››P tp1`ǫqtmixm um δσ ´ URm›››
L2pdURm q
“ 0.
Note that, since we restrict to recurrent states, Parseval gives the
following characterization of the L2pdURmq norm,
(213)
››PNm δσ ´ URm››2L2pdURm q “ ÿ
ξPGˆmzt0u
|µˆpξq|2N .
7.1. Proof of the lower bound. Our proof of the lower bound in
Theorem 2 uses the following second moment lemma, a variant of the
method used by Diaconis and Shahshahani [15] to show cutoff in the
Bernoulli–Laplace diffusion model (see also [13]).
Given any probability measure µ on a finite abelian group G , recall
from Section 5.1 the definitions of the dual group Gˆ and the Fourier
coefficients µˆpξq, for ξ P Gˆ .
Lemma 27. Let G be a finite abelian group, let µ be a probability
measure on G and let N ě 1. Let X Ă Gˆ z t0u. Suppose that the
following inequalities hold for some parameters 0 ă ǫ1, ǫ2 ă 1,ÿ
ξPX
|µˆpξq|N ě |X |
1
2
ǫ1
(214)
ÿ
ξ1,ξ2PX
|µˆpξ1 ´ ξ2q|N ď p1` ǫ22q
˜ÿ
ξPX
|µˆpξq|N
¸2
.
Then
(215)
››µ˚N ´ UG ››TVpG q ě 1´ 4ǫ21 ´ 4ǫ22.
Proof. Define, for ξ P X , wξ “
´
µˆpξq
|µˆpξq|
¯N
, and f P L2pG q by
(216) fpxq “
ÿ
ξPX
wξepξ ¨ xq.
Then
EUrf s “ 0, EU
“|f |2‰ “ |X |,(217)
Eµ˚N rf s “
ÿ
ξPX
|µˆpξq|N , Eµ˚N
“|f |2‰ “ ÿ
ξ1,ξ2PX
wξ1wξ2µˆpξ1 ´ ξ2qN .
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Define A “  g P G : |fpgq| ą 1
2
Eµ˚N rf s
(
. By Chebyshev’s inequality,
UpAq ď 4ǫ21, while by the same inequality, µ˚NpAq ě 1 ´ 4ǫ22, from
which the claim follows. 
Proof of Theorem 2, lower bound. In light of Proposition 20, choose
v P C pB0, R0q such that the frequency ξ “ ξpvq P Gˆm generates the
spectral gap. Choose a large fixed constant R ą R0 and let tviuMi“1 be
a collection of R-separated translates of v, with M — m2
R2
. The corre-
sponding frequencies ξi “ ξpviq all satisfy |µˆpξiq| “ |µˆpξq| “ 1´ gapm.
Given c ą 0, set N “ tplogm´ cqgap´1m u and apply Lemma 27 with
set of frequencies X “ tξiuMi“1. Calculate
(218) |µˆpξiq|N “ e
c
m
„
1`O
ˆ
logm
m2
˙
.
If c is sufficiently large, then the first condition of Lemma 27 is satisfied
with ǫ1 “ O pRe´cq .
Write dpvi, vjq for the ℓ1 distance between the supports of vi and vj .
If dpvi, vjq ě ρ, then by Lemma 24,
(219) 1´ |µˆpξi ´ ξjq| “ 2p1´ |µˆpξq|q `O
ˆ
logp1` ρq
ρ2m2
˙
and therefore we can compute
(220) |µˆpξi ´ ξjq|N “ e2cm´2`Oplogp1`ρq{ρ2q.
Choose R large enough that when ρ “ R in (220), the power of m is
less than ´1. Then, by separating the cases i “ j and i ‰ j,
(221)
ÿ
1ďi,jďM
dpvi,vjqălogm
|µˆpξi ´ ξjq|N “ O
ˆ
m2
R2
˙
` e2cO
´m
R4
¯
,
since the number of pairs pi, jq in the sum is Opm2 log2pmq{R4q. In
addition, using ρ “ logm in (220) and plugging in (218),
ÿ
1ďi,jďM
dpvi,vjqělogm
|µˆpξi ´ ξjq|N “
ÿ
1ďi,jďM
dpvi,vjqělogm
e2cm´2
ˆ
1`O
ˆ
log logm
logm
˙˙(222)
ďM2|µˆpξq|2N
ˆ
1`O
ˆ
log logm
logm
˙˙
.
Therefore, since M2|µˆpξq|2N — e2cm2{R4,
(223)ÿ
1ďi,jďM
|µˆpξi ´ ξjq|N ďM2|µˆpξq|2N
ˆ
1`O
ˆ
log logm
logm
` R
2
e2c
` 1
m
˙˙
and the second condition of Lemma 27 is met with ǫ2 “ O pRe´cq. 
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Proof of Theorem 26, lower bound. By Cauchy-Schwarz, the conditionř
ξPX |µˆpξq|N ě |X |
1
2
ǫ1
implies
(224)
ÿ
ξPX
|µˆpξq|2N ě 1
ǫ21
.
By the proof of the lower bound above, since ǫ is fixed, ǫ1 may be taken
arbitrarily small, which proves the L2 lower bound. 
7.2. Proof of the upper bound. Recall that Proposition 17 reduces
Theorem 2 to the case where the starting state is recurrent. We prove
the upper bound of Theorem 26, which implies the upper bound of
Theorem 2 by Cauchy-Schwarz. We consider mixing at step
(225) N “ tp1` ǫqgap´1m logmu — m2 logm.
Let R “ Rpǫq be a parameter which is fixed as a function of m, to
be determined at the end of the argument. Given frequency ξ P Gˆm,
let v P ZTm0 be its R-reduced prevector, and perform the clustering
algorithm of Section 6.2 on v with parameter R.
Let N pV,Kq denote the number of R-reduced prevectors v of L1
mass V in K clusters.
Lemma 28. The following upper bound holds:
(226) N pV,Kq ď exp `K logpm2q `OpV logRq˘ .
Proof. We provide a recipe to generate all possible prevectors by adding
mass one point at a time. Let Γ be a lattice path from p0, 0q to pV, V q,
that moves either upward or rightward at each step, and that never
passes above the main diagonal. Assume that Γ has exactly K ´ 1
intersection points with the main diagonal strictly between p0, 0q and
pV, V q. Let the rightward edges go from pi, kpiqq to pi`1, kpiqq, for 0 ď
i ď V ´1. The sequence tkpiquV´1i“0 is non-decreasing, with 0 ď kpiq ď i,
and there are K values of i for which kpiq “ i (including i “ 0).
To generate a prevector v using the path Γ:
(1) Iterate from i “ 0 to V ´ 1:
(a) If kpiq “ i, start a new cluster by adding one unit of mass
to a point xi that is separated from the set of previously
placed points txjujăi by a distance greater than 2R.
(b) If kpiq ă i, add one unit of mass to a point xi whose
distance from the previously placed point xkpiq is at most
2R. The possibility xi “ xkpiq is allowed.
(2) For each x P supppvq “ ŤV´1i“0 txiu, let wpxq “ #ti : xi “ xu be
the total mass at x, and choose vpxq P t´wpxq, wpxqu.
Every prevector v with L1 mass V in K clusters can be generated by
this procedure. For each path Γ, since step (a) is taken K times, the
number of possible prevectors is O
`pm2qK ¨ pR2qV ¨ 2V ˘. The number
46 BOB HOUGH, DANIEL C. JERISON, AND LIONEL LEVINE
of paths Γ is bounded by the V -th Catalan number, 1
V`1
`
2V
V
˘ ď 22V .
Hence
(227) N pV,Kq “ O `m2KR2V 8V ˘ ,
which has the desired form. 
Proof of Theorem 26, upper bound. In
(228)
››PNm δσ ´ URm››2L2pdURm q “ ÿ
0‰ξPGˆm
|µˆpξq|2N ,
write ΞpV,Kq for the collection of nonzero frequencies ξ P Gˆm such that
the R-reduced prevector of ξ has L1 norm V in K R-clusters. Thus
(229)
››PNm δσ ´ URm››2L2pdURm q “ ÿ
Kě1
ÿ
VěK
ÿ
ξPΞpV,Kq
|µˆpξq|2N .
From the definition of R-reduction in Section 6.2, the bound of Lemma
18 applies also to R-reduced prevectors. Thus, there is a universal
constant c ą 0 such that every ξ P ΞpV,Kq satisfies
(230) |µˆpξq|2N ď expp´cV logmq.
Let A ą 0 be a fixed integer constant. Then,ÿ
Kě1
ÿ
VěAK
ÿ
ξPΞpV,Kq
|µˆpξq|2N(231)
ď
ÿ
Kě1
ÿ
VěAK
N pV,Kq exp p´cV logmq
ď
ÿ
Kě1
ÿ
VěAK
exp
´
K logpm2q ´ V rc logm´OplogRqs
¯
.
For sufficiently large m, the coefficient of V in the last expression is at
least c
2
logm. Then, if Ac ą 4, we sum the two geometric series:ÿ
Kě1
ÿ
VěAK
exp
`
K logpm2q ´ V ppc{2q logmq˘(232)
“
ÿ
Kě1
exp p2K logm´ AKpc{2q logmq p1` op1qq
“ m2´Ac{2p1` op1qq,
where the op1q is as mÑ8. Choose A so that 2´ Ac{2 ď ´1.
To estimate the remaining sum over K ď V ă AK, let δ “ ǫ{3
and set B “ Aδ´1. Choose R “ Rpǫq according to Lemma 25, so
that the savings from each R-cluster of size at most B is at least
m2gapm p1´ ǫ{2q. If ξ P ΞpV,Kq with V ă AK, then its R-reduced
prevector has at least p1´ δqK clusters of size at most B. Hence
(233) 1´ |µˆpξq| ě p1´ δqK ¨ gapm
´
1´ ǫ
2
¯
ě
ˆ
1´ 5ǫ
6
˙
gapmK,
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and therefore
|µˆpξq|2N ď exp
ˆ„
´2p1` ǫq
ˆ
1´ 5ǫ
6
˙
logm`O `m´2˘K˙(234)
ď expp´p2` βqplogmqKq
for some constant β “ βpǫq ą 0, as long as ǫ is sufficiently small.
We compute, for sufficiently large m,ÿ
Kě1
ÿ
KďVăAK
ÿ
ξPΞpV,Kq
|µˆpξq|2N(235)
ď
ÿ
Kě1
ÿ
KďVăAK
N pV,Kq expp´p2` βqplogmqKq
ď
ÿ
Kě1
ÿ
KďVăAK
expp´βplogmqK `OpV logRqq
ď
ÿ
Kě1
exp
´
r´β logm`OpA logRqsK
¯
ď
ÿ
Kě1
expp´pβ{2qplogmqKq “ O `m´β{2˘ .
Thus the entire sum (229) tends to zero like a small negative power of
m, completing the proof. 
Appendix A. Local limit theorem
Let νZ2 be the measure on Z
2 given by
(236) νZ2 :“ 1
4
`
δp1,0q ` δp´1,0q ` δp0,1q ` δp0,´1q
˘
,
while ν is the same measure on Tm. Below we prove a local limit
theorem for repeated convolutions of νZ2 . Before doing so, we recall a
Chernoff-type tail inequality.
Theorem 29 (Chernoff’s Inequality). Let Xi, 1 ď i ď n, be mutually
independent random variables with
(237) Prob pXi “ `1q “ Prob pXi “ ´1q “ 1
2
.
Let Sn “ X1 ` ¨ ¨ ¨ `Xn. For any a ą 0,
(238) Prob p|Sn| ą aq ď 2e´ a
2
2n .
See [1], pp. 321–322.
Theorem 30 (Local Limit Theorem on Z2). There are polynomials
tPku8k“0 with Pk of degree at most k, such that for any i, j P Z and any
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a, b, N ě 0, we have
δ˚a1 ˚ δ˚b2 ˚
ν˚N
Z2
` ν˚pN`1q
Z2
2
pi, jq “ exp
ˆ
´ i
2 ` j2
N
˙
ˆ(239) ˜
Pa
´
i?
N
¯
Pb
´
j?
N
¯
N
a`b`2
2
`O
ˆ |i|a|j|bp|i| ` |j|q
Na`b`2
` |i|
a`1
Na`2`
b
2
` |j|
b`1
N b`2`
a
2
` 1
N
a`b`3
2
˙¸
`Oǫ
´
exp
´
´N 12´ǫ
¯¯
.
Moreover, Pk is an even function if k is even and an odd function if k
is odd.
Proof. Apply Chernoff’s inequality to reduce to i2 ` j2 ď N 32´ǫ.
The quantity in question is given by
Ipi, j; a, b;Nq “p´2?´1qa`b
ż
pR{Zq2
s
´x
2
¯a
s
´y
2
¯bˆ2` cpxq ` cpyq
4
˙(240)
ˆ
cpxq ` cpyq
2
˙N
e
ˆ
x
´
i´ a
2
¯
` y
ˆ
j ´ b
2
˙˙
dxdy.
Truncate the integral at }x}2
R{Z ` }y}2R{Z ď N´
1
2 , since the remainder
of the integral trivially satisfies the claimed bound. Now treat x, y as
complex variables. Set
(241) x1 “
?
2π2Nx, y1 “
?
2π2Ny.
Now replace
x2 :“ x1 ´
c
´2
N
´
i´ a
2
¯
(242)
y2 :“ y1 ´
c
´2
N
ˆ
j ´ b
2
˙
,
and shift the contour to Impx2q “ Impy2q “ 0. In doing so, an integral
on Repx2q2 ` Repy2q2 “ 2π2
?
N is created, with | Impx2q| ď |i|`Op1q?N ,
| Impy2q| ď |j|`Op1q?N on this integral. On this integral, for some C ą 0,
Re log
´
cpxq`cpyq
2
¯
ď ´ C?
N
, so that this integral satisfies the claimed
bound and may be discarded.
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Expand ˆ
cpxq ` cpyq
2
˙N
e
ˆ
x
´
i´ a
2
¯
` y
ˆ
j ´ b
2
˙˙
(243)
“ exp
˜
´x
2
2 ` y22
2
´
`
i´ a
2
˘2 ` `j ´ b
2
˘2
N
¸
ˆ
ˆ
1`O
ˆ
x42 ` y42
N
` i
4 ` j4 ` 1
N3
˙˙
.
Taylor expand s
`
x
2
˘a
, s
`
y
2
˘b
,
´
2`cpxq`cpyq
4
¯
, dropping all but the lowest
order terms to obtain the claimed asymptotic. The final claim regard-
ing the parity of the polynomials Pk follows since in the main term,
integration against odd powers of x or y vanishes by symmetry. 
Proof of Lemma 7. One has
Da1D
b
2GTmpi, jq “
8ÿ
n“0
ÿ
k,ℓPZ
δ˚a1 ˚ δ˚b2 ˚ ν˚nZ2 pi` km, j ` ℓmq.(244)
Set R “ i2 ` j2 and write
Da1D
b
2GTmpi, jq
“
ÿ
k,ℓPZ
δ˚a1 ˚ δ˚b2 ˚
ÿ
0ďnăR
ν˚n
Z2
pi` km, j ` ℓmq(245)
` δ˚a1 ˚ δ˚b2 ˚
ÿ
Rďn
ν˚npi, jq.(246)
By the local limit theorem on R2,
p245q !
ÿ
0ănăR
ÿ
k,ℓPZ
e´
pi`kmq2`pj`ℓmq2
2n
p1` |i` km|qap1` |j ` ℓm|qb
n1`a`b
! 1
R
a`b
2
.
Expand (246) in characters of pZ{mZq2 to obtain
p246q ! 1
m2
ÿ
p0,0q‰pξ,ηqPpZ{mZq2
ˇˇˇˇ
1´ e
ˆ
ξ
m
˙ˇˇˇˇa ˇˇˇ
1´ e
´ η
m
¯ˇˇˇb
ˇˇˇˇ
cp ξmq`cp ηmq
2
ˇˇˇˇR
1´
ˆ
cp ξmq`cp ηmq
2
˙ .
Estimate
ˇˇ
1´ e ` ξ
m
˘ˇˇa ˇˇ
1´ e ` η
m
˘ˇˇb ! |ξ|a|η|b
ma`b
and approximate the sum
with an integral to obtain ! 1
R
a`b
2
. 
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Proof of Lemma 8. Without loss of generality, let a “ 1, b “ 0. Let,
for a large constant C, T “ m2
C logm
and write
D1GTmpi, jq “
ÿ
k,ℓPZ
ÿ
0ďnăT
δ1 ˚ ν˚nZ2 pi` km, j ` ℓmq `
ÿ
Tďn
δ1 ˚ ν˚npi, jq.
For n ă T , ν˚n
Z2
has a distribution at scale
?
n, and thus if C is suf-
ficiently large, the pk, ℓq ‰ p0, 0q terms of the first sum contribute
O
`
1
m2
˘
. Use the asymptotic from the local limit theorem to write the
pk, ℓq “ p0, 0q term as
ÿ
0ďnăT
δ1 ˚ ν˚nZ2 pi, jq “ O
ˆ
1
i2 ` j2
˙
` Ci
ÿ
0ďnăT
exp
´
´ i2`j2
n
¯
n2
“ C
1i
i2 ` j2 `O
ˆ |i| ` 1
T
˙
`O
ˆ
1
i2 ` j2
˙
.
This gives the main term. Bound the sum over large n as before, by
taking Fourier transform. This obtains the bound, for some C2 ą 0,
1
m2
ÿ
p0,0q‰pξ,ηqPpZ{mZq2
ˇˇˇˇ
1´ e
ˆ
ξ
m
˙ˇˇˇˇ ˇˇˇˇ cp ξmq`cp ηmq
2
ˇˇˇˇT
1´ 1
2
`
c
`
ξ
m
˘` c ` η
m
˘˘
! 1
m
ÿ
p0,0q‰pξ,ηqPpZ{mZq2
|ξ|
ξ2 ` η2 exp
ˆ
´C
2T
m2
pξ2 ` η2q
˙
! 1?
T
.
The claimed error holds, since T " pi2 ` j2q2. 
Appendix B. Determination of spectral gap
In this appendix, we compute the value of
(247) γ “ inf  fpGZ2 ˚ vq : v P C2pZ2q z I( .
Recall from Section 6.1 that
(248) fpξq “
ÿ
pi,jqPZ2
`
1´ c `ξpi,jq˘˘ ,
while I is the set of those v P C2pZ2q for which GZ2 ˚ v is Z-valued
(equivalently, those v P C2pZ2q for which fpGZ2 ˚ vq “ 0).
Given any v P C2pZ2q, reduce ξ “ GZ2 ˚ v to ξ˜ : Z2 Ñ
“´1
2
, 1
2
˘
by
subtracting w : Z2 Ñ Z. As we observed in the paragraph containing
(164), v˜ “ ∆ξ˜ is also in C2pZ2q and satisfies fpGZ2 ˚ v˜q “ fpGZ2 ˚vq. In
addition, v˜ P I only if ξ˜ ” 0 (so also v˜ ” 0). Therefore we may write
(249) γ “ inf
#
fpξq : ξ P tGZ2 ˚ v : 0 ı v P C2pZ2qu X
„
´1
2
,
1
2
˙Z2+
.
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Write d for the ℓ1 distance on Z2. Given a set S Ă Z2, let N “ NpSq
be its distance-1 enlargement
(250) N “ tpi, jq P Z2 : dppi, jq, Sq ď 1u.
A lower bound for fpξq is obtained as the non-linear program P pS, vq,
minimize:
ÿ
pi,jqPN
`
1´ cos `2πxpi,jq˘˘
subject to: pxpi,jqqpi,jqPN P
„
0,
1
2
N
,
@ pk, ℓq P S, 4xpk,ℓq `
ÿ
}pi,jq´pk,ℓq}1“1
xpi,jq ě |vpk,ℓq|.
Indeed, if ξ “ GZ2 ˚ v P
“´1
2
, 1
2
˘Z2
, then for any S Ă Z2, the function
x : NpSq Ñ R given by xpi,jq “ |ξpi,jq| satisfies the constraints and so
(251) fpξq ě
ÿ
pi,jqPN
p1´ cosp2πxpi,jqqq ě P pS, vq.
Lemma 31. The program P pS, vq satisfies the following properties.
1. If S, T Ă Z2 satisfy dpS, T q ě 3 then P pS Y T, vq “ P pS, vq `
P pT, vq.
2. If S Ă T Ă Z2 then P pS, vq ď P pT, vq.
3. Denote by P 1pS, vq the more constrained program in which
pxpi,jqqpi,jqPN P
„
0,
1
4
N
,
with the same linear constraints. This program has a unique
local minimum.
Proof. The first claim holds because the variables in the neighborhoods
of S and T are disjoint and do not have a common constraint. The
second claim holds since for S Ă T , the program P pT, vq is more con-
strained. The last claim holds since the objective function is convex on“
0, 1
4
‰N
. 
We will also use the non-linear program QpS, vq,
minimize:
ÿ
pi,jqPN
`
1´ cos `2πxpi,jq˘˘
subject to: pxpi,jqqpi,jqPN P
„
´1
2
,
1
2
N
,
@ pk, ℓq P S, 4xpk,ℓq ´
ÿ
}pi,jq´pk,ℓq}1“1
xpi,jq “ vpk,ℓq,
which is also a lower bound for fpξq.
We performed the following steps to confirm that the constant γ is
obtained by ξ˚ “ GZ2 ˚ pδ1 ˚ δ2q.
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(1) Calculate fpξ˚q by evaluating
(252) ξ˚pm,nq “ 1
4
ż
pR{Zq2
pepxq ´ 1qpepyq ´ 1q
1´ 1
2
pcpxq ` cpyqq epmx` nyq dxdy
for |m|, |n| ďM. It is known that }ξ˚}22 “ 12π , so we estimated
(253)
ÿ
|m|,|n|ďM
ˆ
1´ cos
´
2πξ˚pm,nq
¯
´ 2π2
´
ξ˚pm,nq
¯2˙
.
By the decay of the Green’s function, this determines fpξ˚q to
within precision M´6. We thus obtained
fpξ˚q “ 2.868114013p4q.
The precision was verified by estimating
(254)ÿ
maxp|m|,|n|qąM
ˇˇˇˇ
1´ cpξ˚pm,nqq ´ 2π2
´
ξ˚pm,nq
¯2 ˇˇˇˇ
ď 2π
4
3
ÿ
maxp|m|,|n|qąM
´
ξ˚pm,nq
¯4
and
(255)
ÿ
maxp|m|,|n|qąM
´
ξ˚pm,nq
¯4
ď 4
¨˚
˚˝ ÿ
0ďm,n
maxpm,nqąM
´
ξ˚pm,nq
¯2‹˛‹‚
2
,
using the symmetries |ξ˚pm,nq| “ |ξ˚p´1´m,nq|, |ξ˚pm,nq| “ |ξ˚pm,´1´nq|.
(2) Suppose ξ “ GZ2 ˚ v P
“´1
2
, 1
2
˘Z2
satisfies fpξq ă 2.869. The
condition ∆ξ “ v implies that |v| ď 3. We ruled out prevectors
with some |vpi,jq| “ 3 by considering P pS, vq with S “ tp0, 0qu
and |vp0,0q| “ 3.
(3) We ruled out vp0,0q “ 2 by first considering QpS, vq with S “
tp0, 0q, p1, 0qu and vp0,0q “ 2, vp1,0q P t´2,´1, 0, 1, 2u. The only
choices giving QpS, vq ă 2.869 were vp1,0q “ ´1 and vp1,0q “ 0.
Then we considered QpS, vq for
(256) S “ tp0, 0q, p´1, 0q, p1, 0q, p0,´1q, p0, 1qu
with vp0,0q “ 2 and vpi,jq P t´1, 0u for all pi, jq P Sztp0, 0qu. All
possibilities led to QpS, vq ě 2.869. It follows that any v with
fpGZ2 ˚ vq ă 2.869 satisfies |v| ď 1.
(4) Consider a set S Ă Z2 to be connected if NpSq is connected
in the usual sense. Using the increasing property, we were able
to enumerate all connected S containing p0, 0q, and such that
P pS, 1q ă 2.869 (all had |S| ď 6). This can be done itera-
tively starting from S “ tp0, 0qu using the increasing property of
P pS, vq with set inclusion. The minima in P pS, 1q were rapidly
calculated in each case using the SLSQP algorithm in SciPy’s
minimize package. The minima can be verified, for instance,
SANDPILES 53
by noting that at most two variables can satisfy xpi,jq ą 14 and
by discretizing their values – the remaining variables are then
confirmed if the point is a local minimum. (This approach also
verifies the minima in steps (2) and (3).)
(5) Using the addition property of P pS Y T, vq for disconnected
S and T it was verified that there is not a configuration of
v P C2pZ2q with disconnected support that meets the condition
P psupp v, 1q ă 2.869. Of the remaining connected components,
those which admit a configuration in C2pZ2q were estimated
using Fourier inversion, as in (252). The optimum was found
to be ξ˚.
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