Abstract. We discuss the well-posedness of a class of Neumann problems for n × n quasi-linear parabolic systems arising from models of sedimentation of polydisperse suspensions in engineering applications. This class of initial-boundary value problems includes the standard (zero-flux) Neumann condition in the limit as a positive perturbation parameter θ goes to 0. We call, in general, the problem associated with θ ≥ 0 the θ-flux Neumann problem. The Neumann boundary conditions, although natural and usually convenient for integration by parts, are nonlinear and couple the different components of the system. An important aspect of our analysis is a time stepping procedure that considers linear boundary conditions for each time step in order to circumvent the difficulties arising from the nonlinear coupling in the original boundary conditions. We prove the well-posedness of the θ-flux Neumann problems for θ > 0 and obtain a solution of the standard (zero-flux) Neumann problem as the limit for θ → 0 of solutions of the θ-flux Neumann problems. Concerning applications, the analysis developed here supports a new model for the settling of polydisperse suspensions forming compressible sediments.
Introduction.
We consider the initial-boundary value problem for certain quasi-linear parabolic systems of the (upper triangular) form where u = (u 1 , . . . , u n )
T and (x, t) ∈ Q := (−1, 1) × (0, T ). We consider the initial condition u(x, 0) = u 0 (x), x ∈ Ω := (−1, 1), (1.2) where u 0 = (u 01 , . . . , u 0n )
T is a function on Ω for which regularity assumptions are made below. The so-called θ-flux Neumann boundary conditions are given by where we denote f (u) = (f 1 (u), . . . , f n (u))
T and B(u) = (B ij (u)) n i,j=1 . We impose the parabolicity condition B ii (u) ≥ ν > 0, u ∈ Δ, i = 1, . . . , n, (1.6) and assume that the matrix B(u) is upper triangular, i.e., We assume that the functions f i (u) and B ij (u) are smooth on the set Δ := u ∈ R n : u 1 ≥ 0, . . . , u n ≥ 0, u 1 + · · · + u n ≤ 1 (1.9) and that u 0 (x) ∈ Δ, u ± (t) ∈ Δ for all x ∈ Ω, t ∈ (0, T ). (1.10)
More precisely, we assume
, β ∈ (0, 1), (1.11) where H β (Δ) is the space of Hölder continuous functions (with Hölder exponent β) defined on Δ.
Our interest in problem (1.1), (1.2), (1.8) comes from a mathematical model for the sedimentation of polydisperse suspensions in engineering applications. This model will be further analyzed in this paper. Guided by this model, we assume the following conditions, which are relevant for the invariance of Δ: (1.14) and that the compatibility conditions 
where
1.1. Brief outline of the proofs of Theorems 1.1 and 1.2. We briefly outline the proofs of Theorems 1.1 and 1.2. Concerning Theorem 1.1, we first consider the approximate problems for ε > 0,
where we define
The importance of introducing the perturbed problem (1.17)-(1.19) is related to the verification of the positive invariance of the region Δ. Indeed, the latter will follow from conditions (1.12) and (1.13) by proceeding as in [6] and [10] . The new point here is the argument on the boundary, which, as in [10] , evaluates the sign of the space derivative given by the boundary condition (1.19) by using (1.12) and (1.13). Once we prove the invariance of Δ, for the subsequent analysis in the time stepping procedure we may assume f (u) and B(u) to be defined conveniently outside Δ in order to guarantee the a priori uniform boundedness of the solutions of the step problems; e.g., we may assume f (u) = 0 and B(u) = ν Id outside a bounded open set containing Δ, where Id is the identity matrix.
Because of the nonlinear coupling in the boundary condition (1.19) , the proof of Theorem 1.1 requires a time stepping procedure. This consists of linearizing the boundary condition in each step and thus obtaining the solution for each of the resulting problems. The initial-boundary value problem in the kth step with initial time t = kΔt, for k ≥ 1, is given by (1.17) plus the value of the solution of the (k − 1)th step as initial condition, i.e., (1.20) and the boundary condition
where by u [k] we denote the solution of the kth step problem. Let us call the problem just described the kth step problem (1.17), (1.20) , (1.21) . For k = 0, we may define the 0th step problem (1.17), (1.20) , (1.21) as above, agreeing to define u [−1] (x, 0) = u 0 (x). Since the initial condition (1.20) and the boundary condition (1.21) may not satisfy the appropriate compatibility conditions, it is not possible to guarantee the well-posedness of (1.17), (1.20) , (1.21) . Nevertheless, a solution can always be obtained as the limit of solutions of well-posed problems obtained through a small regularization of those initial and boundary conditions enforcing the compatibility conditions. The wellposedness of the regularized kth step problem (1.17), (1.20) , (1.21) is proved exactly in the same way as that of the similar problem in [10] . We recall that [10] follows the basic strategy of [13] , whose main point is the application of the Leray-Schauder fixed point theorem, combined with bottom to top recursive a priori estimates similar to the procedure in [1] . Actually, the most important point in [10] is related to the regularity at the boundary. In general, in order to prove such regularity (see, e.g., [13] ), we need to assume a certain smoothness of the coefficients of the second order terms with respect to one of the independent variables, x, t, which is not possible when dealing with system (1.17) since, although we assume that B(u) is upper triangular, we do not assume that the B ij depend only on u k for k ≥ i; rather, they can depend on all components of u. To surmount this difficulty, we use the idea introduced in [10] , which is to use the good sign of the boundary term resulting from integration by parts in the crucial estimates.
We then define u Δ (x, t) in Q by assuming T = N Δt and setting u
Looking carefully at the a priori estimates obtained for the kth step problem (1.17), (1.20) , (1.21) , k = 0, 1, . . . , N, we show that it is possible to combine the first three, which imply that u Δ ∈ H β,β/2 (Q) for some β ∈ (0, 1) with the Hölder norm bounded by a constant independent of ε and Δt, and that for some c > 0, also independent of ε and Δt,
The uniform boundedness of the Hölder norm of u Δ in H β,β/2 (Q) provides the compactness of the sequence {u Δ } in H α,α/2 (Q) for any 0 < α < β, and so we may make Δt → 0 and extract a subsequence u Δ converging to a certain u ε in H α,α/2 (Q) for each ε > 0. The limit u ε will then satisfy an integral identity which is a weak formulation for problem (1.17)- (1.19) . Using this integral identity and the estimate obtained from (1.22) we show that u ε is in fact the unique smooth solution of (1.17)-(1.19).
Finally, we make ε → 0 using the relative compactness guaranteed by the regularity of u ε , which is uniform with respect to ε. It then follows that any vector function which is the limit of a converging subsequence of solutions of problem (1.17)-(1.19) is a classical solution of problem (1.1)-(1.3). Uniqueness follows in a standard way by taking the difference of the equations for any two solutions, multiplying each equation resulting from the difference of the corresponding components by the difference of these components, integrating over Ω, using integration by parts, and making estimates in a bottom-to-top iterative way.
As for Theorem 1.2, we obtain its proof by compactness, taking the limit as θ → 0 of a subsequence of solutions of (1.1)-(1.3) and proving that the limit function verifies the required properties. As for the uniqueness, no method for proving it is yet known for the class of regularity to which the solution obtained in this limit process belongs, in which we miss boundedness of the first space derivative up to the boundary.
Correlated works besides [9, 10] include the following. In the above mentioned book [13] , the theory developed for linear and quasi-linear equations is applied to quasi-linear systems of type (1.1) (in the multidimensional case) where the nonlinear diffusion matrix is a scalar multiple of the identity matrix. We also mention the results of Amann [1] which require (1.6 ) and the upper-triangularity of B(u), and which assume uniform boundedness of a certain Hölder norm of the local solution in order to extend the local solution to all times t > 0.
Brief description of the contents. This paper is organized as follows.
In section 2, we prove positive invariance of Δ for problem (1.17)-(1.19). In section 3, we describe our time stepping procedure and obtain a priori estimates in the space of Hölder continuous functions for the solution of each time step problem. The LeraySchauder fixed point theorem is applied in section 4 in order to prove existence of solutions for the time step problems. We also discuss the independence of some crucial estimates with respect to the time step Δt and the parameter enforcing the compatibility conditions at each time step. In section 5, we conclude the proof of Theorem 1.1 and also give the proof of Theorem 1.2. Finally, in section 6, we derive a model for polydisperse suspensions that improves an earlier model considered in [3] , which can be cast, by a change of dependent variables, into a form which satisfies, after the addition of artificial viscosity, the assumptions of Theorem 1.1. 
Invariance of the physical domain
Proof. We argue by contradiction. Thus, assume that there is (x, t) ∈Q such that u(x, t) / ∈ Δ. Let
Hence, we have u i (x 0 , t 0 ) = 0, for some i = 1, . . . , n + 1, where we define
Let us consider first case (i). In this case, for some i ∈ {1, . . . , n + 1}, u i assumes its minimum value in the region [
, and so we must have
Now, in light of (1.12) and (1.13) we may easily verify that at (x 0 , t 0 ), the ith equation from (1.17) reduces to
where λ i and μ i are scalar functions of u, μ i > 0 by (
, and the equation for u n+1 is obtained from the n equations of (1.17) in an obvious manner by summation. Hence, by (2.1) we arrive at a contradiction since the left-hand side of (2.2) is nonpositive, while the right-hand side is positive. We now consider case (ii) and assume without loss of generality that x 0 = −1. Let i ∈ {1, . . . , n + 1} be such that u i (−1, t 0 ) = 0. Applying (1.12) and (1.13) to (1.19), we obtain that
where, again, the equation for i = n + 1 is obtained from (1.19) in an obvious manner. Now, (2.3) gives a contradiction since u i (x, t 0 ) ≥ 0 for all x ∈ [−1, 1]. For x 0 = 1 we obtain a contradiction in a similar way.
In view of the above result, we may assume f i (u) and B ij (u) to be defined as smooth functions for all u ∈ R n in such a way that f i (u) ≡ 0 and B ij (u) = νI for u / ∈ U , where U ⊆ R n is a bounded open cube with faces parallel to the coordinate axes satisfying Δ ⊆ U . This extension will be needed in what follows, since the invariance of Δ will not hold, in general, for the approximate solutions constructed by our time stepping procedure.
A time stepping approximation.
3.1. Initial-boundary value problem on short time intervals. In this section we construct approximate solutions of (1.17)-(1.19), defining them in a recursive way for time intervals [kΔt, (k + 1)Δt), k = 0, . . . , N − 1, with T = N Δt. Our oneparameter approximate solution u Δ (x, t) is a solution of the initial-boundary value problems, which are defined recursively for (
and consist of (1.17) with initial and boundary conditions given by
We remark that the solutions of (1.17), (3.1), (3.2) will in general not be smooth at the corner points (±1, kΔt), k = 1, . . . , N − 1, since the initial and boundary conditions at each time step, for t = kΔt, may not be compatible. Nevertheless, we will show that they can be defined in such a way that they are Hölder continuous inQ, smooth inQ \ {(±1, kΔt) : k = 1, . . . , N − 1}, and that (1.1) is satisfied in the classical sense in the interior of Q, while (3.1) and (3.2) are satisfied pointwise except at those corner points. The corresponding problem for k = 0, that is, (1.17), (3.3), (3.4) , is well-posed since here the compatibility conditions at the points (±1, 0) hold by assumption.
The kth step problem.
Here we discuss the solution of the kth step problem (1.17), (3.1), (3.2), k ≥ 1. The case k = 0 is treated similarly but does not require regularization of the initial data to enforce compatibility, since this already holds by assumption. As already mentioned, the solution of (1.17), (3.1), (3.2) is obtained as a limit of solutions of regularized problems given by (1.17) with the same boundary condition (3.2) and an initial condition obtained through a regularization of (3.1) in such a way that the new initial condition is compatible with (3.2) at the corners (±1, kΔt). Thus, let ζ δ ∈ C 0 (Ω) be such that ζ δ is even, ζ δ (x) = 1 for
We may define regularized initial data by
where, as usual, χ A denotes the indicator function of the set A and
The well-posedness of the regularized kth problem (1.17), (3.2), (3.5) is proved in [10] for the case when n = 2. The same result for general n is a straightforward consequence for the case when n = 2. From the results in [10] , we easily deduce that the solution of (1.17), (3.2), (3.5) is bounded in H 2+β,1+β/2 (K), where K is any compact set contained inQ k \{(−1, kΔt), (1, kΔt)} and Q k := Ω×(kΔt, kΔt+T ), with β ∈ (0, 1) and the corresponding bound depending, in general, on f, B, T, and K, but independent of δ, for δ sufficiently small. The latter is clear since the regularization in (3.5) is visible only for points in a small neighborhood of the corner points (±1, kΔt) which will not intersect K if δ is small enough.
Using well-known compactness properties of spaces of Hölder continuous functions we easily obtain a solution of (1.17), (3.1), (3.2) as the limit of a subsequence of the solutions to (1.17), (3.2), (3.5). The solution of (1.17), (3.1), (3.2) obtained in this way is not known to belong to a class of well-posedness with respect to this problem since we do not know whether its space derivative is bounded in the whole domain Q k . On closer inspection we choose one such solution, and call it u [k] . The following estimate for the solution of the kth step problem (1.17), (3.1), (3.2) is an immediate consequence of the assumptions on f and B stated in section 2.
Lemma 3.1. The estimate
holds for some constant c = c(θ) > 0, depending on θ but independent of ε, Δt, and k.
Proof. By assumption we have f (u) = 0 and
for any faceF ofŨ . The solution of the k-regularized problem (1.17), (3.2), (3.5) satisfies (3.7) by reasoning similar to that of the proof of Lemma 2.1, with a constant c determined only byŨ , and so depending on θ, because of (3.8), but independent of ε,Δt, k, and δ. Hence, (3.7) also holds for u [k] since it is a pointwise limit of solutions to (1.17), (3.2), (3.5) as δ → 0.
We collect in the following lemma the a priori integral estimates for the solution of (1.17), (3.1), (3.2) whose bounds may be taken independent of ε, Δt, and k. Lemma 3.2. The solution of (1.17), (3.1), (3.2), u
Moreover, there exists β ∈ (0, 1), independent of ε, Δt, and k, such that u
The constants c and c above are independent of ε, Δt, k. Proof. It suffices to consider the case when n = 2. In this case, the lemma follows from Lemmas 2.2, 2.3, 2.4, and 2.5 of [10] .
As mentioned above, we define the approximate solution for the problem (1.17)-(1.19), u Δ (x, t), by setting
As a corollary of Lemmas 3.1 and 3.2 we immediately obtain the following lemma. 
Proof. The first two estimates follow directly from Lemmas 3.1 and 3.2, while the last two also follow from these lemmas by summing up from k = 0 to k = N − 1 the inequalities (3.9) and (3.10), respectively, with τ = Δt. As for (3.16), we first observe that u Δ satisfies (1.17) in Q, the boundary condition (3.2), for t ∈ [kΔt, (k + 1)Δt), k = 0, 1, . . . , N − 1, and the initial condition (3.4), for t = 0. Hence, (3.16) follows by multiplying (1.17) by ϕ, integrating over Q, and using integration by parts.
Convergence of the approximate solutions.
In this section we discuss the convergence of the approximate solutions u Δ (x, t). From (3.13) in Lemma 3.3 we see that the family {u Δ } is compact in H α,α/2 (Q) for any 0 < α < β. Hence, we may extract a subsequence u Δ converging to some u ε in H α,α/2 (Q) as Δt → 0. Also from Lemma 3.3 we deduce that u ε satisfies
and, for any ϕ ∈ C 0 (R × (−∞, T )), 
Conclusion of the proofs of Theorems 1.1 and 1.2.
Conclusion of the proof of Theorem 1.1. Estimates (4.1)-(4.5) allow for the application of Lemmas 2.7, 2.8, and 2.9 of [10] (these lemmas are stated for n = 2, but they are obviously also valid for general n) to conclude that
for some α ∈ (0, 1) and c > 0 independent of ε. Hence, u ε is a classical solution of (1.17)-(1.19), and by Lemma 2.1,
Making ε → 0, using well-known compactness arguments in spaces of Hölder continuous functions, we may extract a subsequence u ε converging in H γ,γ/2 (Q), 0 < γ < α, to some u satisfying u, u x ∈ H α,α/2 (Q) and u(x, t) ∈Q for all (x, t) ∈Q, which is a classical solution of (1.1), (1.2), (1.3). Clearly, we have
Uniqueness of u in the class of such solutions is proved by the standard arguments already mentioned in section 1.
Conclusion of the proof of Theorem 1.2. Let u θ denote the solution of (1.1), (1.2), (1.3) obtained above. Given any compact subset K ⊆ Q we have
for some α ∈ (0, 1) and c = c(K) > 0 independent of θ. Moreover, we also have that u θ satisfies (5.3) and
for some c > 0 also independent of θ. Hence, we may make θ → 0 and extract a subsequence u θ converging in L 1 (Q) to a certain function u ∈ H 2+α,1+α/2 (Q), which satisfies (1.1) in Q. By (5.5) we may choose u θ so that u θ x u x in the weak topology of L 2 (Q). It satisfies
for all ϕ ∈ C ∞ 0 (R×(−∞, T )), which follows from (4.5) by making first ε → 0 and then θ → 0, and using the above mentioned convergences. Now, (1.16) follows easily from (5.6) by choosing ϕ = χ(t)ζ h (x), with χ ∈ C 1 0 ((0, T )), 0 < h < 1/2, and ζ h (x) = 1 for
, and making h → 0. Finally, it also satisfies (1.2) in the sense that
Indeed, from (5.6) we easily deduce
On the other hand, also from (5.6) we deduce the energy estimate in a standard way (see, e.g., [13, Chapter III, section 2]),
from which it follows that lim sup
On the other hand, from (5.8) and convexity (see, e.g., [17] ), we deduce (u)) i,j=1,. ..,n . It is a variant of the model introduced in [3] and will be briefly derived here.
We consider small solid particles belonging to n different species having sizes
, which are dispersed in a viscous fluid of density f and viscosity μ f . We consider the solids and the fluid as n + 1 superimposed continuous phases, and start from the multidimensional mass and linear momentum balances
where Φ := (φ 1 , . . . , φ n ) is the vector of the local volume fractions of the solid phases, φ := φ 1 + · · · + φ n is the total solids volume fraction, and v 1 , . . . , v n and v f are the solids and fluid phase velocities, respectively. Summation over all mass balances implies ∇ · q = 0, where q := φ 1 v 1 + · · · + φ n v n + (1 − φ)v f is the volume average mixture velocity. Introducing the relative velocities (or slip velocities)
The momentum balance equations for the n solid species and the fluid are
where m i is the interaction force per unit volume between solid species i and the fluid and m f = −(m 1 +· · ·+m n ). Interaction forces due to solid-solid contacts are assumed to be negligible compared with the solid-fluid transfer of momentum [5] . Moreover, T i denotes the stress tensor of solids phase i, i = 1, . . . , n, T f that of the fluid, g is the acceleration of gravity, and k is the upwards directed unit vector.
We assume that the stress tensors of the solid and fluid phases take the respective forms
, where p i denotes the phase pressure of particle species i, p f that of the fluid, I denotes the identity tensor, and T E i and T E f are the extra (or viscous) stress tensors of particle species i and the fluid, respectively. Since viscous effects due to the motion of the mixture are not considered to be dominant for our analysis, we neglect the viscous stress tensors.
The theoretical phase pressures p 1 , . . . , p n and p f are now expressed in terms of the pore pressure p and the effective solids stress σ e , which can be measured. As in [3] , we assume that σ e is a known material-specific function of φ, which satisfies
where φ c is the critical concentration at which the solid particles touch each other.
In this paper, the relationship between the theoretical pressures p 1 , . . . , p n and p f and the experimental variables p and σ e (φ) slightly differs from the one given in [3] . In that paper, it is argued that the portions of the total pressure p 1 + · · · + p n + p f = φp + σ e (φ) can be assigned to species i and to the fluid by
In this work, we do not fix p 1 , . . . , p n and p f as volume quantities, as expressed by (6.5); rather, the gradient of the pressure of each phase is specified as a surface quantity. Thus, the gradients of the solid and fluid phase pressures introduced by the stress tensors in (6.2) and (6. Our preference for (6.6) (instead of (6.5)) is in part motivated by the discussion of sediment diffusivity in section 7.5 of [3] , where (6.5) is used. In fact, the numerical examples of [3] (see also [2] ) show a strong differential relative movement of solid species within the sediment, which is driven by a diffusive term involving the gradient ∇(φ i /φ). In particular, as is shown in [3] , this term leads to a-probably unrealisticequidistribution of the solid species within the sediment at steady state. The model analyzed herein is nearly the same as that of [3] , but it does not include that particular term, and is expected to predict more realistic results.
We emphasize herein that a polydisperse sedimentation model based on (6.6) is supported by mathematical analysis, while a detailed quantitative (numerical) comparison with the predictions generated by using (6.5) is not within the scope of this paper. From an experimental point of view, both alternatives (6.5) and (6.6) are discussed in the literature. Both variants have been scrutinized [21] and considered in parallel [15] , and (6.6) is postulated a priori, for example, in [16] . This ambiguity is still an unresolved issue, as is emphasized in [18] .
Our analysis is valid only for the case of (6.6). In fact, based on (6.5), the final solid momentum balances would include the additional term ∇((φ i /φ)σ e (φ)), which in turn later appears in the "Darcy-type law" expression for the slip velocity (6.10) as −(σ e (φ)/φ i )∇(φ i /φ). Even in the diffusive flux term, the gradient of φ i remains and precludes recasting the diffusion matrix into an upper-triangular matrix by a change of variables. This particular form is, however, essential for our treatment. The introduction of φ = φ 1 + · · · + φ n as a new variable requires an extra equation for φ, which can be generated by summing the equations for φ 1 , . . . , φ n . If (6.5) is used, then the resulting equation will involve all variables φ 1 , . . . , φ n , φ, while starting from (6.6), the resulting equation depends on φ only.
Under the present assumptions, and in particular neglecting the viscous stress tensors, the momentum balances for the solid and fluid phases become
As a result of a dimensional analysis [3, 5] and due to the reduction to one space dimension, the left-hand sides in (6.7) can be neglected. After applying this simplification, summation of all equations in (6.7) yields the momentum balance of the suspension 0 = − (Φ)gk − ∇p − ∇σ e (φ), (6.8) where (Φ) := φ 1 1 + · · · + φ n n + (1 − φ) f is the local density of the mixture. Next, we insert ∇p of the suspension momentum balance (6.8) into a solids momentum balance and assume the proportionality m i = (λ i (Φ)) −1 u i for i = 1, . . . , n, where the mobilities λ 1 (Φ), . . . , λ n (Φ) are given by [3] 
where μ f is the dynamic viscosity of the pure fluid andṼ (φ) is a hindered settling factor. This yields the Darcy-type law (6.10) for i = 1, . . . , n. Wherever φ ≤ φ c , the solid effective stress σ e (φ) vanishes, and (6.10) may be viewed as a generalization of Stokes' law, while for φ > φ c , it represents a version of Darcy's law. The hindered settling factorṼ (φ) is assumed to satisfỹ V (0) = 1 andṼ (1) = 0 and can, e.g., be chosen as [14] 
In one space dimension, the volume average velocity q vanishes for batch settling in a closed vessel. Then, the only equations that actually need to be solved are the continuity equations ∂ t φ i + (φ i v i ) x = 0, i = 1, . . . , n, which now assume the form
with the functions (6.12) where, for convenience, we define
and use the regularized diffusion matrix
where ν > 0 is a viscous regularization parameter, and we definê
Finally, we mention that a very similar model for polydisperse sedimentation, which equally gives rise to a parabolic system of type (6.11), was proposed and solved numerically in a recent paper by Watson, Barker, and Robins [20] . Summarizing the approaches of [3, 8, 20] , one may view the initial-boundary value problem studied herein as a generic model for polydisperse sedimentation.
Remark. The diffusion constant ν > 0 represents the hydrodynamic diffusion of the solids phases. This phenomenon is based on the observation that in reality, solid particles at a given concentration vector Φ do not settle at precisely the same velocity. A detailed account of this variability is given in section 7.4 of [3] , but its main effect (as compared to nondiffusive models, e.g., those studied in [3, 4, 5] ) is a blurring of otherwise sharp concentration discontinuities. This effect can be most easily modeled by the simple diffusion constant introduced here. In fact, Esipov [8] proposes a similar diffusive model that is approximated by constant diffusivities. The identification of nonlinear but positive diffusion functions accounting for hydrodynamic diffusion is, however, a topic of current research; see, e.g., [5, 7, 11, 12, 19] and the references cited in these papers.
6.2.
Initial and boundary conditions. We consider batch settling of a suspension with a given initial composition Φ 0 (x) in a closed cylindrical vessel, where the height of the suspension column has been normalized to 2 and x ∈ [−1, 1] is the corresponding downwards-decreasing depth variable. Thus, we prescribe the initial condition Thus, (6.11), (6.15), (6.19 ) is the relevant initial-boundary value problem in our application. We easily see that (1.12) is satisfied. Defining
in view of (6.21) and
. . , n − 1, (6.23) we see that the new diffusion matrix (B ij ) 1≤i,j≤n is given by B ii = ν, i = 1, . . . , n − 1,
. . , n − 1,
and B ij = 0 otherwise. Note that the matrix has nonzero entries on its diagonal and in its last column only (as a special case of a triangular matrix). Satisfaction of conditions (1.13) can easily be verified.
The original problem is recast in the new variables, which means that we refer to system (1.1) with the flux vector f and the matrix B given by (6.22) 
