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Abstract
We present analytical results for the distribution of shortest path lengths (DSPL) in a network
growth model which evolves by node duplication (ND). The model captures essential properties of
the structure and growth dynamics of social networks, acquaintance networks and scientific citation
networks, where duplication mechanisms play a major role. Starting from an initial seed network,
at each time step a random node, referred to as a mother node, is selected for duplication. Its
daughter node is added to the network, forming a link to the mother node, and with probability p
to each one of its neighbors. The degree distribution of the resulting network turns out to follow
a power-law distribution, thus the ND network is a scale-free network. To calculate the DSPL we
derive a master equation for the time evolution of the probability Pt(L = ℓ), ℓ = 1, 2, . . . , where L
is the distance between a pair of nodes and t is the time. Finding an exact analytical solution of
the master equation, we obtain a closed form expression for Pt(L = ℓ). The mean distance, 〈L〉t,
and the diameter, ∆t, are found to scale like ln t, namely the ND network is a small world network.
The variance of the DSPL is also found to scale like ln t. Interestingly, the mean distance and the
diameter exhibit properties of a small world network, rather than the ultrasmall world network
behavior observed in other scale-free networks, in which 〈L〉t ∼ ln ln t.
PACS numbers: 64.60.aq,89.75.Da
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I. INTRODUCTION
The increasing interest in the field of complex networks in recent years is motivated by
the realization that a large variety of systems and processes in physics, chemistry, biology,
engineering, and society can be usefully described by network models [1–6]. These mod-
els consist of nodes and edges, where the nodes represent physical objects, while the edges
represent the interactions between them. It was found that networks appearing in different
contexts often share various structural properties. For example, they exhibit repeating net-
work motifs such as the feed-forward loop (FFL) and the auto-regulator [7, 8]. The structure
of these motifs and their abundance provide useful information on the growth mechanism
of the network and often has functional importance. At the global scale, many of these
networks are scale-free, which means that they exhibit power-law degree distributions of the
form P (K = k) ∼ k−γ [9–13]. The most highly connected nodes, called hubs, play a domi-
nant role in dynamical processes on these networks. A central feature of random networks is
the small-world property, namely the fact that the mean distance and the diameter scale like
lnN , where N is the network size [14–17]. Moreover, it was shown that scale-free networks
are generically ultrasmall, namely their mean distance and diameter scale like ln lnN [18].
While pairs of adjacent nodes exhibit direct interactions, the interactions between most
pairs of nodes are indirect, and are mediated by intermediate nodes and edges. Pairs of
nodes may be connected by many different paths. The shortest among these paths are of
particular importance because they are likely to provide the fastest and strongest interac-
tions. Therefore, it is of much interest to study the distribution of shortest path lengths
(DSPL) between pairs of nodes in different types of networks. Such distributions, which are
also referred to as distance distributions, are expected to depend on the network structure
and size. They are of great importance for the temporal evolution of dynamical processes
[6] such as signal propagation in genetic regulatory networks [19, 20], navigation [21, 22]
and epidemic spreading [23]. Central measures of the DSPL such as the mean distance and
extremal measures such as the diameter were studied [15, 24–27]. However, apart from a
few studies [28–34], the DSPL has not attracted nearly as much attention as the degree dis-
tribution. Recently, an analytical approach was developed for calculating the DSPL [35] in
the Erdo˝s-Re´nyi (ER) network [36], which is the simplest mathematical model of a random
network. More general formulations were later developed [37, 38], for the broader class of
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configuration model networks [28, 39].
To gain insight into the structure of complex networks, it is useful to study the growth
dynamics that gives rise to these structures. In general, it appears that many of the networks
encountered in biological, ecological and social systems grow step by step, by the addition
of new nodes and their attachment to existing nodes. In some networks, the new nodes
emerge with no predefined connections, while in other networks the new nodes result from
the duplication of existing nodes, followed by a stochastic readjustment of their links. A
fundamental feature of these growth processes is the preferential attachment mechanism, in
which the likelihood of an existing node to gain a link to the new node is proportional to
its degree. It was shown that growth models based on preferential attachment give rise to
scale-free networks, which exhibit power-law degree distributions [1, 9].
The effect of node duplication (ND) processes on the structure and evolution of networks
was studied using a simple network growth model. In this model, at each time step a random
node, referred to as a mother node, is selected for duplication [40–47]. The new, daughter
node, retains a copy of each link of the mother node with probability p. In this model
the daughter node does not form a link to the mother node, and thus in the following is
referred to as the uncorded ND model. In the case that none of these links were retained,
the daughter node remains isolated and is removed from the network. In such case, a new
mother node is randomly selected for duplication and the growth process continues. Note
that as p is decreased, the probability that the daughter node will be discarded increases
and the network growth process slows down. It was shown that for 0 < p < 1/2 the resulting
network exhibits a power law degree distribution of the form
Pt(K = k) ∼ k−γ. (1)
For 0 < p < 1/e, where e is the base of the natural logarithm, the exponent is given by the
nontrivial solution of the equation
γ = 3− pγ−2, (2)
while for 1/e ≤ p < 1/2 it takes the value γ = 2 [44]. In the former case the mean degree,
〈K〉t, converges to an asymptotic value while in the latter case it diverges logarithmically
with the network size. For 1/2 ≤ p ≤ 1 the degree distribution does not converge at all.
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FIG. 1: (Color online) Illustration of the corded ND model. A random node, referred to as a
mother node, M (empty circle) is selected for duplication. The newly created daughter node, D
(empty circle) forms a deterministic edge (solid line) to the mother node, and with probability p
it forms a probabilistic edge (dashed line) to each one of the neighbors of M. In this example, D
forms links to its two sister nodes, denoted by S, but does not form a link to its grand-mother
node, denoted by GM. In this illustration, all the other edges (solid lines) are deterministic edges.
Recently, a new node duplication model was introduced and studied [48, 49]. In this
model, referred to as the corded ND model, starting from a seed network which consists of
a single connected component of s nodes, at each time step a random, mother node, M, is
selected for duplication. The daughter node, D, is added to the network. It forms a link to
its mother node, M, and is also connected with probability p to each neighbor of M (Fig.
1). It was shown that for 0 < p < 1/2 the corded ND model generates a sparse network,
while for 1/2 ≤ p ≤ 1 the model gives rise to a dense network in which the mean degree
increases with the network size [48, 49]. The ND models exhibit the preferential attachment
property. This is due to the fact that the probability of a node of degree k to be a neighbor
of the randomly selected mother node is proportional to k. Therefore, the degrees of the
neighbors of the mother node selected at time t are drawn from the distribution
P˜t(K = k) =
kPt(K = k)
〈K〉t . (3)
The daughter node forms a link to each one of these nodes with probability p. Thus, the
probability that the daughter node will form a link to a node of degree k is proportional to
P˜t(K = k). The degree distribution of the corded ND network was studied in Refs. [48, 49].
It was found that for 0 < p < 1/2, in the asymptotic limit, the degree distribution of this
network follows Eq. (1), where the exponent γ = γ(p) is given by the non-trivial solution of
the equation
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γ = 1 + p−1 − pγ−2. (4)
This solution, γ = γ(p) is a monotonically decreasing function of p, in the range of 0 < p <
1/2. In the limit of p → 0, the exponent γ diverges like γ(p) ∼ 1/p, while γ(1/2) = 2. In
the asymptotic limit, the mean degree is given by
〈K〉 = 2
1− 2p, (5)
while the second moment of the degree distribution is given by [49]
〈K2〉 =
(
2
1− 2p
)(
3 + 2p− p2
1− 2p− p2
)
, 0 < p <
√
2− 1. (6)
The sparse network regime can be divided into two parts. For 0 < p <
√
2− 1 the exponent
γ(p) > 3, thus in this range the first two moments, 〈K〉 and 〈K2〉, are finite. For √2− 1 <
p < 1/2, the exponent γ takes values in the range 2 < γ(p) < 3, thus in this range the first
moment is finite while the second moment diverges. Using Eqs. (5) and (6), it is found that
the connective constant
λ =
〈K2〉 − 〈K〉
〈K〉 (7)
of the corded ND network is given by
λ =
2(1 + 2p)
1− 2p− p2 . (8)
While in the asymptotic limit the probability P (K = k) may be non-zero for any integer
value of k, for a finite network of N nodes, it is bounded in the range 1 ≤ k ≤ kmax, where
kmax = N − 1.
Node duplication processes capture essential features of empirical networks. For example,
an important evolutionary process in genetic regulatory networks is gene duplication, and
subsequent mutations of one of the copies [50, 51]. As a result, the mutated gene may lose
some of its links, and eventually may also form new links. Typically, there is no link between
the two copies of the duplicated gene [52]. Therefore, the node duplication process resembles
the uncorded ND model studied in Refs. [40–47]. The corded ND model, introduced in Refs.
[48, 49], is suitable for the modeling of acquaintance networks, in which a newcomer who
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has a friend in a new community becomes acquainted with members of the friend’s social
group [53]. Unlike the uncorded ND model, the formation of triadic closures is built-in to
the dynamics of the corded ND model. This means that once the daughter node forms a
link to a neighbor of the mother node, it completes a triangle in which the mother, neighbor
and daughter nodes are all connected to each other. The formation of triadic closures
is an essential property of the dynamics of social networks where people tend to form a
connection to a friend of a friend [54]. Therefore, the corded ND model is more suitable for
the description of social networks than the uncorded ND model. The corded ND model also
describes scientific citation networks [55–57], in which the nodes represent papers, while the
links represent citations. While acquaintance networks are undirected, citation networks
are directed networks, with links pointing from the later (citing) paper to the earlier (cited)
paper. It was found that a paper, A, citing an earlier paper, B, often also cites one or several
papers, C1, C2,. . . ,Cr, which were cited in B [58]. The resulting network module consists of
r triangles, or triadic closures, which share the AB edge. Since the links of this network are
pointing backwards, each one of these triangles can be considered as a feed-backward loop
(FBL).
The corded ND model exhibits a unique structure, which is radically different from config-
uration model networks with the same degree distribution. Unlike the configuration model
network [28, 39], which may include small, isolated clusters, the corded ND network con-
sists of a single connected component. Therefore, unlike the configuration model, it does
not exhibit a percolation transition. Also, while the configuration model network exhibits
a local tree-like structure, the ND network includes a large number of triangles and other
short cycles even in the dilute case of 0 < p < 1/2 [48, 49]. Interestingly, many empirical
networks exhibit a high abundance of triangles, both in undirected networks [27] and in
directed networks, where most triangles form FFLs, while triangular feedback loops are rare
[7, 8].
In the special case of p = 0, the corded ND network is a tree, which consists only of the
mother-daughter edges. This tree turns out to form a backbone for the corded ND network
at p > 0, and is thus refereed to as the backbone tree. Once a mother node is selected
for duplication, the mother-daughter edge is added deterministically. Therefore, the edges
of the backbone tree are called deterministic edges. The other edges, which exist only for
p > 0, are called probabilistic edges. In the limit of p = 0, where the corded ND network is
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a tree, the shortest path between any pair of nodes is unique. In fact, on a tree structure the
shortest path is the only path between any pair of nodes. Since the path which resides on the
backbone tree consists only of deterministic edges, it is referred to as the deterministic path.
For p > 0 the tree is decorated by probabilistic edges. These edges may give rise to alternate
paths between any pair of nodes, in addition to the deterministic path which fully resides
on the backbone tree. An alternate path may consist of probabilistic edges alone, or from
a combination of probabilistic and deterministic edges. In case that the deterministic path
between a pair of nodes is shorter than all the alternate paths, it remains the unique shortest
path. When the shortest among the alternate paths between a pair of nodes are of the same
length as the deterministic path, the shortest path becomes degenerate. Alternate paths
may also be shorter than the deterministic path, in which case they become the shortest
paths.
In this paper we present analytical results for the DSPL of the corded ND model. Focusing
on the sparse network regime of 0 < p < 1/2, we derive a master equation for the time
evolution of the probabilities Pt(L = ℓ), where ℓ = 1, 2, . . . is the distance between a pair of
nodes and t is the time. The derivation of the master equation requires information on the
structure of the backbone tree and on the degeneracies of the shortest paths. Solving the
master equation we obtain an expression for Pt(L = ℓ), which consists of two convolution-
like sums. The first sum emanates from the DSPL of the seed network, P0(L = ℓ), while
the second sum involves a discrete exponential function. We calculate the mean distance,
〈L〉t, and the diameter, ∆t, and show that in the long-time limit they scale like ln t, namely
the corded ND network is a small-world network [14–17]. Interestingly, this behavior differs
from other scale-free networks which are ultrasmall, namely their mean distance follows
〈L〉t ∼ ln ln t [18].
The paper is organized as follows. In Sec. II we present the corded ND model. In Sec.
III we analyze the backbone tree, consisting of the mother-daughter edges. In Sec. IV we
consider the degeneracies of the shortest paths in the corded ND network. Using the results
of sections III and IV we derive, in Sec. V, a master equation for the time evolution of the
DSPL and solve it analytically. In Sec. VI we study properties of the DSPL. The mean
distance is studied in Sec. VII, the diameter is evaluated in Sec. VIII and the variance of
the DSPL is obtained in Sec. IX. The results are discussed in Sec. X and summarized in
Sec. XI.
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FIG. 2: (Color online) Two instances of corded ND networks of size N = 50, with p = 0.1 (a) and
p = 0.4 (b). For the sake of comparison, both instances are formed around the same backbone tree
(solid lines). The probabilistic edges (dashed lines) essentially decorate the tree. Upon formation,
a probabilistic edge shortens the distance between its two ends from L = 2 to L = 1, forming a
triangle. Increasing p makes the network denser.
II. THE CORDED NODE DUPLICATION MODEL
Consider the corded ND model introduced in Refs. [48, 49]. At each time step, a random
node, referred to as the mother node, is selected for duplication. The daughter node is added
to the network, forming a link to the mother node and with probability p to each neighbor of
the mother node [48, 49]. The growth process starts from an initial seed network of N0 = s
nodes. Thus, the network size after t time steps is Nt = t+ s.
In Fig. 2 we present two instances of the corded ND network, of size Nt = 50, which
were formed around the same backbone tree. Both networks were grown from a seed of size
s = 2, with p = 0.1 [Fig. 2(a)] and p = 0.4 [Fig. 2(b)]. Each network instance includes
Nt−1 = 49 deterministic edges (solid lines). The network of Fig. 2(b) is denser and includes
21 probabilistic edges (dashed lines), compared to 3 probabilistic edges in Fig. 2(a).
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The corded ND model exhibits many interesting properties. Since the mother node at
time t is selected randomly from all the Nt nodes in the network, its degree is effectively
drawn from the degree distribution Pt(K = k). The mother node gains a link to the daughter
node, thus its degree increases by 1. By construction, the degree of the daughter node cannot
exceed the degree of the mother node. In case that all the links are duplicated, the degree
of the daughter node is equal to the degree of the mother node, while in case that none of
them is duplicated the degree of the daughter node is 1.
In order to obtain a connected network, it is required that the seed network will consist
of a single connected component. The size of the seed network is denoted by s and its degree
distribution is P0(K = k). The mean degree of the seed network is denoted by 〈K〉0. The
DSPL of the seed network is denoted by P0(L = ℓ) and the mean distance is denoted by 〈L〉0.
The DSPL and the mean degree are related by P0(L = 1) = 〈K〉0/(s− 1). The probability
P0(L = ℓ) may take non-zero values for ℓ = 1, 2, . . . ,∆0, where ∆0 is the diameter of the
seed network, while P0(L = ℓ) = 0 for ℓ ≥ ∆0 + 1. For seed networks of s nodes, ∆0 may
take values in the range 1 ≤ ∆0 ≤ s− 1.
The most convenient choice of a seed network is a complete graph of s nodes. In this
case, the degree distribution of the seed network is P0(K = k) = δk,s−1. The DSPL of
the seed network is P0(L = ℓ) = δℓ,1, where δi,j is the Kronecker delta, and its diameter
is ∆0 = 1. To avoid memory effects, which slow down the convergence to the asymptotic
structure, it is often convenient to use a seed network which consists of a single node, namely
s = 1. In this case the degree distribution of the seed network is given by P0(K = k) = δk,0,
while its DSPL is not defined. However, the DSPL becomes well defined at time t = 1,
when the network consists of a pair of connected nodes, whose degree distribution is given
by P1(K = k) = δk,1, its DSPL is P1(L = ℓ) = δℓ,1 and its diameter is ∆1 = 1. Another
interesting choice for the seed network is a linear chain of s nodes. In this case, the initial
degree distribution is P0(K = k) = (2/s)δk,1 + (1− 2/s)δk,2, and the initial DSPL is
P0(L = ℓ) =
s− ℓ(
s
2
) , (9)
for ℓ = 1, 2, . . . , s− 1. This choice captures the largest possible diameter in a seed network
of s nodes, namely ∆0 = s− 1.
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III. THE BACKBONE TREE
The mother-daughter links in the corded ND network form a random tree structure,
which serves as a backbone tree for the resulting network. The backbone tree is a random
recursive tree [59–61]. To study its properties, one can take the limit of p = 0, in which
the corded ND network is reduced to the backbone tree. The degree distribution of the
backbone tree, denoted by PBt (K = k), evolves in time according to
PBt+1(K = k) =
1
Nt + 1
[
(Nt − 1)PBt (K = k) + PBt (K = k − 1) + δk,1
]
. (10)
The second term on the right hand side accounts for the degree of the mother node, which
increases by 1 due to the link to the daughter node. The third term accouts for the degree
of the daughter node (which is K = 1), while the first term accounts for all the other nodes
in the network. Subtracting PBt (K = k) from both sides of Eq. (10) and replacing the
difference on the left hand side by a time derivative we obtain
d
dt
PBt (K = k) =
1
Nt + 1
[−2PBt (K = k) + PBt (K = k − 1) + δk,1] . (11)
In the long time limit, the degree distribution is expected to reach a steady state, in which
the time derivative vanishes. The steady state solution of Eq. (11) is given by
PB(K = k) =
1
2k
. (12)
The corresponding tail distribution is given by PB(K > k) = 1/2k. Note that the degree
distribution of the backbone tree, given by Eq. (12), is a discrete exponential distribution. It
is very different from the degree distribution of the full corded ND network, which is a power-
law distribution. Eq. (12) captures important properties of the network. In particular, it
shows that half of the nodes in the backbone tree are leaf nodes, which have only one link.
One fourth of the nodes in the backbone tree have two links, namely they lie along linear
chains with no branching. The remaining nodes are branching points with three or more
links.
It is useful to define a conditional degree distribution of the form, PB(K = k|K > k0),
namely the degree distribution of all the nodes of degree K > k0. The conditional degree
distribution can be expressed in the form
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PB(K = k|K > k0) = P
B(K = k;K > k0)
PB(K > k0)
. (13)
Thus, it is given by
PB(K = k|K > k0) = 1
2k−k0
. (14)
For example, this means that nodes which are not leaves (namely of degree k > 1), are of
degree 2 with probability of 1/2, are of degree 3 with probability of 1/4, and so on.
IV. THE DEGENERACY OF THE SHORTEST PATHS
Consider a pair of nodes, i and j, which are at a distance L = ℓ from each other. The
shortest path from i to j may be unique or it may be degenerate. In case that the shortest
path is degenerate, there are at least two different paths of length ℓ from i to j (which may
have overlapping segments). In particular, the degenerate paths may differ in the first step,
starting from node i. Here we focus on the degeneracy of the first step, namely on the
number of neighbors of node i which reside on shortest paths from i to j. We denote the
distribution of degeneracy levels of the first steps of the shortest paths by P (G = g), where
g = 1, 2, . . . . In order to calculate the distribution P (G = g) we follow the growth process
of the network and consider the shortest path from the newly formed daughter node, D, to
a randomly selected target node T. It is important to note that the distances LDT between
the daughter node, D, and all the existing nodes, T, in the network are determined upon
formation of the node D. This is due to the fact that nodes and edges which will be added
later cannot form paths between D and T which are shorter than LDT. However, they can
form additional paths of length LDT, thus increasing the degeneracy of the shortest paths.
Since the shortest paths on the backbone tree are unique, it is expected that for p≪ 1/2
the shortest paths between most pairs of nodes will not be degenerate. Moreover, it is
expected that degenerate paths will exhibit low degeneracy level, namely the probability
P (G = g) will sharply decrease as g is increased. Therefore, we will focus below on the
probability of a double degeneracy, P (G = 2).
It turns out that there are two growth scenarios which give rise to a double degeneracy
of the shortest path from the daughter node, D, to a random target node T. In the first
scenario, two probabilistic edges form an alternate path of length L = 2 between nodes
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D and GM, which is degenerate with the shortest path which goes along the branch of the
backbone tree. In the second scenario, there are two probabilistic edges which form shortcuts
between pairs of nodes which are next nearest neighbors on the backbone tree. As a result,
they give rise to two degenerate paths of length L = 2, where each path consists of one
deterministic edge and one probabilistic edge.
The first scenario is shown in Fig. 3(a). In this scenario, the node D has an older sister, S,
which is connected to node GM via a probabilistic edge. In case that D forms a probabilistic
edge to S, these two probabilistic edges form an alternate path of length L = 2 from D to
GM. The probability of this scenario is proportional to p2. In general, node D may have
several sister nodes. The number of such sister nodes is given by k−2, where k is the degree
of the mother node, M. Therefore, the probability that the path from D to T will be doubly
degenerate due to the mechanism of Fig. 3(a) is
P (G = 2) =
∞∑
k=3
(
k − 2
1
)
PB(K = k|K > 2)p2(1− p2)k−3, (15)
where P (K = k|K > 2) is the conditional degree distribution of the backbone tree, given by
Eq. (14). Evaluating the right hand side of Eq. (15) we find that P (G = 2) = p2 +O(p4).
The second scenario is shown in Fig. 3(b). In this case, the mother node, M, is connected
not only to its own mother node, GM, but also (with probability p) to its grandmother
node, referred to as GGM. Upon formation of node D, it may form (with probability p)
a probabilistic edge to node GM. In such case, there are two degenerate paths from D to
GGM. The probability of this scenario is P (G = g) = p2 +O(p4).
It can be shown that the two scenarios presented above are mutually exclusive, thus the
overall probability for the shortest path to be doubly degenerate is
P (G = 2) = Pa(G = 2) + Pb(G = 2) = 2p
2 +O(p4). (16)
A careful analysis shows that the lowest order contribution to P (G = 3) is of order p4,
because at least four probabilistic edges are required. Therefore, to leading order we obtain
P (G = 1) = 1− 2p2 +O(p4)
P (G = 2) = 2p2 +O(p4)
P (G = 3) = O(p4). (17)
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FIG. 3: Illustrations of two local network structures which give rise to double degeneracy, G = 2,
in the first step of the shortest path between the daughter node, D, on the right and a target node,
T, which resides further down the branch, on the left. In both illustrations, solid lines correspond
to deterministic edges, which belongs to the backbone tree, while dashed lines correspond to
probabilistic edges. (a) An alternate path of length L = 2 is formed by probabilistic edges between
nodes D and GM, via a sister node, S. This path is degenerate with the primary path which resides
fully on the backbone tree. Such structure may form in two distinct sequences of events. One
possibility is that S is an older sister which was connected to GM upon formation. When D forms
it connects probabilistically to S and completes the alternate path. In the other possibility, S is
a younger sister of D, conditioned on D not forming a probabilistic edge to GM upon formation.
When S is formed, it connects simultaneously to GM and to D, thus forming the alternate path.
(b) In this structure, the distance between D and GGM along the backbone tree is L = 3, while
the shortest paths in the entire network is of length L = 2. This is achieved by two consecutive
probabilistic shortcuts, one from M to GGM (created upon formation of M) and the other from D
to GM (created upon formation of D). Note that in this case, the existence of sisters of D (younger
or older) makes no difference.
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Truncating the distribution P (G = g) at a degree g = gmax, its moments can be expressed
by
〈Gn〉 =
gmax∑
g=1
gnP (G = g). (18)
Taking gmax = 2, we find that 〈G〉 = 1 + 2p2 and 〈G2〉 = 1 + 6p2.
V. THE DISTRIBUTION OF SHORTEST PATH LENGTHS
Consider an instance of the corded ND network with a distance matrix Lt of dimensions
Nt × Nt, where Lt(i, j) = ℓij(t) is the distance betwen nodes i and j at time t. A splendid
property of the corded ND model is that the addition of the daughter node never shortens
the distance between any pair of existing nodes, i and j, in the network, namely ℓi,j(t) = ℓi,j
is fixed. Thus, the distance matrix Lt+1 consists of the matrix Lt, with the addition a row
(and a column) which account for the distances between the daughter node, D, and the rest
of the network. This property enables us to express the DSPL at time t+1 as a superposition
of the DSPL at time t and the DSPL between the daughter node, D, and the rest of the
network.
Choosing a random node, i, one can describe the shell structure around such a node by
the distance distribution
Pt(L = ℓ) =
Nt(L = ℓ)
Nt − 1 , (19)
where Nt(L = ℓ) is the number of nodes in the shell at distance ℓ from node i. At each time
step, t, a random node M, referred to as a mother node, is chosen for duplication. The new,
daughter node, D, is then connected to the mother node, and with probability p to each
one of its neighbors. The shell structure around the daughter node is closely related to that
of the mother node. Among the neighbors of the mother node, those of the neighbors for
which the link to M is copied, end up at distance L = 1 from D. Those neighbors of M for
which the link to M is not copied end up at distance L = 2 from D. Therefore, the first shell
around the daughter node is given by
PDt (L = 1) = pP
M
t (L = 1) +
1
Nt − 1 , (20)
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where PMt (L = ℓ) is the distance distribution around the mother node. Thus, nodes which
are at distance L = ℓ from the mother node, may end up either at distance L = ℓ or at
distance L = ℓ + 1 from the daughter node. To exemplify this property, consider a target
node T at distance L = ℓ from the mother node, M. A shortest path from M to T consists
of a set of nodes M, r1, r2, . . . , rℓ−1,T in which subsequent nodes are connected. In the case
that the edge between M and r1 is copied, node T ends up at a distance L = ℓ from D, while
in case it is not copied node T ends up at a distance L = ℓ+1 from D. In the case that there
is a single shortest path from M to T, the former scenario would occur with probability p
while the latter scenario would occur with probability 1− p, namely
PDt (L = ℓ) = pP
M
t (L = ℓ) + (1− p)PMt (L = ℓ− 1), (21)
where ℓ ≥ 2. However, since the shortest path from M to T may be degenerate, the
calculation of PDt (L = ℓ) requires a more careful attention. We express the DSPL between
the daughter node, D, and the rest of the network in the form
PDt (L = ℓ) = ηP
M
t (L = ℓ) + (1− η)PMt (L = ℓ− 1). (22)
where ℓ ≥ 2 and 0 < η < 1. The assumption made here is that η = η(p) does not depend
on the path length L.
In order to evaluate the parameter η, consider a random target node, T, which is at
distance ℓ from the mother node, M. In the simplest case, the shortest path, of length ℓ
from M to T is unique. However, it may be degenerate, in which case there are several
paths of length ℓ from M to T. Here we are concerned with the degeneracy of the first step
along the shortest paths. This degeneracy is given by the number of nearest neighbors of M
which reside on at least one shortest path from M to T, and is denoted by GMT. Clearly,
GMT ≤ kM, where kM is the degree of the mother node, M.
Consider a pair of nodes M and T, which are at a distance L = ℓ from each other, where
the degeneracy level of the shortest paths is given by GMT = g. In the case that node M is
chosen for duplication, if none of the g links of M which reside on shortest paths to T are
duplicated, the distance between the daughter node D and T becomes L = ℓ+1, while in the
case that at least one of these g edges is duplicated, the distance is L = ℓ. Since each link
of the mother node, M, is duplicated with probability p, the probability that none of them
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is duplicated is (1−p)g. The probability that at least one of these g links will be duplicated
is 1− (1− p)g. In order to account for the probabilistic nature of the degeneracy, we denote
the probability that the first step in the shortest path between random nodes M and T is
g-fold degenerate by Pt(G = g). Thus, the probability, η = η(p), that at least one of the g
neighbors of the mother node, M, which reside along shortest paths to T are connected to
the daughter node can be expressed by
1− η =
∞∑
g=1
(1− p)gP (G = g), (23)
or more concisely by
1− η = 〈(1− p)G〉 . (24)
In fact, Eq. (23) can also be expressed in the form
1− η = F (1− p), (25)
where
F (x) =
∞∑
g=1
xgP (G = g) (26)
is the generating function of P (G = g).
For simplicity we assume that the distribution P (GMT = g) does not depend on LMT,
except for the case of LMT = 1, in which P (G = g) = δg,1. If this assumption holds, it
guarantees that the assumption made above that η is independent of LMT is valid.
Using the binomial expansion of (1− p)g in Eq. (23), it can be expressed in the form
η = −
∞∑
n=1
(−1)nBnpn, (27)
where
Bn =
∞∑
g=n
(
g
n
)
P (G = g) (28)
is the nth binomial moment of P (G = g). The first two terms in this expansion are η =
B1p− B2p2, where B1 = 〈G〉 and B2 = (〈G2〉 − 〈G〉)/2. Taking the first term in Eq. (27),
where B1 = 1 + 2p
2, we obtain
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η = p+ 2p3 +O(p4). (29)
While paths of length L = 1 are non-degenerate, for simplicity we replace the parameter
p by η also in the equation for PDt (L = 1). Since p and η differ from each other only in
order p3, while Pt(L = 1) is quickly reduced to order 1/Nt, the error introduced by this
approximation is negligible.
Assuming that the mother node, M, is a typical node, we replace the distribution PMt (L =
ℓ) by Pt(L = ℓ). As a result, Eqs. (20) and (22) are replaced by
PDt (L = 1) = ηPt(L = 1) +
1
Nt − 1 , (30)
and
PDt (L = ℓ) = ηPt(L = ℓ) + (1− η)Pt(L = ℓ− 1), (31)
respectively, where ℓ ≥ 2. After the node duplication step is completed, the DSPL at time
t+ 1 is given by
Pt+1(L = ℓ) =
Nt − 1
Nt + 1
Pt(L = ℓ) +
2
Nt + 1
PDt (L = ℓ)−
2Pt(L = ℓ)
(Nt − 1)(Nt + 1) , (32)
where the third term on the right hand side accounts for the dilution of the probability
Pt+1(L = ℓ) due to the addition of the mother-daughter edge to the network. Subtracting
Pt(L = ℓ) from both sides of Eq. (32) and replacing the difference on the left hand side by
a time derivative, we obtain
d
dt
Pt(L = ℓ) = − 2
Nt + 1
Pt(L = ℓ) +
2
Nt + 1
PDt (L = ℓ)−
2Pt(L = ℓ)
(Nt − 1)(Nt + 1) , (33)
where Nt = t + s. Plugging in the expressions for P
D
t (L = ℓ) from Eqs. (30) and (31) we
obtain
d
dt
Pt(L = 1) = −2
(
1− η
t+ s+ 1
)
Pt(L = 1) +
2 [1− Pt(L = 1)]
(t+ s− 1)(t+ s+ 1) , (34)
and
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ddt
Pt(L = ℓ) = −2
(
1− η
t+ s+ 1
)
Pt(L = ℓ) + 2
(
1− η
t+ s+ 1
)
Pt(L = ℓ− 1)
− 2
(t+ s− 1)(t+ s+ 1)Pt(L = ℓ), (35)
where ℓ ≥ 2. The solution of Eqs. (34) and (35), for s ≥ 2, is given by
Pt(L = 1) =
s− 1
t+ s− 1
(
s+ 1
t+ s+ 1
)1−2η
P0(L = 1)
+
2
(1− 2η)(t+ s− 1)
[
1−
(
s+ 1
t+ s+ 1
)1−2η]
, (36)
and
Pt(L = ℓ) =
(
s− 1
s+ 1
)(
t + s+ 1
t + s− 1
)min{ℓ,∆0}∑
ℓ′=1
e−ctcℓ−ℓ
′
t
(ℓ− ℓ′)!P0(L = ℓ
′)
+
1
(1− η)(s+ 1)
(
t+ s+ 1
t+ s− 1
) ∞∑
ℓ′=0
e−ctcℓ+ℓ
′
t
(ℓ+ ℓ′)!
e−µℓ
′
, (37)
for ℓ ≥ 2, where
ct = 2(1− η) ln
(
t+ s+ 1
s+ 1
)
, (38)
and
µ = ln
(
2− 2η
1− 2η
)
. (39)
The parameter η is given by Eq. (23). Note that for η = 1/2, the exponent e−µ = 0, thus all
the terms in the second sum of Eq. (37) vanish except for the term ℓ′ = 0. For 1/2 < η < 1
it is convenient to replace the term e−µℓ
′
by
(
1− 2η
2− 2η
)ℓ′
= (−1)ℓ′
∣∣∣∣1− 2η2− 2η
∣∣∣∣
ℓ′
. (40)
Thus, for η > 1/2 the second sum in Eq. (37) consists of positive terms for even values of
ℓ′ and negative terms for odd values of ℓ′.
Eqs. (36) and (37) provide a closed form expression for the DSPL of the corded ND
network at time t for any size and degree distribution of the seed network. The first term in
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each of these equations accounts for the effect of the DSPL of the seed network, P0(L = ℓ),
while the second term does not depend on the initial DSPL. The first sum in Eq. (37) is a
convolution between the DSPL of the seed network and a Poisson distribution. The second
sum is a convolution between an exponential function and a Poisson distribution.
Eq. (37) can also be written in the form
Pt(L = ℓ) =
(
s− 1
s+ 1
)(
t + s+ 1
t+ s− 1
)min{ℓ,∆0}∑
ℓ′=1
e−ctcℓ−ℓ
′
t
(ℓ− ℓ′)!P0(L = ℓ
′)
+
1
(1− η)(s+ 1)
(
t+ s+ 1
t + s− 1
)
e−ct(1−e
−µ)eµℓ
[
1− Γ(ℓ, cte
−µ)
Γ(ℓ)
]
, (41)
where Γ(x) is the Gamma function and Γ(x, y) is the incomplete Gamma function.
In Fig. 4 we present the parameter η as a function of p. The theoretical results (solid
line), obtained from Eq. (29), are found to be in good agreement with computer simulations
(circles). The value of η extracted from the simulations is the value which provides the best
fit to the DSPL of Eq. (37), when incorporated in Eq. (22). Since η = η(p) increases faster
than linearly with p, there is a point 0 < p∗ < 1/2, for which η(p∗) = 1/2. Solving Eq. (29)
for η(p∗) = 1/2 we find that p∗ = [(9 +
√
105)/72]1/3 − [3(9 +√105)]−1/3 ≃ 0.385.
In Fig. 5 we present the DSPL, denoted by Pt(L = ℓ) vs. ℓ for an ensemble of corded ND
networks of size Nt = 10
4, grown from a seed network of size s = 2, with p = 0.1, 0.2, 0.3
and 0.4. For small values of p, the analytical results (solid lines) are in very good agreement
with the simulation results (circles). As p is increased, the analytical results become shifted
to the right compared to the simulation results. The simulation data was averaged over 100
network instances.
VI. PROPERTIES OF THE DSPL
The first sum in Eq. (37) accounts for paths which emerge from repeated duplication
of nodes and edges along paths of the seed network. It can be noted that the probability
Pt(L = ℓ) is affected only by the initial probabilities P0(L = ℓ
′) for which ℓ′ ≤ ℓ. This is due
to the fact that the distance from a daughter node to any other node in the network is equal or
larger by 1 than the distance from the mother node. The second sum accounts for repeated
duplication of nodes and edges along new paths that emerge beyond the seed network.
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FIG. 4: (Color online) The parameter η as a function of the probability p. This parameter
represents the probability that the distance between the daughter node, D, and a random target
node, T, is equal to the distance between the mother node, M, and T, namely η = P (LDT = LMT ).
Hence, the probability that LDT = LMT + 1 is given by 1− η. The theoretical results (solid line),
obtained from Eq. (29) are found to be in good agreement with the simulation results (circles).
For small values of p, where the shortest paths are most likely to be unique, η is equal to p. As p
is increased, the shortest paths become degenerate. As a result, η acquires a nonlinear dependence
on p, making it larger than p.
The exponential function accounts for the backbone tree structure which emerges from the
edges connecting the mother and daughter nodes. The Poisson distribution accounts for
the probabilistic connections to the neighbors of the mother node. Both sums in Eq. (37)
involve the same Poisson distribution, P (m) = e−ctcmt /m!, whose mean, ct is given by Eq.
(38). The first sum runs over terms in the range m = ℓ − 1, ℓ − 2, . . . ,max{0, ℓ − s + 1},
while the second sum runs over terms in the range m = ℓ, ℓ+ 1, . . . ,∞.
Below we consider some special cases and limits in which the expression for Pt(L = ℓ)
can be simplified. In particular, we study specific choices of the seed network, such as a
complete graph of s nodes, and the special case of a single node, in which s = 1. We also
consider specific values of the parameter p, such as p = 0, in which the corded ND network
is reduced to the backbone tree. Another special case is the value of p for which η(p) = 1/2.
In this case, the parameter µ diverges. As a result, the exponentials, e−µℓ
′
, in the second
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FIG. 5: (Color online) The DSPL of the corded ND network of Nt = 10
4 nodes with (a) p = 0.1,
(b) p = 0.2, (c) p = 0.3, and (d) p = 0.4. The theoretical results (solid lines), obtained from Eqs.
(36) and (37) are found to be in good agreement with the results of computer simulations (circles),
obtained by averaging over 100 instances. As p is increased, the distances become shorter and the
DSPL becomes narrower, consistent with Eqs. (58) and (74). The agreement is better for smaller
values of p. In fact, Eqs. (36) and (37) are exact, while the deviation from the simulation results
are due to the underestimate of η, as can be seen in Fig. 4.
sum in Eq. (37) vanish, except for the term with ℓ′ = 0, thus the sum is reduced to a single
term.
A convenient choice for the seed network is a complete graph of s ≥ 2 nodes. In this
case the initial DSPL is given by P0(L = 1) = 1 and P0(L ≥ 2) = 0. The expression for the
DSPL at time t is simplified to
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Pt(L = 1) =
s− 1
t+ s− 1
(
s+ 1
t + s+ 1
)1−2η
+
2
(1− 2η)(t+ s− 1)
[
1−
(
s+ 1
t + s+ 1
)1−2η]
, (42)
and
Pt(L = ℓ) =
(
t+ s + 1
t + s− 1
)[(
s− 1
s+ 1
)
e−ctcℓ−1t
(ℓ− 1)! +
1
(1− η)(s+ 1)
∞∑
ℓ′=0
e−ctcℓ+ℓ
′
t
(ℓ+ ℓ′)!
e−µℓ
′
]
, (43)
for ℓ ≥ 2, where ct is given by Eq. (38) and µ is given by Eq. (39).
In case that the seed network consists of a single node, s = 1, the probability P0(L =
ℓ) = 0 is not defined. However, after one time step, at t = 1, the network consists of a
pair of connected nodes, where P1(L = 1) = 1 and P1(L ≥ 2) = 0. Thus, the ensemble
of networks obtained at time t for a seed network of size s = 1 is identical to the network
ensemble obtained at time t − 1 from a seed network of size s = 2, namely Pt(L = ℓ|s =
1) = Pt−1(L = ℓ|s = 2). The DSPL of the resulting ND network, for t ≥ 1, takes the form
Pt(L = 1) = −
(
1 + 2η
1− 2η
)(
3
t + 2
)1−2η
1
t
+
(
2
1− 2η
)
1
t
, (44)
and
Pt(L = ℓ) =
1
3
(
t+ 2
t
)[
e−ctcℓ−1t
(ℓ− 1)! +
1
1− η
∞∑
ℓ′=0
e−ctcℓ+ℓ
′
t
(ℓ+ ℓ′)!
e−µℓ
′
]
, (45)
for ℓ ≥ 2, where ct is given by Eq. (38) and µ is given by Eq. (39).
In case that the parameter p = 0, each daughter node is formed with a single edge
connecting it to its mother node. In this case, the corded ND network is reduced to the
backbone tree. Upon formation of the daughter node, all the paths from it to existing nodes
go through the mother node. They are thus longer by 1 than the paths starting from the
mother node. In this case, Eq. (36) is simplified to
Pt(L = 1) =
(s− 1)(s+ 1)
(t+ s− 1)(t+ s+ 1)P0(L = 1) +
2t
(t + s− 1)(t + s+ 1) . (46)
In case that p = 0 the parameters η and µ take the values η = 0 and µ = ln 2. Thus, Eq.
(41) is reduced to
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Pt(L = ℓ) =
(
s− 1
s+ 1
)(
t + s+ 1
t + s− 1
)min{ℓ,∆0}∑
ℓ′=1
e−ctcℓ−ℓ
′
t
(ℓ− ℓ′)!P0(L = ℓ
′)
+
(
t + s+ 1
t+ s− 1
)(
e−ct/22ℓ
s+ 1
)[
1− Γ(ℓ, ct/2)
Γ(ℓ)
]
, (47)
where
ct = 2 ln
(
t+ s+ 1
s + 1
)
. (48)
Another interesting case appears for p = p∗, where η = η(p∗) = 1/2. In this case Eq.
(37) is reduced to
Pt(L = ℓ) =
(
t+ s + 1
t + s− 1
)(s− 1
s+ 1
)min{ℓ,∆0}∑
ℓ′=1
e−ctcℓ−ℓ
′
t
(ℓ− ℓ′)!P0(L = ℓ
′) +
2
s+ 1
e−ctcℓt
ℓ!

 . (49)
For the special case in which the seed network is a complete graph, Eq. (49) is further
redued to the form
Pt(L = ℓ) =
(
t+ s+ 1
t+ s− 1
)[(
s− 1
s+ 1
)
e−ctcℓ−1t
(ℓ− 1)! +
2
s+ 1
e−ctcℓt
ℓ!
]
, (50)
where ℓ ≥ 2.
VII. THE MEAN DISTANCE
The mean distance between a random pair of nodes in the corded ND network is given
by
〈L〉t =
∞∑
ℓ=1
ℓPt(L = ℓ). (51)
Taking the time derivative of Eq. (51) and plugging in the expressions for dPt(L = 1)/dt
from Eq. (34) and for dPt(L = ℓ)/dt from Eq. (35) we obtain
d
dt
〈L〉t = 2(η − 1)(t+ s)− 2η
(t+ s− 1)(t+ s+ 1)
∞∑
ℓ=1
ℓPt(L = ℓ) +
2(1− η)
t+ s+ 1
∞∑
ℓ=1
(ℓ+ 1)Pt(L = ℓ)
+
2
(t+ s− 1)(t+ s+ 1) . (52)
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Rearranging terms we obtain
d
dt
〈L〉t = − 2
(t + s− 1)(t+ s+ 1)〈L〉t +
2(1− η)
t+ s+ 1
+
2
(t + s− 1)(t+ s+ 1) . (53)
Solving Eq. (53) we obtain
〈L〉t = 2(1− η)
(
t+ s+ 1
t+ s− 1
)
ln
(
t+ s+ 1
s+ 1
)
+
(
s− 1
s+ 1
)(
t+ s+ 1
t+ s− 1
)
〈L〉0
−
(
2
s+ 1
)(
1
1− 2η
)(
t
t+ s− 1
)
. (54)
In the long time limit, Eq. (54) is reduced to
〈L〉t = 2(1− η) ln
(
t+ s+ 1
s+ 1
)
+ C1 + C2, (55)
where
C1 =
(
s− 1
s+ 1
)
〈L〉0 (56)
and
C2 = −
(
2
s+ 1
)[
1− 4η(1− η)
1− 2η
]
. (57)
The term C1 accounts for the effect of the DSPL of the seed network on 〈L〉t. The term
C2 is a negative term which depends on p and s. For 0 < p < p
∗ (where 0 < η < 1/2),
it is bounded in the range −2/(s + 1) < C2 < 0. For p > p∗ it becomes smaller than
−2/(s+ 1), thus reducing the mean distance 〈L〉t. In conclusion, in the long time limit the
mean distance scales logarithmically with the network size, according to
〈L〉t ≃ 2(1− η) ln
(
t+ s+ 1
s+ 1
)
, (58)
which means that the corded ND network is a small-world network.
In Fig. 6 we present the mean distance, 〈L〉t, as a function of the network size Nt, for
p = 0.1, 0.2, 0.3 and 0.4. The theoretical results, obtained from Eq. (55), where η is taken
from Eq. (58), are found to be in good agreement with computer simulations (symbols).
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FIG. 6: (Color online) The mean shortest path length, 〈L〉t, of the corded ND network as a
function of network size Nt. The theoretical results (solid lines), obtained from Eq. (58), where
η is taken from Eq. (29), are generally in good agreement with the simulation results (symbols),
confirming the logarithmic dependence on the network size. As p is increased, the mean shortest
path length decreases. As in Fig. 5, the deviation between the theory and simulation increases
as p is increased, due to the fact that the exact value of η is not known. For clarity, we focus on
network sizes in the range 102 ≤ Nt ≤ 104.
VIII. THE DIAMETER
Consider an ensemble of corded ND networks of size Nt. In each instance of the network
there are Nt(Nt−1)/2 pairs of nodes and the distances between them follow the distribution
Pt(L = ℓ). The expectation value of the number of pairs of nodes which reside at a distance
L = ℓ from each other is given by
Nt(L = ℓ) =
Nt(Nt − 1)
2
Pt(L = ℓ), (59)
where Nt = t+s. For sufficiently long times (t≫ s), the effect of the seed network is reduced
and the DSPL exhibits a well defined peak, above which Pt(L = ℓ) gradually decreases. As
a result, the tail of the DSPL exhibits a distance ∆t, at which Nt(L = ∆t) = 1, which can
be considered as the expectation value of the diameter of the network. Below, we use this
criterion to evaluate the diameter. For simplicity, we consider the case in which the initial
network is a complete graph of s nodes. Note that a network resulting at time t from a seed
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network of size s = 1 is equivalent to a network at time t − 1 with s = 2. Thus, in the
analysis below there is no need to treat the case of s = 1 separately. Considering the large
network limit, and focusing on the large distance tail of the DSPL, it can be expressed by
Pt(L = ℓ) =
(
s− 1
s+ 1
)
e−ctcℓ−1t
(ℓ− 1)! . (60)
For convenience, we write ct in the form ct = 2(1− η) ln ts, where
ts =
t + s+ 1
s+ 1
(61)
is the network size at time t + 1, expressed in units of the network size at time t = 1.
Inserting the expression for ct into Eq. (60) and using the Stirling formula we find that
Nt(L = ℓ) =
(s2 − 1)t2ηs
4(1− η) ln ts
(
2(1− η)e ln ts
ℓ
)ℓ
. (62)
Inserting Nt(L = ∆t) = 1 in Eq. (62) we obtain
(
∆t
2e(1− η) ln ts
)∆t
=
(s2 − 1)t2ηs
4(1− η) ln ts . (63)
Taking a logarithm on both sides and rearranging terms, Eq. (63) can be expressed in the
form
(
∆t
2(1− η)e ln t
)
ln
(
∆t
2(1− η)e ln t
)
=
4η ln ts − ln[16π(1− η) ln ts)] + 2 ln (s2 − 1)
4(1− η)e ln ts . (64)
Applying the Lambert W function [62] on both sides and using the relation W (zez) = z, we
obtain
ln
(
∆t
2(1− η)e ln ts
)
=W
[
4η ln ts − ln[16π(1− η) ln ts] + 2 ln (s2 − 1)
4(1− η)e ln ts
]
, (65)
or
∆t = 2(1− η) exp
{
1 +W
[
4η ln ts − ln [16π(1− η) ln ts] + 2 ln (s2 − 1)
4(1− η)e ln ts
]}
ln ts (66)
Taking the long time limit, we can approximate the argument of the W (x) function. The
numerator can be replaced by its leading term, which is 2η ln t, thus
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∆t = 2(1− η)e1+W [
η
(1−η)e ] ln ts. (67)
Using again the above mentioned property of the W (x) function, we obtain that the expec-
tation value, ∆t of the diameter of the corded ND network is given by
∆t ≃ 2η
W
[
η
(1−η)e
] ln( t+ s+ 1
s + 1
)
. (68)
The diameter thus scales logarithmically with the network size, namely exhibits the same
scaling as the mean distance 〈L〉t. However, the coefficient is larger than the coefficient of
the mean distance. Using Eqs. (58) and (68) we find that
∆t
〈L〉t =
η
(1− η)W
[
η
(1−η)e
] . (69)
In the dilute network limit, where p ≪ 1, the parameter η also satisfies η ≪ 1. Using
the leading term in the Taylor expansion of the Lambert W function, given by W (x) =∑∞
n=1(−n)n−1xn/n!, and the relation η = p + 2p3, we obtain
∆t
〈L〉t = e+ p+
2e− 1
2e
p2 +O(p3). (70)
Thus, in the limit of p ≪ 1 the diameter becomes ∆t ≃ e〈L〉t. This is in contrast to the
case of configuration model networks, where ∆ = 〈L〉 + δ, where δ is an additive constant
[24, 63].
In Fig. 7 we present the diameter of the corded ND network as a function of the network
size for p = 0.1, 0.2, 0.3 and 0.4. The analytical results (solid lines), obtained from Eq. (68),
where η is taken from Eq. (29), confirm that the diameter scales logarithmically with the
network size. The analytical results over-estimate the slope compared to the simulation
results (symbols). This is due to the fact that the argument used to estimate ∆t does not
account for correlations between the longest distances in a given instance of the network.
Thus, the result of Eq. (68) may be considered as an upper bound for the diameter. The
simulation data was averaged over 100 network instances.
27
log10Nt
2 2.5 3 3.5 4
∆
t
0
10
20
30
40
p = 0.1
p = 0.2
p = 0.3
p = 0.4
FIG. 7: (Color online) The diameter ∆t of the corded ND network as a function of network size,
Nt. The theoretical results (solid lines), obtained from Eq. (68), where η is taken from Eq. (29),
are found to be in good agreement with the simulation results (symbols). The results confirm
the logarithmic dependence of the diameter on the network size. As p is increased, the diameter
decreases.
IX. THE VARIANCE OF THE DSPL
In order to obtain the variance of the DSPL, we need to calculate its second moment,
given by 〈L2〉t =
∑∞
ℓ=1 ℓ
2Pt(L = ℓ). Taking the time derivative of 〈L2〉t and plugging in the
expressions for dPt(L = 1)/dt from Eq. (34) and for dPt(L = ℓ)/dt from Eq. (35) we obtain
d
dt
〈L2〉t = − 2
(t + s− 1)(t+ s+ 1)〈L
2〉t + 4(1− η)
t + s+ 1
〈L〉t
+
2(1− η)(t+ s− 1) + 2
(t+ s− 1)(t+ s+ 1) , (71)
where 〈L〉t is given by Eq. (55). Keeping only the leading terms we obtain
d
dt
〈L2〉t = 4(1− η)[ln(t+ s+ 1) + 2C1 + 2C2 + 1]
t+ s + 1
. (72)
Note that as p approaches 1/2 from below the second term on the right hand side becomes
large and cannot be neglected in Eq. (72). The solution of Eq. (72) is
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FIG. 8: (Color online) The standard deviation of the DSPL, σt, as a function of network size, Nt.
The theoretical results (solid lines), obtained from Eq. (75), where η is taken from Eq. (29), are
found to be in good agreement with the simulation results (symbols).
〈L2〉t = 〈L2〉0+
[
2(1− η) ln
(
t+ s+ 1
s+ 1
)]2
+2(2C1+2C2+1)(1− η) ln
(
t+ s+ 1
s+ 1
)
. (73)
Thus, the variance σ2t = 〈L2〉t − 〈L〉2t is given by
σ2t = 2(1− η) ln
(
t + s+ 1
s+ 1
)
+ 〈L2〉0 − (C1 + C2)2. (74)
In the long time limit, Eq. (74) can be simplified to the form
σ2t = 2(1− η) ln
(
t+ s+ 1
s+ 1
)
+O(1), (75)
which highlights the logarithmic scaling. Comparing Eqs. (54) and (74) we find that to
leading order σ2t = 〈L〉t, which is the result obtained in the case of a Poisson distribution.
In Fig. 8 we present the standard deviation, σt, of the DSPL of the corded ND model
as a function of network size, Nt. The analytical results (solid lines), obtained from Eq.
(75), where η is taken from Eq. (29), are found to be in good agreement with the results of
numerical simulations (symbols), thus the logarithmic scaling is confirmed.
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X. DISCUSSION
The mean distance, 〈L〉t of the corded ND network was found to scale logarithmically
with the network size, Nt, according to 〈L〉t ≃ 2(1 − η) lnNt, and it is thus a small world
network. A similar logarithmic scaling is observed in other random networks such as con-
figuration model networks. However, the pre-factor of the logarithmic term is different. In
configuration model networks the mean distance is given by [16, 17]
〈L〉 = 1
ln
(
〈K2〉−〈K〉
〈K〉
) lnN. (76)
The pre-factor of lnN is equal to the inverse of the logarithm of the connective constant,
which is expressed in terms of the first two moments of the degree distribution. Using Eq.
(24), the mean distance of the corded ND network can be expressed in the form
〈L〉t ≃ 2
〈
(1− p)G〉 lnNt. (77)
Thus, the mean distance in the corded ND network is expressed in terms of the generating
function of the distribution of degeneracy levels, P (G = g), unlike the configuration model
in which it is given in terms of the first two moments of the degree distribution, P (K = k).
In order to compare the quantitative behaviors of the corded ND network and the config-
uration model network, we present in Fig. 9 the mean distance, 〈L〉t, expressed in units of
lnNt, of the corded ND network (dashed line) and of the corresponding configuration model
network with the same degree distribution (solid line), as a function of p. For the corded
ND network, this ratio is
〈L〉t
lnNt
≃ 2(1− η), (78)
where η is given by Eq. (29). For the corresponding configuration model network, it is
expressed by
〈L〉
lnN
=
1
ln
(
〈K2〉−〈K〉
〈K〉
) , (79)
where 〈K〉 is given by Eq. (5) and 〈K2〉 is given by Eq. (6). It is found that for the
corded ND network this ratio is of order 1 for the whole range of sparse networks while in
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FIG. 9: (Color online) The mean distance, 〈L〉 = 〈L〉t, expressed in units of lnN = lnNt, namely
〈L〉/ lnN ≃ 2(1−η), of the corded ND network as a function of the parameter p (dashed line), and
the corresponding ratio, 〈L〉/ lnN = 1/ ln[(〈K2〉 − 〈K〉)/〈K〉], for a configuration model network
with the same degree distribution (solid line), where 〈K〉 is given by Eq. (5) and 〈K2〉 is given by
Eq. (6).
the corresponding configuration model network it decreases as p is increased until it falls
sharply to zero at p =
√
2− 1.
We also calculated the diameter, ∆t, of the corded ND network and found that in the
long time limit
∆t
lnNt
≃ 2η
W
[
η
(1−η)e
] , (80)
where η = p + 2p3. For p ≪ 1, using the Taylor expansion of the Lambert W function we
obtain
∆t
lnNt
= 2(1− η)
(
e+ p+
2e− 1
2e
p2
)
+O(p3). (81)
Thus, in the limit of p≪ 1 the diameter becomes ∆t ≃ 2e(1− η) lnNt, namely by a factor
of e larger than the mean distance, 〈L〉t. This is in contrast to the case of configuration
model networks, where ∆ = 〈L〉+ δ, and δ is an additive constant [24, 63].
The variance of the DSPL was found to scale like
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σ2t = 2(1− η) lnNt, (82)
namely the variance scales linearly with the mean distance, which reflects the dominance
of the Poisson distribution in the DSPL. Thus, the variance of the DSPL in the corded ND
network is much larger than in the corresponding configuration model networks, in which
the DSPL tends to be narrow.
It will be interesting to generalize the analysis presented here to the calculation of the
DSPL of the uncorded ND network, in which there is no link between the mother and
daughter nodes. A useful simplifying property of the corded ND model studied here is that
the daughter node is never discarded, namely each randomly selected mother node is actually
duplicated. This guarantees that the degree of the mother node selected at time t is drawn
from the instantaneous degree distribution, Pt(K = k). In the uncorded ND model this is
not the case, because the probability that the daughter node will form a link to at least one
neighbor of the mother node and thus will be added to the network depends on the degree of
the mother node. The conditional probability that the daughter node will be added to the
network, given that the mother node is of degree k, is Pt(added|K = k) = 1−(1−p)k. Using
Bayes’ theorem, it can by shown that the degree distribution of the mother node under the
condition that the daughter node was actually added to the network is
Pt(K = k|added) = 1− (1− p)
k
1−G0t (1− p)
Pt(K = k), (83)
where G0t (x) =
∑
k x
kPt(K = k) is the generating function of the degree distribution at
time t. The fact that Pt(K = k|added) is different from Pt(K = k) is expected to make
the calculation of the DSPL more difficult, because the mother nodes in this case are not
simply random nodes. The DSPL between a node, i, of degree ki and the rest of the network
depends on ki. It will thus require to derive a set of master equations for the conditional
DSPLs, Pt(L = ℓ|K = k), between a random node of degree k and all other nodes in the
network.
XI. SUMMARY
We have studied a node duplication network model, in which at each time step a random
mother node is selected for duplication, referred to as the corded ND model. The daughter
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node is connected deterministically to the mother node, and is also connected, with proba-
bility p, to each one of its neighbors. We focused on the regime of dilute networks, obtained
for 0 < p < 1/2. We derived a master equation for the time evolution of Pt(L = ℓ). Finding
an exact analytical solution of the master equation, we obtained a closed form expression
for the DSPL, in which the probability Pt(L = ℓ) is expressed as a sum of two terms. The
first term is a convolution between the DSPL of the seed network, P0(L = ℓ), and a Poisson
distribution. The second term is a convolution between a discrete exponential function and
the Poisson distribution. We calculated the mean distance 〈L〉t and showed that in the
long time limit it scales like 〈L〉t ≃ 2(1 − η) lnNt, where Nt is the network size at time t.
The mean distance thus scales logarithmically with the network size, which means that the
corded ND network is a small world network. Interestingly, this behavior differs from other
scale-free networks which are ultrasmall, namely their mean distance follows 〈L〉t ∼ ln lnNt
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