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I. Introduction
RAG arising from skin friction comprises roughly forty to fifty percent of the total drag on a commercial aircraft under cruise conditions. In recent years the skin friction drag level has declined as aircraft manufacturers focus on designing cleaner configurations with longer laminar runs. Designs with even lower drag are possible but there are basic physical limitations that lead to diminishing returns. Nevertheless, small drag savings can have a substantial impact on an aircraft design and whether the design is commercially competitive or not. It has been estimated that a 1% drag reduction on a large aircraft is roughly equivalent to ten passengers. Drag reduction is also important from a fuel savings and environment point of view. For instance, on the Boeing 787, it was estimated that 30,000 gallons of fuel per aircraft per year could be saved by eliminating nacelle paint seams. To achieve drag reductions beyond the current state of the art will require among other things, the development of highly accurate and validated computational design tools. The primary aim of this paper is to compare the measured and computationally predicted skin friction distribution on an aircraft in an attempt to highlight areas where discrepancies exists and also areas for further improvement in drag prediction.
Computational modeling of the flow over a commercial aircraft configuration have advance to the point where the best cruise drag predictions are within a few drag counts (¨& D =0.0001) of that measured in wind tunnels (for configurations with transition specified at trip dot locations and with the angle of attack adjusted to match lift). Both computational and wind tunnel drag measurements are typically higher that those found in flight because of Reynolds number scaling and other effects. Nevertheless, computational tools are invaluable in the design process and so it is essential that these tools predict the details of the flow field (e.g. transition location, shock position, separation…etc.) with fidelity. To develop even greater confidence in computed results, Reynolds Averaged Navier Stokes (RANS) codes have been endlessly (but necessarily) validated against measured data and also other computational approaches. The current effort is part of a broader effort to generate a comprehensive dataset on a contemporary commercial aircraft configuration for validation of CFD codes.
In theory, a complete validation dataset of a transonic aircraft configuration would consist of integrated quantities such as force and moment data, flow field data such as temperature and velocity and surface data such as pressure, temperature and skin friction. For many years, the surface pressure distribution has been the principal surface measurement that aerodynamicists studied to gain an insight into how to increase lift and reduce drag yet surface pressure is a poor indicator of flow transition and separation. A relatively recent advance is the development of measurement techniques to measure the surface shear stress distribution (i.e. skin friction). High resolution skin friction measurements show the presence and extent of flow separation zones and where the boundary layer transitions from laminar to turbulent. If the surface pressure and skin friction distributions match between computation and experiment then all the other integrated and flow field comparisons will match equally well.
The Fringe Imaging Skin Friction (FISF) technique used in the current study is considered to be a direct measurement of skin friction and when properly implemented, it is one of the most accurate techniques available. The FISF technique is briefly described in the following section and additional details are given in references 1-7. Of greatest relevance to the current study are the results shown in references 1, 5 and 7 of comparisons between measured and computed skin friction distributions of aerodynamic interest. American Institute of Aeronautics and Astronautics 3 computed integrated quantities such as lift and drag and effects of grid resolution and various computational approximations can be found in reference 8. These computations are the current state-of-the-art and they were generated as part of the AIAA Drag Prediction Workshop series.
II. Approach

A. CRM Transonic Wind Tunnel Test
The CRM wind tunnel model is a 2.7 per cent scale model (see Fig. 1 ) of a contemporary commercial aircraft configuration that was developed for the fourth Drag Prediction Workshop (DWP-4) initiated by the AIAA Applied Aerodynamics Technical Committee. The configuration was designed to cruise at a Mach number of 0.85 and a lift coefficient of 0.5 at a Reynolds number of 40 million per mean aerodynamic chord. In 2010, the model was tested in the National Transonic Facility at NASA Langley and in the 11 Ft Transonic Wind Tunnel at NASA Ames. The Vascomax nickel alloy and stainless steel wind tunnel model has interchangeable horizontal stabilizers (i.e. tail off, -2 o and +2 o ) and removable flow-through engine nacelles. The model was instrumented with 291 pressure taps, two Kulite pressure transducers, two RTD temperature sensors, and a six-component force and moment balance. During the 11-Ft wind tunnel entry, in addition to the surface skin friction measurements described here, pressure sensitive paint was used to measure the surface pressure distribution, particle imaging velocimetry measurements were performed in the near wake, and infrared surface temperature measurements were recorded for selected wind tunnel runs. The Fringe Imaging Skin Friction (FISF) technique was used to measure the surface skin friction at points on the wing, fuselage and tail of the CRM in the 11 ft wind tunnel. Measurements were performed on the suction side of the left wing, the pressure side of the right wing, the left fuselage half and on the left tail surfaces (note that no engine nacelles were present). Twenty one runs were performed during the skin friction portion of the test as indicated in the prioritized list in Table 1 . The FISF technique permits a non-obstructive direct measurement of skin friction on a surface in a threedimensional flow field. This method is described in great detail in references 1-7. In short, drops (or short line segments) of silicon oil of known viscosity is placed on the prepared surface of a wind tunnel model near the desired measurement locations. The air flow is turned on and the oil spreads. After a period of time, the oil forms a very thin wedge (in cross section) with a nearly linear profile. The flow is turned off. At this point, an extended quasimonochromatic light source (wavelength of O ), pointed toward the surface, will create an interference pattern caused by the reflection of light from the top surface of the oil interfering with light reflected from the prepared test surface at the oil-surface interface (see Fig. 2 ). This pattern can be imaged using a digital camera. The distance S ' between the destructive interference bands (i.e. dark lines) of the interferogram is proportional to the thickness of the oil and, in turn, proportional to the skin friction as follows: (1) arises from the fact that fringe spacing is dependent on the location of the light source relative to the surface of the model or more precisely, the path that the light takes through the oil. If the light source is positioned so that the light rays strike the model normal or near-normal to the surface, then this term is equal or close to 1.0. In some wind tunnel tests, light is bounced off of the walls of the wind tunnel in order to achieve complete and even illumination of the surface. Under these conditions, the During data reduction, the fringe spacing S ' in equation 1 is determined using a nine parameter model which is fit to the fringe-intensity distribution using a nonlinear regression algorithm. The advantage of this approach to fringe spacing determination is that the model is derived from the physics of interferometry. It makes allowances for such effects as surface curvature, noise, small optical imperfections and non-uniform lighting. In addition, the whole intensity record is used by the regression to identify the fringe spacing (as opposed to schemes which simply fit the peaks of the intensity distribution). The model is given by:
Where I is the intensity, s is the distance along the centerline of the oil streak (in pixels), B , E , and P are the regression coefficients that are determined during the data reduction process (see refs. 1 and 6).
The skin friction coefficient magnitude is calculated by using a fringe spacing found from the regression followed by a conversion of the pixel-based fringe spacing to physical coordinates (via photogrammetry) and application of equation (1) . The direction of the skin friction vector is found by determining the orientation of the oil path line relative to a fixed coordinate system. The FISF data reduction process has been automated to a degree in a PC-based application called CXWIN5G that was used in the current study (see reference 6).
i. FISF Data Reduction in the CRM 11 ft Wind Tunnel Test
Performing FISF on the CRM in the 11 ft transonic wind tunnel was challenging because of several factors. The run durations were shorter than desired (a tradeoff between cost and productivity). The tunnel total temperature never achieved a steady state over the course of a run because the tunnel is a close return tunnel. The model was not sufficiently instrumented with temperature sensors to fully quantify the surface temperature distribution. Optical access to the model during the run was limited. The model surface quality (i.e. the index of refraction of the surface) was less than optimal. As will be seen in the following sections, these factors have an effect on the data uncertainty level but nevertheless, meaningful data was obtained.
Fundamentally, the FISF skin friction measurement depends on the oil viscosity, which in turn is highly dependent on temperature. In transonic wind tunnel flows, the model surface temperature varies both spatially and temporally. Many factors have an effect on the model surface temperature distribution over the course of a run including changes in the tunnel total conditions, flow compressibility, convective and conductive heat transfer effects and heat sources internal to the model (e.g. pressure transducers located in the forward portion of the CRM fuselage raised the flow-off fuselage skin temperature by approximately 5 o F). To obtain a reasonably accurate skin friction measurement, these temperature variations should be taken account in Eq. 1. Since the oil layer is well submerged in the boundary layer on the model surface and the oil layer is very thin relative to the boundary layer thickness, (oil thins to approximately 500 nm over the course of the run at the measurement point) it can be assumed that the temperature of the oil is equivalent to that of the surface. Fig. 3 is the model surface temperature distribution as measured by a FLIR model SC6000 IR camera at various points during a M=0.85 run dedicated to access model surface temperature variations. For this run, the model was painted black to enable the use of the infrared measurement technique. Simultaneous FISF measurements were not possible because the optical properties of the painted surface were not suitable for interferometry. The accompanying figure shows the tunnel total temperature, temperature measured by an RTD located in the wing (sensor mounted on the interior wing skin near the right wing root) and the tunnel dynamic pressure. As can be seen during this typical run, the model rapidly cools as the tunnel velocity ramps up, followed by model heating during the "on condition" portion of the run and then the model cools back down as the tunnel velocity is ramped down to a stop. During the run, the model surface temperature spatial variation ranges between five and ten deg F and the tunnel total temperature varied between 62 o and 86 o F.
Shown in
Since it was not practical to measure the model surface temperature and skin friction simultaneously, the approach taken to incorporation of temperature effects on the skin friction measurement is to use the mean of the measured tunnel total temperature and the wing temperature measurement in the integral in equation 1. The basis for this approximation is that out of the available measured temperature quantities, this temperature most accurately tracks the average model surface temperature as determined from analysis of the IR measurements from run 246. In future tests where substantial surface temperature variations are expected, it is recommended that simultaneous IR temperature measurements be performed to minimize this systematic uncertainty source. 
i. Measurement Uncertainty
The accuracy of FISF skin friction measurements is dependent on many factors including fringe visibility, camera resolution, temperature, and tunnel startup and shutdown transients. Using the CXWIN5G data reduction application with properly resolved interferometric images in a test where the model surface temperature is known and the wind tunnel startup transients are not significant, one can expect to achieve skin friction measurements that have uncertainties of r 5% and skin friction vector direction uncertainties of r 1 o as estimated in ref. 1. Unfortunately in large wind tunnels such as the 11 Ft, under transonic conditions, wind tunnel transients and surface temperature variations substantially degrade the skin friction measurement accuracy (e.g. for the 10,000 cs nominal oil viscosity used in this test, a 1 o F oil temperature uncertainty leads to a 1.1% c f uncertainty). Therefore as mentioned previously, for greatest measurement accuracy, it is desirable to know the spatial variation of model surface temperature so that P can be accurately determined. The significant uncertainty sources in the skin o friction magnitude measurements are summarized Table 2 . 
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In locations where the surface temperature is close to the average temperature used in the data reduction, the uncertainty may be less. * Could be greatly reduced if surface temperature distribution corrections were implemented.
Other uncertainty sources were considered but the uncertainty in the light source wavelength O , oil index of refraction n , free stream dynamic pressure q f were deemed to be small by comparison. The uncertainty in the o skin friction vector direction is estimated to be r 1 o based on the resolution of the photogrammetry system.
C. Flow Field Prediction Methodology
The measured skin friction results are compared with those predicted by the RANS solver OVERFLOW. The solution methodology is described in detail in reference 8. The computational results were obtained on overset grids generated as part of the DPW-IV workshop process. The main computational results shown in the current paper are those predicted on the medium grid (16.9 million grid points) using the Spalart-Allmaras turbulence model, a central differencing scheme and run at the CRM cruise design point (i.e. C L =0.5, M=0.85). The Reynolds number based on mean aerodynamic chord is 5 million and the tail incidence is 0 deg. OVERFLOW was run at the computationally determined trimmed cruise angle of attack found of 2.364 o which is slightly higher than the 2.0 o angle set in the most relevant wind tunnel run (i.e. run 170). From this point on in the paper, the computed results at 2.364 o and the 8 American Institute of Aeronautics and Astronautics measured results at 2.0 o will simply be referred to as the 2.0 o nominal case. A 4 o angle-of-attack case was also run specifically for this study.
III. Results and Discussion
The primary objective of the drag prediction workshops is to access the ability of computational techniques to predict drag. In this section, results of the CRM skin friction measurements will be presented and comparisons with RANS predicted skin friction will be made. Some differences have been observed between experiment and computation and these differences will be described. In addition to the results discussed here, one surprising difference discerned from a comparison of the data in Refs. 8 and 9 is the difference in computed and measured angle of attack at the design cruise lift coefficient of 0.5. This angle was found to be 2. (wind tunnel data was corrected for wall effects). Even though this discrepancy exists, the computed and measured drag polars agree reasonably well. At this point, an explanation for this difference has not been put forth but possibly it is related to one or more factors including model deformation in the wind tunnel, wind tunnel walls not being included in the computations, minor differences in the chord-wise shock location or changes in the span-wise loading as a result of flow separation (some minor separation zones are seen in the computational results at
During the FISF 11-Ft wind tunnel test data reduction process, several interesting topological features were observed in the CRM skin friction distributions. Since the tail incidence has a minor influence on the skin friction distribution over most of the aircraft, the focus of this section will be on consideration of the CRM Wing-BodyTail=0 (WBT0) configuration at a Mach number of 0.85, chord Reynolds number of five million and at angles of attack of 0, 2 and 4 degrees. One of the most obvious differences between the computational and measured results are the skin friction levels upstream of the wind tunnel model trip strip that is located at 10% of the chord. Plotted in Fig. 4 are computed and measured surface skin friction data. Also displayed is an inset image of the accompanying oil-flow interferometry that the measured skin friction data was derived from. The separation between the fringes (i.e. the dark bands) is proportional to the skin friction magnitude and the oil path line direction is indicative of the direction of the skin friction vector. The RANS computations were run assuming a fully turbulent flow field (contour levels of the predicted RANS skin friction results are predominantly green upstream of the trip location) while the measured skin friction levels on the wing leading edge (i.e. the blue-colored arrows) are those expected for a laminar flow.
The trip dot strip effectively trips the boundary layer as seen in the inset figure. The skin friction magnitude increases from the trip to approximately 40% of the chord and then decreases for this point to the trailing edge. In the vicinity of the trailing edge, the skin friction vector direction points significantly outboard. The pressure-side surface flow topology (see Fig. 6 ) is rather interesting in that the oil flow turns outboard in the supercritical airfoil cusp and near the trailing edge. At higher angles of attack, the flow in this region significantly straighter. In the vicinity of the wing-body juncture near the trailing edge of the wing on the pressure side, the measured and computed skin friction levels are quite low. This is also true aft of the horizontal tail. Some computational approaches (see Ref. 8) have predicted flow separation in these regions. In the 11 ft test, the shear levels were so low in these regions that it was not possible to measure the skin friction magnitude using the 10,000 cs oil (i.e. no fringes were seen) and using a lower viscosity oil was not practical. This means that the shear stress levels were smaller than the minimum resolution of the technique ( 0001 . 0 f c ). The traditional titanium dioxide and motor oil visualization technique was used to visualize the surface topology in these regions (see Figs. 8 and 9 ). As can be seen, the flow is attached on the fuselage near the wing-fuselage juncture. A small region of spiral separation is observed in the vicinity of the horizontal tail fuselage juncture. over a range of angles of attack. Although the uncertainty in the measurements was higher than desired and the measured data set was sparse in comparison to the computed results, several significant conclusions can still be made.
1.)
The measured skin friction levels on the leading edge of the wing (i.e. forward of the trip strip) are approximately a third of those computed by RANS using the fully-turbulent assumption. This difference alone can result in a two percent change in the total drag on the aircraft. Subsequent computations should include a either a transition model or specified transition locations.
2.)
The impact of the shock on the wing suction-side surface flow topology is minor at angles of attack of 0 o and 2 o . At 4 o , the shock induces flow separation and a substantial low-shear zone forms aft of the shock wherein the surface flow is predominately span-wise. Side-by-side comparisons between the measured and computed skin friction topology and skin friction levels aft of the shock are qualitatively similar.
3.)
Under CRM cruise conditions, RANS computations indicate a small separation zone over the last two percent of the wing chord outboard of the Yehudi break. The measured results indicate that the skin friction level is very low near the wing trailing edge but flow separation was not observed.
4.)
Some computational results predict small separation zones in the vicinity of the wing and horizontal tail fuselage junctures under cruise conditions. It is clear that the measured skin friction levels are very low in these regions. At the wing-fuselage junction the characteristics typical of flow separation (i.e. reverse or spiraling flow) were not observed. At the horizontal tail-fuselage junction, a very small spiral-type separation zone was observed.
Several improvements could be made in future tests that would reduce the uncertainty in the FISF measurements in transonic wind tunnel tests. The most important improvement would be to acquire surface temperature measurements simultaneously with the skin friction measurements. Improved model surface optical quality would also be helpful to increase the fringe pattern visibility.
The progress made over the last decade in the ability of computation fluid dynamics codes to predict the flow field on an aircraft is remarkable. In the big picture, the differences between the computed and measured skin friction distributions discussed in this paper are relatively minor. On the other hand, since aircraft designers are attempting to reduce drag to the greatest extent possible, every minor increase in prediction fidelity will contribute to this cause.
