Abstract. In this paper we give three subcubic cost algorithms for the all pairs shortest distance (APSD) and path (APSP) problems. The first is a parallel algorithm that solves the APSD problem for a directed graph with unit edge costs in O(log 2 n) time with O(n µ / log n) processors where µ = 2.688 on an EREW PRAM. The second parallel algorithm solves the APSP, and consequently APSD, problem for a directed graph with nonnegative general costs (real numbers) in O(log 2 n) time with o(n 3 ) subcubic cost. Previously this cost was greater than O(n 3 ). Finally we improve with respect to M the complexity O((Mn) µ ) of a sequential algorithm for a graph with edge costs up to M to O(M 1/3 n (6+ω)/3 (log n) 2/3 (log log n) 1/3 ) in the APSD problem, where ω = 2.376.
In this paper we design a parallel algorithm for the APSD problem for a directed graph with unit edge costs with O(log 2 n) time (worst case) and O(n (3+ω)/2 / √ log n) processors. This result is compared with a parallel version of Seidel's algorithm [12] for an undirected graph with unit edge costs in O(log 2 n) time and O(n ω ) processors. Next we improve the parallel algorithm for the APSP problem with general edge costs in [13] whose cost (= number of processors × time) is slightly above O(n 3 ). The cost of O(n 3 log n) in [4] was also improved by Han et al. [9] to O(n 3 ). They state the cost can be o(n 3 ) by using Fredman's algorithm without showing how to parallelize it. Previous efforts in this area were made on improving the cost for distance matrix multiplication while the outermost structure of repeated squaring or the Floyd-Warshall algorithm [5] remained intact. The cost of our new algorithm is slightly below O(n 3 ) and the time is the polylog of n, that is, in N C. Our method is based on the two-phase algorithm originated in [1] .
Finally we present a sequential algorithm for a graph with edge cost up to M whose complexity is subcubic when M = O(n 0.624 ).
Basic Definitions.
A directed graph is given by G = (V, E), where V = {0, . . . , n− 1} and E is a subset of V × V . The edge cost of (i, j) ∈ E is denoted by d i j . The (n, n) matrix D is one whose (i, j) element is d i j . We assume that d i j ≥ 0 and d ii = 0 for all i, j. If there is no edge from i to j, we let d i j = ∞. The cost, or distance, of a path is the sum of costs of the edges in the path. The length of a path is the number of edges in the path. The shortest distance from vertex i to vertex j is the minimum cost over all
We call n the size of the matrices. Let A and B be (n, n) matrices. The three products are defined using the elements of A and B as follows:
(1) Ordinary multiplication over a ring (C = AB):
(2) Boolean matrix multiplication (C = A · B): 
The best algorithm [3] computes (1) in O(n ω ) time. To compute (2), we can regard the Boolean values 0 and 1 in A and B as integers and use the algorithm for (1), and convert nonzero elements in the resulting matrix to 1. Therefore this complexity is O(n ω ). Let T P (n) (resp. T D (n)) be the time for (2) or (3) with (resp. without) witnesses, where P and D stand for path and distance. The witnesses of (2) are given in the witness matrix W = {w i j } where w i j = k for some k such that a ik ∧ b k j = 1. If there is no such k, w i j = 0. The witness matrix W = {w i j } for (3) is defined by w i j = k that gives the minimum to c i j . If we have an algorithm for (3) with T D (n) (resp. T P (n)) time we can solve the APSD (resp. APSP) problem in O(T D (n) log n) (resp. O(T P (n) log n)) time by the repeated squaring method, described as the repeated use of A ← A × A.
Our definition of computing shortest paths is to give a path matrix of size n by which we can give a shortest path from i to j in O( ) time where is the length of the path. More specifically, if w i j = k in the path (or witness) matrix W = {w i j }, it means that the path from i to j goes through k. Therefore a recursive function path(i, j) is defined by (path(i, k) , k, path(k, j)) if path(i, j) = k > 0 and nil if path(i, j) = 0, where a path is defined by a list of vertices excluding endpoints. In the following sections, we record k in w i j whenever we can find k such that a path from i to j is modified or newly set up by paths from i to k and from k to j.
3. The Alon-Galil-Margalit Algorithm and Its Parallelization. We review the algorithm in [1] in this section. Let the costs of edges of the given graph be ones. Let D ( ) be the th approximate matrix for D * defined by d for i := 0 to n − 1 do for j := 0 to n − 1 do
In this algorithm, D ( ) is computed in increasing order of . Since we can compute line 5 in O(n ω ) time, the computing time of this algorithm is O(rn ω ). The following algorithm in [1] for the APSD problem uses Algorithm 1 as an "accelerating phase" and repeated squaring as a "cruising phase."
Algorithm 2 (Solving APSD)
{Accelerating phase} 1 for := 2 to r do compute D ( ) using Algorithm 1; {Cruising phase} 2 := r ; 3 for s := 1 to log 3/2 n/r do begin 4 for i := 0 to n − 1 do 5 Scan the ith row of D ( ) and find the smallest set of equal d
i j ≤ and let the set of corresponding indices j be S i ; {If S = ∅, the ith row need not be computed in step s} 6 1 := 3 /2 ; 7 for i := 0 to n − 1 do for j := 0 to n − 1 do begin r , . . . , n by repeated squaring in the cruising phase, where n is the smallest integer in this series of such that ≥ n. The key observation in the cruising phase is that we only need to check S i at line 8 whose size is not larger than 2n/ , since the correct distances between + 1 and 3 /2 can be obtained as the sum d
Hence the computing time of one iteration beginning at line 3 is O(n 3 / ). Thus the time of the cruising phase is given with N = log 3/2 n/r by
Balancing the two phases with rn ω = n 3 /r yields O(n (ω+3)/2 ) time for the algorithm with r = O(n (3−ω)/2 ). When we have a directed graph G whose edge costs are between 0 and M where M is a positive integer, we can convert the graph G to G = (V , E ) by adding auxiliary vertices v 1 , . . . 
We design a parallel algorithm on an EREW PRAM for a directed graph with unit edge costs. In this section and the next section, we mainly describe our algorithm using a CREW PRAM for simplicity. The overhead time to copy data in O(log n) time with a certain number of processors depending on each phase is absorbed in the dominant complexities. Let A be the adjacency matrix used in Algorithm 1. That is, a i j = 1 if there is an edge from i to j and 0 otherwise. All diagonal elements are 1. There is a path from i to j of length ≤ if and only if the (i, j) element A is 1, where A is the th power of A by Boolean matrix multiplication. By repeated squaring, we can get A ( = 1, 2, 4 , . . . , n ) with log 2 n Boolean matrix multiplications, where n is the smallest integer in this series of such that ≥ n. These matrices give a kind of approximate estimation on the path lengths. That is, if the (i, j) element of A 2 r becomes 1 for the first time, we can say that the shortest path length from i to j is between 2 r −1 + 1 and 2 r for r ≥ 1. Gazit and Miller [7] fill the gap in decreasing order of r , while we do it in increasing order of r by the following algorithm.
Algorithm 3 (Shortest
Algorithm 3 is just a reformulation of Algorithm 1 with no gain in efficiency. Its merit is that it is easy to parallelize. It is well known that we can multiply two matrices over a ring in O(log n) time with O(n ω ) processors in parallel. We can perform 2 Turning our attention to the cruising phase of Algorithm 2 , we can find the minimum at line 8 in O(log n) time with O(n/( log n)) processors. The rest is absorbed in these complexities. Now we summarize the complexities for the parallel algorithm. T is the time and P is the number of processors.
Accelerating phase
If we let 2 R = n (3−ω)/2 / √ log n, we have the overall complexity as follows:
If we have a graph with edge costs up to M we can replace n by Mn in the above complexities.
Parallelization for Graphs with General Costs.
If edges costs are nonnegative real numbers, we cannot apply the techniques of the previous sections. Even in the previous section, if M, the magnitude of edge costs, is O(n), the efficiencies of both sequential and parallel algorithms get much worse than primitive methods. Fredman [6] first gave an algorithm for the APSD problem in o(n 3 ), that is, O(n 3 (log log n/log n) 1/3 ) time, by showing that distance matrix multiplication can be solved in this complexity. Takaoka [13] improved this to O(n 3 (log log n/log n) 1/2 ) and pointed out that the APSP problem can be solved in the same complexity. This algorithm was also parallelized in [13] . The parallel version takes the repeated squaring approach. The parallel algorithm for distance matrix multiplication has complexities of T = O(log n) and P = O(n 3 (log log n) 1/2 /(log n) 3/2 ) on an EREW PRAM. Therefore the APSP problem can be solved with T = O(log 2 n) and P = O(n 3 (log log n) 1/2 /(log n) 3/2 ). In this algorithm we can keep track of witnesses easily and thus the APSP problem can be solved in the same complexities. The cost PT = O(n 3 (log n log log n) 1/2 ) is slightly above O(n 3 ). Since then, it has been a major open problem whether there is an N C algorithm whose cost is o(n 3 ). In this section we show that there exists an N C algorithm for the APSP problem, whose cost is o(n 3 ). Let a parallel algorithm have time complexity T and use P(t) processors at the tth step. Then the cost complexity C is given by C = P(1) + · · · + P(T ). A time interval I i over which the number of processors is fixed is called a processor phase. That is, P(t) are equal to P i for all t ∈ I i and interval [0..T ] is divided as [0..T ] = I 0 ∪ · · · ∪ I k−1 where k is the number of processor phases. Then we have C = P 0 T 0 + · · · + P k−1 T k−1 , where T i is the size of interval I i . Brent's theorem [8] states that other processor phases can be simulated by a smaller number of processors at the expense of increasing computing time, without mentioning the overhead time for rescheduling processors. We suggest that the number of processor phases be finite so that the rescheduling does not cause too much overhead time. In the following parallel algorithm, the number of processor phases is two.
The engine, so to speak, in the acceleration phase in Algorithm 2 was a fast algorithm for Boolean matrix multiplication. We use the fast distance matrix multiplication algorithm in [13] as the engine and modify the cruising phase slightly to fit our parallel algorithm. In Algorithm 2 there is no difference between distances and lengths of paths since the edge costs are ones. In line 5 of Algorithm 2, we choose set S i based on the distances d
i j ≤ to guarantee the correct computation of distances between and 3 /2 . We observe that the computation of S i is essentially based on path lengths, not distances. If we keep track of path lengths, therefore, we can adapt Algorithm 2 to our problem. The definition of d ( ) i j here is that it gives the cost of the shortest path whose length is not greater than . The algorithm follows with a new data structure, array Q ( ) , such that q 
otherwise; 5 := 2 6 end; {Cruising phase} 7 for s := 1 to log 3/2 n/r do begin 8 for i := 0 to n − 1 do 9
Scan the ith row of Q ( ) and find the smallest set of equal q
i j ≤ and let the set of corresponding indices j be S i ; 10 1 := 3 /2 ; 11 for i := 0 to n − 1 do for j := 0 to n − 1 do begin 12 if S i = ∅ then begin 13 m i j := min
k := one that gives the above minimum and satisfies that q
:= 1 20 end 21 end.
As described in [13] , we can parallelize the distance matrix multiplication at line 3 on an EREW PRAM. We index time T and the number of processors P in the accelerating phase and cruising phase by 1 and 2. Then we have
The computation of all S i can be done in O(log n) time with O(n 2 ) processors. The dominant complexity in the cruising phase is at line 13. This part can be computed in O(log(n/r )) time with O((n/r )/log (n/r )) processors. Thus we have T 2 = O(log n log(n/r )), P 2 = O(n 2 (n/r )/log (n/r )).
Letting r = (log n/log log n) 3/2 yields
Thus the cost is given by
We note that we can solve the APSP problem with the same order of cost by this algorithm. We only need to keep track of witnesses at distance matrix multiplication and the minimum operation at line 13.
If we perform the accelerating phase with P 2 processors, the time for this phase will become O(log 2 n), and the cost will be the same as above for the whole computation. That is, we can keep the number of processors uniform and claim that the algorithm has the above complexities under the traditional definition of cost by C = PT .
5. An Algorithm for Graphs with Small Edge Costs. When the edge costs are bounded by a positive integer M, we can do better than we saw in the previous sections. We briefly review Romani's algorithm [10] for distance matrix multiplication.
Let A and B be distance matrices whose elements are bounded by M or infinite. Let the diagonal elements be 0. Then we convert A and B into A and B where
Let C = A B be the product by ordinary matrix multiplication and let C = A × B be that by distance matrix multiplication. Then we have
Thus we can compute C with O(n ω ) arithmetic operations on integers up to n M . Since these values can be expressed by O(M log n) bits and Schönhage and Strassen's algorithm [11] for multiplying k-bit numbers takes O(k log k log log k) bit operations, we can compute C in O(n ω M log n log(M log n) log log(M log n)) time. We replace the accelerating phase of Algorithm 4 by the following and call the resulting algorithm Algorithm 5. {Cruising phase} same as that in Algorithm 4.
Note that the bound M is replaced by M in the distance matrix multiplication. The time for the accelerating phase is given by O(n ω r 2 M log n log(r M log n) log log(r M log n)).
We assume that M is O(n k ) for some constant k. Balancing this complexity with that of the cruising phase, O(n 3 /r ), yields a total computing time of O(n (6+ω)/3 (M log n log(nM log n) log log(nM log n)) 1/3 ) with the choice of r = O(n (3−ω)/3 (M log n log(nM log n) log log(nM log n)) −1/3 ).
This complexity is simplified into
O(M 1/3 n (6+ω)/3 (log n) 2/3 (log log n) 1/3 ).
The value of M can be almost O(n 0.624 ) to keep the complexity subcubic. This bound on M is a considerable improvement over O(n 0.116 ) given in [1] . In the above we solved only the APSD problem. In the Romani algorithm we cannot keep track of witnesses. If we could, we would be able to replace the accelerating phase by that based on repeated squaring and would have a better complexity for both the APSD and APSP problems with small edge costs.
6. Concluding Remarks. The balancing parameters between the accelerating and cruising phases change depending on what engine we use in the accelerating phase. We may find more results if we use other algorithms for the engine in the accelerating phase.
