Abstract. In a CNF formula, we say that a pair C, D of clauses constitutes a conflict if there is a variable that occurs positively in one clause and negatively in the other. We show that any a k-CNF formula with less than O`2.69 k´c onflicts is satisfiable.
Introduction
Our goal is to find sufficient criteria for satisfiability of Boolean formulas. To be meaningful, these criteria must be easy to check, should contain certain "high-level" information about the formula, such as size and number of its clauses, but abstract from the small details of the formula, like which literals exactly some clause contains. For example, any k-CNF formula with less than 2 k clauses is satisfiable. This criterion is nice because it forgets almost all information about the formula.
In this paper, we give another sufficient criterion for satisfiability, in terms of the number of conflicts of a formula. Formally, a conflict of F is a pair {C, D} of clauses in F such that there exists a variable x with x ∈ C andx ∈ D (or vice versa). The set of clauses D ∈ F that conflict with C is denoted by ΓF (C), and c(F ) denotes the total number of conflicts in F . It is clear that a formula without conflicts is satisfiable, as every variable occurs either only positively or only negatively. Further, intuitively a k-CNF formula with "few" conflicts is satisfiable, too.
Giving bounds on what "few" exactly means is the goal of this paper. Formally, let c k := max{c | every k-CNF with ≤ c conflicts is satisfiable}. We want to determine the growth of c k .
Results
Our central technical tool is the famous Lovász Local Lemma (actually a more general version of it, called the Lopsided Lovász Local Lemma), see e.g. [2] . Usually stated in more abstract terms, we present a version that is already "compiled" into terms of CNF formulas.
Lemma 1 ([1]
). Let F be a CNF formula not containing the empty clause. Let π be a probability distribution under which all variables are independent. If for every C ∈ F , it holds that For a literal u, let occF (u) denote the number of clauses of F containing u, and occF (ū) the number of those containingū. The following result follows immediately from Lemma 1, by taking π to be the uniform distribution.
Corollary 2 (basically given in [3] ). If F is a k-CNF and
In every unsatisfiable k-CNF formula with only "a few" conflicts there is a literal u which occurs "often" (by Corollary 3), and its negation occurs only "a few" times (by the above observation). It is natural to define the probabilities in such a way that it is more probable to set u to true. If we do this right, we will be able to prove Theorem 4. Every k-CNF formula F with less than
It is easy to see that this number α k exists for every k. Furthermore, we can prove
In this section we give a very informal outline of our approach. We do not want to bother the reader with calculations in this section, hence we use terms like "few", "many", "small" etc. in a deliberately vague way.
Imagine somebody gives you a k-CNF formula F with "few" conflicts, say 2.2 k , just to give some concrete number, and you want to prove that F is satisfiable. As a first step, you might check whether there is a literal u occurring in ≥ . Recall the previous observation:
Recall that in Lemma 1, we may choose any probability distribution, as long as all variables are set independently. So if occF (u) is large and occF (ū) is small, why not set u to true with probability > ? This sounds reasonable, because occF (u) many clauses "benefit" from this, while only occF (ū) many clauses "suffer". For example, for a clause D containing u we now have Prπ[¬D] < 2 −k . One might hope that using this non-uniform distribution, we can show that
and thus, by Lemma 1, concluce that F is satisfiable. If one does the math, it turns out that in fact a k-CNF formula F is satisfiable if it has less than O "
. This is, however, hardly better than the trivial lower bound of c k ≥ Ω`2 k´. We would like to prove a bound of Ω`γ k´f or some γ > 2.
To achieve this, we have to apply a trick. Instead of estimating the sum in (2) for F , we estimate it for a new formula F ′ . We obtain F ′ from F by deleting certain literals from certain clauses. Roughly speaking, if u ∈ D, D has only few conflicts, Prπ[¬D] is not small enough and occF (u) is too large, we replace D by D \ {u}. If we do it right, (2) will hold for the resulting formula F ′ . Thus, by Lemma 1, F ′ is satisfiable, so F is, as well.
Let us become a little bit philosophical and ask why deleting certain literals helps. Clearly, the resulting formula F ′ is harder to satisfy than F , meaning that is has fewer satisfying assingments. However, by removing certain literals from certain clauses, we are "thinning out" the conflict structure of F , to a point where we can apply the Lovász Local Lemma. So to speak, there is less gold buried in F ′ than in F , but in F ′ it is closer to the surface.
Proof of Theorem 4
Let F be a k-CNF and let c(F ) be the number of conflicts of F . Throughout the proof, we will use the convention that x denotes a variable occurring in F , i.e., a positive literal, whereas u denotes a positive or negative literal. Further, we can assume w. l. o. g. that occF (x) ≥ occF (x), for every variable x, and that no variable is pure, i.e., whenever x occurs in F , then alsox occurs in some clause. We define p(x) = Pr[x = 1] by
Indeed, this is a probability distribution because c(F ) ≥ occF (x) for every variable x. We choose the truth value of each variable independently according to p(x). It holds that
We distinguish two types of clauses: bad clauses, which contain at least one literal u with p(u) < 1 2 , and good clauses, which only contain literals u with p(u) ≥ . We subject every good clause of F to the following deletion process:
Note that the probabilities are not changed during the algorithm and also the occurences occF (u) remains unchanged, i.e., according to the original formula F .
Denote by F
′ the resulting formula of the deletion process. We have either ∈ F ′ , i.e., some clause has lost all its literals in the deletion process, or Pr[¬D] ≤ (8k maxu∈D occF (u)) −1 for every good clause in F ′ . The proof now proceeds in two steps. First, we show that if ∈ F ′ , then F ′ (and thus F ) is satisfiable. Secondly, we finish the proof by showing that no clause has been completely deleted, i.e., ∈ F ′ .
Lemma 7. Let F ′ be the result of the deletion process described above. If ∈ F ′ , then F ′ and F are satisfiable.
Proof. We apply the Lovász Local Lemma with the probability distribution described above. For each clause C ∈ F ′ , we partition the neighborhood Γ F ′ (C) into B and G, the set of bad and good clauses, respectively. Our goal is to show that
for each C ∈ F ′ . Then it follows from Lemma 1 that F ′ is satisfiable. First, we estimate P D∈B Pr [¬D] . Since bad clauses are not subject to the deletion process, each bad clause still has k literals. A clause D ∈ B contains at least one literal that is satisfied with probability < 1 2 , which must be a negative literal. LetxD be the literal in D with the smallest probability of being satisfied. Then,
by the definition of the probability distribution. Furthermore
where we put the 1 2 because some conflicts might have been counted twice. Together this yields
In a second step, we will bound P D∈G Pr[¬D], i.e., the sum over all good neighbors of C. First note that for each D ∈ G, there is at least one "responsible" literal u with u ∈ D,ū ∈ C. This literal can be responsible for at most occ F ′ (u) ≤ maxu∈D occF (u) clauses D ∈ G. Also recall that Pr[¬D] ≤ (8k maxu∈D occF (u)) −1 . We calculate
We conclude that
, and therefore, by Lemma 1, F ′ is satisfiable. Thus F is satisfiable, which proves the lemma.
then the deletion process described above does not create an empty clause.
Proof. Suppose, for the sake of contradiction, that it does create an empty clause. Let C = {u1, u2, . . . , u k } be a good clause of F that becomes the empty clause during the deletion process. Order the ui such that occF (u1) ≤ · · · ≤ occF (u k ). Since the deletion process deletes all literals ui from C, the inequality
holds for every 1 ≤ ℓ ≤ k. Write pi := p(ui) and note that pi ≥
). Inequality (3) now becomes
Note that C does not contain bad literals, thus every literal is set to true with probability at least 1 2 and therefore all pi ∈ [ 1 2 , 1]. We will argue that such numbers p1, . . . , p k cannot exist for the our values of c(F ). , this inequality is satisfied with equality.
Proof. Just start with q1 and try to make it as small as possible, but not smaller than 1 2 . Note that q1 being small makes it only easier to satisfy inequalities 2, . . . , k. Then do the same with p2, p3 and so on. Formally, for ℓ = 1, 2, . . . , k, define
.
By induction, qi ≤ pi for all i < ℓ, and the set above is non-empty, because it contains p ℓ , and it is closed. Therefore, q ℓ is well-defined, and q ℓ ≤ p ℓ . Clearly, if q ℓ > 1 2 , then the ℓ th inequality is satisfied with equality.
⊓ ⊔ Let (q1, . . . , q k ) be as in the claim. If all qi's are equal to 1 2 then the k th inequality reads as
, and thus c(F ) ≥ 1 128k 4 k , which contradicts our assumption. Therefore we can assume that the minimum ℓ = min{i | qi > 1 2 } exists. We obtain for ℓ ≤ t < k that 1 128kq
and solving for qt, we obtain qt
(note here that this is also for ℓ = k true). By definition of α k , this means that k − ℓ ≤ α k − 1. Now focus on the ℓ − 1 st inequality:
, by the definition of ℓ, and that k − ℓ ≤ α k − 1, we obtain
Re-arranging terms, we obtain c(
, clearly a contradiction to our assumption. Therefore the deletion process cannot produce an empty clause.
⊓ ⊔ Lemma 7 and 8 together imply Theorem 4.
Proof of Theorem 5
As promised, we want to estimate the values of α k , or rather, compute lim k→∞ α k k (and of course show that the limit exists). Recall the defini-
Since f k has a unique maximum on [0, 1] which is attained at t * := k k+1
, and is monotonically increasing for all t < t * and satisfies f k (t) ≤ t for all t ∈ [0, 1], we get f ℓ k (t) ≤ f ℓ k (t * ) for all t ∈ [0, 1]. We generalize the definition of α k by defining S k (t1, t2) := min{ℓ | f ℓ k (t1) ≤ t2}. Obviously, α k = S k (t * , 1 2 ). Note that S k (t1, t2) is finite for t2 > 0, and S k (t, t) = 0.
Observation: For 0 < t2 < t1 ≤ 1, we have
This follows from basic observations about iterated application of a function f k with f k (x) < x. If you will, you can view S k as a metric on (0, 1]. The second inequality is thus simply the triangle inequality, and the first inequality states that triangles in this metric are "very flat".
Lemma 9. Let S k (t1, t2) be defined as above, and s k (t) := 
