Unbounded operators corresponding to nonlocal elliptic problems on a bounded region G ⊂ R 2 are considered. The domain of these operators consists of functions from the Sobolev space W m 2 (G) being generalized solutions of the corresponding 2m-order elliptic equation with righthand side from L 2 (G) and satisfying homogeneous nonlocal boundary conditions. It is known that such unbounded operators have the Fredholm property. It is proved in the paper that loworder terms in the differential equation do not affect the index of the operator. Conditions under which nonlocal perturbations on the boundary do not change the index are also formulated.
Introduction
In the one-dimensional case, nonlocal problems were studied by A. Sommerfeld [21] , J. D. Tamarkin [22] , M. Picone [15] . T. Carleman [2] considered the problem of finding a function harmonic on a two-dimensional bounded domain and subjected to a nonlocal condition connecting the values of this function at different points of the boundary. A. V. Bitsadze and A. A. Smarskii [1] suggested another setting of a nonlocal problem arising in plasma theory: to find a function harmonic on a bounded domain and satisfying nonlocal conditions on shifts of the boundary that can take points of the boundary inside the domain. Different generalizations of the above nonlocal problems were investigated by many authors (see [20] and references therein).
It turns out that the most difficult situation occurs if the support of nonlocal terms intersects the boundary. In this case, solutions of nonlocal problems can have power-law singularities near some points even if the boundary and the right-hand sides are infinitely smooth [16] . For this reason, such problems are naturally studied in weighted spaces (introduced by V. A. Kondrat'ev for boundaryvalue problems in nonsmooth domains [11] ). The most complete theory of nonlocal problems in weighted spaces is developed by A. L. Skubachevskii [16, 17, 18, 19, 20] and his pupils.
Note that the study of nonlocal problems is motivated both by significant theoretical progress in that direction and important applications arising in biophysics, theory of diffusion processes, plasma theory, and so on.
In this paper, we investigate the influence of low-order terms in the elliptic equation and the influence of nonlocal perturbations in boundary conditions upon the index of the unbounded nonlocal operator in L 2 (G). This issue was earlier studied by A. L. Skubachevskii [19] for bounded operators in weighted spaces. It is proved in [19] that nonlocal perturbations supported outside the points of conjugation of boundary conditions do not change the index of the corresponding bounded operator. The similar assertion has later been established in Sobolev spaces in the two-dimensional case [5] . In both cases, one can either use the method of continuation with respect to parameter or reduce the original problem to that where nonlocal perturbations have compact square. As for low-order terms in the elliptic equation, they are simply compact perturbations.
The situation is quite different in the case of unbounded operators. The difficulty is that the loworder terms in elliptic equations are not compact or relatively compact (see Definition A.2); moreover, if the order of the elliptic equation is greater than two, they are not even relatively bounded, and, therefore, they change the domain of definition of the operator. As for nonlocal perturbations in boundary conditions, they explicitly change the domain of definition, and, therefore, they cannot be regarded as compact perturbations (in any sense) either.
To overcome the above difficulties, we consider an auxiliary operator (whose index equals the index of the original operator) acting on weighted spaces. In Sec. 2, we prove that low-order terms in elliptic equations are relatively compact perturbations of the auxiliary operator, and, therefore, they do not affect the index. In Sec. 3, we consider nonlocal perturbations in boundary conditions, which explicitly change the domain of definition. We make use of the notion of a gap between unbounded operators (see Definition A.3). We show that, if nonlocal perturbations in boundary conditions satisfy some regularity conditions at the conjugation points, then multiplying the perturbations by a small parameter leads to a small gap between the corresponding operators. Combining this fact with the method of continuation with respect to parameter, we prove the index stability theorem.
Finally, we note that the Fredholm property of unbounded nonlocal operators on L 2 (G) was earlier studied either for the case in which nonlocal conditions were set on shifts of the boundary [20] or in the case of a nonlocal perturbation of the Dirichlet problem for a second-order elliptic equation [9, 8] . Elliptic equations of order 2m with general nonlocal conditions are being investigated for the first time.
Setting of Nonlocal Problems in Bounded Domains

Setting of nonlocal problems
Let G ⊂ R 2 be a bounded domain with boundary ∂G. We introduce a set K ⊂ ∂G consisting of finitely many points and assume that ∂G \ K = N i=1 Γ i , where Γ i are open (in the topology of ∂G) C ∞ -curves. In a neighborhood of each point g ∈ K, the domain G is supposed to coincide with some plane angle.
For any domain Q and for integer k ≥ 0, we denote by W k (Q) = W k 2 (Q) the Sobolev space with the norm
For an integer k ≥ 1, we introduce the space W k−1/2 (Γ) of traces on a smooth curve Γ ⊂ Q, with the norm
For any set X ∈ R 2 having a nonempty interior, we denote by C ∞ 0 (X) the set of functions infinitely differentiable on X and compactly supported on X.
Now we introduce different weighted spaces for different domains Q. Consider the following cases: 1. Q = G; denote M = K; 2. Q is a plane angle K = {y ∈ R 2 : |ω| < ω 0 }, where 0 < ω 0 < π; denote M = {0}; 3. Q = {y ∈ R 2 : |ω| < ω 0 , 0 < r < ε} for some ε > 0; denote M = {0}. Introduce the weighted Kondrat'ev space H 
, where k ≥ 0, a ∈ R, and ρ(y) = dist(y, M); clearly, ρ(y) = r in Cases 2 and 3 (r being the polar radius).
Denote by H k−1/2 a (Q) (k ≥ 1 is an integer) the space of traces on a smooth curve Γ ⊂ Q, with the norm
. We denote by A(y, D y ) and B iµs (y, D y ) differential operators of order 2m and m iµ (m iµ ≤ m − 1), respectively, with complex-valued C ∞ -coefficients (i = 1, . . . , N; µ = 1, . . . , m; s = 0, . . . , S i ). In particular, we set B
Condition 1.1 (cf., e.g., [13] ). The operator A(y, D y ) is properly elliptic for all y ∈ G, and the system of operators {B The operators A(y, D y ) and B 0 iµ will correspond to a "local" boundary-value problem. Now we define operators corresponding to nonlocal conditions near the set K. For ε > 0 and any
Thus, under the transformations Ω is , the curves Γ i ∩ O ε (K) are mapped strictly inside the domain G, whereas the set of end points Γ i ∩ K is mapped to itself.
Let us specify the structure of the transformations Ω is near the set K. Denote by the symbol Ω 
. . , q), i.e., the set of all points that can be obtained by consecutively applying the transformations Ω
(taking the points of K to K) to the point g ∈ K, is called an orbit of the point g and is denoted by Orb(g).
Clearly, for any g, g
In what follows, we assume that the set K consists of one orbit. (All results can be directly generalized to the case in which K consists of finitely many mutually disjoint orbits, see Remark 3.3.) Denote the points of the set (orbit) K by g j , j = 1, . . . , N.
Take a small number ε such that there exist neighborhoods O ε 1 (g j ) of the points g j ∈ K satisfying the following conditions:
2. the boundary ∂G coincides with some plane angle in the neighborhood
For each point g j ∈ Γ i ∩ K, we fix a transformation Y j : y → y ′ (g j ) which is the composition of the shift by the vector − − − → Og j and the rotation through some angle so that
where
are the polar coordinates, and 0 < ω j < π.
is the composition of a rotation and a homothety. 
the curves Ω is (Γ i ) and Γ j are not tangent to each other at the point g.
Consider a number ε 0 , 0 < ε 0 ≤ ε, satisfying the following condition: if
Now we define nonlocal operators B 1 iµ by the formula
we say that the operators B 1 iµ correspond to nonlocal terms supported near the set K. For any ρ > 0, we denote G ρ = {y ∈ G : dist(y, ∂G) > ρ}. Consider operators B 2 iµ satisfying the following condition (cf. [16, 19, 4] ). Condition 1.3. There exist numbers κ 1 > κ 2 > 0 and ρ > 0 such that the following inequalities hold: We study the following nonlocal elliptic problem:
where f ∈ L 2 (G). Introduce the space W m (G, B) consisting of functions u ∈ W m (G) that satisfy homogeneous nonlocal conditions (1.5). Consider the unbounded operator
Equivalent definition of a generalized solution can be given in terms of an integral identity [7] . Note that generalized solutions a priori belong to the space W m (G), whereas Condition 1.3 is formulated for functions belonging to the space W 2m outside the set K. Such a formulation can be justified by the following result (see Lemma 2.1 in [7] and Lemma 5.1 in [5] ).
Theorem 1.1 (see Theorem 2.1 in [7] ). Let Conditions 1.1-1.3 hold. Then the operator P has the Fredholm property. The aim of this paper is to investigate the influence of lower-order terms in (1.4) and nonlocal operators B 1 iµ and B 2 iµ in (1.5) upon the index of the operator P.
Nonlocal Problems near the Set K
When studying problem (1.4), (1.5), one must pay particular attention to the behavior of solutions near the set K of conjugation points. Let us consider the corresponding model problems. Denote by u j (y) the function u(y) for
and Ω is (y) ∈ O ε 1 (g k ), then we denote the function u(Ω is (y)) by u k (Ω is (y)). In this notation, nonlocal problem (1.4), (1.5) acquires the following form in the ε-neighborhood of the set (orbit) K:
jσ , where σ = 1 (σ = 2) if, under the transformation y → y ′ (g j ), the curve Γ i is mapped to the side γ j1 (γ j2 ) of the angle K j . Denote y ′ by y again. Then, by virtue of Condition 1.2, problem (1.4), (1.5) acquires the form
here j, k = 1, . . . , N; σ = 1, 2; µ = 1, . . . , m; s = 0, . . . , S jσk ; A j (y, D y ) and B jσµks (y, D y ) are differential operators of order 2m and m jσµ (m jσµ ≤ m − 1), respectively, with C ∞ complex-valued coefficients; G jσks is the operator of rotation by an angle ω jσks and the homothety with a coefficient χ jσks (χ jσks > 0). Moreover, |(−1)
Set D χ = 2 max{χ jσks }. The following lemma establishes the regularity property for solutions of nonlocal problems near the set K.
where a ∈ R. Suppose that
1 See Definition A.1.
2 Lemma 2.3 in [7] was formulated for a > 2m − 1. However, its proof remains true for any a ∈ R.
We write the principal homogeneous parts of the operators A j (0, D y ) and B jσµks (0, D y ) in the polar coordinates, r −2mÃ D ω , rD r ) , respectively, and consider the analytic operator-valued functioñ
Basic definitions and facts concerning eigenvalues, eigenvectors, and associate vectors of analytic operator-valued functions can be found in [3] . In the sequel, it will be on principle that the spectrum of the operatorL(λ) is discrete (see Lemma 2.1 in [17] ).
2 Perturbations by Lower-Order Terms
Reduction to weighted spaces
Introduce the lower-order terms operator
By Theorem 1.1, the unbounded operator P ′ has the Fredholm property (just as P has). The main result of this section (to be proved in Sec. 2.2) is as follows.
This theorem shows that the lower-order terms in (1.4) do not affect the index of the unbounded operator P. The difficulty is that the above perturbations are, in general, neither compact nor Pcompact in the sense of Definition A.2. If m = 1 then u ∈ D (P) implies only u ∈ W 1 (G), which ensures the P-boundedness of the perturbation but not its P-compactness. However, if m ≥ 2, then u ∈ D (P) does not imply u ∈ W 2m−1 (G), and the perturbation is not even P-bounded. Moreover, D (P ′ ) = D (P) in the latter case. To overcome this difficulty, we introduce the operator
In this definition and further (unless otherwise stated), we assume that m − 1 < a < m.
We will prove that ind Q = ind P. On the other hand, we will show that the operator A ′ (y, D y ) is a Q-compact perturbation, and, therefore, it does not change the index of Q and hence P. Lemma 2.1. Let the line Im λ = a + 1 − 2m contain no eigenvalues of the operatorL(λ). Then the operator Q has the Fredholm property and ind Q = ind P.
By Theorem 6.1 in [5] , the bounded operator
has the Fredholm property. Therefore, by virtue of the compactness of the embedding H 2m a (G) ⊂ L 2 (G) (see Lemma A.1) and by Theorem A.1, we have
, it follows thatQ is a restriction of Q, i.e.,Q ⊂ Q. First, we prove thatQ has the Fredholm property.
It follows from (2.6) that the operatorQ is closed, dim kerQ < ∞, and R(Q) = R(Q) (to obtain the latter two properties, one must apply Theorem A.1).
Let us prove that codim R(Q) < ∞. Since L has the Fredholm property, there exist finitely many linearly independent functions F 1 , . . . ,
Thus,Q has the Fredholm property. 3. Now we prove that Q has the Fredholm property. Since ker Q = ker P and P has the Fredholm property, it follows that dim ker Q = dim ker P < ∞.
On the other hand, Q is an extension of the Fredholm operatorQ; therefore,
Thus, Q is an extension of the Fredholm operatorQ, and possesses properties (2.7) and (2.8). Applying Theorem A.2, we see that Q has the Fredholm property.
4. By virtue of (2.7), it remains to prove that codim R(Q) = codim R(P).
a (G) are linearly independent functions. Using Schwarz' inequality, the boundedness of the embedding L 2 (G) ⊂ H 0 a (G), and Riesz' theorem, we see that these relations are equivalent to the following ones: Introduce the perturbed operator
In the following section, we prove that ind Q ′ = ind Q, provided that the line Im λ = a + 1 − 2m contains no eigenvalues of the operatorL(λ). Then, using the discreteness of the spectrum ofL(λ) and Lemma 2.1, we will prove Theorem 2.1.
Compactness of lower-order terms in weighted spaces
Proof. Consider the unbounded operatorQ :
Since Q has the Fredholm property, the same is true forQ. Therefore, the desired estimate follows from the compactness of the embedding W m (G) ⊂ L 2 (G) and from Theorem A.1.
Take a number b such that
Consider a function ψ j ∈ C ∞ 0 (R 2 ) equal to 1 in a small neighborhood of the point g j ∈ K and vanishing outside a larger neighborhood of g j . The following lemma describes the behavior of u ∈ D (Q) near the set K.
Lemma 2.3. For any u ∈ D (Q), we have
u(y) = N j=1 P j (y) + v(y),(2.
10)
11)
and v ∈ H 2m b+1 (G) (if m = 1, we set P j (y) ≡ 0); moreover,
Proof. 1. It follows from Lemma 1.1 that u ∈ W 2m (G \ O δ (K)) for any δ > 0 and
where k 1δ does not depend on u. Therefore, it suffices to consider the behavior of u near the set K. By Lemma A.2, u ∈ W m (G) can be represented in the form (2.10), where P j (y) is given by (2.11), v ∈ H m b−m+1 (G), and
(to obtain (2.14), we have also applied Lemma 2.2). Moreover, relations (2.10), (2.13), and (2.14) imply that
where k 2δ does not depend on u. It remains to prove that v ∈ H 2m b+1 (G). 2. By using (1.4) and (1.5), we see that v is a solution of the problem
where P (y) = N j=1 P j (y) and f = Qu ∈ H 0 a (G). It follows from the boundedness of the embedding H 0 a (G) ⊂ H 0 b+1 (G) (see (2.9)) and from the estimate of the coefficients p jα (see (2.14)) that
Similarly, using additionally inequalities (1.2) and (2.15), we obtain f
To prove this assertion, we fix i and µ and set Γ = Γ i . Let g ∈ Γ \ Γ. Assume, without loss of generality, that g = 0 and Γ coincides with the axis Oy 1 in a sufficiently small neighborhood O ε (0) of the origin. Denote
near the origin as follows:
where P 1 (r) is a polynomial of order 2m − m iµ − 2, whereas f
(Γ ε ) (in fact, we can replace b + 1 by any positive number in the last relation). Now we have f
(Γ ε ), i.e., P 1 consists of monomials of order greater than or equal to m − m iµ − 1. This implies that
(Γ ε ). Using part 3 of Lemma A.3, we obtain
. 
Combining this inequality with (2.14) yields (2.12).
The following corollary results from Lemma 2.3.
Corollary 2.1. Let A ′ (y, D y ) be the differential operator of order 2m − 1, given by (2.1). Then
Now we can prove that lower-order perturbations in (1.4) do not change the index of Q. Proof of Theorem 2.1. It follows from Lemma 2.1 in [17] that the spectrum ofL(λ) is discrete. Therefore, one can find a number a such that m − 1 < a < m and the line Im λ = a + 1 − 2m contains no eigenvalues ofL(λ). In this case, Lemmas 2.1 and 2.4 imply ind P ′ = ind Q ′ = ind Q = ind P.
Perturbations in Nonlocal Conditions
Formulation of the main result
In this section, we investigate the stability of index for nonlocal operators under the perturbation of nonlocal conditions by operators which have the same form as B iµ . This situation is more difficult than that in Sec. 2 because the above perturbations explicitly change the domain of the corresponding unbounded operators. Therefore, these perturbations cannot be treated as relatively compact ones, and we make use of another approach based on the notion of the gap between closed operators.
We consider differential operators C iµs (y, D y ), i = 1, . . . , N, µ = 1, . . . , m, s = 1, . . . , S ′ i , of the same order m iµ as B iµs in Sec. 1.1, given by
where c iµsα ∈ C ∞ (R 2 ). Introduce the operator C 1 iµ by the formula
where ζ and ε are the same as in the definition of B 
We prove an index stability theorem under the following conditions (which are assumed to hold along with Conditions 1.1-1.3 throughout this sections, including the formulation of lemmas).
Condition 3.1 (see, e.g., [13] ). The system {B
Denote by g i1 and g i2 the end points of Γ i . Let τ i1 (τ i2 ) be a unit vector tangent to Γ i at the point g i1 (g i2 ).
Condition 3.3.
The following lemma is a consequence of Conditions 3.2 and 3.3 (recall that m − 1 < a < m throughout).
Lemma 3.1. The following inequalities hold: 
(Γ i ). Estimate (3.1) follows from the boundedness of the above embedding and from inequality (A.5).
2. It follows from Condition 1.
. Now it follows from Condition 3.3 and from Lemma A.4 that
2) follows from inequality (1.2) (applied to C 2 iµ ) and from (A.2). In this section, we write A = A(y, D y ). Consider the operators P t : 
The gap between nonlocal operators in weighted spaces
As in Sec. 2, we preliminarily study the operators
where t ∈ C and W m (G, B + tC) is the same as in the definition of the operator P t . The operators P t and Q t correspond to the problem
Remark 3.1. The operatorL(λ) was constructed in Sec. 1.2 by means of principal homogeneous parts of the operators A and B iµs (y, D y ) at the points of the set K. Due to Condition 3.2, the principal homogeneous parts of the operators C iµs (y, D y ) are equal to zero. Therefore, one and the same operatorL(λ) corresponds to problem (3.3), (3.4) for any t.
Fix a number a such that m−1 < a < m and the line Im λ = a+1−2m contains no eigenvalues of L(λ) (which is possible due to the discreteness of the spectrum ofL(λ)). It follows from Remark 3.1 and from Lemma 2.1 that Q t has the Fredholm property. Therefore, its graph Gr Q t is a closed subspace in the Hilbert space L 2 (G) × H 0 a (G); this space is endowed with the norm
By Definition A.3, the numberδ(Q t , Q t+s ) = max{δ(Q t , Q t+s ), δ(Q t+s , Q t )} is the gap between the operators Q t and Q t+s . The main tool which enables us to prove the index stability theorem is Theorem A.5 and the following result (to be proved later on).
Theorem 3.2. Let Conditions 1.1-1.3 and 3.1-3.3 hold. Suppose that the lines Im λ = a + 1 − 2m and Im λ = a + 1 − m contain no eigenvalues ofL(λ). Then
where s t > 0 is sufficiently small, while c t > 0 does not depend on s.
First, we prove several auxiliary results.
Lemma 3.2. Let the line Im λ = a + 1 − m contain no eigenvalues ofL(λ). Then
where c t > 0 does not depend on s and u, provided that |s| is sufficiently small.
Proof. 1. Consider the bounded operator
(Γ i ) (the latter relations are due to Condition 1.3 and part 1 of Lemma A.3), it follows that the operator M t is well defined.
By Theorem 6.1 in [5] and by Remark 3.1, the operator M t has the Fredholm property for any t ∈ C. Therefore, applying Theorem A.1 and noting that the embedding H 2m a+m ⊂ L 2 (G) is compact for a < m (see Lemma A.1), we obtain 9) where k 1 > 0 may depend on t but does not depend on s and u.
2. Now take a function u ∈ D (Q t+s ). By Lemma 2.3, u ∈ H 2m a+m (G). Inequality (3.9), estimate (1.2) (for C 2 iµ ), and the boundedness of the embedding
where k 2 > 0 may depend on t but does not depend on s and u. Choosing |s| ≤ 1/(2k 2 ) and noting that the embedding H 10) where c t > 0 does not depend on s and u, provided that |s| is sufficiently small.
The following two lemmas enable us to reduce nonlocal problems with nonhomogeneous nonlocal conditions to nonlocal problems with homogeneous ones. This is the place where Condition 3.1 is needed.
Lemma 3.3 (see Lemma 8.1 in [5] ). Let a ∈ R. For any right-hand sides 12) where c t > 0 does not depend on f iµ and s.
Proof. Using Lemma 3.3 and a partition of unity, we construct a function v ∈ H 2m a (G) such that 15) where k 1 > 0 does not depend on f iµ , t, and s. By (3.13) and (1.3), we have supp
(Γ i ). Therefore, using Lemma 3.3 and a partition of unity again, we construct a function
.
Using the relation |s| ≤ 1 and inequalities (3.2) and (3.15), we infer from the last inequality
18) where k 2 > 0 may depend on t but does not depend on f iµ and s.
By (3.16) and (3.2), we have C 2 iµ w = 0. It follows from this relation, from (3.14), and from (3.17) that u = v + w satisfies (3.11). Inequality (3.12) follows from inequalities (3.15) and (3.18). Proof of Theorem 3.2. 1. We have to prove inequality (3.6) for the quantityδ(Q t , Q t+s ) replaced by δ(Q t , Q t+s ) and δ(Q t+s , Q t ). Let us prove the inequality
(The proof of the corresponding inequality for δ(Q t+s , Q t ) can be carried out in a similar way.) Fix an arbitrary number t and take a function u ∈ D (Q t ). According to the definition (3.5), it suffices to find a function v s ∈ D (Q t+s ) (which depends on u) such that 20) where |s| is sufficiently small and k 1 , k 2 , . . . > 0 may depend on t but do not depend on u and s. Let us search v s ∈ D (Q t+s ) in the form 
Combining (3.24) with (3.10), we obtain
Clearly, problem (3.22) is equivalent to the following one:
3. To solve problem (3.26), we consider the bounded operator 2.3) ). It follows from Theorem 6.1 in [5] and from Remark 3.1 that the operator L t has the Fredholm property for any t ∈ C.
has the Fredholm property and its kernel is trivial. In particular, this means that
. It follows from Lemma 3.1 and from Theorem A.3 that the operator
also has the Fredholm property, its kernel is trivial and codim R(L ′ ts ) = J, provided that |s| ≤ s t , where s t > 0 is sufficiently small. Moreover, using estimates (3.30), (3.1), and (3.2), we have, for all u ∈ E t ,
Taking s t ≤ 1/(2k 6 ), we obtain 
A.2 Some Properties of Fredholm Operators
Let H 1 and H 2 be Hilbert spaces, and let P : D (P ) ⊂ H 1 → H 2 be a linear (in general, unbounded) operator.
Definition A.1. The operator P is said to have the Fredholm property if it is closed, its image is closed, and the dimension of its kernel ker P and the codimension of its image R(P ) are finite. The number ind P = dim ker P − codim R(P ) is called an index of the Fredholm operator P .
Theorem A.1 (see Theorem 7.1 in [12] ). Let H be a Hilbert space such that H 1 is compactly embedded into H, and let the operator P be closed. Then dim ker P < ∞ and R(P ) = R(P ) iff u H 1 ≤ c( P u H 2 + u H ) ∀u ∈ D (P ).
The proof of the following result is contained in part 2 of the proof of Lemma 2.5 in [7] .
Theorem A.2. LetṖ : D (Ṗ ) ⊂ H 1 → H 2 be a Fredholm operator such that P is an extension ofṖ , i.e.,Ṗ ⊂ P. Suppose that dim ker P < ∞, R(P ) = R(P ), and codim R(P ) < ∞. Then the operator P is closed (hence, it has the Fredholm property). [12] ). Let the operator P have the Fredholm property, A be bounded, and D (A) = H 1 . Then the operator P + A has the Fredholm property, ind (P + A) = ind P , dim ker (P + A) ≤ dim ker P , and codim R(P + A) ≤ codim R(P ), provided that A is sufficiently small. Definition A.2 (see, e.g., [12, 10] ). The operator A is said to be relatively compact with respect to P or simply P -compact if D (P ) ⊂ D (A) and, for any sequence u n ∈ D (P ) with both {u n } and {P u n } bounded, {Au n } contains a convergent subsequence.
Theorem A.4 (see Theorem 5.26 in Chap. 4 of [10] ). Suppose that the operator P has the Fredholm property and the operator A is P -compact. Then the operator P + A also has the Fredholm property and ind (P + A) = ind P .
Finally, we introduce a concept of a gap between closed operators. Let S : D (S) ⊂ H 1 → H 2 be a linear operator. In the space H 1 × H 2 , we introduce the norm
Set δ(P, S) = sup u∈D (P ): (u,P u) =1 dist (u, P u), Gr S , where Gr S is the graph of the operator S.
Definition A.3. The numberδ(P, S) = max{δ(P, S), δ(S, P )} is called a gap between the operators P and S.
Theorem A.5 (see Theorem 5.17 in Chap. 4 of [10] ). Let the operator P have the Fredholm property and S be closed. Then the operator S has the Fredholm property, ind S = ind P , dim ker S ≤ dim ker P , and codim R(S) ≤ codim R(P ), provided that the gapδ(P, S) is sufficiently small.
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