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L’inte´reˆt historiquement porte´ aux objets ge´ome´triques du plan ou de l’espace, dont les co-
ordonne´es ve´rifient des e´quations ne faisant intervenir que des sommes et des produits de
coordonne´es, a conduit aux premie`res de´finitions de la ge´ome´trie alge´brique. Par exemple, dans
le plan muni d’un repe`re orthonorme´, le cercle de centre l’origine O et de rayon 1 est caracte´rise´
par l’e´quation x2 + y2 − 1 = 0. C’est l’e´galite´ que doivent ve´rifier les coordonne´es (x, y) d’un
point M pour eˆtre sur ce cercle. Les droites, coniques, sphe`res, tores peuvent e´galement eˆtre
caracte´rise´s par de telles e´quations alge´briques.
Pour un ensemble, le fait d’eˆtre les racines d’un polynoˆme en les coordonne´es ne de´pend pas
du syste`me de coordonne´es choisi, car en composant un polynoˆme avec une application affine
on obtient encore un polynoˆme.
La ge´ome´trie analytique autorise des de´finitions plus ge´ne´rales que les polynoˆmes, comme
le de´veloppement en se´ries entie`res. La sinuso¨ıde y− sinx = 0 est une courbe analytique, mais
pas alge´brique. En effet, si elle l’e´tait, son intersection sinx = 0 avec l’axe des abscisses y = 0
serait e´galement alge´brique, mais cette courbe contient une infinite´ de points, ce qui contredit
que sinx est un polynoˆme d’une variable.
On verra que la rigidite´ de la ge´ome´trie alge´brique permet d’utiliser des proprie´te´s fortes
de ses objets, alors que la ge´ome´trie analytique est plus souple.
Les e´quations alge´briques, initialement regarde´es dans R2 ou R3, peuvent se ge´ne´raliser a`
Rn, ou d’autres corps k.
Les corps alge´briquement clos sont ceux dont tous les polynoˆmes d’une variable ont au
moins une racine. C’est le cas de C, mais pas de R. Le polynoˆme x2 + 1 = 0 n’a pas de racine
re´elle, il manque des points, ici l’intersection de la parabole y − x2 − 1 = 0 avec l’axe des
abscisses y = 0. C’est le cas d’autres paires d’objets ge´ome´triques re´els, qui ne s’intersectent
pas dans R2, mais dans C2.
Lorsque l’on travaille sur un corps alge´briquement clos, on dispose d’outils comme le
the´ore`me des ze´ros (Nullstellensatz ). Dans un cadre bien choisi, le the´ore`me de Be´zout permet
de compter les points d’intersections de deux courbes alge´briques.
Une sous-varie´te´ alge´brique affine de kn est un sous-ensemble de kn qui est le lieu d’annu-
lation commun d’un certain nombre de polynoˆmes a` n variables et a` coefficients dans k. On la
5
6note Z(fi, i ∈ I) ou` fi ∈ k[X1, . . . , Xn]. Dans le cas d’un corps alge´briquement clos, le Null-
stellensatz donne une correspondance bijective entre les sous-varie´te´s alge´briques affines de kn
et les ide´aux re´duits de k[X1, . . . , Xn]. Cet anneau e´tant noethe´rien, une varie´te´ affine est tou-
jours le lieu d’annulation commun d’un nombre fini de polynoˆmes, et se de´compose de manie`re
unique en une union de sous-varie´te´s alge´briques irre´ductibles. Ces proprie´te´s permettent de
de´finir la topologie de Zariski, qui est noethe´rienne.
Sur une varie´te´ alge´brique affine X, les fonctions re´gulie`res sont les fonctions polynomiales
sur X a` valeurs dans k, modulo celles identiquement nulles sur X. L’ensemble des fonctions
re´gulie`res est isomorphe a` la k-alge`bre re´duite de type fini k[X1, . . . , Xn]/I ou` I est l’ide´al
re´duit associe´ a` la varie´te´ X.
En transportant une varie´te´ alge´brique affine avec son anneau de fonctions re´gulie`res sur
un espace topologique, avec des recollements ade´quats, on obtient les varie´te´s alge´briques.
Les varie´te´s analytiques re´elles sont des espaces topologiques localement isomorphes a` un
ouvert de Rn munis des fonctions localement de´veloppables en se´ries entie`res. Ces ouverts sont
relatifs a` la topologie forte de Rn, beaucoup plus fine que celle de Zariski. Ce cadre est beaucoup
plus souple que celui de la ge´ome´trie alge´brique.
En ge´ome´trie alge´brique complexe, les composantes irre´ductibles d’une varie´te´ alge´brique
sont connexes. Ce n’est pas le cas en ge´ome´trie alge´brique re´elle, comme le montre la cubique
lisse irre´ductible y2 = x3 − x. Pour palier ce manque de souplesse, K. Kurdyka a introduit
les sous-ensembles syme´triques par arcs de Rn. Ils sont en un certain sens engendre´s par les
composantes connexes des ensembles alge´briques.
7Un sous-ensemble syme´trique par arcs de Rn est un ensemble qui intersecte les arcs analy-
tiques de Rn en un nombre fini de points ou les contient entie`rement. Pour tenir compte des
points a` l’infini, on conside`re plutoˆt les sous-ensembles syme´triques par arcs de Pn(R). Cette
notion se transporte sur les varie´te´s re´elles par les cartes. Les ensembles AS sont une classe
d’ensembles proche de celle des ensembles alge´briques, bien que vivant dans les ensembles ana-
lytiques.
Les notions de lissite´ et de singularite´s emprunte´es a` la ge´ome´trie diffe´rentielle ont leur
propre sens en ge´ome´trie alge´brique. Le cusp y2 − x3 = 0, parame´trable par t 7−→ (t2, t3) est
une courbe re´gulie`re pour t 6= 0, et posse`de un point de rebroussement en t = 0. Le point (0, 0)
est singulier.
Pour les courbes planes d’e´quation f(x, y) = 0, avec f de classe C1, le the´ore`me des fonc-
tions implicites s’applique en un point (x0, y0) ve´rifiant
∂f
∂y
(x0, y0) 6= 0. On peut alors loca-
lement e´crire le lieu f(x, y) = 0 comme le graphe y = ϕ(x) d’une fonction ϕ de classe C1. Si
∂f
∂x
(x0, y0) 6= 0, on peut e´crire x = ψ(y). Par exemple, le cercle unite´ x2 + y2 − 1 = 0 au point
(0; 1) peut s’e´crire y =
√
1− x2. Dans ce cas la fonction ϕ est explicite. Cependant, le the´ore`me
des fonctions implicites ne s’applique pas au cusp au point (0, 0).
Les points singuliers pour une courbe alge´brique plane sont ceux pour lesquels toutes les
diffe´rentielles s’annulent en ce point, on ne peut pas a priori appliquer le the´ore`me des fonctions
implicites. Cela se ge´ne´ralise a` plusieurs fonctions en dimension plus grande par des conditions
sur la matrice jacobienne, et peut aussi se lire sur les dimensions de Krull d’anneaux de fonc-
tions re´gulie`res. La diffe´rentiation et les de´terminants e´tant des ope´rations polynomiales en les
variables, l’ensemble des points singuliers est alge´brique.
8La ge´ome´trie alge´brique permet des ope´rations comme les e´clatements. Par exemple, l’e´clate-
ment d’un point N dans S2 est P2(R). On a remplace´ N par l’ensemble des directions qui
arrivent sur N , c’est P1(R). En recollant ce diviseur exceptionnel E = P1(R) a` S2 \ {N}, on





Une telle ope´ration existe pour l’e´clatement d’une sous-varie´te´ Y d’une varie´te´ alge´brique X.
Dans le carre´ ci-dessus, la restriction de pi : P2(R) \ P1(R) −→ S2 \ {N} est un isomorphisme
entre ces deux ouverts. C’est une proprie´te´ d’additivite´.
Les e´clatements sont des ope´rations qui ont permis d’obtenir, pour les varie´te´s alge´briques
sur un corps de caracte´ristique nulle, la re´solution des singularite´s (1964), les hyperre´solutions
cubiques (1988), le the´ore`me de factorisation faible (2002). Ces the´ore`mes ont eu de nombreuses
applications en ge´ome´trie alge´brique.
La re´solution des singularite´s pour les varie´te´s alge´briques sur un corps de caracte´ristique
nulle a e´te´ prouve´e par Hironaka ([14]). Pour X une telle varie´te´, il existe une application
birationnelle X ′ −→ X avec X ′ lisse, qui est une compose´e d’e´clatements le long de sous-
varie´te´s lisses.
Les hyperre´solutions cubiques, construites par Guille`n et Navarro-Aznar ([10], [11]), sont
des diagrammes faisant intervenir des applications birationnelles, comme les e´clatements, et des
de´compositions en composantes irre´ductibles. Comme pour le carre´ obtenu par un e´clatement,
ces diagrammes ont des proprie´te´s d’acyclicite´, au sens des faisceaux.
Le the´ore`me de factorisation faible, prouve´ par D. Abramovich, K. Karu, K. Matsuki, J.
Wlodarczyk ([1]) permet d’e´crire une application birationnelle ϕ entre deux varie´te´s alge´briques
X et X ′ sur un corps de caracte´ristique nulle comme compose´e d’e´clatements, ou d’inverses
d’e´clatements, chaque centre e´tant disjoint du lieu singulier de X, X ′ et f .
Les varie´te´s alge´briques fournissent de nombreux exemples d’espaces topologiques. La to-
pologie est l’e´tude de la forme des objets. L’homologie et la cohomologie classiques sont des
alge`bres associe´es a` des espaces topologiques contenant des informations sur leur forme. Ce
sont des invariants par home´omorphisme. On peut en extraire un invariant additif pour les
inclusions ferme´es, la caracte´ristique d’Euler a` support compact χc. Les varie´te´s alge´briques
posse´dant une structure beaucoup plus rigide que les espaces topologiques, il est raisonnable
d’espe´rer avoir pour cette cate´gorie un invariant additif plus fin que χc, et que leurs homologie
et cohomologie contiennent e´galement une structure supple´mentaire.
Dans le cas des varie´te´s alge´briques re´elles, C. McCrory et A. Parusin´ski utilisent ces espaces
de cohomologie et le the´ore`me de factorisation faible pour construire des invariants plus fins
que χc, le polynoˆme de Poincare´ virtuel β ([19]), e´tendu aux ensembles syme´triques par arc
par G. Fichou ([12]).
Dans le cadre des varie´te´s alge´briques complexes, P. Deligne a de´veloppe´ la the´orie de
Hodge ([8]), qui a permis d’obtenir des invariants additifs graˆce a` la filtration par le poids sur
la cohomologie a` supports compacts H∗c (X,Q) d’une varie´te´ alge´brique complexe X.
9L’existence d’une filtration par le poids pour les varie´te´s alge´briques re´elles est annonce´e par
B. Totaro dans [25], puis construite par C. McCrory et A. Parusin´ski dans [21]. C. McCrory
et A. Parusin´ski utilisent un the´ore`me d’extension de foncteurs de [11], s’appuyant sur les
hyperre´solutions cubiques, pour construire un complexe de chaˆınes filtre´s, et une suite spectrale
(E˜r), de´finie pour r > 2. Cette suite spectrale converge vers l’homologie de Borel-Moore a`
coefficients dans Z2, HBM∗ (X). Le terme E∞ de cette suite spectrale contient la filtration par
le poids WHBM∗ (X).
Cette suite spectrale est un analogue de la suite spectrale de Deligne ([8]) pour les varie´te´s
complexes et la cohomologie a` supports compacts et a` coefficients dans Q. Dans le cadre des
varie´te´s complexes, la suite spectrale de´ge´ne`re au terme 2. Cette page de la suite spectrale
contient alors a` la fois les proprie´te´s additives et la filtration par le poids. Pour les varie´te´s
re´elles lisses et compactes, la suite spectrale de´ge´ne`re au terme 2, mais ce n’est pas le cas en
ge´ne´ral. C’est le terme E˜2 de la suite spectrale qui posse`de les proprie´te´s d’additivite´ et permet
de reconstruire le polynoˆme de Poincare´ virtuel, le terme E∞ n’e´tant pas additif en ge´ne´ral,
en un sens naturel (exemple 3.3 de [19]).
Dans [21], C. McCrory et A. Parusin´ski construisent e´galement une filtration ge´ome´trique
GC∗ sur le complexe de chaˆınes semi-alge´briques a` supports ferme´s C∗(X), un complexe qui
calcule l’homologie de Borel-Moore HBM∗ (X). Comme toute filtration sur un complexe, celle-ci
induit une suite spectrale Er qui, a` une renume´rotation pre`s, correspond a` la suite spectrale
obtenue par les hyperre´solutions cubiques, et qui dans ce cadre est de´finie une page plus toˆt. Ce
point de vue ge´ome´trique, avec des ensembles semi-alge´briques, permet d’e´tendre la filtration
par le poids a` la cate´gorie XAS des ensembles syme´triques par arcs, en utilisant les fonctions
constructibles. L’invariance de la suite spectrale associe´e sous home´omorphisme AS, c’est-a`-
dire avec graphe AS, montre que le polynoˆme de Poincare´ virtuel est invariant sous cette classe
d’applications.
Dans cette the`se, on construit la filtration par le poids sur la cohomologie a` supports
compacts d’une varie´te´ re´elle, qui se trouve eˆtre duale a` la filtration sur l’homologie de Borel-
Moore. Cette filtration s’e´tend e´galement a` la cate´gorie XAS . On e´tudie le comportement de la
filtration par le poids vis-a`-vis de structures comme le produit de varie´te´s re´elles, les produits
cup et cap sur l’homologie HBM∗ (X) et la cohomologie H∗c (X) a` supports de X. Les produits
cup et cap de classes de chaˆınes et de cochaˆınes sur les espaces HBM∗ (X) et H∗c (X) ont des
proprie´te´s vis-a`-vis des filtrations, qui se lisent sur le terme E∞ de la suite spectrale. Ces
produits peuvent eˆtre de´finis plus en amont sur la suite spectrale, a` partir de la page E1 ∼= E˜2,
c’est-a`-dire sur les chaˆınes a` quasi-isomorphisme pre`s.
Dans le premier chapitre, on rappelle des de´finitions et proprie´te´s de l’homologie et coho-
mologie singulie`re des espaces topologiques. Sous certaines hypothe`ses sur ces espaces topolo-
giques, comme la se´paration, la compacite´ locale, la triangulation, ces homologies et cohomo-
logies peuvent eˆtre calcule´es avec d’autres complexes que celui des chaˆınes singulie`res. Nous
utilisons ces notions pour des sous-ensembles semi-alge´briques de varie´te´s alge´briques re´elles,
qui ve´rifient ces hypothe`ses.
Dans le second chapitre, on de´finit les objets filtre´s et les suites spectrales dans la cate´gorie
des Z2-espaces vectoriels ([8], §1 et §3), ainsi que les suites spectrales associe´es aux complexes
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de tels objets filtre´s. Le de´calage de Deligne, qui est une ope´ration sur les suites spectrales,
permet d’obtenir des isomorphismes entre deux suites spectrales, comme l’illustre l’exemple de
la filtration triviale et de la filtration canonique. La suite spectrale d’un complexe double sera
e´galement utilise´e dans le chapitre 5.
Le troisie`me chapitre traite de nombreuses proprie´te´s et objets spe´cifiques a` la ge´ome´trie
alge´brique re´elle. Les ensembles semi-alge´briques et syme´triques par arcs sont lie´s aux fonctions
constructibles et Nash-constructibles ([6], [16]). On suit [19] pour construire le polynoˆme de
Poincare´ virtuel β. C’est un invariant additif pour les isomorphismes alge´briques, mais pas pour
les home´omorphismes en ge´ne´ral. Enfin on de´taille la construction du complexe de chaˆınes semi-
alge´briques a` supports ferme´s C∗(X), qui est un point cle´ de la construction de la filtration par
le poids de [21], et du chapitre 5.
Dans le quatrie`me chapitre, on e´nonce un re´sultat de Hironaka concernant la re´solution des
singularite´s sur un corps de caracte´ristique ze´ro ([14]). On reformule le the´ore`me d’extension
d’un foncteur de Guille´n et Navarro-Aznar ([11]) dans le cadre de la ge´ome´trie alge´brique re´elle
et des complexes de Z2-espaces vectoriels, qui est celui utilise´ dans le chapitre 5.
Le chapitre 5 est le coeur de cette the`se. Il utilise en partie les notions et re´sultats des
quatre premiers chapitres.
Dans la partie 2 on fixe le cadre et les cate´gories dans lesquelles on va travailler, en particulier
appliquer un the´ore`me d’extension de foncteurs de Guille`n et Navarro-Aznar (2.2.2 de [11]), ce
qui ne´cessite le langage des sche´mas.
Dans la partie 3, on de´veloppe la the´orie de la filtration par le poids sur la cohomologie a`
supports compacts H∗c (X) d’une varie´te´ alge´brique re´elle X, en adaptant la me´thode de Mc-
Crory et Parusin´ski dans [21]. Cette me´thode utilise un the´ore`me de Guille`n et Navarro-Aznar
([11]) reposant sur les hyperre´solutions cubiques. On doit choisir un complexe de cochaˆınes
adapte´ C∗(X), qui calcule H∗c (X) et qui ve´rifie la proprie´te´ d’additivite´ pour les inclusions
ferme´es Y ⊂ X :
0 −→ C∗(X \ Y ) −→ C∗(X) −→ C∗(Y ) −→ 0
On obtient l’existence, mais surtout l’unicite´ de cette filtration par le poids, a` valeurs dans une
certaine cate´gorie localise´e.
Dans la partie 4, on construit une filtration sur un complexe de cochaˆınes GC∗(X), qui
repre´sente la filtration par le poids pre´ce´demment obtenue avec le the´ore`me d’extension de
Guille`n et Navarro-Aznar. On retrouve l’existence de la filtration par le poids cohomologique,
mais de´finie plus en amont du point de vue des suites spectrales. Ce re´sultat est obtenu en
dualisant la construction ge´ome´trique de la filtration par le poids sur le complexe de chaˆınes
semi-alge´briques GC∗(X), ainsi que la construction via les fonctions Nash-constructibles de
[21]. Cette filtration GC∗(X) s’e´tend a` la cate´gorie XAS des ensembles syme´triques par arcs.
La filtration sur ce complexe de cochaˆınes C∗(X) ve´rifie des proprie´te´s d’additivite´ similaires
a` celles pour les chaˆınes, avec des suites exactes courtes (lemme 5.4.2) :
0 −→ GC∗(X \ Y ) −→ GC∗(X) −→ GC∗(Y ) −→ 0
On de´montre que la suite spectrale associe´e Er est duale a` la suite spectrale de poids homolo-




Dans la partie 5, on e´tudie le comportement de ces filtrations par le poids, homologique
et cohomologique, par rapport au produit des varie´te´s. Un des re´sultats cle´s est que la suite
spectrale associe´e a` un cross produit X × Y de varie´te´s X et Y est isomorphe au produit




Erp,q(X)⊗Z2 Ers,t(Y ) ∼−→ Era,b(X × Y )
est un isomorphisme. Comme conse´quence on obtient une manie`re diffe´rente de de´montrer la
multiplicativite´ du polynoˆme de Poincare´ virtuel ([19]) sans recourir au the´ore`me de factorisa-
tion faible :
β(X × Y )(u) = β(X)(u)β(Y )(u).
Avant d’obtenir les isomorphismes de suites spectrales, il a fallu de´finir les morphismes au ni-
veau des chaˆınes (paragraphe 5.5.1). Les produits de chaˆınes, de cochaˆınes et de suites spectrales
sont de´finis de manie`re naturelle, mais des conside´rations sur la compatibilite´ avec l’ope´rateur
de bord ont e´te´ ne´cessaires pour avoir un morphisme de complexes de Z2-espaces vectoriels
(lemmes 5.5.2 et 5.5.4). La de´monstration du the´ore`me 5.5.15, dont l’e´nonce´ dit que
u : G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y )
est un quasi-isomorphisme filtre´, repose sur l’unicite´ de la filtration par le poids pour les varie´te´s
alge´briques re´elles (The´ore`me 1.1 de [21]), au sens d’isomorphisme de foncteurs. En particulier,
il n’est pas prouve´ ici que cet isomorphisme reste vrai pour la cate´gorie XAS des ensembles
syme´triques par arcs.
Des re´sultats similaires sont obtenus pour la filtration par le poids cohomologique, cependant
le quasi-isomorphisme de complexes de cochaˆınes filtre´s n’est pas obtenu comme localisation
d’un seul morphisme de complexes filtre´s, comme c’est le cas pour les chaˆınes, mais comme
compose´ des localisations de deux fle`ches en sens oppose´s l’une de l’autre (preuve du corollaire
5.5.20) : les fle`ches u∨ et w de´finies par
u∨ :




















sont des quasi-isomorphismes de complexes de cochaˆınes filtre´s, et le diagramme
(C∗(X × Y ))∨ u
∨−→ (C∗(X)⊗Z2 C∗(Y ))∨ w←− (C∗(X))∨ ⊗Z2 (C∗(Y ))∨,
se localise en un isomorphisme, ce qui montre que G•C∗(X) ⊗ G•C∗(Y ) et G•C∗(X × Y ) sont
quasi-isomorphes.
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L’inte´reˆt principal de conside´rer la cohomologie est qu’elle a une structure enrichie par
rapport a` l’homologie, le produit cup. On construit un tel produit (paragraphe 5.5.4) sur le
complexe filtre´ G•C∗(X), toujours de´fini a` quasi-isomorphisme pre`s :
^= ∆∗ ◦ (u∨)−1 ◦ w : G•C∗(X)⊗ G•C∗(X) (u
∨)−1◦w−−−−−−→ G•C∗(X ×X) ∆∗−−→ G•C∗(X)
ou` ∆ de´signe l’application diagonale
∆ :
X −→ X ×X
x 7−→ (x, x)
Cette de´finition du produit cup sur G•C∗(X) induit le produit cup classique sur la cohomologie
a` supports compacts H∗c (X) (proposition 5.5.22). Des proprie´te´s de la filtration par le poids
montrent des obstructions sur l’image du produit cup pour une varie´te´ alge´brique re´elle X




Ep,qr (X)⊗Z2 Es,tr (X) −→ Ea,br (X)
Pour de´finir le produit cap entre des chaˆınes et des cochaˆınes a` partir du produit cup
(paragraphe 5.5.5), on utilise la relation ψ(ϕ _ c) = (ψ ^ ϕ)(c), et le fait que les Z2-espaces
vectoriels apparaissant dans les suites spectrales Er et Er pour r > 1 sont de dimension finie.
Ceci permet de de´finir le produit cap entre des repre´sentants des complexes filtre´s G•C∗(X) et
G•C∗(X), a` valeurs dans G•C∗(X), toujours a` quasi-isomorphisme pre`s. Ce produit se de´cline




Ep,qr (X)⊗ Ers,t(X) −→ Ea,br (X)
ce qui fournit des obstructions e´quivalentes sur le produit cap. Cette de´finition induit bien le
produit cap classique sur la cohomologie a` supports compacts et l’homologie de Borel-Moore
_ : H∗c (X)⊗HBM∗ (X) −→ H∗c (X)
Pour X compacte, on peut conside´rer l’application D de dualite´ de Poincare´ (paragraphe
5.5.6), qui associe a` une classe de cohomologie ϕ de H∗(X) son produit cap ϕ _ [X] avec la
classe fondamentale de X. Cette application D co¨ıncide avec l’isomorphisme
Hk(X) −→ Hn−k(X)
ϕ 7−→ ϕ _ [X]
de dualite´ de Poincare´ lorsque X est aussi lisse. Comme la classe fondamentale [X] d’une varie´te´
compacte est une chaˆıne pure, c’est-a`-dire [X] ∈ G−nCn(X), l’application D induit sur les suites
spectrales
Ds,tr := ·_ [X] : E
s,t
r (X) −→ Er−n−s,2n−t(X)
ϕ 7−→ ϕ _ [X]
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ce qui montre que le noyau de D contient les classes de cochaˆınes non-pures (celles de poids
non minimal), et que l’image de D est incluse dans les classes de chaˆınes pures (celles de poids
minimal). Sur l’homologie et cohomologie, pour tout k ∈ N,
D(Hk(X)) ⊂ Wk−nHn−k(X)
et, si p > −k,
D(WpHk(X)) = 0.
Cependant ces inclusions ne sont pas des e´galite´s en ge´ne´ral (Remarque 5.5.28). Ce re´sultat
apporte en particulier des obstructions pour une varie´te´ re´elle a` ve´rifier la dualite´ de Poincare´.
Le chapitre 6 est consacre´ au calcul de filtrations par le poids sur des exemples. On utilise
des hyperre´solutions cubiques dans des cas relativement simples (re´solution des singularite´s,
de´composition en composantes irre´ductibles, carre´s acycliques dans la cate´gorie Schc(R)). Les
exemples 6.1 et 6.2 sont home´omorphes, mais non alge´briquement isomorphes puisque de filtra-
tions par le poids distinctes. Il en est de meˆme pour les exemples 6.5 et 6.6. Les exemples 6.3 et
6.4 ont meˆme (co)homologies et filtration par le poids (pure), mais ne sont pas home´omorphes
d’apre`s la structure produit sur leur cohomologie. Les exemples 6.7, 6.8, 6.9, 6.10 sont cal-
cule´s en appliquant les re´sultats sur les produits (The´ore`me 5.5.19 et formule 5.5.3, rappele´e
dans la remarque 6.6.1). Les exemples 6.11 et 6.12 sont calcule´s en se ramenant aux exemples
pre´ce´dents avec un carre´ acyclique. L’exemple 6.13 est obtenu graˆce a` une hyperre´solution cu-
bique de taille 3, par de´composition et inclusion de composantes irre´ductibles. Les exemples
6.1, 6.2, 6.14, 6.15 et 6.16 proviennent de [19]. En particulier la filtration par le poids de 6.16
est calcule´e en supposant que celle-ci existe. C’est un exemple de varie´te´ alge´brique re´elle pour
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Chapitre 1
Topologie
Dans ce chapitre, on rappelle les de´finitions et des proprie´te´s de l’homologie et cohomolo-
gie singulie`re des espaces topologiques. Sous certaines hypothe`ses sur ces espaces, comme la
se´paration, la compacite´ locale, ou la triangulation, leurs homologies et cohomologies peuvent
eˆtre calcule´es avec d’autres complexes que celui des chaˆınes singulie`res. Nous utiliserons ces
notions pour des sous-ensembles semi-alge´briques de varie´te´s alge´briques re´elles, qui ve´rifient
ces hypothe`ses.
1.1 Chaˆınes et homologie singulie`res
1.1.1 Chaˆınes singulie`res
Le n-simplexe standard est l’ensemble
∆n =
{
(t0, . . . , tn) ∈ Rn+1 t0 + · · ·+ tn = 1 et ti > 0 pour tout i
}
C’est l’enveloppe convexe de ses sommets v0, . . . , vn ; on le note aussi [v0, . . . , vn].
On appelle iie`me face [v0, . . . , v̂i, . . . vn] l’enveloppe convexe de tous les sommets sauf vi.
Soit X un espace topologique. Un n-simplexe standard est une application continue
σ : ∆n −→ X
Les n-chaˆınes singulie`res sont les e´le´ments de Cn(X), le groupe abe´lien libre engendre´ par
les n-simplexes standards.




(−1)iσ|[v0, . . . , v̂i, . . . vn]
ou` σ|[v0, . . . , v̂i, . . . vn] est une application ∆n−1 −→ X, c’est la restriction de σ a` sa iie`me face.
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Les bords ve´rifient
∂n ◦ ∂n−1 = 0




Ces notions sont fonctorielles : pour f : X −→ Y une application continue, on a un push-
forward sur les chaˆınes
f∗ : Cn(X) −→ Cn(Y ), σ 7−→ f ◦ σ
compatible avec le bord, qui induit un pushforward sur l’homologie
f∗ : Hn(X) −→ Hn(Y )
Pour g : Y −→ Z,
(g ◦ f)∗ = g∗ ◦ f∗
(idX)∗ = idH∗(X)
1.1.2 Homologie relative
Soit A ⊂ X un sous-ensemble. L’inclusion
i : A ↪→ X
induit





peuvent eˆtres munis du bord de C∗(X), et forment le complexe C∗(X,A) des chaˆınes relatives.
Son homologie H∗(X,A) est appele´e homologie relative, et ve´rifie e´galement des proprie´te´s de
fonctorialite´.
Lemme 1.1.1. Lemme du serpent.
Soient
0 −→ A∗ −→ B∗ −→ C∗ −→ 0
une suite exacte de complexes. On a une suite exacte longue
· · · −→ Hn(A) −→ Hn(B) −→ Hn(C) −→ Hn−1(A) −→ · · ·
Dans notre cas ce lemme du serpent s’applique a` la suite exacte de complexes
0 −→ C∗(A) −→ C∗(X) −→ C∗(X,A) −→ 0
qui induit une suite exacte longue
· · · −→ Hn(A) −→ Hn(X) −→ Hn(X,A) −→ Hn−1(A) −→ · · ·
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1.2 Cohomologie et supports
Les cochaˆınes singulie`res sont les e´le´ments des groupes
Cn(X) = Hom(Cn(X),Z)
Ces groupes sont munis de la diffe´rentielle δ : ϕ 7−→ ϕ ◦ ∂, qui en fait un complexe, et permet
de de´finir la cohomologie de X.
On a la notion de cohomologie des paires, de cohomologie relative, qui sont fonctorielles.
Une cochaˆıne ϕ ∈ Cn(X) est dite a` support compact s’il existe un compact K ⊂ X tel que
ϕ(x) = 0 pour toute chaˆıne x ∈ Cn(X \K).
On note Cnc (X) les chaˆınes de C
n(X) a` support compact. Ce sont des groupes compatibles
avec la diffe´rentielle. La cohomologie du complexe (C∗c (X), δ) est note´e H∗c (X) et est appele´e
cohomologie a` supports compacts de X. On a une fonctorialite´ contravariante pour les applica-
tions continues et propres.
Pour les espaces triangule´s, la cohomologie a` support compacts s’e´crit aussi graˆce a` une
compactification ouverte X ↪→ X de X :
H∗c (X) ∼= H∗(X,X \X)
Dans les paragraphes suivants, nous travaillons avec les coefficients dans le corps Z2. Dans
ce cas, l’homologie de Borel-Moore est isomorphe au dual de la cohomologie a` support compacts
([5], The´ore`me 3.3 a).
HBM∗ (X) ∼= Hom(H∗c (X),Z2)
Dans ces cas, on peut exprimer l’homologie de Borel-Moore graˆce a` une compactification
ouverte X ↪→ X de X.
HBM∗ (X) ∼= H∗(X,X \X)
Ces groupes sont inde´pendants de la compactifiation ouverte choisie.
1.3 Coefficients
On a e´voque´ de l’homologie H∗(C) d’un complexe C a` coefficients dans Z. Ces notions existent
plus ge´ne´ralement pour des coefficients dans un groupe abe´lien G, ce qui revient a` prendre
l’homologie H∗(C,G) du complexe C⊗G. On peut comparer ces deux objets graˆce au foncteur
Tor (The´ore`me des coefficients universels, [13], The´ore`me 3.A.3 et Proposition 3.A.5). La suite
suivante est exacte
0 −→ Hn(C)⊗G −→ Hn(C,G) −→ Tor(Hn−1(C), G) −→ 0
En pratique nous utilisons comme coefficients le corps Z2, et d’apre`s les proprie´te´s du foncteur
Tor, on a dans ce cas





ou` la dernie`re fle`che est la multiplication par 2, c’est-a`-dire l’addition deux fois dans le groupe
Hn−1(X).
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1.4 Produits en homologie et cohomologie
Pour e´viter tout proble`me de torsion on prendra Z2 comme corps de coefficients. Les produits
cup, cap existent au niveau des chaˆınes singulie`res, et pas seulement sur leur homologie ou
cohomologie. Le produit cross existe au niveau des chaˆınes cellulaires. Ces produits sont lie´s
par des formules. Lorsque l’un d’eux est de´fini sur les espaces d’homologie ou cohomologie, s’ils
sont de dimension finie, les formules permettent de retrouver les deux autres.
1.4.1 Produit cup
Pour ϕ ∈ Ck(X) et ψ ∈ C l(X) on de´finit ϕ ^ ψ ∈ Ck+l(X) par
(ϕ ^ ψ)(σ) = ϕ(σ|[v0, . . . , vk])ψ(σ|[vk, . . . , vk+l])
pour σ ∈ Ck+l(X).
Le bord ve´rifie
δ(ϕ ^ ψ) = δϕ ^ ψ + (−1)kϕ ^ δψ
Cette formule montre que le produit cup est bien de´fini sur la cohomologie
^ : Hk(X)×H l(X) −→ Hk+l(X)
1.4.2 Produit cap
Pour σ ∈ Ck(X) et ϕ ∈ C l(X) on de´finit σ _ ϕ ∈ Ck−l(X) par
σ _ ϕ = ϕ(σ|[v0, . . . , vl])σ|([vl, . . . , vk])
Le bord ve´rifie
∂(σ _ ϕ) = (−1)l∂σ _ ϕ+ (−1)l+1σ _ δϕ
Ainsi le produit cap est de´fini sur l’homologie et cohomologie de X
_ : Hk(X)×H l(X) −→ Hk−l(X)
1.4.3 Produit cross
Le produit cross associe a` une i-chaˆıne cellulaire ei de X et a` une j-chaˆıne cellulaire ej de Y
leur produit ei × ej dans X × Y . Le bord ve´rifie
d(ei × ej) = dei × ej + (−1)iei × dej





On a aussi l’isomorphisme dual en cohomologie
H∗(X)⊗H∗(X) ∼= H∗(X)
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1.4.4 Liens par les formules
On note ∆ : X −→ X × X, x 7−→ (x, x) l’application diagonale, piX : X × Y −→ X et
piY : X × Y −→ Y les projections canoniques. On a
σ × τ = (piX)∗(σ) ^ (piY )∗(τ)
ϕ ^ ψ = ∆∗(ϕ× ψ)
∀ψ ∈ Hk−l(X) ψ(σ _ ϕ) = (ϕ ^ ψ)(σ)
Dans certains cas ces produits respectent la compacite´ des supports, et sont de´finis entre
H∗c (X) ou HBM∗ (X).
1.5 Caracte´ristique d’Euler a` support compact
Pour les sous-ensembles semi-alge´briques de varie´te´s alge´briques re´elles, la caracte´ristique d’Eu-





Elle ve´rifie, pour une inclusion ferme´e d’ensembles semi-alge´briques Y ⊂ X
χc(X) = χc(Y ) + χc(X \ Y )
En effet, de tels ensembles peuvent eˆtre triangule´s et on a
H∗c (X \ Y ) ∼= H∗(X,Y )
La suite exacte longue de cohomologie des paires
· · · −→ Hn(X,Y ) −→ Hn(X) −→ Hn(Y ) −→ Hn+1(X,Y ) −→ · · ·
induit un autre suite exacte
· · · −→ Hn(X \ Y ) −→ Hn(X) −→ Hn(Y ) −→ Hn+1(X \ Y ) −→ · · ·
1.6 Dualite´
On se servira d’outils d’alge`bre line´aire, comme les suites exactes et les produits tensoriels,
ainsi que de l’effet de la dualite´ sur ceux-ci.
Pour une suite exacte
· · · −→ Gn+1 gn+1−→ Gn gn−→ Gn−1 −→ · · ·
c’est-a`-dire ve´rifiant pour tout n
ker gn = imgn+1






n −→ G′n+1, ϕ 7−→ ϕ ◦ gn+1
La suite
· · · −→ G′n−1
g′n−1−→ G′n gn−→ G′n+1 −→ · · ·
est exacte : pour tout n,
ker g′n = img
′
n−1
En effet, g′n(ϕ) = 0 si et seulement si ϕ s’annule sur imgn+1, donc





L’image de g′n−1 est l’ensemble des formes line´aires s’e´crivant ϕ ◦ gn avec ϕ ∈ G′n−1, or les







Objets filtre´s et suites spectrales
On suivra [8], §1 et §3. Dans ce paragraphe on travaille dans une cate´gorie abe´lienne A. En pra-




ou celle des Z2-espaces vectoriels (lorsqu’on en prendra l’homologie). On pourra parler de quo-
tients.
De´finition 2.0.1. ([8], De´finitions 1.1.2 a` 1.1.5)
Une filtration de´croissante sur un objet A de A est une famille (Fn(A))n∈Z de sous-objets de
A ve´rifiant
∀n,m ∈ Z n 6 m =⇒ Fm(A) ⊂ Fn(A)
On passe d’une filtration de´croissante a` une filtration croissante en prenant l’oppose´ des indices.
Une filtration est dite finie s’il existe n,m ∈ Z tels que Fn(A) = A et Fm(A) = 0.
Un morphisme d’objets filtre´s de (A,F ) dans (B,F ) est un morphisme f : A −→ B ve´rifiant
∀n ∈ Z f(Fn(A)) ⊂ Fn(B)
Un tel morphisme d’objets filtre´s est dit strict si
∀n ∈ Z f(Fn(A)) = Fn(B) ∩ imf
Les objets et morphismes filtre´s forment une cate´gorie additive.
De´finition 2.0.2. Filtrations induites sur un sous-objet et sur un quotient. ([8], De´finition
1.1.8)
Soit (A,F ) un objet filtre´ et j : X ↪→ A un sous-objet de A.
La filtration induite par F sur X est
Fn(X) = Fn(A) ∩X
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Lemme 2.0.3. ([8], De´finition 1.1.9)

















De´finition 2.0.4. Suite spectrale.
Une suite spectrale est une suite de complexes bigradue´s (Ep,qr )(p,q)∈Z2, r∈N d’objets de A, ou`









dr−→ Ep,qr dr−→ Ep+r,q−r+1r
]
De´finition 2.0.5. Complexes filtre´s.
On appelle complexe filtre´ un complexe F •C∗ d’objets de A muni d’une filtration respectant
le bord :
∀n ∈ Z δ(FnC∗) ⊂ FnC∗
La filtration F est dite birre´gulie`re si elle est finie sur chaque composante de C.
De´finition 2.0.6. Suite spectrale d’un complexe filtre´. ([8], De´finition 1.3.1)













dr−→ Ep,qr dr−→ Ep+r,q−r+1r
]
Il existe une de´finition directe des Ep,qr en posant :
Zp,qr = ker
[


























On dit qu’une suite spectrale de´ge´ne`re si les diffe´rentielles sont nulles a` partir d’un certain
rang. Les Er, pour r assez grand, sont alors stationnaires, on les note E∞.





De´finition 2.0.7. Quasi-isomorphisme de complexes filtre´s. ([8], De´finition 1.3.6)
Un morphisme de complexes filtre´s
u : (C,F ) −→ (C ′, F ′)
induit des morphismes sur leur suites spectrales associe´es
ur : Er(C,F ) −→ Er(C ′, F ′)
On dit que u est un quasi-isomorphisme filtre´ si pour r > 1 les ur sont des isomorphismes.
Exemple 2.0.8. La filtration triviale. ([8], De´finition 1.4.6)
La filtration triviale η sur un complexe (C∗, δ) est de´finie par
ηpCq =
{
Cq si p 6 0
0 si p > 1
On a alors Ep,q0 = 0 si p 6= 0 et E0,q0 = Cq. Pour r > 1, Ep,qr = 0 si p 6= 0 et E0,qr = Hq(C).
Exemple 2.0.9. La filtration canonique. ([8], De´finition 1.4.6)
La filtration canonique Fcan sur un complexe (C




Cq si q < −p
ker δq si q = −p
0 si q > −p









ker δ−p if p+ q = −p
C−p−1
ker δ−p−1







= Hp+q(C∗) si p+ q = −p
0 sinon.
La suite spectrale de´ge´ne`re au niveau deux : pour r > 1, Er = E1.
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De´finition 2.0.10. De´calage de Deligne. ([8], De´finition 1.3.1)
Avec les notations de 2.0.6, on de´finit la filtration de´cale´e de Deligne Dec(F )• de la filtration
F sur C par
Dec(F )pCn = Zp+n,−p1
Proposition 2.0.11. ([8], De´finition 1.3.4)
On a
d (Dec(F )pCn) ⊂ Dec(F )pCn−1










0 (C,DecF ) −→ Ep+n,−p1 (C,F )
ur : E
p,n−p
r (C,DecF ) −→ Ep+n,−pr+1 (C,F )
compatibles aux diffe´rentielles dr, qui sont des isomorphismes de complexes pour r > 1.
La preuve consiste a` calculer les Zp,qr et B
p,q
r de chaque filtration.
Exemple 2.0.12.
A renume´rotation pre`s, la filtration de´cale´e de la filtration triviale est la filtration canonique.
Zp,n−p1 =

Cn si p < −n
ker δn si p = −n
0 si p > −n
Le complexe
· · · −→ 0 −→ C
n−1
ker δn−1
−→ ker δn −→ 0 −→ · · ·
est quasi-isomorphe a`
· · · −→ 0 −→ Hn(C) −→ 0 −→ · · ·
De´finition 2.0.13. Suite spectrale d’un complexe double.







∂δ + δ∂ = 0
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La suite spectrale du complexe total ve´rifie
Ep,q0 = A
p,q, et d0 = ∂p,q : A
p,q −→ Ap+1,q
Ep,q1 = H
p(A∗,q), et d1 : Hp(A∗,q) −→ Hp(A∗,q+1) est induite par δp,q
Ep,q2 = H






qui fournit une suite spectrale E′ ve´rifiant
E′p,q0 = A
q,p, et d0 = δq,p : A
q,p −→ Aq,p+1
E′p,q1 = H
p(Aq,∗), et d1 : Hp(Aq,∗) −→ Hp(Aq+1,∗) est induite par ∂p,q
E′p,q2 = H
q(Hp(A•,∗)) et d2 est donne´e par le lemme du serpent.
Dans les e´critures de E2 et E
′
2 l’espace de cohomologie indexe´ par p est pris par rapport
au complexe en ∗, et l’espace indexe´ par q est pris par rapport au complexe indexe´ par •. Ces
suites convergent vers la cohomologie du complexe total, mais sont diffe´rentes en ge´ne´ral.
Exemple 2.0.14. Le complexe double de De Rham fournit un exemple de complexe double,
avec Ap,q les formes diffe´rentielles de type (p, q) :
ω =loc
∑







sont respectivement les diffe´rentielles ∂z et ∂z¯.
Exemple 2.0.15. Pour une de´composition X = X1 ∪X2 d’une varie´te´ alge´brique X en union
de sous-varie´te´s, par exemple une de´composition en composantes irre´ductibles, on peut poser
X(0) = X
X(1) = X1 unionsqX2
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est l’ope´rateur induit par les inclusions, avec un signe, et
δ′′j : C
j(X(i)) −→ Cj+1(X(i))
est l’ope´rateur de cobord de X(i).
Ce proce´de´ se ge´ne´ralise a` une de´composition en k sous-varie´te´s. Les i-intersections de
sous-varie´te´s peuvent se voir dans un cube de dimension k, les inclusions de certaines (i + 1)-
intersections dans une i-intersection correspondent a` une areˆte du cube, ce qui donne lieu a` un
sche´ma cubique (paragraphe 5.3.4).
Chapitre 3
Ge´ome´trie re´elle
3.1 Varie´te´s alge´briques re´elles
On prendra la de´finition de [4].
De´finition 3.1.1. Varie´te´ alge´brique re´elle affine. ([4], De´finition 3.2.9)
Une varie´te´ alge´brique re´elle affine est un espace topologique X, muni d’un faisceau de fonctions
RX a` valeurs dans R, isomorphe comme espace annele´ a` un ensemble alge´brique V ⊂ Rn avec
sa topologie de Zariski, muni de son faisceau de fonctions re´gulie`res RV .
Le faisceau RX est appele´ faisceau des fonctions re´gulie`res sur X.
Proposition 3.1.2. ([4], De´finition 3.2.10)
Pour V ⊂ Rn un ensemble alge´brique re´el, U ⊂ V un ouvert de Zariski, (U,RX|U ) est une
varie´te´ alge´brique re´elle affine.
De´finition 3.1.3. Varie´te´ alge´brique re´elle. ([4], De´finition 3.2.11 et [6], 2.1)
Une varie´te´ alge´brique re´elle est un espace topologique X, muni d’un faisceau de fonctions RX
a` valeurs dans R, tel qu’il existe un recouvrement fini X =
⋃
i∈I
Ui, chaque (Ui,RX|Ui) e´tant une
varie´te´ alge´brique re´elle affine.
Le faisceau RX est appele´ faisceau des fonctions re´gulie`res sur X, et la topologie de X est
appele´e topologie de Zariski.
Remarque 3.1.4. La proprie´te´ de se´paration est automatique pour les varie´te´s alge´briques
affines (diagonale ferme´e dans X × X). On n’impose pas de condition de se´paration, car
les varie´te´s alge´briques re´elles conside´re´es seront soit affines, soit des points re´els venant de
sche´mas de´ja` se´pare´s.
Proposition 3.1.5. ([4], De´finition 3.2.13)
Soient (X,RX) une varie´te´ alge´brique re´elle et U ⊂ X un ouvert de Zariski. Alors (U,RX|U )
est une varie´te´ alge´brique re´elle.
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3.2 Ensembles semi-alge´briques
On suivra [6]. Les ensembles semi-alge´briques sont ceux qui ve´rifient des e´quations et ine´quations
polynomiales. Ces ensembles sont stables par projection (The´ore`me 3.2.3), et satisfont le
lemme du petit chemin (The´ore`me 3.2.5). Leur topologie locale peut diffe´rer de celle des en-
sembles alge´briques. Certains outils fournissent des obstructions au fait qu’ils puissent eˆtre
home´omorphes a` un ensemble alge´brique, comme par exemple la caracte´ristique d’Euler du
link, ou plus ge´ne´ralement les fonctions constructibles.
De´finition 3.2.1. Ensembles semi-alge´briques. ([6])
Les sous-ensembles semi-alge´briques de Rn sont la plus petite classe SAn ⊂ P(Rn) telle que :
(i) Si P ∈ R[X1, . . . Xn], alors
{x ∈ Rn P (x) = 0} ∈ SAn et {x ∈ Rn P (x) > 0} ∈ SAn
(ii) Si A ∈ SAn et B ∈ SAn alors
A ∪B ∈ SAn, A ∩B ∈ SAn, Rn \A ∈ SAn
Les ensembles semi-alge´briques contiennent les ensembles alge´briques, et sont stables par
les ope´rations ∪,∩, \. Ils sont aussi stables par produits : si A ∈ SAn et B ∈ SAm alors
A×B ∈ SAn+m.
On peut aussi de´finir des ensembles semi-alge´briques sur une varie´te´ alge´brique re´elle X graˆce
au faisceau de fonctions re´gulie`res PX .
De´finition 3.2.2. Morphisme semi-alge´brique. ([6])
Soient A ∈ SAn et B ∈ SAm. Une application f : A −→ B est dite semi-alge´brique si son
graphe Γf est semi-alge´brique dans Rn+m.
The´ore`me 3.2.3. (Tarski-Seidenberg). ([6], The´ore`me 1.1)
Soient A un sous-ensemble semi-alge´brique de Rn+1 et pi : Rn+1 −→ Rn la projection sur les
n premie`res coordonne´es.
Alors pi(A) est un sous-ensemble semi-alge´brique de Rn.
Conse´quence 3.2.4. Les images ou images re´ciproques d’ensembles semi-alge´briques par une ap-
plication semi-alge´brique sont semi-alge´briques, et la composition d’applications semi-alge´briques
est semi-alge´brique.
Le lemme du petit chemin permet d’atteindre les points du bord d’un ensemble semi-
alge´brique par des arcs.
The´ore`me 3.2.5. (Lemme du petit chemin). ([6], The´ore`mes 1.14 et 1.15)
Soient A ∈ SAn et x ∈ A \A.
Il existe une application semi-alge´brique et analytique η : ] − 1, 1[−→ Rn tel que η(0) = x et
η(]0, 1[) ⊂ A.
Exemple 3.2.6. Soit A =
{
(x, y) ∈ R2 x > 0} un demi-plan ouvert, on a (0, 0) ∈ A \A. Les
arcs t 7−→ (t, 0) conviennent pour la conclusion du the´ore`me pre´ce´dent.
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Les entrelacs (links) sont un outil pour e´tudier la topologie locale des ensembles semi-
alge´briques.
De´finition 3.2.7. Entrelacs. ([6], §1.7)
Soit a ∈ A un ensemble semi-alge´brique localement compact. On appelle entrelac de a dans A
l’ensemble
lk(a,A) = A ∩ S(a, )
pour  assez petit, et ou` S(a, ) de´signe la sphe`re de centre a et rayon . Cet ensemble est
de´fini a` home´omorphisme pre`s, d’apre`s le the´ore`me de structure conique locale des ensembles
semi-alge´briques.
Exemple 3.2.8. Avec A comme dans l’exemple 3.2.6, lk((0, 0), A) est un demi-cercle, donc
homotopiquement e´quivalent a` un point.
On de´finit plus ge´ne´ralement l’entrelac d’un sous-ensemble.
De´finition 3.2.9. Soit K ⊂ A un sous-ensemble semi-alge´brique compact. On de´finit
lk(K,A) = f−1() ∩A
pour  assez petit, ou` f : Rn −→ R+ est une fonction semi-alge´brique, continue et propre telle
que f−1(0) = K.
Exemple 3.2.10. On peut prendre la distance a` K comme fonction f . Avec A comme dans
l’exemple 3.2.6, et K = S((0, 0), 1) ∩ A qui est un demi-cercle, l’ensemble lk(K,A) est deux
demi-cercles disjoints. Il est donc homotopiquement e´quivalent a` deux points.
3.3 Fonctions constructibles
On suivra [6], §3, [16] et [18]. Les fonctions constructibles, et surtout les ope´rations sur celles-ci,
donnent des informations sur les ensembles semi-alge´briques.
3.3.1 Fonctions semi-alge´briquement constructibles et ope´rateurs
De´finition 3.3.1. ([6], De´finition 3.1)
Soit X un ensemble semi-alge´brique. Une fonction ϕ : X −→ Z est dite semi-alge´briquement
constructible si elle prend un nombre fini de valeurs, et si pour tout n ∈ Z ses fibres ϕ−1(n)
sont semi-alge´briques.





ou` les mi sont des entiers presque tous nuls, et Xi est un sous-ensemble semi-alge´brique de X.
Les fonctions constructibles sur X forment un anneau F (X).
On appelle support de ϕ l’ensemble
{x ∈ X ϕ(x) 6= 0}
On note χ la caracte´ristique d’Euler a` supports compacts.
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De´finition 3.3.2. Soient ϕ une fonction constructible sur X et A ⊂ X. On appelle inte´grale









De´finition 3.3.3. Ope´rateurs pushforward et pullback.
Soit f : X −→ Y une application semi-alge´brique.





appele´e pushforward de ϕ par f . C’est une fonction constructible sur Y .
Pour ψ une fonction constructible sur Y , la fonction f∗ψ = ψ ◦ f sur X est appele´e pullback
de ψ par f . C’est une fonction constructible sur X.
The´ore`me 3.3.4. The´ore`me de Fubini. ([6], The´ore`me 3.5)






Corollaire 3.3.5. Pour f : X −→ Y et g : Y −→ Z des applications semi-alge´briques, on a
(g ◦ f)∗ = g∗ ◦ f∗
De´finition 3.3.6. Ope´rateur link. Soit ϕ une fonction constructible sur X semi-alge´brique.





On de´finit aussi Ωϕ = 2ϕ−Λϕ. Ces fonctions sont bien de´finies car le type topologique du link
est bien de´fini.
Exemple 3.3.7.
Λ1Rn = (1 + (−1)n−1)1Rn , c’est la caracte´ristique d’Euler de la sphe`re Sn−1.
Soit A = {(x1, . . . , xn) ∈ Rn xn > 0}. On a
Λ1A(x) = (1 + (−1)n−1) si x > 0, pour la meˆme raison que ci-dessus,
Λ1A(x) = 0 si x < 0 (link vide), et
Λ1A(x) = 1 si x = 0, c’est la caracte´ristique d’Euler d’une demi-sphe`re de dimension (n − 1),
homotopiquement e´quivalent a` un point.
Remarquons que Λ1Rn est a` valeurs dans 2Z, mais pas Λ1A.
Remarque 3.3.8. Des calculs similaires sur des simplexes et des the´ore`mes de triangulations
permettent de montrer
ΩΛ = ΛΩ = 0
En particulier, Λ2 = 2Λ. Ces ope´rateurs serviront a` construire des ope´rateurs de bords de
complexes diffe´rentiels.
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Proposition 3.3.9. ([6], Paragraphe 3.3)
Soit ϕ une fonction constructible sur un ensemble semi-alge´brique X.
(i) La fonction Λϕ est constructible.
(ii) Le link Λ : F (X) −→ F (X) est un morphisme de groupes abe´liens.
(iii) L’ope´rateur link commute avec l’ope´rateur pushforward : pour f une application semi-
alge´brique continue et propre,
Λ(f∗ϕ) = f∗(Λϕ)






(v) Pour X compact, ∫
X
Λϕdχ = 0
3.3.2 Fonctions alge´briquement constructibles
Lorsque ϕ est une fonction constructible sur un ensemble alge´brique re´el X, il est naturel
d’imposer la condition que les fibres doivent eˆtre des sous-ensembles alge´briques de X. C’est-
a`-dire dans l’e´criture ϕ =
∑
i∈I
mi1Xi , d’imposer que les Xi soient alge´briques. Cependant ces
fonctions ne seraient pas stables par pushforward (Exemple 3.3.14).
De´finition 3.3.10. Fonctions alge´briquement constructibles.
Soit X un ensemble alge´brique re´el. On appelle fonction alge´briquement constructible sur X





ou` les mi sont des entiers presque tous nuls, les Zi sont des ensembles alge´briques et les
fi : Zi −→ X sont alge´briques.





avec les Zi lisses et les fi re´gulie`res et propres ([6], Lemme 3.13.)
Les fonctions alge´briquement constructibles sur X forment un anneau A(X) ⊂ F (X).
Cette classe de fonctions est la plus petite contenant les fonctions constantes sur les ensembles
alge´briques re´els et stable par pushforward.
The´ore`me 3.3.11. ([6], The´ore`me 3.14)
Soit ϕ une fonction alge´briquement constructible sur un ensemble alge´brique re´el X.
Alors Λϕ est a` valeurs dans 2Z et
1
2
ϕ est alge´briquement constructible.
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Ce the´ore`me fournit des obstructions locales sur un ensemble semi-alge´brique a` ce qu’il soit
home´omorphe a` un ensemble alge´brique ([2], [22]).
Proposition 3.3.12. ([6], The´ore`me 3.15)
Soit ϕ une fonction constructible sur un ensemble alge´brique re´el X de dimension d.
Alors 2dϕ est alge´briquement constructible.
Remarque 3.3.13. E´tant donne´e une fonction constructible ϕ, on peut regarder les 2kϕ. Plus
k est grand, plus on a de chances que 2kϕ soit alge´briquement constructible, et dans tous les
cas k = d convient.
Exemple 3.3.14. Soient A =
{
(x, y) ∈ R2 x > 0, y > 0} et ϕ = 1A.
Le link lk(·, A) vaut 0 sur l’inte´rieur de A et 1 sur le bord de A. Ainsi Λϕ = 1∂A.
Le pushforward de 1R2 par la fonction f : R2 −→ R2, (x, y) 7−→ (x2, y) est f∗1R2 = 21{x>0}.
On a  replie´  le plan sur sa partie droite.
Le pushforward de 1R2 par la fonction g : R2 −→ R2, (x, y) 7−→ (x2, y2) est g∗1R2 = 4ϕ.
On a  replie´  le plan sur sa partie supe´rieure et sa partie droite. On voit ainsi que 4ϕ est
alge´briquement constructible.
3.3.3 Fonctions Nash-constructibles
Les ensembles AS sont une classe plus large que les ensembles alge´briques, tout en gardant des
proprie´te´s fortes. Les fonctions Nash-constructibles sont aux ensembles syme´triques par arcs ce
que les fonctions alge´briquement constructibles sont aux ensembles alge´briques.
De´finition 3.3.15. Fonctions Nash-constructibles. ([16], De´finition 3.7)
Soit X un sous-ensemble alge´brique de Pn(R). On appelle fonction Nash-constructible sur X





ou` les mi sont des entiers presque tous nuls, les Z
′
i sont des composantes connexes d’ensembles
alge´briques Zi et les fi : Zi −→ X sont des morphismes alge´briques, propres et re´guliers.
Les fonctions Nash-constructibles sur X forment un anneau.
Cette classe de fonctions est la plus petite contenant les fonctions constantes sur les composantes
connexes d’ensembles alge´briques compacts et stable par pushforward.
The´ore`me 3.3.16. ([16], The´ore`me 3.9)
Soient X un sous-ensemble alge´brique de Pn(R) et A ⊂ X un sous-ensemble semi-alge´brique.
On a l’e´quivalence
A ∈ AS ⇐⇒ 1A est une fonction Nash-constructible sur X
Corollaire 3.3.17. ([16], Corollaire 3.13)
Soient X ⊂ Pn(R) et Y ⊂ Pm(R) des ensembles alge´briques et f : X −→ Y un morphisme AS,
c’est-a`-dire dont le graphe Γf ∈ AS. On a
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(i) Pour ϕ une fonction Nash-constructible sur X, son pushforward f∗ϕ est une fonction Nash-
constructible sur Y .
(ii) Pour ψ une fonction Nash-constructible sur Y , son pullback f∗ψ est une fonction Nash-
constructible sur X.
De´monstration. On utilise les proprie´te´s des fonctions Nash-constructibles. Elles forment un
anneau, sont stables par pushforward et pullback par des morphismes alge´briques. La fonction
1Γf est Nash-constructible et les ope´rations f∗ et f
∗ se de´composent en
f∗ϕ = (piY )∗[1Γf · (piX)∗ϕ]
f∗ψ = (piX)∗[1Γf · (piY )∗ψ]
ou` piX : X × Y −→ X et piY : X × Y −→ Y de´signent les projections.
3.4 Ensembles semi-alge´briques syme´triques par arcs
On suivra [16]. Les composantes irre´ductibles d’une varie´te´ alge´brique complexe projective sont
connexes pour la topologie forte. Ce n’est pas le cas des varie´te´s re´elles : la cubique y2 = x3−x
a deux composantes connexes. Les ensembles semi-alge´briques syme´triques par arcs vont per-
mettre de contourner ce proble`me, puisqu’ils sont, en un certain sens, engendre´s par les com-
posantes connexes des ensembles alge´briques re´els, et fournissent une topologie noethe´rienne
plus fine que la topologie de Zariski.
Nous travaillons dans Rn ou Pn(R). Les notions expose´es sont aussi valables sur une varie´te´
alge´brique re´elle X. On se rame`ne a` Rn par des cartes. Tous les ensembles conside´re´s seront
semi-alge´briques. Nous aurons les inclusions suivantes d’ensembles :
alge´briques ⊂ (analytiques et semi-alge´briques) ⊂ syme´triques par arcs ⊂ semi-alge´briques
La notion de syme´trie par arcs introduite par K. Kurdyka dans [15] conside`re les sous-
ensembles semi-alge´briques de Rn. La de´finition de A. Parusin´ski ([16]) conside`re les sous-
ensembles semi-alge´briques de Pn(R), pour avoir aussi la proprie´te´ de syme´trie par arcs  a`
l’infini , proprie´te´ qui nous sera ne´cessaire. Cependant la the´orie des ensembles syme´triques
par arcs dans Rn posse`de ge´ne´ralement les meˆmes proprie´te´s que celle dans Pn(R).
De´finition 3.4.1. Un ensemble E ⊂ Pn(R) semi-alge´brique est dit syme´trique par arcs si pour
tout arc analytique γ : ]− 1, 1[−→ Pn(R)
γ(]− 1, 0[) ⊂ E =⇒ γ(]− 1, 1[) ⊂ E




) 6= ∅ =⇒ γ(]− 1, 1[) ⊂ E
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Ainsi, un arc analytique rencontre un ensemble syme´trique par arcs en des points isole´s ou
est entie`rement contenu dedans.
Par le lemme du petit chemin, on montre :
Proposition 3.4.2. ([16], Proposition 2.8)
Un ensemble syme´trique par arcs est ferme´ pour la topologie forte.
De´monstration. Soient E semi-alge´brique et a ∈ E. Par le lemme du petit chemin il existe γ :
]− 1, 0[−→ Rn tel que γ(]− 1, 0[) ⊂ E et γ(0) = a. L’arc γ se prolonge en γ : ]− 1, [−→ Pn(R)
avec  > 0 ([16], Lemme 2.6). Comme E est syme´trique par arcs, γ(]− 1, [) ⊂ E et a ∈ E.
De´finition 3.4.3. Un ensemble semi-alge´brique E est dit localement analytique si pour tout
x ∈ E il existe un voisinage U de x dans Pn(R), et une fonction analytique f : U −→ R telle
que E ∩ U = f−1(0).
Proposition 3.4.4. ([16], Proposition 2.9)
Un ensemble semi-alge´brique localement analytique est syme´trique par arcs.
De´monstration. Avec les notations ci-dessus, soit γ : ]− 1, 1[−→ Pn(R) un arc analytique avec
γ(] − 1, 0[) ⊂ E et γ(0) = x. L’arc f ◦ γ est analytique et s’annule sur ] − 1, 0], donc est
identiquement nul. On a bien γ(]− 1, 1[) ⊂ E.
Ainsi, les ensembles syme´triques par arcs contiennent les ensembles alge´briques de Pn(R) et
leurs composantes analytiques, en particulier leurs composantes connexes. Ils comportent aussi
d’autres ensembles que ceux la`.
Exemple 3.4.5. Le cusp.
Le cusp y2 = x3 est syme´trique par arcs, en particulier en (0, 0). Un arc analytique dont la
premie`re moitie´ est trace´e sur sa partie supe´rieure ne sortira pas du cusp.
Exemple 3.4.6. Le demi-plan.
L’ensemble X = R2 ∩ {x 6 0} n’est pas syme´trique par arcs, en effet γ : t 7−→ (t, 0) sort de X.




(x, y, z) ∈ R3 z = x
3
x2 + y2
, x2 + y2 6= (0, 0)
}
∪ (0, 0, 0)
est semi-alge´brique, analytique excepte´ en (0, 0, 0), contenu dans
V =
{
(x, y, z) ∈ R3 z(x2 + y2) = x3}
qui est alge´brique et irre´ductible. Or E n’est pas une composante analytique de V .
De´finition 3.4.8. Alge`bre boole´enne et alge`bre boole´enne engendre´e.
Pour un ensemble A, l’ensemble de ses parties P(A) est une alge`bre boole´enne munie des
ope´rations ∪,∩, avec comme comple´mentaire \. C’est un ensemble ordonne´ par l’inclusion,
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avec un plus petit e´le´ment ∅, un plus grand e´le´ment A, ou` les lois ∪ et ∩ sont distributives
l’une par rapport a` l’autre, et ou` le comple´mentaire existe :
∀B ∈ P(A) B ∪ (A \B) = A
Comme une intersection d’alge`bres boole´ennes est boole´enne, on peut parler d’alge`bre boole´enne
engendre´e.
De´finition 3.4.9. La classe d’ensembles AS est l’alge`bre boole´enne engendre´e par les en-
sembles syme´triques par arcs de Pn(R).
On peut de´finir directement les ensembles AS en regardant les arcs.
Proposition 3.4.10. ([16], Proposition 3.2).
Un ensemble E ⊂ Pn(R) semi-alge´brique est AS si et seulement si pour tout arc analytique
γ : ]− 1, 1[−→ Pn(R)
γ(]− 1, 0[) ⊂ E =⇒ ∃ > 0 γ(]0, [) ⊂ E
De´finition 3.4.11. Topologie noethe´rienne. Une topologie O sur une espace topologique X
est dite noethe´rienne si toute suite de´croissante de ferme´s est stationnaire.
Un ferme´ F est dit irre´ductible si l’e´criture F = F1 ∪F2 avec F1 et F2 ferme´s implique F = F1
ou F = F2.
Proprie´te´ 3.4.12. Dans un espace topologique noethe´rien tout ferme´ F admet une de´composition
en irre´ductibles, unique a` l’ordre pre`s :
F = F1 ∪ · · · ∪ Fr




Exemple 3.4.13. La topologie de Zariski est une topologie noethe´rienne.
The´ore`me 3.4.14. Les ensembles AS forment une topologie noethe´rienne sur Pn(R) dont les
ferme´s sont les ensembles semi-alge´briques syme´triques par arcs de Pn(R).
Le point essentiel de la preuve est de montrer que les ensembles semi-alge´briques et syme´triques
par arcs sont stables par intersection quelconque.
Une intersection de semi-alge´briques n’est pas ne´cessairement semi-alge´brique, comme l’en-
semble de Cantor. En revanche une intersection d’ensembles syme´triques par arcs est syme´trique
par arcs.
Conse´quences 3.4.15. Tout ensemble semi-alge´brique ferme´ posse`de une de´composition en com-
posantes AS-irre´ductibles. Tout ensemble semi-alge´brique posse`de une cloˆture syme´trique par
arcs, c’est l’intersection des semi-alge´briques syme´triques par arcs qui le contiennent.
Remarque 3.4.16. Les ensembles AS-irre´ductibles sont connexes pour la topologie forte.
On notera AR la topologie dont les ferme´s sont les sous-ensembles semi-alge´briques syme´triques
par arcs de Rn (sans conditon  a` l’infini ).
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Exemple 3.4.17. La demi-hyperbole. ([16], Remarque 3.6).
Soient H ⊂ R2 l’hyperbole d’e´quation xy = 1, et H1 = H ∩ {x > 0}. La demi-hyperbole H1
vue dans R2 est syme´trique par arcs au sens AR (c’est une composante connexe d’un ensemble
alge´brique). Mais H1 n’est pas AS, en effet, vue dans P2(R), on peut tracer un arc analytique
le long de cette hyperbole, passant par son point infini, qui en sortira pour continuer sur l’autre
branche H2 = H ∩ {x < 0}, ce qui montre la non syme´trie par arcs a` l’infini de H1.
Proposition 3.4.18. ([16], Remarque 2.17 et Proposition 2.20).
La topologie AR est plus fine (strictement si dimension > 3) que la topologie AZ Zariski-
analytique semi-alge´brique, celle dont les ferme´s sont les ensembles semi-alge´briques localement
analytiques.
De´finition 3.4.19. On note Regk(E) les points ou` E est localement une varie´te´ analytique de
dimension k.
Le the´ore`me suivant relie les composantes AS-irre´ductibles de dimension maximale d’un
ensemble alge´brique et les composantes connexes d’une re´solution.
The´ore`me 3.4.20. ([16], The´ore`me 2.21).
Soient X ⊂ Pn(R) un ensemble alge´brique et E ⊂ X un ensemble ferme´ et irre´ductible pour la
topologie AS avec dimE = dimX = k. Soit pi : X˜ −→ X une re´solution des singularite´s de
X. Il existe une unique composante connexe E˜ de X˜ telle que
pi(E˜) = Regk(E)
ou` l’adhe´rence est prise pour la topologie forte.
Conse´quence 3.4.21. Les ensembles AS sont en ce sens  engendre´s  par les composantes
connexes des ensembles alge´briques et les morphismes alge´briques.
Exemple 3.4.22. ([16], Exemples 2.19 et 2.23).










. Chacune des composantes connexes C1 et C2 est syme´trique par arcs,
non alge´brique.
Conside´rons le coˆne dans R3 de´fini par C, l’ensemble C ′ : y2z = x3 − xz2. C’est un ensemble
alge´brique irre´ductible connexe. Ce coˆne C ′ est l’union des coˆnes C ′1 sur C1 et C ′2 sur C2, qui
se coupent en (0, 0, 0). Les coˆnes C ′1 et C ′2 sont syme´triques par arcs.
Lorsqu’on e´clate C ′ en (0, 0, 0), son point singulier, on obtient un cylindre C ′′ : y2 = x3 − x
dans P3, union disjointe des cylindres sur C1 et C2. Chacune des composantes AS-irre´ductibles
C ′1 et C ′2 est l’image d’un cylindre de la re´solution C ′′ de C ′.
De´finition 3.4.23. Fonctions arc-anaytiques.
Soient X ⊂ Rn et Y ⊂ Rm des ensembles AR. Une fonction f : X −→ Y est dite arc-analytique
si pour tout arc analytique γ : ]− 1, 1[−→ X, l’arc f ◦ γ est analytique.
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Remarque 3.4.24. Il existe des fonctions arc-analytiques non continues, mais pas dans le
cadre semi-alge´brique.
Les graphes des fonctions semi-alge´briques et arc-analytiques fournissent des ensembles
syme´triques par arcs.
Proposition 3.4.25. ([16], Proposition 2.31).
Soit f : X −→ Y une fonction semi-alge´brique et arc-analytique. On a :
(i) Le graphe de f est un sous-ensemble syme´trique par arcs de Rn × Rm.
(ii) f est continue pour la topologie AR.
(iii) f est continue pour la topologie forte.
Les proprie´te´s e´nonce´es ci-dessus e´tant locales, on a des re´sultats similaires avec la topologie
AS dans Pn(R).
Exemple 3.4.26. ([16], Exemple 2.30).
La fonction f : R2 −→ R2, (x, y) 7−→ x
3
x2 + y2
si (x, y) 6= (0, 0), et (0, 0) 7−→ (0, 0) est arc-
analytique mais non diffe´rentiable en (0, 0).
De´finition 3.4.27. On appelle morphisme AS une fonction f : X −→ Y entre X et Y des
ensembles AS dont le graphe est AS.
Proposition 3.4.28. Les ensembles AS munis des morphismes AS forment une cate´gorie,
que l’on notera XAS .
3.5 Le polynoˆme de Poincare´ virtuel
Dans ce paragraphe on s’inte´resse aux invariants additifs de´finis sur la cate´gorie des varie´te´s
alge´briques re´elles, ou sur la cate´gorie XAS (de´finition 3.4.9). Le the´ore`me de factorisation
faible ([1], The´ore`me 0.1.1) permet de donner des crite`res d’extension sur des invariants addi-
tifs, de´finis sur les varie´te´s lisses et compactes, pour qu’ils se prolongent a` toutes les varie´te´s
alge´briques ([3] The´ore`me 3.1). Ce crite`re peut eˆtre utilise´ pour construire un invariant additif
sur les varie´te´s alge´briques re´elles, le polynoˆme de Poincare´ virtuel ([19]). En utilisant directe-
ment le the´ore`me de factorisation faible, le polynoˆme de Poincare´ virtuel peut eˆtre e´tendu a` la
cate´gorie XAS ([12]).
The´ore`me 3.5.1. The´ore`me de factorisation faible ([1], The´ore`me 0.1.1).
Soient φ : X1 99K X2 une fonction birationnelle entre varie´te´s comple`tes non singulie`res X1
et X2 sur un corps alge´briquement clos de caracte´ristique ze´ro, et U ⊂ X1 un ouvert ou` φ est
un isomorphisme.
Alors φ se factorise en une suite d’e´clatements ou d’effondrements de centres irre´ductibles et
non singuliers disjoints a` U , c’est-a`-dire il existe une suite de fonctions birationnelles entre
varie´te´s alge´briques comple`tes non-singulie`res
X1 = V0
ϕ199K V1
ϕ299K · · · ϕi−199K Vi−1 ϕi99K Vi
ϕi+199K · · · ϕl99K Vl = X2
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ou`
(i) φ = ϕ1 ◦ · · · ◦ ϕl,
(ii) les ϕi sont des isomorphismes sur U , et
(iii) ϕi : Vi−1 99K Vi ou ϕ−1i : Vi 99K Vi−1 est l’e´clatement d’un centre irre´ductible non-singulier
disjoint a` U .
De plus, il existe un indice i0 tel que pour i 6 i0, la fonction Vi 99K X1 est projective, et pour
i > i0, la fonction Vi 99K X2 est projective.
Si X1 et X2 sont projectives, alors toutes les Vi sont projectives.
Pour avoir un crite`re d’extension des invariants additifs on utilisera une pre´sentation sim-
plifie´e du groupe de Grothendieck des varie´te´s alge´briques re´elles.
De´finition 3.5.2. Groupe de Grothendieck des varie´te´s alge´briques re´elles.
On appelle groupe de Grothendieck des varie´te´s alge´briques re´elles K0(V arR) le groupe abe´lien
libre engendre´ par les classes d’isomorphismes [X] des varie´te´s alge´briques re´elles, muni des
relations [X] = [Y ] + [X \ Y ] ou` Y ⊂ X est une sous-varie´te´ ferme´e.
C’est un anneau commutatif muni de la loi [X]× [Y ] = [X × Y ].
The´ore`me 3.5.3. Pre´sentation du K0(V arR) ([3], The´ore`me 3.1).
Le groupe K0(V arR) est isomorphe au groupe (bl), engendre´ par les classes d’isomorphismes
des varie´te´s lisses projectives [X], muni des relations [∅] = 0 et
[BlY (X)]− [E] = [X]− [Y ]
ou` C ⊂ X est une sous-varie´te´ ferme´e lisse de X, BlC(X) est l’e´clatement de X le long de C,
et E est le diviseur exceptionnel de cet e´clatement.
De´finition 3.5.4. Caracte´ristique d’Euler ge´ne´ralise´e ([19], De´finition 1.2).
Une caracte´ristique d’Euler ge´ne´ralise´e sur les varie´te´s alge´briques re´elles est un morphisme
d’anneaux e : K0(V arR) −→ R, ou` R est un anneau commutatif. En particulier e ve´rifie
e(X) = e(Y ) si X et Y sont isomorphes,
e(X) = e(Y ) + e(X \ Y ) si Y ⊂ X est une inclusion ferme´e,
e(X × Y ) = e(X) · e(Y )
Le the´ore`me 3.5.3 permet de donner un crite`re d’extension.
The´ore`me 3.5.5. Crite`re d’extension. ([19], The´ore`me 1.3).
Soit e : X −→ e(X) une fonction de´finie sur les varie´te´s lisses projectives re´elles, a` valeurs
dans un groupe abe´lien G, telle que
e(X) = e(Y ) si X et Y sont isomorphes,
e(∅) = 0,
si BlC(X) −→ X est l’e´clatement d’une varie´te´ lisse projective X le long d’une sous-varie´te´
ferme´e lisse C ⊂ X, et E le diviseur exceptionnel de cet e´clatement,
e(BlC(X))− e(E) = e(X)− e(C)
alors e se prolonge de manie`re unique a` un morphisme de groupes
e : K0(V arR) −→ G
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Si de plus e est a` valeurs dans un anneau R, et si pour toutes varie´te´s lisses projectives X, Y ,
on a e(X × Y ) = e(X) · e(Y ), alors
e : K0(V arR) −→ R
ainsi prolonge´ est un morphisme d’anneaux.










est une caracte´ristique d’Euler ge´ne´ralise´e.
On notera bi(X) = dimH
i(X) le ie`me nombre de Betti de X. Le polynoˆme
P (X,T ) =
∑
i∈N
dimH i(X)T i ∈ Z[T ]
est appele´ polynoˆme de Poincare´ de X. Ce n’est pas une caracte´ristique d’Euler ge´ne´ralise´e, ni
aucun des bi (Exemple 3.5.10).
Proposition 3.5.6. ([19], Proposition 2.1).
Soient X une varie´te´ lisse projective, pi : X˜ −→ X l’e´clatement de X le long d’une sous-varie´te´
ferme´e lisse C ⊂ X, et E le diviseur exceptionnel de cet e´clatement. Pour tout i, la suite
0 −→ H i(X) −→ H i(C)⊕H i(X˜) −→ H i(E) −→ 0
est exacte. En conse´quence,
bi(X˜)− bi(E) = bi(X)− bi(C)
The´ore`me 3.5.7. ([19], Corollaire 2.2 et The´ore`me 2.4).
Pour tout i, il existe un unique morphisme de groupe βi : K0(V arR) −→ Z tel que βi(X) = bi(X)
pour X lisse projective.
Il existe un unique morphisme de groupe β : K0(V arR) −→ Z[T ] tel que β(X,T ) = P (X,T )
pour X lisse projective.




i. Pour X de dimension n, deg(β(X,T )) = n, et βn > 0.
De´monstration. Les fonctions bi et P (X, ·) ve´rifient les hypothe`ses du the´ore`me 3.5.5. Graˆce





i puisque ces deux fonctions sont des extensions de P (·, T ). Le dernier point se
prouve par re´currence sur n ([19], The´ore`me 2.4)).
Les βi sont appele´s nombres de Betti virtuels et β polynoˆme de Poincare´ virtuel.
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Remarque 3.5.8. Par construction, on a β(X,−1) = χc(X) pour les varie´te´s lisses pro-
jectives, et par extension pour toutes les varie´te´s puisque ce sont des caracte´ristiques d’Euler
ge´ne´ralise´es. Cependant, en ge´ne´ral βi(X) 6= bi(X), en effet βi(X) peut eˆtre ne´gatif. Contrai-
rement a` la caracte´ristique d’Euler a` supports compacts χc, le polynoˆme de Poincare´ virtuel β
n’est pas un invariant topologique (exemples 3.5.9 et 3.5.10).
Le polynoˆme de Poincare´ virtuel pour les varie´te´s alge´briques re´elles a e´te´ construit dans
[19], en utilisant le the´ore`me de factorisation faible et la proposition 3.5.6. Il a e´te´ e´tendu aux
ensembles AS dans [12]. Pour ces deux cate´gories, on retrouve une construction de β et son
additivite´ dans [21]. On retrouve aussi sa multiplicativite´ comme conse´quence du the´ore`me
5.5.15, en utilisant les hyperre´solutions cubiques et des the´ore`mes d’extension de [11], mais
sans utiliser le the´ore`me de factorisation faible. Il y a des suites spectrales Er(X) desquelles
on extrait β.
3.5.1 Exemples
Exemple 3.5.9. ([19], exemple 2.7)
Soit X =
{
(x, y) ∈ R2 y2 = x2 − x4} la figure  huit . L’e´clatement du plan a` l’origine
C = {(0, 0)} transforme X en un cercle X˜ avec comme diviseur exceptionnel E l’union de deux
points. Le carre´ d’un e´clatement nous permet d’e´crire
β(X) = β(X˜) + β(C)− β(E) = (1 + T ) + 1− 2 = T
χc(X) = −1.
Exemple 3.5.10. Soit X = X1 ∪X2 l’union de deux cercles tangents en un point
X1 =
{
(x, y) ∈ R2 (x− 1)2 + y2 = 1}
X2 =
{
(x, y) ∈ R2 (x+ 1)2 + y2 = 1}
Avec X˜ l’union disjointe de deux cercles se projetant sur X1 et X2, Y = {(0, 0)}, et Y˜ l’image





β(X) = β(X˜) + β(Y )− β(Y˜ ) = 2(1 + T ) + 1− 2 = 1 + 2T
χc(X) = −1
Cet espace X est home´omorphe a` la figure  huit pre´ce´dente, en particulier ils ont meˆme
caracte´ristique d’Euler, mais ils ont des polynoˆmes de Poincare´ virtuels diffe´rents. Remarquons
que
b1(X) 6= b1(X1) + b1(X \X1)
Les nombres de Betti ne sont pas additifs en ge´ne´ral.
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Exemple 3.5.11. ([19], exemple 2.6)
Soit X = X1 ∪X2 l’union des deux ellipses se´cantes
X1 =
{
(x, y) ∈ R2 2x2 + y2 − 1 = 0}
X2 =
{
(x, y) ∈ R2 x2 + 2y2 − 1 = 0}
Le carre´ acyclique




β(X) = β(X1) + β(X2)− β(X1 ∩X2) = (1 + T ) + (1 + T )− 4 = −2 + 2T
χc(X) = −4
Exemple 3.5.12. ([19], exemple 2.6)




(x, y) ∈ R2 x2 + y2 = 1, (x− z2) = 0}
X2 =
{
(x, y) ∈ R2 x2 + y2 = 1, (x+ z2) = 0}
Le meˆme carre´ nous permet d’e´crire
β(X) = β(X1) + β(X2)− β(X1 ∩X2) = (1 + T ) + (1 + T )− 2 = 2T
χc(X) = −2
3.6 Chaˆınes semi-alge´briques et homologie de Borel-Moore
On suivra [21], §6 pour de´finir un complexe de chaˆınes semi-alge´briques et des ope´rations sur





De´finition 3.6.1. Complexe de chaˆınes semi-alge´briques.
Soit X un sous-ensemble semi-alge´brique d’une varie´te´ alge´brique re´elle. On va de´finir un com-
plexe diffe´rentiel C∗(X).
Ck(k) = Z2-espace vectoriel engendre´ par les sous-ensembles semi-alge´briques ferme´s de X
de dimension infe´rieure ou e´gale a` k, avec les relations
(i) Si A et B sont des sous-ensembles semi-alge´briques ferme´s de X de dimension infe´rieure a`
k,
A+B ∼ A∆B
(ii) Si dimA < k alors A ∼ 0.
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L’ope´ration ∆ est la diffe´rence syme´trique : A∆B = (A ∪B) \ (A ∩B).
La relation (i) signifie que la somme dans le complexe revient a` faire l’union, modulo 2. En
effet, dans A ∪B on a deux fois la partie A ∩B.
La relation (ii) signifie que l’on travaille ge´ne´riquement en dimension k.
Le bord ∂k : Ck(X) −→ Ck−1(X) est de´fini graˆce a` l’ope´rateur link des fonctions construc-
tibles (De´finition 3.2.7) : pour A ⊂ X semi-alge´brique, on de´finit le bord de A par
∂A = {x ∈ A Λ1A(x) ≡ 1 mod 2}
Cette ope´ration passe aux relations (i) et (ii) et de´finit ainsi le bord du complexe. On a bien
∂k−1∂k = 0 car Λ2 = 2Λ (Remarque 3.3.8).
Remarque 3.6.2. Pour un ensemble A ∈ AS, la fonction 1A est Nash-constructible, et son
link Λ1A est a` valeurs dans 2Z. Son bord est donc nul.
Plus ge´ne´ralement, le bord ∂B est forme´ des points ou` B n’est pas localement syme´trique par
arcs.
De´finition 3.6.3. Support.
Pour c ∈ Ck(X), on de´finit son support comme le plus petit ensemble semi-alge´brique ferme´
qui la repre´sente. Si c = [A],
suppc = {x ∈ A dimx(A) = k}
De´finition 3.6.4. Pushforward.
Pour f : X −→ Y une fonction semi-alge´brique continue et propre, on de´finit un morphisme
pushforward f∗ : Ck(X) −→ Ck(Y ). C’est l’image prise avec des coefficients modulo 2, cor-
respondant au cardinal des fibres, ceci ge´ne´riquement en dimension k. Plus pre´cise´ment, si
c = [A] ∈ Ck(X), on de´compose
f(A) ∼ B1 + · · ·+Br
avec y 7−→ card(f−1(y)∩A) = ni constant modulo 2 sur Bi\B′i, ou` B′i ⊂ Bi est semi-alge´brique,
et dimB′i < k. On de´finit alors
f∗(c) = n1[B1] + · · ·+ nr[Br]
On peut de´finir directement ce pushforward sur les chaˆınes avec celui des fonctions construc-
tibles 3.3.3
f∗(c) = [{y ∈ Y f∗1A ≡ 1 mod 2}]
Exemple 3.6.5. La fonction f : (x, y) 7−→ (x2, y) replie le plan sur sa partie droite. Le
cardinal d’une fibre f−1(x, y) vaut

0 si x < 0
1 si x = 0
2 si x > 0
. Comme on travaille avec coefficients dans
Z2 et ge´ne´riquement en dimension k, f∗(R2) = [{0} × R] = [0].
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Proposition 3.6.6. Fonctorialite´ et bord.
Pour f : X −→ Y et g : Y −→ Z des fonctions semi-alge´briques continues et propres, on a les
proprie´te´s
(g ◦ f)∗ = g∗ ◦ f∗
et
∂k,Y ◦ f∗ = f∗ ◦ ∂k,X
De´finition 3.6.7. Restriction et cloˆture.
Soit Z ⊂ X un sous-ensemble semi-alge´brique localement ferme´.
Si c ∈ Ck(X), on de´finit la restriction de c = [A] a` Z par
c|Z = [A ∩ Z] ∈ Ck(Z)
Cette ope´ration est bien de´finie et ne commute pas avec le bord en ge´ne´ral.
Si U ⊂ X est un ouvert semi-alge´brique, alors
∂k,U (c|U ) = (∂k,X(c))|U
Si c ∈ Ck(Z), on de´finit la cloˆture de c = [A] dans X par
c = [cl(A)] ∈ Ck(X)
ou` cl(·) est l’adhe´rence pour la topologie forte.
Cette ope´ration est bien de´finie et ne commute pas avec le bord en ge´ne´ral.
De´finition 3.6.8. Pullback.
On de´finit le pullback dans le cas particulier d’un carre´ acyclique. On utilise le fait que dans une









avec X,Y, X˜, Y˜ des ensembles semi-alge´briques localement ferme´s,
pi semi-alge´brique, propre et continue,
i l’inclusion d’un ferme´ semi-alge´brique Y ⊂ X,
Y˜ = pi−1(Y ),
la restriction de pi est un home´omorphisme pi′ : X˜ \ Y˜ −→ X \ Y .
Pour c ∈ Ck(X), on de´finit pi−1(c) ∈ Ck(X˜) par
pi−1(c) = (pi′−1)∗(c|X\Y )
Proposition 3.6.9. L’homologie du complexe C∗(X) est HBM∗ (X), l’homologie de Borel-Moore
de X.
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Proposition 3.6.10. Pour une inclusion ferme´e Y ⊂ X d’ensembles AS la suite
0 −→ C∗(Y ) −→ C∗(X) −→ C∗(X \ Y ) −→ 0
est exacte, ou` la premie`re fle`che est donne´e par fonctorialite´ de l’inclusion i : Y ↪→ X et la
deuxie`me est la restriction des chaˆınes de´finie en 3.6.7.
Ceci de´coule de la de´finition des chaˆınes et de leur restriction a` un ouvert. Le bord est
compatible avec ces fle`ches.
3.6.2 Filtration Nash-constructible
On suivra [21], §3. On va de´finir une filtration sur C∗(X)
0 = N−k−1Ck(X) ⊂ N−kCk(X) ⊂ · · · ⊂ N0Ck(X) = Ck(X)
Comme les chaˆınes dans Ck(X) sont de´finies a` un ensemble de dimension (k − 1) pre`s, on
travaillera ge´ne´riquement en dimension k.
De´finition 3.6.11. Fonctions ge´ne´riquement Nash-constructible.
Pour k ∈ N, une fonction constructible ϕ : X −→ Z est dite ge´ne´riquement Nash-constructible
en dimension k si elle coincide avec une fonction Nash-constructible sur X\X ′ avec dimX ′ < k.
Elle est dite ge´ne´riquement Nash-constructible si elle est ge´ne´riquement Nash-constructible en
dimension dimX.
De´finition 3.6.12. Chaˆınes p-Nash-constructibles.
Soient c ∈ Ck(X) et −k 6 p 6 0. La chaˆıne c est dite p-Nash-constructible s’il existe une
fonction ϕc,p : X −→ 2k+pZ ge´ne´riquement Nash-constructible en dimension k telle que
c =
[{
x ∈ X ϕc,p(x) ≡ 2k+p mod 2k+p+1
}]
On note c ∈ NpCk(X), et on dit que ϕc,p repre´sente c pour l’indice p.
Le choix d’une telle fonction ϕc,p n’est pas unique. Si Z est la cloˆture AS de supp(c), on
peut toujours supposer que supp(ϕc,p) ⊂ Z. En particulier, on peut supposer que dimZ 6 k.
En effet, on peut remplacer ϕc,p par ϕc,p · 1Z , car 1Z est Nash-constructible.
Il peut arriver que l’on puisse choisir ϕc,p = 2
k+p · 1supp(c) pour repre´senter c si cette fonction
est Nash-constructible.
Remarque 3.6.13. Le cas p = −k.
Les e´le´ments de N−kCk(X) sont les chaˆınes c = [A] repre´sente´es par un ensemble A ∈ AS.
Dans ce cas, la fonction 1A est Nash-constructible et repre´sente c. On dit que c est pure.
Exemple 3.6.14. Pour A = R2∩{x 6 0}, la fonction 2·1A est Nash-constructible et repre´sente
A. Ainsi [A] ⊂ N−1C2(R2).
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Proposition 3.6.15. ([21], § 3.3 et The´ore`me 3.6)
Les chaˆınes p-constructibles ve´rifient les proprie´te´s suivantes :
(i) Croissance.
∀k ∈ N NpCk(X) ⊂ Np+1Ck(X)
(ii) Borne infe´rieure.
∀k ∈ N N−k−1Ck(X) = 0
(iii) Borne supe´rieure.
∀k ∈ N N0Ck(X) = Ck(X)
(iv) Compatibilite´ avec le bord.
∀k, p ∈ N ∂ : NpCk(X) ⊂ NpCk−1(X)
(v) Fonctorialite´. Soit f : X −→ Y un morphisme AS. On a
f∗ : NpCk(X) −→ NpCk(Y )
(vi) Additivite´. Pour une inclusion ferme´e Y ⊂ X d’ensembles AS la suite
0 −→ NpCk(Y ) −→ NpCk(X) −→ NpCk(X \ Y ) −→ 0
est exacte.
De´monstration. (i) Si ϕc,p est p-Nash-constructible, a` valeurs dans 2
k+pZ, et repre´sente c, alors
2 · ϕc,p repre´sente c pour l’indice (p+ 1).
(ii) Si c ∈ N−k−1Ck(X), alors c =
[{
x ∈ X ϕc,−k−1(x) ≡ 2−1 mod 2
}]
= [∅] = 0.
(iii) Toute chaˆıne c est repre´sente´e par 2k · 1supp(c) pour l’indice 0. C’est une fonction Nash-
constructible d’apre`s le The´ore`me 3.3.12.
(iv) Si c = [A] est repre´sente´e par ϕc,p pour l’indice p en dimension k alors ∂c est repre´sente´e
par la fonction ϕ∂c,p =
1
2
Λϕc,p pour l’indice p en dimension (k − 1). Des raisons ge´ome´triques
sugge`rent de prendre plutoˆt
1
2
Ωϕc,p = ϕc,p − 1
2
Λϕc,p pour repre´senter le bord en indice p et








x ∈ X 2k+p · 1A(x) ≡ 2k+p mod 2k+p+1
}]
or ϕc,p ≡ 2k+p · 1A mod 2k+p+1, ainsi que leur link, mais la fonction 2k+p · 1A n’est pas
ne´cessairement Nash-constructible. Par de´finition du bord
∂A = {x ∈ A Λ1A(x) ≡ 1 mod 2}
∂c =
[{




x ∈ X Λϕc,p(x) ≡ 2k+p mod 2k+p+1
}]
Or Λϕc,p est a` valeurs paires car ϕc,p est Nash-constructible, en divisant par 2 on obtient
∂c =
[{
x ∈ X 1
2
Λϕc,p(x) ≡ 2k+p−1 mod 2k+p
}]




Λϕc,p repre´sente le bord pour l’indice p en dimension (k − 1).
(v) Si c est repre´sente´e par ϕc,p alors f∗c est repre´sente´e par ϕf∗c,p = f∗(ϕc,p) :
f∗c =
[{
y ∈ Y f∗ϕc,p(y) ≡ 1 mod 2k+p+1
}]
(vi) On a de´ja`, d’apre`s la proposition 3.6.10, l’exactitude de
0 −→ Ck(Y ) −→ Ck(X) −→ Ck(X \ Y ) −→ 0
Il reste a` ve´rifier la de´finition et l’exactitude avec la filtration. La fonctorialite´ donne l’existence
de NpCk(Y ) −→ NpCk(X). Par construction, la restriction d’une fonction Nash-constructible
a` X \Y est Nash-constructible, donc NpCk(X) −→ NpCk(X \Y ) est bien de´finie. L’exactitude
de´coule de la suite exacte ci-dessus et de restrictions de fonctions Nash-constructibles.
Corollaire 3.6.16. ([21])
Le complexe filtre´ N•C∗(X) de´finit une suite spectrale (Er(X))r>0 ve´rifiant




et la diffe´rentielle d0 est induite par la bord ∂ du complexe C∗(X).
(ii) La suite spectrale (Er(X))r>0 est fonctorielle en X.
(iii) Pour une inclusion ferme´e Y ⊂ X
0 −→ E0p,q(Y ) −→ E0p,q(X) −→ E0p,q(X \ Y ) −→ 0
est exacte, et induit une suite exacte longue
· · · −→ E1p,q(Y ) −→ E1p,q(X) −→ E1p,q(X \ Y ) −→ E1p,q−1(Y ) −→ · · ·
De´monstration. (i) La suite spectrale est de´finie en appliquant 2.0.6 au complexe filtre´N•C∗(X).
(ii) de´coule de la proposition 3.6.15, (v). On obtient (iii) en prenant le quotient de deux suites
exates de la proposition 3.6.15, (vi).
Chapitre 4
Re´solution des singularite´s et
hyperre´solutions cubiques
Ces outils permettent d’e´tudier des singularite´s de varie´te´s alge´briques re´elles de´finies sur un
corps de caracte´ristique nulle, en les reliant a` des varie´te´s lisses.
4.1 Re´solution des singularite´s
Les hyperre´solutions cubiques de´veloppe´es dans [11] et [10] utilisent la re´solution des singularite´s
pour les varie´te´s alge´briques sur un corps de caracte´ristique ze´ro. Ce the´ore`me a e´te´ de´montre´
dans [14].
The´ore`me 4.1.1. Soit X une varie´te´ alge´brique de´finie sur un corps k de caracte´ristique ze´ro.
Il existe une re´solution de X, qui est une varie´te´ lisse X˜ et un morphisme birationel et propre
f : X˜ −→ X, fonctoriel par rapport aux morphismes lisses : pour tout morphisme lisse ϕ :








De plus, si Y est une sous-varie´te´ ferme´e de X, il existe une re´solution f telle que Y˜ = f−1(Y )
est un diviseur a` croisements normaux dans X, et f est un isomorphisme en dehors de Y et
du lieu singulier de X.
Dans le cadre d’une varie´te´ plonge´e, une re´solution d’une varie´te´ alge´brique X peut eˆtre
obtenue en composant un nombre fini d’e´clatements de l’espace ambiant, dont le centre est une
sous-varie´te´ ferme´e contenue dans les lieux singuliers.
The´ore`me 4.1.2. ([26], The´ore`me 1.0.2)
Soit Y une sous-varie´te´ d’une varie´te´ alge´brique lisse X de´finie sur un corps k de caracte´ristique
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ze´ro. Il existe une suite
X = X0
σ1←− X1 σ2←− X2 ←− · · · ←− Xr−1 σr←− Xr
d’e´clatements σi : Xi−1 ←− Xi de centres lisses Ci−1 ⊂ Xi−1 tels que
(a) Le diviseur exceptionel Ei du morphisme induit σ
i = σ1 ◦ · · · ◦ σI : Xi −→ X est a`
croisements normaux simples, et Ci est a` croisements normaux simples avec Ei.
(b) Soit Yi ⊂ Xi la transforme´e stricte de Y . Les centres Ci sont disjoints de l’ensemble
Reg(Y ) ⊂ Yi des points ou` Y (et non pas Yi) est lisse (et n’est pas ne´cessairement contenu
dans Yi).
(c) La transforme´e stricte Y˜ = Yr de Y est lisse et est a` croisements normaux simples avec
le diviseur exceptionel Er.
(d) Le morphisme (X,Y ) ←− (X˜, Y˜ ) de´fini par cette re´solution plonge´e commute avec les
morphismes lisses.
4.2 Hyperre´solutions cubiques
Les hyperre´solutions cubiques sont des outils de´finis dans [10] et rede´finis dans [11]. On peut
en retrouver une construction dans [23]. Des rappels sont effectue´s dans les paragraphes 5.3 et
5.3.4.
4.3 The´ore`me de Guille´n Navarro-Aznar
Dans [11], Guille´n et Navarro-Aznar de´montrent des the´ore`mes qui permettent d’e´tendre la
de´finition d’une structure fonctorielle a` des varie´te´s alge´briques singulie`res lorsque celle-ci
est de´finie sur sur les varie´te´s lisses. Les outils employe´s sont les hyperre´solutions cubiques,
construites dans [10], qui utilisent la re´solution des singularite´s de Hironaka ([14]). Ces the´ore`mes
s’appliquent dans diffe´rents cadres.
La cate´gorie de de´part du foncteur est une sous-cate´gorie de Sch(k), les sche´mas re´duits
de type fini de´finis sur un corps k de caracte´ristique ze´ro. Nous utiliserons ce the´ore`me avec
k = R.
Soit Schc(R) la sous-cate´gorie Sch(R) avec meˆme objets et morphismes propres re´guliers.
Soit V(R) la sous-cate´gorie pleine de Schc(R) dont les objets sont les sche´mas projectifs
re´guliers.
Le The´ore`me 2.2.2 de Guille´n et Navarro-Aznar dans [11] permet d’e´tendre un foncteur de´fini
sur V(R) a` la cate´gorie Schc(R).
La cate´gorie d’arrive´e peut eˆtre tre`s ge´ne´rale. Nous utilisons ce the´ore`me dans un cadre
particulier, plus simple. Notre cate´gorie C sera la cate´gorie des complexes borne´s de Z2-espaces
vectoriels, filtre´s par une filtration de´croissante et borne´e. Les morphismes respectent la filtra-
tion et commutent avec l’ope´rateur de cobord.
La cate´gorie HoC, qui est obtenue en localisant C par rapport a` une certaine classe de quasi-
isomorphismes, peut alors eˆtre vue de manie`re plus concre`te. En effet, il y a une suite spectrale
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avec la diffe´rentielle induite par le cobord sur chaque terme.
La filtration sur K induit naturellement une filtration sur la cohomologie de K par
WpHq(K) = im [Hq(F pK∗) −→ Hq(K∗)]




Par ce proce´de´ la cate´gorie C est e´quivalente a` celle des suites spectrales (Er)r>0.
Si (Er)r>0 est la suite spectrale d’un complexe filtre´, un quasi-isomorphisme dans C est un
morphisme de complexes qui induit un isomorphisme sur E1 (et donc sur tous les Er pour
r > 1).
La cate´gorieHoC est enfin la cate´gorie C localise´e en ces quasi-isomorphismes. Un isomorphisme
dans HoC sera un compose´ s1(t1)
−1 · · · sp(tp)−1 de morphismes si et ti de suites spectrales dont
chacun est un isomorphisme a` partir du terme E1.
Ces cate´gories C et HoC ve´rifient les hypothe`ses du The´ore`me 2.2.2 de [11].
On se servira du foncteur simple s de´fini dans le paragraphe 5.3.








ou` i est l’inclusion d’une sous-varie´te´ ferme´e Y dans X, Y˜ = pi−1(Y ), et la restriction de
pi : X˜ \ Y˜ −→ X \ Y est un isomorphisme.
Un carre´ acyclique e´le´mentaire est un carre´ acyclique ou` X est lisse compacte, Y est lisse, et
pi est l’e´clatement de X le long de Y .
The´ore`me 4.3.1. Soit G : V(R) −→ C un foncteur contravariant ve´rifiant
(F1) G(∅) = 0, et le morphisme canonique, obtenu a` partir des inclusions,
G(X unionsq Y ) −→ G(X)×G(Y )
est un isomorphisme.

















Alors , il existe une extension de G en un foncteur contravariant Gc : Schc(R) −→ HoC
ve´rifiant
(Ad) Pour une inclusion ferme´e de sche´mas, on a un isomorphisme
Gc(X \ Y ) ∼= s (Gc(X) −→ Gc(Y ))
















De plus, cette extension Gc est unique, a` isomorphisme unique pre`s : si G
′
c est une autre exten-
sion ve´rifiant les proprie´te´s (Ad) et (Ac), alors il existe un unique isomorphisme de foncteurs
Gc −→ G′c.
Chapitre 5
Cohomology and products of real
weight filtrations
5.1 Introduction
In [7], Deligne showed the existence of a so-called weight filtration on the rational cohomology
with compact supports of complex algebraic varieties, using mixed Hodge structures. In the
real case, where there is no such structure, an analog of the weight filtration on the cohomology
with compact supports and Z2-coefficients of real algebraic varieties was proposed by Totaro
in [25], and in [21], McCrory and Parusin´ski developped a homological analog on the Borel-
Moore homology with Z2-coefficients of the set of real points of real algebraic varieties. These
real weight filtrations can be defined using the work of Guille´n and Navarro-Aznar on cubical
hyperresolutions ([10] and [11]) : for a compact variety, the weight filtration is induced by the
spectral sequence (from its level two) associated to a cubical hyperresolution. Furthermore,
unlike the complex case with coefficients in Q, in the real case, where we are dealing with
coefficients in Z2 in order to have a (Z2-)orientation, the associated spectral sequence does not
degenerate at level two in general.
In [21], McCrory and Parusin´ski showed furthermore that the spectral sequence inducing
the weight filtration is itself a natural invariant of a real algebraic variety in the following
sense. There is a functor that assigns to each real algebraic variety a filtered chain complex,
the so-called weight complex, which is unique up to filtered quasi-isomorphism, and functorial
for proper regular morphisms, inducing the weight filtration on Borel-Moore homology. The
spectral sequence induced by the weight complex, called the weight spectral sequence, coin-
cides from level one with the spectral sequence associated to a cubical hyperresolution in the
compact case, and we can extract from its level one the virtual Betti numbers ([19]), which
are the unique additive invariants of real algebraic varieties coinciding with the usual Betti
numbers on compact nonsingular varieties. Moreover, the weight complex can be realized at
the geometric chain level by a filtration defined on semialgebraic chains with closed supports,
using resolution of singularities. Extending it to the wider category of AS-sets ([15], [16]) using
Nash-constructible functions ([18], [20]), McCrory and Parusin´ski showed that their geometric
filtration is also functorial with respect to semialgebraic maps with AS-graph.
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In this paper, we first achieve the cohomological counterpart of McCrory and Parusin´ski’s
work. Using the extension criterion of Guille´n and Navarro-Aznar ([11]), we associate to any
real algebraic variety a filtered cochain complex, which induces Totaro’s weight filtration on the
cohomology with compact supports and Z2-coefficients of the set of real points of real algebraic
varieties (theorem 5.3.4, proposition 5.3.7 and corollary 5.3.8). This functor, that we call the
cohomological weight complex, is unique (with properties of extension, acyclicity and additivity)
and well-defined from the level one of the spectral sequence it induces. The virtual Betti
numbers can be recovered from the rows of the level two of the reindexed cohomological weight
spectral sequence (proposition 5.3.10). In paragraph 5.3.4, we prove that, in the compact case,
the reindexed cohomological weight spectral sequence is isomorphic to the spectral sequence
associated to a cubical hyperresolution from the level two.
In section 5.4, we construct a filtration on the semialgebraic cochain complex (which we
define in section 5.2.3 to be the dual of the semialgebraic chain complex with closed supports of
[21], showing in proposition 5.2.2 that it does compute the cohomology with compact supports)
that realizes at the cochain level the cohomological weight complex (theorem 5.4.3). This filtra-
tion is a dualization of the geometric filtration of [21]. It verifies on short exact sequences the
dual properties of additivity for a closed inclusion and acyclicity for a resolution of singularities
(lemma 5.4.2) and is filtered quasi-isomorphic to the canonical filtration on nonsingular pro-
jective real algebraic varieties. Moreover, since the spectral sequence induced by the dualized
filtration is naturally isomorphic (from level zero) to the dual spectral sequence of the original
filtration (remark 5.4.1), we deduce that the cohomological weight spectral sequence is dual
to the homological one and that the cohomological and homological weight filtrations are dual
too (corollary 5.4.4).
The second part of this paper is devoted to the question of the compatibility of the real
weight filtrations with products. First, if X and Y are two real algebraic varieties, we define the
product of two respective semialgebraic chains of X and Y in a natural way (definition 5.5.1).
We then look at its compatibility with the geometric filtration (proposition 5.5.6). Finally, we
show that there is a filtered quasi-isomorphism between the tensor product of the geometric
filtrations of X and Y and the geometric filtration of the cross product X×Y (theorem 5.5.15).
In particular, the weight complex of the product is isomorphic to the product of the weight
complexes and the Ku¨nneth isomorphism is filtered with respect to the weight filtration. The
induced relations on weight spectral sequences can also be used to prove the multiplicativity
of the virtual Poincare´ polynomial.
These results have their cohomological counterparts (paragraph 5.5.3) and we use them
with Y = X to define a cup product on the dual geometric filtration of X considered in the
category of filtered cochain complexes localized with respect to filtered quasi-isomorphisms
(paragraph 5.5.4). We obtain an induced cup product on the cohomological weight spectral
sequence ofX and furthermore the usual cup product on the cohomology with compact supports
of (the set of real points of) X is filtered with respect to the cohomological weight filtration
(proposition 5.5.22). We define also a cap product, inducing the properties of the usual cap
product on cohomology and homology from the ones on the (co)chain level (section 5.5.5). In
the last subsection 5.5.6, we study the cap product with the fundamental class of a compact
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variety X at the weight spectral sequences level. This morphism coincides with Poincare´ duality
isomorphism for X nonsingular. We show that, when X is singular, the kernel contains the non-
pure cohomology classes (non-minimal weight) and the image is included in the pure homology
classes (minimal weight). However these inclusions are not equalities in general (remark 5.5.28).
In particular, this brings us some obstructions for a compact real algebraic variety to satisfy
Poincare´ duality.
5.2 Framework
In this section, we set the context in which we work in this paper. We first fix precisely the
source categories (categories of schemes over R) and target categories (categories of filtered
chain and cochain complexes) of the functors we are going to deal with. We then describe the
geometry of real algebraic varieties we study.
5.2.1 Filtered cochain complexes
In this paper, we will work with cochain complexes equipped with a decreasing filtration. We
will use the following notations :
• C will denote the category of bounded cochain complexes of Z2-vector spaces with bounded
decreasing filtration.












the differential d of the spectral sequence being induced by the coboundary operator of
K∗.
The filtration F • on K∗ induces naturally a filtration on the cohomology of K∗ by setting
F pHq(K) := im [Hq(F pK∗) −→ Hq(K∗)] ,





A morphism of filtered complexes which induces an isomorphism on E1 (and therefore
on all Er from r > 1) will be called a quasi-isomorphism of C, or simply a filtered quasi-
isomorphism.
• HoC denotes the localization of C with respect to quasi-isomorphisms of C (we keep the
notation of [11], 1.5.1).
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• D will denote the category of complexes of Z2-vector spaces, and a morphism of cochain
complexes which induces an isomorphism on their cohomology will be called a quasi-
isomorphism of D, or simply a quasi-isomorphism.
• HoD denotes the localisation of D with respect to quasi-isomorphisms of D.
Remark 5.2.1. Let φ : C −→ D be the forgetful functor forgetting the filtration. It can
be localized into a functor HoC −→ HoD, which we denote again by φ, because a filtered
quasi-isomorphism is in particular a quasi-isomorphism.
5.2.2 Real algebraic varieties
We are interested in the study of the geometry of the set of real points of real algebraic varieties.
In this paper, a real algebraic variety will be a reduced scheme of finite type defined over R.
We denote by :
• Schc(R) the category of real algebraic varieties and proper regular morphisms.
• Regcomp(R) the full subcategory of Schc(R) whose objects are compact nonsingular va-
rieties, that is proper regular schemes.
• V(R) the full subcategory of Schc(R) whose objects are nonsingular projective varieties,
that is regular projective schemes.
For X a real algebraic variety of Schc(R), we denote by XR the set of its real points.
Equipped with its sheaf of regular functions, the set XR is a real algebraic variety in the sense
of [4], which can be locally embedded in an affine space Rn. We equip it with the strong
topology of Rn, and then XR is a Haussdorff space, locally compact.
5.2.3 Semialgebraic chain and cochain complexes
Let X be a real algebraic variety. We will consider complexes of semialgebraic chains defined
using semialgebraic subsets of XR. In this paper, we will always work with Z2-coefficients, so
that real algebraic varieties and arc-symmetric sets ([4], [16]) always have a (Z2-)orientation
and a fundamental class (recall that real algebraic varieties may not be Z-oriented, as P2(R)).
We will consider the two following dual complexes :
• the chain complex (C∗(X), ∂∗) of semialgebraic chains of XR with closed supports, whose
homology is the Borel-Moore homology H∗(X) := HBM∗ (XR,Z2) of XR with coefficients
in Z2 (see Appendix, paragraph 6 of [21]),
• the cochain complex (C∗(X), δ∗) which will be by definition the dual of (C∗(X), ∂∗) and
whose cohomology (H∗(X))∨ is, by proposition 5.2.2 below, isomorphic to the cohomology
with compact supports H∗c (XR,Z2) of XR with coefficients in Z2.
Proposition 5.2.2. With the notations above, the Borel-Moore homology H∗(X) := HBM∗ (XR,Z2)
and the cohomology with compact supports H∗(X) := H∗c (XR,Z2) of X(R) are dual :
H∗(X) = (H∗(X))∨
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Proof. Borel-Moore homology and cohomology with compact supports of XR can be defined
using relative homology and cohomology of pairs. We have
HBM∗ (XR) = H∗(XR, XR \XR) := H∗(C∗(XR, XR \XR))
and
H∗c (XR) = H
∗(XR, XR \XR) := H∗(C∗(XR, XR \XR)),
with C∗(XR, XR \ XR) := C∗(X)C∗(X\X) and C
∗(XR, XR \ XR) := C
∗(X)
C∗(X\X) , where X ↪→ X is an
open compactification, that is an embedding of X in a compact variety X, whose image is open
in X (notice that we have XR \XR = (X \X)R).
The closed inclusion XR\XR ↪→ XR induces the following long exact sequences of homology
and cohomology of the pair (XR, XR \XR) :
· · · −→ HBMn (XR \XR) −→ HBMn (XR) −→ HBMn (XR) −→ HBMn−1(XR \XR) −→ · · ·
· · · ←− Hnc (XR \XR)←− Hnc (XR)←− Hnc (XR) −→ Hn−1c (XR \XR)←− · · ·
The dual of the first sequence is then isomorphic to the second one by the five lemma, because
the sets XR and XR \ XR are compact and consequently their Borel-Moore homology and
cohomology with compact supports are respectively isomorphic to their singular homology and
cohomology which are dual to each other.
Remark 5.2.3. The cohomology with compact supports is normally computed from the complex
of cochains with compact supports. However, this complex does not have good additivity
properties, in contrast with the complex C∗.
5.3 Cohomological weight complex
We prove the existence and uniqueness of the cohomological weight complex in a way similar
to the method of [21], using Theorem 2.2.2 of Guille´n and Navarro-Aznar in [11]. The co-
homological weight complex is the unique extension to all real algebraic varieties and proper
regular morphisms, satisfying conditions of additivity for closed inclusions and acyclicity for
generalized blow-ups, of the functor that assigns to a nonsingular projective variety its complex
of semialgebraic cochains with the canonical filtration.
The Theorem 2.2.2 of [11] is a criterion of extension for functors defined on nonsingular
projective varieties. Precisely, suppose that G is a functor defined on nonsingular projective
varieties. Theorem 2.2.2 of [11] ensures the existence of an extension G′ of G defined for all
(possibly singular or non-compact) varieties, as soon as some relation between the values of G
on a nonsingular projective variety X, a smooth closed subvariety Y , the blowup X˜ of X along
Y and the exceptional divisor Y˜ (these four varieties form a so-called elementary acyclic square)
is verified (proof of theorem 5.3.4, condition (F2)). The extended functor G′ then satisfies a
generalization (Theorem 5.3.4, condition (Ac)) of such a blowup formula for any morphism f :
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X˜ −→ X of varieties that is an isomorphism over the complement of a subvariety Y of X (this
constitutes a so-called acyclic square).
The structure of the target category of the functor G is important in this theory. The
prototype is the derived category of chain complexes of an abelian category, where the set of
morphisms between two complexes is expanded to include the inverses of quasi-isomorphisms
(morphisms that induce isomorphisms on homology). Guille´n and Navarro-Aznar introduced
in [11] a generalization of the category of chain complexes with the notion of category of
cohomological descent, such a category possessing a class of morphisms analogous to quasi-
isomorphims and a functor s from diagrams to objects that is analogous to the operation
associating to a diagram of chain complexes its total complex.
The category D that we defined above in 5.2.1 is an abelian category and its derived cate-
gory HoD is a triangulated category. However C is not an abelian category, nevertheless it is a
category of cohomological descent (Proposition (1.7.5) of [11]). In order to replace the notions
of exact sequences and distinguished triangles in an abelian category, Guille´n and Navarro-
Aznar introduced the notions of acyclicity of diagrams and acyclicity of objects in a category
of cohomological descent. In our context, an object in C is acyclic if by definition E1 = 0 for
the associated spectral sequence.
In this paper we consider varieties over R. The target category will be HoC, which is the
localization of the category C of filtered cochain complexes of Z2-vector spaces, with respect to
the class of filtered quasi-isomorphisms (5.2.1). The diagrams we will consider will be cubical
diagrams, on which is defined a functor s that associates to each cubical diagram its simple
filtered complex : see definition 5.3.1 below.
The initial functor will be the functor which assigns to a real nonsingular projective variety
its complex of semialgebraic cochains (5.2.3) equipped with the canonical filtration defined
below (definition 5.3.2). The blowup formula will follow from a short exact sequence for the
cohomology of a blowing-up (remark 5.3.5), showing the existence of an acyclic and additive
extension called the cohomological weight complex (paragraph 5.3.1).
In paragraph 5.3.2, we show that the spectral sequence induced by the cohomological weight
complex (well-defined only from level one) converges to the cohomogical weight filtration on the
cohomology with compact supports and, in paragraph 5.3.3, that one can recover, as in [21],
section 1, the virtual Betti numbers ([19]) from its level one terms. More precisely, the virtual
Betti numbers coincide with the Euler characteristics of the rows of the reindexed cohomological
weight spectral sequence.
Finally, in paragraph 5.3.4, we give to the cohomological weight spectral sequence of a
compact real algebraic variety the following viewpoint : it can be regarded as the spectral
sequence naturally induced from a cubical hyperresolution of the variety. Precisely, the spectral
sequence associated to a cubical hyperresolution of a compact variety is isomorphic from level
two to its cohomological weight spectral sequence, by the Deligne shift.
Definition 5.3.1. Keeping the notations from [21] and [11], for n > 0, let +n be the set
of subsets of {0, 1, . . . , n}, partially ordered by inclusion. A cubical diagram of type +n in a
category X is by definition a contravariant functor from +n to X . If K is a cubical diagram of
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type +n in C, let K∗,S be the complex labelled by the subset S ⊂ {0, 1, . . . n} and |S| denote





with differentials δ : sKk −→ sKk+1 defined as follows. For each S, let δ′ : Ki,S −→ Ki+1,S
be the differential of K∗,S . If T ⊂ S and |T | = |S|−1, let δS,T : K∗,S −→ K∗,T be the cochain




where the sum is taken over all T ⊂ S such that |T | = |S| − 1, and
δ(a) := δ′(a) + δ′′(a). (5.3.1)










Kq if q < −p
ker δq if q = −p
0 if q > −p
Such a filtered complex defines a spectral sequence that converges to the cohomology of K∗
at level one :
Lemma 5.3.3. The associated spectral sequence of the filtered complex F •canK∗ is a second







= Hp+q(K∗) if p+ q = −p,
0 otherwise.
Proof. We compute the first terms of the spectral sequence. We have
Ep,q0 =

ker δ−p if p+ q = −p,
K−p−1
ker δ−p−1







= Hp+q(K∗) if p+ q = −p
0 otherwise.
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5.3.1 The construction of the cohomological weight complex
We define a functor WC∗ : Schc(R) −→ HoC such that, for X an objet of Schc(R), the ho-
mology of the complex φ(WC∗(X)) is H∗(X) (recall that φ denotes the forgetful functor). The
spectral sequence Er, r = 1, 2, . . . associated to WC∗(X), converges to H∗(X). In particular,
it induces a filtration on the cohomology with compact supports of XR.
Theorem (2.2.2) of [11] allows us to prove the existence and uniqueness of the functorWC∗
with properties of extension, additivity and acyclicity. We keep the notations from [11] and
[21].
Theorem 5.3.4. The contravariant functor
FcanC
∗ : V(R) −→ HoC
which assigns to a nonsingular projective variety M the semialgebraic cochain complex with
closed supports C∗(M) equipped with the canonical filtration extends to a contravariant functor
WC∗ : Schc(R) −→ HoC
satisfying :













WC∗(Y ) i∗←− WC∗(X)
is acyclic.
(Ad) For a closed inclusion Y
i
↪→ X, the simple filtered complex of the diagram
WC∗(Y )←−WC∗(X)
is quasi-isomorphic in C to WC∗(X \ Y ).
Such a functor WC∗ is unique up to a unique filtered quasi-isomorphism.
Remark 5.3.5. The proof uses ingredients analogous to the ones in homological weight complex
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the sequences
0 −→ Hq(X) −→ Hq(X˜)⊕Hq(Y ) −→ Hq(Y˜ ) −→ 0
are exact for all q ∈ N (this uses Poincare´ duality : see proof of Proposition 2.1 of [19]).
Proof. (of Theorem 5.3.4) Since the functor FcanC
∗ : V(R) −→ HoC can be factorized
through C, it is Φ-rectified. It remains to check the hypotheses (F1) and (F2) of theorem
(2.2.2) of [11].
(F1) The inclusions X
iX
↪→ X unionsq Y and Y iY↪→ X unionsq Y glue into an isomorphism C∗(X unionsq Y ) i
∗
X⊕i∗Y−→
C∗(X)⊕ C∗(Y ). As a consequence, FcanC∗(X unionsq Y ) ∼= FcanC∗(X)⊕ FcanC∗(Y ).

















is acyclic. In other words, we check that the spectral sequence associated to its simple filtered
diagram satisfies E1(sK) = 0.
Let p ∈ Z. We compute the p-th column (Ep,∗0 (sK), dp,∗) of E0(sK) and we check that its







(F p+1sK)k 6= 0 only if −p 6 k 6 −p+ 3, and we have
Ep,k0 (sK) =

0 for k 6 −p− 1,
C−p−1(X)
ker δ−p−1,X
for k = −p,






for k = −p+ 1,
0 ⊕ ker δ−p,X˜ ⊕ ker δ−p,Y ⊕
C−p−1(Y˜ )
ker δ−p−1,Y˜
for k = −p+ 2,
0 ⊕ 0 ⊕ 0 ⊕ ker δ−p,Y˜ for k = −p+ 3,
0 for k > −p+ 4.
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The differentials are sums of morphisms (5.3.1), induced by the functoriality and the differen-
tials of the semialgebraic cochain complex C∗, and the homology of (Ep,∗0 , d
p,∗) is given by
Hk(Ep,∗0 ) =

0 for k = −p,
ker
[
H−p(X) −→ H−p(X˜)⊕H−p(Y )
]
for k = −p+ 1,
ker
[




H−p(X) −→ H−p(X˜)⊕H−p(Y )




H−p(X˜)⊕H−p(Y ) −→ H−p(Y˜ )
] for k = −p+ 3,
0 otherwise.
These spaces are all 0 (see previous remark 5.3.5) and therefore E1(sK) = 0.
Remark 5.3.6. • The extension theorem 2.2.2 of [11] gives us also the fact that the functor
WC∗ is Φ-rectified.
• Let (Er)r>0 be the spectral sequence associated to the filtered complexWC∗(X) provided
by theorem 5.3.4. By definition of the category HoC, the terms Er for r = 1, 2, . . . are
well-defined and do not depend on the construction of WC∗(X). On the other hand,
E0 depends on this construction, that is on the chosen cubical hyperresolution of X (see
paragraph 5.3.4 below).
5.3.2 Cohomological weight filtration
For X a real algebraic variety, we call the filtered complex WC∗(X) the cohomological weight
complex of X.
To show that the cohomological weight complex computes the cohomology with compact
supports of the set of real points of real algebraic varieties, we prove that the functor C∗(·)
satisfy the additivity and acyclicity properties of Theorem (2.2.2) of [11]. Therefore, since
φ ◦ WC∗ and C∗(·) both satisfy these additivity and acyclicity properties and because they
are equal on objects of V(R), thanks to the unicity provided by the extension theorem, these
functors Schc(R) −→ H ◦D are isomorphic. In particular, the semialgebraic cochain complex
with closed supports and the cohomological weight complex compute the same homology.
Proposition 5.3.7. For X an object of Schc(R), the homology of the complex φ(WC∗(X)) is
H∗(X).
Proof. The functor C∗(·) is additive : consider, for a closed inclusion Y i↪→ X, the sequence
0 −→ C∗(X \ Y ) r∨−→ C∗(X) i∗−→ C∗(Y ) −→ 0 (5.3.3)
which is the dual sequence of the sequence (Proposition 1.5 of [21])
0 −→ C∗(Y ) i−→ C∗(X) r−→ C∗(X \ Y ) −→ 0
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(where r is the restriction of chains of X to X \ Y given by C∗(X) −→ C∗(X \ Y )
[A] 7−→ [A ∩ (X \ Y )] ).
Since the latter is exact, the former is exact as well.








. Writing the additivity of the two closed
inclusions Y
i
↪→ X and Y˜ j↪→ X˜, remarking that C∗(X \ Y ) ∼= C∗(X˜ \ Y˜ ) and chasing in the
following diagram
0 −→ C∗(X \ Y ) α−→ C∗(X) i∗−→ C∗(Y ) −→ 0
↓∼=pi∗ ↓pi∗ ↓pi∗
0 −→ C∗(X˜ \ Y˜ ) β−→ C∗(X˜) j
∗
−→ C∗(Y˜ ) −→ 0
we obtain the sequence
0 −→ C∗(X) pi∗⊕i∗−→ C∗(X˜)⊕ C∗(Y ) pi
∗+j∗−→ C∗(Y˜ ) −→ 0
and its exactness, that is the acyclicity of C∗(·). Notice the latter short exact sequence is the
dual of the corresponding sequence of Proposition 1.5 in [21].
Corollary 5.3.8. By theorem 5.3.4 and previous property 5.3.7, we obtain a filtration on the
cohomology with compact supports of the set of real points of real algebraic varieties :
Hk(X) =W−kHk(X) ⊃ W−k+1Hk(X) ⊃ · · · ⊃ W0Hk(X) ⊃ W+1Hk(X) = {0} ,
called the cohomological weight filtration.
We say that the cohomological weight filtration of a variety X is pure if for all k ∈ Z the
space W−k+1Hk(X) is 0.
It will be shown in section 5.4.1 that the cohomological weight filtration is dual to the weight
filtration on Borel-Moore homology of [21]. In particular, the cohomological weight filtration
of a real algebraic variety X is pure if and only if its homological weight filtration is pure.
5.3.3 Cohomological weight spectral sequence and virtual Betti numbers
Analogously to [21], we recover the virtual Betti numbers from the cohomological weight spectral
sequence, which is by definition the spectral sequence Er associated to the cohomological weight
complexWC∗(X) of X (it is well-defined for r > 1 : see remark 5.3.6). We reindex it by setting
E˜p,qr = E
−q,p+2q
r−1 . Notice that the column (−p) of E1 is sent to the row p of E˜2, the line p+q = −p
is sent to the vertical line p = 0 and the lines p+ q = constant are globally preserved.
Lemma 5.3.9. The vector spaces appearing in E1 (or equivalently E˜2) have finite dimension.
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Proof. It will be shown in paragraph 5.3.4 that, for compact varieties, the spectral sequence
E˜r is isomorphic to the spectral sequence Êr of the double complex associated to a cubical
hyperresolution (from r > 2). Since the latter is computed from homologies of real algebraic
varieties, its terms are finite-dimensional. We next use the additivity property of the cohomo-
logical weight complex to prove the non-compact case.




(−1)p dimZ2 E˜p,q2 (X)
Proof. We show that the right-hand side of the formula equals bq(X) := dimZ2 H
q(X) for X
compact nonsingular, and is additive for a closed inclusion Y
i
↪→ X : this gives us the result
by the unicity with such properties of the virtual Betti numbers, see [19].
IfX is compact nonsingular, then, according to proposition 5.3.11 below,WC∗(X) is filtered









(−1)p dimZ2 E˜p,q2 (X) = dim E˜0,q2 (X) = bq(X).
Now, if Y
i
↪→ X is a closed inclusion, the property (Ad) of Theorem 5.3.4 tells us that
WC∗(X\Y ) is filtered quasi-isomorphic to s [WC∗(Y )←−WC∗(X)]. This means, if we denote
the q-th line of E˜1(X) by C
∗(X, q), with differential d∗,q (and so as for Y and X \ Y ), that
the simple filtered complex s [C∗(X \ Y, q) −→ C∗(X, q) −→ C∗(Y, q)] is acyclic (i.e. filtered
quasi-isomorphic to the zero complex), and consequently, we have a long exact sequence :




(−1)p dimZ2 E˜p,q2 (X) =
dimY∑
p=0
(−1)p dimZ2 E˜p,q2 (Y ) +
dimX\Y∑
p=0
(−1)p dimZ2 E˜p,q2 (X \ Y ).










Hp(X) if k = −p,
0 otherwise.
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In other words, the cohomological weight filtration of a compact nonsingular real algebraic
variety is pure.
Proof. The proof is similar to the proof of Proposition 1.8. in [21]. Since the inclusion V(R)→
Regcomp(R) has the extension property of [11] (2.1.10), the functor F ∗canC∗ : V(R) → HoC
extends to a functor Regcomp(R) → HoC, unique up to filtered quasi-isomorphism with
extension, additivity and acyclicity properties. Since F ∗canC∗ : Regcomp(R) → HoC and
WC∗ : Regcomp(R) → HoC both are such extensions (see the remark 5.3.5 and the proof of
theorem 5.3.4 : FcanC
∗ is acyclic on acyclic squares in Regcomp(R)), they are quasi-isomorphic
in C and we obtain the result by lemma 5.3.3.
5.3.4 Cohomological weight complex, cubical hyperresolutions and the Deligne
shift
This subsection gives the following viewpoint for the weight complex : the spectral sequence
given by Theorem 5.3.4 is quasi-isomorphic to the spectral sequence of the double complex
associated to a cubical hyperresolution. For an introduction to cubical hyperresolutions of
algebraic varieties, see [23], ch. 5.
Here, we keep the notations from [11]. For any compact real algebraic variety X, there
exists a so-called cubical hyperresolution of X, which is a special case of cubical diagram (see






where X+• is the so-called augmented cubical diagram.
A cubical hyperresolution X• of X is composed of varieties XS , S ∈ P[[1, n]], associated to
the vertices of a n-dimensional cube, with X∅ = X and XS compact nonsingular for S 6= ∅,
and of morphisms piS,T : XS −→ XT for T ⊂ S, such that piR,T = piR,S ◦ piS,T if T ⊂ S ⊂ R.
According to [11], proof of Theorem 2.1.5, we can compute the cohomological weight com-
plex of X from the functor WC∗ applied to a cubical hyperresolution of X. Guille´n and
Navarro-Aznar use such a property to extend functors (a cubical hyperresolution is a particu-
lar case of diagram of cohomological descent : see [23], Definition 3.6).
Let X• be a cubical hyperresolution of a compact real algebraic variety X. We associate to










for i, j > 0, and equipped with the differentials
δ′i : C
j(X(i)) −→ Cj(X(i+1)),
66CHAPITRE 5. COHOMOLOGY AND PRODUCTS OF REAL WEIGHT FILTRATIONS
induced by the morphisms X(i+1) −→ X(i) (that is by the morphisms XS → XT with T ⊂ S
and |T | = |S| − 1), and
δ′′j : C
j(X(i)) −→ Cj+1(X(i))
which are the coboundary operators of the X(i)’s (recall that we do not need to care about
signs because we work with Z2 coefficients).
The double complex Ci,j leads to a filtered complex (C∗, Fˆ ) : it is the associated total com-











the differential being δ := δ′ + δ′′.
In the following, we show that the spectral sequence Ê induced by the filtered complex
(C∗, Fˆ ) associated to the cubical hyperresolution X• of X is isomorphic to the (reindexed)
cohomological weight spectral sequence of X (from level two).
First, the construction of cubical hyperresolutions implies that the functor WC∗ is acyclic
for cubical hyperresolutions (see again [11], proof of Theorem 2.1.5) : the cubical diagram
WC∗(X•) is acyclic, that is s [WC∗(X•)] is isomorphic to the zero complex in HoC. In other
words, the cohomological weight complex WC∗(X) of X is filtered quasi-isomorphic to the
total complex associated to the double complex given by WCi,j :=WCj(X(i)), equipped with
the filtration induced as in 5.3.1. Since the varieties XS are compact nonsingular for S 6= ∅, the
latter filtered cochain complex is filtered quasi-isomorphic to the cochain complex C∗ equipped
with (the filtration induced by) the canonical filtration denoted by Fcan.
Now, using the so-called Deligne shift ([8] Paragraph 1.3), we give, in lemma 5.3.12 below,
a relation between the filtrations Fˆ and F can of C∗, the latter computing the weight filtration
of X.
If (K,F ) is a filtered cochain complex, the Deligne shift Dec(F ) of the filtration F is a new
filtration on K∗, given by
Dec(F )pKn := ker
[






Ep,n−pr (K,Dec(F )) = E
p+n,−p
r+1 (K,F ) (5.3.4)
In our situation, this gives :
Lemma 5.3.12. The Deligne shift of the naive filtration Fˆ on C∗ is the canonical filtration
Dec(Fˆ )p−kCk = F p−kcan C
k
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Proof. We compute the Deligne shift of the filtration Fˆ on C∗ :
Dec(Fˆ )p−kCk = ker
[






















= F p−kcan C
k
This finally allows us to prove the isomorphism between the cohomological weight spectral
sequence of X and the spectral sequence induced by the filtration Fˆ on C∗ :





Proof. We have the following relations, for r > 1 :
E˜p+n,−pr+1 (X) = E
p,n−p
r (X) by definition
= Ep,n−pr (C
∗, Fcan) by the theory of cubical hyperresolutions
= Ep,n−pr (C
∗,Dec(Fˆ )) by Lemma 5.3.12
= Ep+n,−pr+1 (C
∗, Fˆ ) by the relation 5.3.4.
Remark 5.3.14. If U is a non-compact real algebraic variety, take a compactification X of U
and consider the complement X \ U of U in X. Then, using the additivity property of the
weight complex and the proposition 5.3.13 above, we can compute the cohomological weight
spectral sequence of X from the spectral sequences induced by cubical hyperresolutions of X
and X \ U .
5.4 The dual geometric filtration
In [21], McCrory and Parusin´ski built a functor G•C∗ : Schc(R) −→ C (where C is the category
of bounded filtered chain complexes, see [21]) representing the weight complex functor WC∗
defined in Ho C (up to filtered quasi-isomorphisms only). Dualizing the geometric filtration G•,
we obtain a functor representing the cohomological weight complex WC∗ at the cochain level.
Therefore, our cohomological weight complex functor
WC∗ : Schc(R) −→ HoC
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can be factorized into a functor
G•C∗ : Schc(R) −→ C
through the canonical localization C −→ HoC.
Analogously we can dualize the Nash filtration N• that extends the geometric filtration
on the wider category χAS of AS-sets (if X is a real algebraic variety, we have N•C∗(X) =
G•C∗(X), see section 3 of [21]), and then extend the functor G•C∗ to the category χAS , show-
ing in particular that the semialgebraic chain complex equipped with the dualized geometric
filtration is functorial with respect to semialgebraic morphisms with AS graph.
We remark also that the cohomological weight spectral sequence Er is dual to the homo-
logical weight spectral sequence for r > 0 and deduce that the cohomological weight filtration
can be obtained by dualizing the homological weight filtration.
5.4.1 Definition
Let X be a real algebraic variety. We dualize the geometric filtration on the semialgebraic
chain complex of (the set of real points of) X in the following way. We set
GpCq(X) := {ϕ ∈ Cq(X) | ϕ ≡ 0 on Gp−1Cq(X)}
i.e. GpCq(X) consists of the linear forms defined on Cq(X) and vanishing on Gp−1Cq(X).
We get a decreasing filtration on C∗(X) :
Ck(X) = G−kCk(X) ⊃ G−k+1Ck(X) ⊃ · · · ⊃ G0Ck(X) ⊃ G1Ck(X) = 0,
that we call the cohomological geometric filtration of X. We show in Proposition 5.4.3 that
the induced spectral sequence Er (well-defined for r = 0, 1, . . . and functorial in X) coincides
with the spectral sequence of the weight complex from r > 1.
The cohomological geometric filtration satisfies the properties of short exact sequences of
additivity and acyclicity (Lemma 5.4.2), dual to the ones of Theorem (2.7) and (3.6) of [21].
These properties are stronger than the additivity and acyclicity properties (Ad) and (Ac) of
WC∗, which can be recovered by the snake lemma.





, since we can factorize a linear form on
Cq(X) which kernel contains Gp−1Cq(X) through Cq(X) → Cq(X)Gp−1Cq(X) . Furthermore, if we
consider the restriction of morphisms of GpCq(X) to GpCq(X), the quotients on chains and







Since the isomorphisms are compatible with the differentials of the complexes which are
dual to one another, they induce a duality between the spectral sequence associated the cochain
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(from r > 0).
Notice that the construction of the dual geometric filtration can be generalized to any
filtered chain complex of C, providing the same duality on the induced spectral sequences : if





ϕ ∈ (Kq)∨ | ϕ ≡ 0 on Fp−1Kq(X)
}
and then




from r > 0.
Lemma 5.4.2. For any closed inclusion Y
i
↪→ X and any p, q ∈ Z, the sequence
0 −→ GpCq(X \ Y ) r∗−→ GpCq(X) i∗−→ GpCq(Y ) −→ 0
is exact.








and any p, q ∈ Z, the sequence
0 −→ GpCq(X) pi∗⊕i∗−→ GpCq(X˜)⊕ GpCq(Y ) pi
∗−j∗−→ GpCq(Y˜ ) −→ 0
is exact.
Proof. We prove the exactness of the short sequence of additivity. The exactness of the short
sequence of acyclicity comes from similar arguments.
Let Y
i
↪→ X be a closed inclusion. The short sequences on chains with closed supports
0 −→ Gp−1Cq(Y ) i∗−→ Gp−1Cq(X) r∗−→ Gp−1Cq(X \ Y ) −→ 0
are exact for p, q ∈ Z. Consequently, we have the following exact sequences of quotients :
0 −→ Cq(Y )Gp−1Cq(Y )
i∗−→ Cq(X)Gp−1Cq(X)
r∗−→ Cq(X \ Y )Gp−1Cq(X \ Y ) −→ 0
that we dualize to obtain the exactness of the short sequences for the cohomological geometric
filtration (remark 5.4.1).
5.4.2 Realization of the cohomological weight complex
We now use the previous lemma 5.4.2 to show that the cohomological geometric filtration
realizes the cohomological weight filtration :
Proposition 5.4.3. The dual geometric filtration G•C∗ : Schc(R) −→ C induces the functor
WC∗ : Schc(R) −→ Ho C.
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Proof. The functor G•C∗, composed with the canonical localization C→ HoC verifies the prop-
erties (Ac) and (Ad) of Theorem 5.3.4 by Lemma 5.4.2 (use the snake lemma). If it verifies
also the extension property, by unicity of the cohomological weight complex, the two functors
G•C∗, WC∗ : Schc(R) −→ HoC will be isomorphic.
Let X be a nonsingular projective real algebraic variety. We show that G•C∗(X) is filtered
quasi-isomorphic to F •canC∗(X). According to [21] Theorem 2.8., the complexes G•C∗(X) and
F can• C∗(X) are filtered quasi-isomorphic (through the inclusion morphism). By remark 5.4.1,
we deduce that, on the cohomological spectral sequences level,
E1 (G•C∗) = (E1(G•C∗))∨ ∼= (E1(F can• C∗(X)))∨ = E1 ((F can)•∨C∗(X)) ,
where the dual canonical filtration (F can)•∨C








0 if q > −(p− 1),
im δq−1 if q = −(p− 1),
Cq(X) if q < −(p− 1),
(notice that a linear form on Cq(X) which vanishes on ker ∂q can be factorised into a linear
form on Cq−1(X) through ∂q and then belongs to im δq−1).




0 if q > −p,
ker δq if q = −p,
Cq(X) if q < −p,
in the (bounded decreasing) filtration (F can)•∨C















(see Paragraph 1.1 of [21] and lemma 5.3.2).
As a consequence, E1 (G•C∗) = E1 ((F can)•∨C∗(X)) = E1 (F •canC∗(X)) and G•C∗(X) and
F •canC∗(X) are isomorphic in HoC.







and the weight filtrations on Borel-Moore homology in [21] and cohomology with compact sup-
ports in 5.3.8 are related by
WpHq(X) = {ϕ ∈ Hq(X) | ϕ ≡ 0 on Wp−1Hq(X)}
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Proof. We use the facts that the homological and cohomological geometric filtrations realize re-
spectively the homological and cohomological weight spectral sequences, and that these spectral
sequences are dual to one another (remark 5.4.1) : the first assertion is just the isomorphism









WpHq(X) = {ϕ ∈ Hq(X) | ϕ ≡ 0 on Wp−1Hq(X)} .
In a similar way, we can define a filtration N • on the semialgebraic cochain complex C∗(X)
of an AS-set, dual to the Nash filtration N• of [21], section 3. This dual filtration defines a
functor
N •C∗ : χAS −→ C
from the category of AS-sets, which extends G•C∗ : Schc(R) −→ C. In particular we obtain :
Proposition 5.4.5. The dual geometric filtration and its spectral sequence are functorial with
respect to semialgebraic morphisms with AS-graph.
5.5 Weight filtrations and products
In this section, we define the cross product of semialgebraic chains with closed supports, which
induces a filtered quasi-isomorphism with respect to the geometric filtration, relating the weight
complex of the cross product of real algebraic varieties with the tensor product of the weight
complexes by an isomorphism of Ho C. The isomorphism of HoC on the cohomological coun-
terpart allows us to define cup and cap products on the localized chain and cochain level. This
shows in particular that the induced cup and cap products on the (co)homology level are fil-
tered with respect to the weight filtrations. Finally, we give obstructions for a compact real
algebraic variety to satisfy Poincare´ duality, relating to its weight filtrations.
If X and Y are two real algebraic varieties and c and c′ two respective chains, we define
the chain c × c′ of X × Y in a natural way (definition 5.5.1). We first check that it is well-
defined and give its behaviour under the boundary operator (lemmas 5.5.2 and 5.5.4). We
then look at its behaviour with respect to the geometric filtration (proposition 5.5.6) : if c is a
q-dimensional chain of X of filtration index p and c′ a q′-dimensional chain of Y of index p′, the
product c× c′ is a (q+ q′)-dimensional chain of X ×Y of index (p+ p′). The product of chains
induces then a well-defined morphism u from the tensor product of the geometric filtrations of
X and Y to the geometric filtration of the cross product X × Y (theorem 5.5.15). Using the
naturality property of the extension criterion of Guille´n and Navarro-Aznar in [11], we show that
it is a filtered quasi-isomorphism. Consequently, the tensor product of the weight complexes
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is isomorphic in Ho C to the weight complex of the product, the induced relations between
the weight spectral sequences terms implying in particular the multiplicativity of the virtual
Poincare´ polynomial (without the use of the weak factorization theorem) and the fact that
the Ku¨nneth isomorphism is filtered with respect to the weight filtration. In paragraph 5.5.3,
dualizing the quasi-isomorphism u, we show the cohomological counterparts of these results :
the tensor product of the dual geometric filtrations of X and Y and the dual geometric filtration
of their product are related by the two filtered quasi-isomorphisms in opposite directions u∨
and w (proposition 5.5.19).
Composing the isomorphism (u∨)−1◦w of H ◦C with the morphism induced by the diagonal
map, we define a cup product on the dual geometric filtration of a real algebraic variety X at the
localized cochain level (subsection 5.5.4). It induces the usual cup product on the cohomology
of its real points, showing that the latter is filtered with respect to the cohomological weight
filtration. We then use this cup product in HoC to define also a cap product on the cochain
and chain level (subsection 5.5.5). Finally, in paragraph 5.5.6, we focus on the cap product
with the fundamental class [X] of a compact real algebraic variety X, showing that the image
of any cohomology class by Poincare´ duality map in (co)homology is pure with respect to the
weight filtration, the non-pure classes of the cohomological weight filtration being sent to zero.
In particular, a compact variety with non-pure weight filtration do not satisfy Poincare´ duality.
5.5.1 Product of semialgebraic chains
Let X and Y two real algebraic varieties. We define a product operation between the chains
of X and the chains of Y , checking in lemma 5.5.2 that this operation is well-defined.
Definition 5.5.1. For any chains c = [A] ∈ Cq(X) and c′ = [B] ∈ Cq′(Y ), we define
c× c′ := [A×B] ∈ Cq+q′(X × Y ).
Lemma 5.5.2. Let A and A′, respectively B and B′, two closed semialgebraic subsets of (the
set of real points) of X, respectively Y , such that [A] = [A′] in Cn(X) and [B] = [B′] in Cm(Y )
for some nonnegative integers n and m. Then
[A×B] = [A′ ×B′]
in Cn+m(X × Y ).
Proof. We check that [A×B]+[A′×B′] = 0 in Cn+m(X×Y ). By the definition of semialgebraic
chains with closed supports in the Appendix of [21], we have
[A×B] + [A′ ×B′] = [clX×Y
(
A×B ÷A′ ×B′)].
Since A×B ∪ A′ ×B′ ⊂ (A ∪ A′)× (B ∪B′) and A×B ∩ A′ ×B′ = (A ∩ A′)× (B ∩B′), we
have
A×B÷A′×B′ ⊂ (A∪A′)×(B∪B′)\(A∩A′)×(B∩B′) = ((A÷A′)× (B ∪B′))∪((A ∪A′)× (B ÷B′)) .
But dim(A÷A′) < n and dim(B ÷B′) < m, therefore
dim clX×Y
(
A×B ÷A′ ×B′) = dimA×B ÷A′ ×B′ < n+m
and [A×B] + [A′ ×B′] = 0.
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We then verify that the product of chains is distributive over the sum :
Lemma 5.5.3. If c1, c2 are two chains of X and c
′ is a chain of Y ,
(c1 + c2)× c′ = c1 × c′ + c2 × c′,
and if c is a chain of X and c′1, c′2 are two chains of Y ,
c× (c′1 + c′2) = c× c′1 + c× c′2.
Proof. We write c1 = [A1], c2 = [A2] and c
′ = [B]. We then have
c1 × c′ + c2 × c′ = [A1 ×B] + [A2 ×B]
= [clX×Y ((A1 ×B)÷ (A2 ×B))]
= [clX×Y ((A1 ÷A2)×B)]
= [clX×Y (A1 ÷A2)×B]
= [clX×Y (A1 ÷A2)]× [B]
= (c1 + c2)× c′
The equality (c′1 + c′2) = c× c′1 + c× c′2 comes from a symmetric computation.
The next lemma describes the behaviour of the semialgebraic boundary operator with re-
spect to the product on semialgebraic chains we defined above.
Lemma 5.5.4. The boundary of the product of two chains c ∈ Cq(X) and c′ ∈ Cq′(Y ) verifies,
in Cq+q′−1(X × Y ),
∂(c× c′) = ∂c× c′ + c× ∂c′.
Proof. Let A ⊂ X and B ⊂ Y be closed semialgebraic sets representing respectively c and c′.
Then, by definition, the closed semialgebraic set A × B ⊂ X × Y represents the chain c × c′
and ∂(c× c′) = [∂(A×B)] (see Appendix of [21]).
We show that
∂(A×B) = ∂A×B ∪A× ∂B,
and then ∂(c×c′) = [∂A×B]+[A×∂B] = ∂c×c′+c×∂c′ (notice that ∂A×B∩A×∂B = ∂A×∂B
and dim ∂A× ∂B 6 q + q′ − 2).
First recall that, for a semialgebraic set S, ∂S = {x ∈ S | χ(lk(x, S)) ≡ 1 mod 2}, where
lk(x, S) := S(x, ) ∩ S for  small enough. In the lemma 5.5.5 below, we prove that, for a
fixed point (a, b) ∈ A × B, the link lk((a, b), A × B) of (a, b) in A × B is semialgebraically
homeomorphic to the set
{λ(a, β) + (1− λ)(α, b) | λ ∈ [0, 1], β ∈ lk(b, B), α ∈ lk(a,A)}.
By additivity of the Euler characteristic χ, we deduce
χ(lk((a, b), A×B)) = χ({a} × lk(b, B)) + χ(lk(a,A)× {b}) + χ(C ′),
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where C ′ := {λ(a, β) + (1− λ)(α, b) | λ ∈]0, 1[, β ∈ lk(b, B), α ∈ lk(a,A)}.
Notice that two segments ](a, β), (α, b)[ and ](a, β′), (α′, b)[ of C ′, with (α, β) 6= (α′, β′),
do not intersect, providing us a semialgebraic homeomorphism between C ′ and the product
({a} × lk(b, B))×]0, 1[× (lk(a,A)× {b}).
As a consequence we have
χ(lk((a, b), A×B)) = χ(lk(a,A)) + χ(lk(b, B))− χ(lk(a,A))χ(lk(b, B)).
Therefore, if (a, b) ∈ ∂(A × B), that is by definition χ(lk((a, b), A × B)) ≡ 1 mod 2, we
deduce from the above equality that χ(lk(a,A)) ≡ 1 mod 2 or χ(lk(b, B)) ≡ 1 mod 2 i.e.
a ∈ ∂A or b ∈ ∂B.
Conversely, if a ∈ ∂A, i.e. χ(lk(a,A)) ≡ 1 mod 2, then necessarily, χ(lk((a, b), A×B)) ≡ 1
mod 2. Consequently, ∂A×B ⊂ ∂(A×B) and symmetrically A× ∂B ⊂ ∂(A×B).
We proved
∂(A×B) = ∂A×B ∪A× ∂B.
Lemma 5.5.5. Let (a, b) ∈ A×B, then the link lk((a, b), A×B) of (a, b) in A×B is semial-
gebraically homeomorphic to the set
{λ(a, β) + (1− λ)(α, b) | λ ∈ [0, 1], β ∈ lk(b, B), α ∈ lk(a,A)}.
Proof. Suppose X ⊂ Rn and Y ⊂ Rm for some n, m > 0.
Consider the continuous semialgebraic function p1 : Rn × {b} → R ; (x, b) 7→ ‖x− a‖2. By
Hardt’s theorem, for  small enough, there exists a semialgebraic trivialization of p1 over ]0, 
2],
compatible with A× {b}, given by :
Bn(a, )× {b} →]0, 2]× Sn(a, )× {b} ; (x, b) 7→ (‖x− a‖2, h˜1(x), b)
with h˜1 continuous and semialgebraic such that h˜1 |Sn(a,) = Id.
Symmetrically, there exists a semialgebraic trivialization of the function p2 : {a} × Rm →
R ; (a, y) 7→ ‖y − b‖2 over ]0, 2], compatible with {a} ×B given by
{a} ×Bm(b, )→]0, 2]× {a} × Sm(b, ) ; (a, y) 7→ (‖y − b‖2, a, h˜2(y)
with h˜2 continuous and semialgebraic such that h˜2 |Sm(b,) = Id.
We then define







where C := {λ(a, β) + (1 − λ)(α, b) | λ ∈ [0, 1], β ∈ Sm(b, ), α ∈ Sn(a, )}, which is a
semialgebraic homeomorphism. Since the trivializations of p1 and p2 over ]0, 
2] are compatible
with A× {b} and {a} ×B respectively, we have
f(Sn+m((a, b), )∩A×B) = {λ(a, β)+(1−λ)(α, b) | λ ∈ [0, 1], β ∈ Sm(b, )∩B, α ∈ Sn(a, )∩A}.
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5.5.2 Product and geometric filtration
Now we study the behaviour of the product of chains with respect to the geometric filtration :
Proposition 5.5.6.
(1) If c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y ), then
c× c′ ∈ Gp+p′Cq+q′(X × Y )
(2) If c ∈ Cq(X), c′ ∈ Cq′(Y ) and c×c′ ∈ GsCq+q′(X×Y ), then there exists p, p′ with p+p′ = s,
such that
c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y )
Remark 5.5.7. Because the filtration G• is increasing, the proposition shows in particular that
the index p+ p′ of the product c× c′ in the filtration is minimal if and only if the indices p of
c and p′ of c′ are minimal. In other words, if c ∈ GpCq(X) \ Gp−1Cq(X) and c′ ∈ Gp′Cq′(Y ) \
Gp′−1Cq′(Y ), then
c× c′ ∈ Gp+p′Cq+q′(X × Y ) \ Gp+p′−1Cq+q′(X × Y ),
and if c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y ) with c× c′ /∈ Gp+p′−1Cq+q′(X × Y ) then
c /∈ Gp−1Cq(X) and c′ /∈ Gp′−1Cq′(Y ).
For the proof of Proposition 5.5.6, we use the notion of adapted resolutions (see [21], section
2). Adapted resolutions allow us to work with chains lying in a nonsingular ambient space,
with boundary belonging to a normal crossing divisor.
Lemma 5.5.8. Suppose X is compact and consider a chain c = [A] of X. We can assume
that the dimension of A is maximal, equal to the dimension of X, by considering the Zariski
closure A ⊂ AZ of A, since the filtration is only depending on the support of c (Theorem 2.1
(1) of [21]) : we have
c ∈ GpCk(X)⇐⇒ c ∈ GpCk(AZ).
With this assumption, there exists a resolution of singularities pi : X˜ −→ X of X such that
supp(∂(pi−1c)) ⊂ D, where D is a normal crossing divisor of X˜.
Such a resolution is called a resolution of X adapted to the chain c. Notice that the pullback
pi−1c of c is defined because pi is a resolution of singularities (the pullback operation on chains
is more generally defined for any acyclic square of real algebraic varieties : see [21] Appendix).
Proof. First consider a resolution pi′ : X ′ −→ X of X to make the ambient space nonsingular,
then consider a resolution X˜ −→ X ′ of the embedded variety supp (∂(pi′−1c)) (which is a
hypersurface of X ′), so that it is in a normal crossing divisor.
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Proof. (of Proposition 5.5.6) The first point can be proved using the description of geometric
filtration using Nash-constructible fonctions. We keep the notations from [21]. There exist
generically Nash-constructible functions ϕ : X −→ 2q+pZ and ψ : Y −→ 2q′+p′Z such that
c =
[{
x ∈ X | ϕ(x) /∈ 2q+p+1Z}] and c′ = [{y ∈ Y | ψ(y) /∈ 2q′+p′+1Z}] .
Denote by piX : X × Y −→ X and piY : X × Y −→ Y the projections. We define the function
η := pi∗X(ϕ) · pi∗Y (ψ) : X × Y −→ 2
q+q′p+p′Z
(x, y) 7−→ ϕ(x) · ψ(y)
which is Nash-constructible because the pullback of a Nash-constructible function and the
product of Nash-constructible functions are Nash-constructible. Since,
c× c′ =
[{
(x, y) ∈ X × Y | η(x, y) /∈ 2q+q+p+p′+1Z
}]
,
the chain c× c′ is in Gp+p′Cq+q′(X × Y ).
To prove the second point of the proposition, we use the very definition of the geometric
filtration (see [21] Theorem 2.1. and Proposition 2.6.). We first assume X and Y to be compact
and we proceed by induction on the dimension of X × Y . Suppose c× c′ ∈ GsCq+q′(X × Y ).
Let pi : X˜ −→ X be an adapted resolution of c (it exists by lemma 5.5.8 above). Then, if
we set c˜ := pi−1(c), the support supp(∂c˜) is included in a normal crossing divisor D of X˜, and
by definition of the geometric filtration, we have
c ∈ GpCq(X)⇐⇒ ∂c˜ ∈ GpCq−1(D).
In the same way, consider pi′ : Y˜ −→ Y an adapted resolution of c′. We have supp(∂c˜′) ⊂ D′,
with c˜′ := pi′−1(c′) and D′ a normal crossing divisor of Y˜ , and
c′ ∈ Gp′Cq′(Y )⇐⇒ ∂c˜′ ∈ Gp′Cq′−1(D′).
Now pi × pi′ : X˜ × Y˜ −→ X × Y ; (x, y) 7→ pi(x)× pi′(y) is an adapted resolution of c× c′.
Indeed, by Lemma 5.5.4,
∂(c˜× c˜′) = ∂c˜× c˜′ + c˜× ∂c˜′, (5.5.1)
in particular,
supp(∂(c˜× c˜′)) ⊂ (D × Y˜ ) ∪ (X˜ ×D′) :
the subvarieties D × Y˜ and X˜ ×D′ are normal crossing divisors of X˜ × Y˜ because X˜ and Y˜
are nonsingular, and their union that we denote by D˜ is again a normal crossing divisor of
X˜ × Y˜ since they have no common irreducible component (their intersection is D ×D′ which
has strictly smaller dimension).
Therefore c × c′ ∈ GsCq+q′(X × Y ) ⇔ ∂(c˜ × c˜′) ∈ GsCq+q′−1(D˜). We then use the lemma
5.5.9 below to deduce that ∂(c˜)× c˜′ ∈ GsCq+q′−1(D× Y˜ ) (and c˜× ∂(c˜′) ∈ GsCq+q′−1(X˜ ×D′)).
By induction on dimension, there exists p and p′ in Z such that p+p′ = s, ∂(c˜) ∈ GpCq−1(D)
and c˜′ ∈ Gp′Cq′(Y˜ ), that is c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y ) (since Y˜ is nonsingular and c˜′ ∈ D′,
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we have c˜′ ∈ Gp′Cq′(Y˜ )⇔ ∂(c˜′) ∈ G′pCq′−1(D′)).
Finally, to prove the result in the general case, consider real algebraic compactifications X
and Y of X and Y respectively. Then X × Y is a compactification of X × Y and, by definition
of the geometric filtration,
c× c′ ∈ GsCq+q′(X × Y )⇔ c× c′ ∈ GsCq+q′(X × Y ).
The closure c× c′ of the chain c × c′ is equal to c × c′ and, by what we proved above in the
compact case, there exist p and p′ in Z such that p+ p′ = s and
c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y )
which is equivalent to
c ∈ GpCq(X) and c′ ∈ Gp′Cq′(Y ).
Lemma 5.5.9. With the above notations, we have
∂(c˜× c˜′) ∈ GsCq+q′−1(D˜)⇐⇒

∂(c˜)× c˜′ ∈ GsCq+q′−1(D × Y˜ )
and
c˜× ∂(c˜′) ∈ GsCq+q′−1(X˜ ×D′)
Proof. The implication from right to left follows from the definition of the geometric filtration
(D × Y˜ and X˜ ×D′ are two subvarieties of D˜) and the formula 5.5.1.
We prove the implication from left to right using the description of the geometric filtration
via Nash-constructible functions ([21], section 3).
First denote A := supp(∂(c˜) × c˜′), B := supp(c˜ × ∂(c˜′)), then the closed semialgebraic set
A ∪ B represents the chain ∂(c˜ × c˜′) in Cq+q′−1(D˜) (because A ∩ B ⊂ D × D′ is of strictly
smaller dimension). Furthermore, because it belongs to GsCq+q′−1(D˜), the chain ∂(c˜ × c˜′) is
represented by a Nash-constructible function ϕ : D˜ → 2q+q′−1+sZ and we have
A ∪B = {(x, y) ∈ D˜ | ϕ(x, y) /∈ 2q+q′+sZ},
up to a set of dimension < q + q′ − 1.
Consider now the characteristic functions ψA and ψB on D˜ of the Zariski closures of A and
B respectively. The Nash-constructible function ϕ · ψA : D˜ → 2q+q′−1+sZ represents the chain[
(A ∪B) ∩AZ
]
in Cq+q′−1(D˜). But, since the intersection of the Zariski closures of A and B is





and the Nash-constructible function ϕ·ψA : D˜ → 2q+q′−1+sZ represents the chain [A] = ∂(c˜)×c˜′.
Consequently, ∂(c˜)× c˜′ ∈ GsCq+q′−1(D˜) and, since supp(∂(c˜)× c˜′) ⊂ D × Y˜ , we have
∂(c˜)× c˜′ ∈ GsCq+q′−1(D × Y˜ ).
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Symmetrically, the Nash-constructible function ϕ ·ψB : D˜ → 2q+q′−1+sZ represents c×∂(c˜′)
and
c˜× ∂(c˜′) ∈ GsCq+q′−1(X˜ ×D′).
Next, we want to find a relation between the geometric filtration of the product variety
X×Y and the product of the geometric filtrations of X and Y . First, we have to make precise
what we mean by a product of filtered complexes :
Definition 5.5.10. Let (K∗, F ) et (M∗, J) be two filtered complexes in the category C. We





equipped with the differential
d(x⊗ y) := dx⊗ y + x⊗ dy
and the bounded increasing filtration given by






Remark 5.5.11. Notice that there is no sign in the definition of the differential because we are
working with Z2 coefficients.
Therefore, a product of filtered complexes of C induces a spectral sequence converging to
its homology. In lemma 5.5.13 below, we give the relation between this spectral sequence and
some product of the spectral sequences induced by each filtered complex. This result will follow
from the Ku¨nneth isomorphism (see for instance [9], Theorem 29.10) that we recall here. This
theorem allows one to compare the homology a product of complexes with the tensor product
of their homologies. Because Z2 is a field, there is no torsion.
Theorem 5.5.12. For any K∗ and M∗ two chain complexes over Z2, we have a so-called
Ku¨nneth isomorphism
H∗(K)⊗H∗(M) −→ H∗(K ⊗M) ;





Lemma 5.5.13. Let (K∗, F ) and (M∗, J) be two filtered chain complexes. The spectral sequence
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Proof. We prove this lemma by induction on r. First we have, for a, b ∈ Z,
E0a,b(K ⊗M) =
(F ⊗ J)a(K ⊗M)a+b





α+β=a FαKi ⊗ JβMj∑




























the lemma 5.5.14 below.
Then suppose the property is true for a fixed r > 0. The term Er(K ⊗M) of the spectral
sequence induced by the filtered tensor product of K∗ and M∗ is composed of chain complexes
(Er∗,∗, dr∗,∗) whose homology computes the term Er+1(K⊗M). Applying homology and Ku¨nneth
isomorphism to the formula 5.5.2 given at level r by induction, we obtain the property at level
r + 1.




α+β=a FαKi ⊗ JβMj∑











Proof. Let i, j ∈ Z such that i+ j = a+ b, we prove that∑
α+β=a FαKi ⊗ JβMj∑









Denoting simply FαKi by Fα and JβMj by Jβ, let ψ be the Z2-linear map∑
α+β=a







(well-)defined by, if x⊗ y ∈ Fα ⊗ Jβ, ψ(x⊗ y) := x⊗ ŷ ∈ FαFα−1 ⊗
Jβ
Jβ−1 .
The map ψ is surjective and
∑





i ⊗ yβi with xαi ∈ Fα and yβi ∈ Jβ for all α, β, i. We have
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i )⊗ (yβi + wβ−1i ) = 0 i.e.∑
i
xαi ⊗ yβi =
∑
i
xαi ⊗ wβ−1i +
∑
i
zα−1i ⊗ yβi +
∑
i
zα−1i ⊗ wβ−1i ∈ Fα ⊗ Jβ−1 + Fα−1 ⊗ Jβ.
As a consequence, γ ∈∑r+s=a−1 Fr ⊗ Js and we get the result by universal quotient property.
This lemma 5.5.13 will allow us to relate the weight spectral sequence of a product of real
algebraic varieties and the product of the weight spectral sequences, as an interpretation of the
following result. We relate the product of geometric filtrations with the geometric filtration of
the product : the map that associates to a tensor product of chains their cross product is a
filtered quasi-isomorphism with respect to the geometric filtration.
Theorem 5.5.15. We have a filtered quasi-isomorphism
u : G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y )
given by
cX ⊗ cY 7−→ cX × cY
if cX ∈ GpCq(X) and cY ∈ Gp′Cq′(Y ) with p+ p′ = s and q + q′ = n.
The morphism u is filtered by proposition 5.5.6 (recall also the definition 5.5.1 of the product
of filtered complexes).
Corollary 5.5.16. The filtered complexes WC∗(X) ⊗Z2 WC∗(Y ) and WC∗(X × Y ) are iso-
morphic in Ho C and the above map u induces a filtered isomorphism
u∞ :W•H∗(X)⊗W•H∗(Y ) −→W•H∗(X × Y ).
Above theorem 5.5.15 has an interpretation from the viewpoint of spectral sequences : u




a,b(G•C∗(X)⊗ G•C∗(Y )) ∼−→ Era,b(X × Y )




Erp,q(X)⊗Z2 Ers,t(Y ) ∼−→ Era,b(X × Y ) (5.5.3)
(for r > 1). In particular, using this isomorphism, we show the multiplicativity property of the
virtual Poincare´ polynomial
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without using the weak factorization theorem as in [19] and [12]. Precisely, taking the alternat-
ing sum of the E1 terms in the equation 5.5.3 as in proposition 5.3.10, we obtain the following
relation on the virtual Betti numbers :





β(X × Y )(u) = β(X)(u)β(Y )(u).




E∞p,q(X)⊗Z2 E∞s,t(Y ) ∼−→ E∞a,b(X × Y )
Remark 5.5.17. To prove theorem 5.5.15, we use the naturality property of the extension
theorem of [11] (Proposition 1.4 of [21]). We first show that u is a filtered quasi-isomorphism
for nonsingular projective real algebraic varieties and then use this naturality to prove that u
is a filtered quasi-isomorphism for all real algebraic varieties. We do not know whether the
theorem follows directly from the geometric filtration of [21] and Proposition 5.5.6, without the
theory of cubical hyperresolutions of [11].
Proof. (of Theorem 5.5.15) When X and Y are nonsingular projective varieties, so is the





Hp+q if p+ q = −p
0 otherwise.
Therefore, by lemma 5.5.13, the morphism u : G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y ) induces
on E1 = E∞ the morphism H∗(X)⊗Z2 H∗(Y ) −→ H∗(X × Y ), which is the classical Ku¨nneth
isomorphism in singular homology. Thus, u is a filtered quasi-isomorphism when X and Y are
projective nonsingular.
Let Y be now a fixed nonsingular projective variety and consider the two functors
φ1 : Schc(R)→ C ; X 7→ GC(X)⊗ GC(Y )
and
φ2 : Schc(R)→ C ; X 7→ GC(X × Y )
(in this part of the proof, we drop the subscripts of filtrations and complexes for readability).
We proved above that these two functors are quasi-isomorphic in C on V(R) (we denote by
ϕ1 and ϕ2 their respective restrictions to V(R)). Furthermore, they both verify the additivity
and acyclicity conditions of Theorem (2.2.2) of [11]. Indeed, if Z ↪→ X is a closed inclusion,
the additivity of the geometric filtration (see Theorem 2.7. of [21]) induces the exactness of
the sequences
0→ GC(Z)⊗ GC(Y )→ GC(X)⊗ GC(Y )→ GC(X \ Z)⊗ GC(Y )→ 0
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and
0→ GC(Z × Y )→ GC(X × Y )→ GC((X \ Z)× Y )→ 0




is an acyclic square, we check that the simple filtered complexes associated to the induced
diagrams
GC(Z˜)⊗ GC(Y ) −→ GC(X˜)⊗ GC(Y )
↓ ↓
GC(Z)⊗ GC(Y ) −→ GC(X)⊗ GC(Y )
denoted by K1(Y ), and
GC(Z˜ × Y ) −→ GC(X˜ × Y )
↓ ↓
GC(Z × Y ) −→ GC(X × Y )
denoted by K2(Y ), are acyclic. The simple filtered complex sK2(Y ) is acyclic because the
geometric filtration verifies the acyclicity condition for an acyclic square (see Theorem 2.7. of
[21]) and the diagram
Z˜ × Y → X˜ × Y
↓ ↓
Z × Y → X × Y
is acyclic. The spectral sequence induced by sK1(Y ) verifies E1 = 0 because sK1(Y ) is nothing




and therefore, by lemma 5.5.13, E1a,b(K1(Y )) =
⊕
p+s=a,q+t=b
E1p,q(sK0)⊗ E1s,t(GC(Y )) = 0, for all
a, b ∈ Z, again because of the acyclicity of the geometric filtration (notice that in both cases,
we did not use the fact that Y was projective nonsingular).
Consequently, the localizations φ′1, φ′2 : Schc(R) → Ho C of φ1 and φ2 respectively are the
unique extensions of their respective restrictions ϕ′1, ϕ′2 : V(R)→ Ho C given by the Theorem
2.2.2. of [11] (notice that the above arguments prove also that the functors ϕ1 and ϕ2 satisfy
the disjoint additivity condition (F1) and the elementary acyclicity condition (F2)). By the
naturality of this extension (see Proposition 1.4 of [21]), the localization of the filtered quasi-
isomorphism u(Y ) : ϕ1 → ϕ2 extends uniquely into a morphism φ′1 → φ′2, and this morphism
is an isomorphism of Ho C. Since the localization of
u(Y ) : φ1 → φ2 ; X 7→ (G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y ))
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is such an extension, the latter is a quasi-isomorphism of C, that is the morphism u : G•C∗(X)⊗
G•C∗(Y ) −→ G•C∗(X ×Y ) is a filtered quasi-isomorphism for any real algebraic variety X and
Y a nonsingular projective variety.
Now fix X to be any real algebraic variety and consider the morphism of functors
u(X) : Y 7→ (G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y )).
We prove in the same way as above that the localization of the restriction of u(X) to V(R)
extends uniquely into a morphism of functors on Schc(R), which is an isomorphism of Ho C
because so is the restriction to V(R). Because of the uniqueness of the extension, we finally
obtain that
u : G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y )
is a filtered quasi-isomorphism for any real algebraic varieties X and Y .
Remark 5.5.18. A morphism between the filtered complexesWC∗(X)⊗WC∗(Y ) andWC∗(X×
Y ) for any varieties X and Y can also be obtained without using the geometric filtration.
Indeed, using a method similar to the one in the previous proof, we can extend to all real
algebraic varieties the morphism of filtered complexes
F can• C∗(X)⊗ F can• C∗(Y ) −→ F can• C∗(X × Y )
(given by the product in Definition 5.5.1) restricted to nonsingular projective varieties.
5.5.3 Product and cohomological weight complex
As for the homological weight complex, we show that we can relate the cohomological weight
complex of a product with the tensor product of the cohomological weight complexes, so that
these two filtered complexes are isomorphic in the localized category HoC. More precisely,
this isomorphism of HoC is induced by two opposite-directional filtered quasi-isomorphisms
of cochain complexes, one of them being the dualization of the quasi-isomorphism in C in
Theorem 5.5.15.
Proposition 5.5.19. The filtered complexes G•C∗(X)⊗ G•C∗(Y ) and G•C∗(X × Y ) are iso-
morphic in HoC.
Corollary 5.5.20. The filtered complexes WC∗(X)⊗WC∗(Y ) and WC∗(X ×Y ) are isomor-
phic in HoC and the Ku¨nneth isomorphism in cohomology
W•H∗(X)⊗W•H∗(Y ) −→W•H∗(X × Y )
is a filtered isomorphism with respect to the cohomological weight filtration.
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Proof. Consider the filtered quasi-isomorphism
u : G•C∗(X)⊗ G•C∗(Y ) −→ G•C∗(X × Y )
defined in Theorem 5.5.15. Its dual
u∨ :









is also a filtered quasi-isomorphism if we equip the dualized complexes with the corresponding
dual filtrations (remark 5.4.1).
On the other hand, the map
w :









where the right-hand side complex is equipped with the same filtration as above (induced by the
geometric filtrations of X and Y ) and the left-hand side complex is the filtered tensor product
of the dual geometric filtrations of X and Y , is also a filtered quasi-isomorphism. Indeed, for
a, b ∈ Z, we have
Ea,b1
(
























by lemma 5.5.13 (or its cohomological version), and the morphism w induces on the E1-level
the morphisms (
E1p,q(X)
)∨ ⊗Z2 (E1s,t(Y ))∨ −→ (E1p,q(X)⊗Z2 E1s,t(Y ))∨ ,
given by ϕ ⊗ ψ̂ 7→ [∑i cX,i ⊗ ĉY,i 7→∑i ϕ(cX,i) · ψ(cY,i) ], which are isomorphisms (the terms
of the weight spectral sequences of X and Y are finite-dimensional).
Therefore, we have the following diagram in C
(C∗(X × Y ))∨ u
∨−→ (C∗(X)⊗Z2 C∗(Y ))∨ w←− (C∗(X))∨ ⊗Z2 (C∗(Y ))∨,
where the morphisms u∨ and w are filtered quasi-isomorphisms. Consequently, in the localiza-
tion HoC of C with respect to filtered quasi-isomorphisms, the filtered complexes G•C∗(X)⊗
G•C∗(Y ) and G•C∗(X × Y ) are isomorphic.
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Remark 5.5.21. As for the homological case, a morphism between the filtered complexes
WC∗(X) ⊗ WC∗(Y ) and WC∗(X × Y ) can be obtained without using the geometric filtra-
tion. Indeed, in the previous proof, consider the canonical filtration in place of the geometric
filtration : one can show in the same way that there is an isomorphism of HoC between
(F can)•∨C∗(X)⊗ (F can)•∨C∗(Y ) and (F can)•∨C∗(X×Y ). Since the dual canonical filtration and
the cohomological canonical filtration are filtered quasi-isomorphic (see the proof of theorem
5.4.3), we deduce an isomorphism of HoC between F •canC∗(X)⊗F •canC∗(Y ) and F •canC∗(X×Y ).
Restricting this isomorphism to projective nonsingular varieties, we extend it to all real alge-
braic varieties in the same way as in proof of theorem 5.5.15 (see also remark 5.5.18) to obtain
an isomorphism between WC∗(X)⊗WC∗(Y ) and WC∗(X × Y ).
5.5.4 Cup product
Let X be a real algebraic variety.
We show below that the cup product on the cohomology with compact supports H∗(X)
of the set of real points of X is filtered with respect to the cohomological weight filtration.
Precisely, we define a cup product on the cochain level in the derived category HoC, on the co-
homological geometric filtration, using the filtered quasi-isomorphisms w and u∨ defined above
in the proof of 5.5.19, that induces a cup product on the cohomological weight spectral sequence
of X and the usual cup product on the cohomology of X.
Let ∆ denote the diagonal map
∆ :
X −→ X ×X
x 7−→ (x, x)
Now consider the cohomological geometric filtration G•C∗(X) of X as an object of the derived
category HoC. We can apply the composition ∆∗◦(u∨)−1◦w to the tensor product G•C∗(X)⊗
G•C∗(X) (u∨ is an isomorphism of HoC, see the proof of proposition 5.5.19) :
∆∗ ◦ (u∨)−1 ◦ w : G•C∗(X)⊗ G•C∗(X) (u
∨)−1◦w−−−−−−→ G•C∗(X ×X) ∆∗−−→ G•C∗(X)
We denote this morphism of HoC by ^.
Proposition 5.5.22.
The cup product
^ : G•C∗(X)⊗ G•C∗(X) −→ G•C∗(X)




Ep,qr (X)⊗Z2 Es,tr (X) −→ Ea,br (X)
and the usual cup product
H∗(X)⊗Z2 H∗(X) ^−→ H∗(X)
ϕ⊗ ψ 7−→ ϕ ^ ψ = [∆∗(ϕ× ψ)] .
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In particular, the cup product in cohomology is a filtered map with respect to the cohomological
weight filtration.
Proof. The first fact follows from the cohomological version of lemma 5.5.13, and the cup
product in cohomology is the composition of ∆∗ and the Ku¨nneth isomorphism in cohomology,
which is itself induced by (u∨)−1 ◦ w (see proposition 5.5.19 and corollary 5.5.20).
5.5.5 Cap product
In this section, we define a cap product on the homological and cohomological geometric fil-
trations considered in the corresponding derived categories Ho C and HoC. This cap product
on chain level induces a cap product on the homological and cohomological weight spectral
sequences, showing that the cap product on homology and cohomology is a filtered morphism
with respect to the homological and cohomological weight filtrations.
First, we give a filtered chain complex structure to the tensor product of a filtered cochain
complex and a filtered chain complex :
Definition 5.5.23. Let (K∗, F ) and (M∗, J) be respectively a filtered cochain complex of C





Ki ⊗Z2 Mj ,
equipped with the differential
∂(x⊗ y) := dx⊗ y + x⊗ ∂y
and the bounded increasing filtration given by





F aKi ⊗ JbMj
Considering the semialgebraic chain and cochain complexes C∗(X) and C∗(X) of X, im-
plicitely equipped with the homological and cohomological geometric filtrations (for sake of
readability), as objects of the respective derived categories Ho C and HoC, we are going to
define a cap product C∗(X)⊗ C∗(X)→ C∗(X) in Ho C.
First, let ω denote the morphism C∗(X) = (C∗(X))∨ → (C∗(X)⊗ C∗(X))∨ of HoC given
by
(Cl−m(X))∨ −→ (Cm(X)⊗ Cl(X))∨
ψ 7−→ [ϕ⊗ c 7−→ (ψ ^ ϕ)(c)]
The cap product that we define below will be obtained from the dual of this filtered mor-
phism, in order to have a formula
ψ(ϕ _ c) = (ψ ^ ϕ)(c) (5.5.4)
on the chain level. We make precise what we mean by the dual filtered chain complex of a
filtered cochain complex :
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Definition 5.5.24. If F •K∗ is a filtered cochain complex of C, we define its dual filtered chain





η ∈ K∨q | η ≡ 0 on F p+1Kq
}
.







Consider the dual filtered chain complexes (C∗(X))∨∨ and (C∗(X)⊗C∗(X))∨∨ of (C∗(X))∨
and (C∗(X) ⊗ C∗(X))∨ respectively. We have natural filtered morphisms ν : C∗(X) →





on the spectral sequence level, which are isomorphisms from r > 1 (the terms
of the spectral sequence are finite-dimensional from level one).
Therefore, the morphims ν and µ are quasi-isomorphisms of C and we can define the mor-
phism
ν−1 ◦ ω∨ ◦ µ : C∗(X)⊗ C∗(X)→ C∗(X)
of Ho C given by
Cm(X)⊗ Cl(X) −→ Cl−m(X)
ϕ⊗ c 7−→ ϕ _ c := ν−1 ◦ ω∨ ◦ µ(ϕ⊗ c)
We denote it also by _ and we have :
Proposition 5.5.25. The cap product on the geometric filtrations of X induces a cap product
Ep,qr (X)⊗ Ers,t(X) −→ Ers−p, t−q(X)
on the weight spectral sequences of X, and the usual cap product
H∗(X)⊗H∗(X) _−→ H∗(X)
on the homology and cohomology of X. In particular, the latter is a filtered morphism with
respect to the weight filtrations (the filtration on the tensor product of cohomology and homology
is defined in a way similar to definition 5.5.23).
Proof. Similarly to lemma 5.5.13, the term of level r and indices a, b of the spectral sequence
induced by C∗(X)⊗ C∗(X) is given by
⊕
s−p=a, t−q=b
Ep,qr (X)⊗ Ers,t(X). Then the cap product




Ep,qr (X)⊗ Ers,t(X) −→ Ea,br (X).
Now, notice that the formula 5.5.4 on the chain level induce that, if ϕ ∈ Ep,qr (X), c ∈ Ers,t(X)





ψ(ϕ _′r c) = (ψ ^
′
r ϕ)(c).
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Since the cup product on the cohomological weight spectral sequence induces the cup prod-
uct on cohomology and because the cap product on cohomology and homology
Hm(X)×Hl(X) _−→ Hl−m(X)
is characterized by the formula
ψ(ϕ _ c) = (ψ ^ ϕ)(c)
(if ϕ ∈ Hm(X) and c ∈ Hl(X), ϕ _ c is the unique element of Hl−m(X) verifying this formula
for all ψ ∈ H l−m(X)), the cap product on the cohomological and homological weight spectral
sequences induce the cap product on cohomology and homology.
Remark 5.5.26. 1. If ϕ ∈ Ep,qr (X) and c ∈ Ers,t(X) then ϕ _′r c is the unique element of
Ers−p, t−q(X) verifying
ψ(ϕ _′r c) = (ψ ^
′
r ϕ)(c)
for all ψ ∈ Ep−s,q−tr (X).
2. Another possible definition for the cap product on the chain level is the following one
(see [24]). Consider the morphism
h :
C∗(X)⊗ (C∗(X)⊗ C∗(X)) −→ C∗(X)
ϕ⊗ (a⊗ b) 7−→ ϕ(a) · b .
Then we can also define the cap product on the cohomological and homological geometric
filtrations of X (regarded as objects of HoC and Ho C) by setting
ϕ _ c := h(ϕ⊗ u−1(∆∗(c))).
Notice that this definition would be valid with integer coefficients as well.
5.5.6 Weight filtrations and Poincare´ duality map
Let X be a compact real algebraic variety of dimension n.
The semialgebraic chain [X] is pure, that is [X] ∈ G−nCn(X). For r > 1, it induces homol-
ogy classes in the weight spectral sequence terms Er−n,2n(X).
By taking the cap product with [X], we obtain a map D on the cohomological weight
spectral sequence of X, given by :
Ds,tr := ·_ [X] : E
s,t
r (X) −→ Er−n−s,2n−t(X)
ϕ 7−→ ϕ _ [X] (5.5.5)
Recall that the non-zero terms of the weight spectral sequences lie in the triangle given by
the inequalities t > −2s, s 6 0 and t 6 −s+ n, the terms induced by the pure chains lying in
the line t = −2s. Then if, for any r > 1, we consider the cap product of non-pure classes by
[X], it is identically zero. Indeed, for t > −2s, the term Er−n−s,2n−t(X), where lie the values of
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Ds,tr , is zero since 2n− t < −2(−n− s).
The map D on the cohomological weight spectral sequence induces, on the E∞ and E∞
level, the classical Poincare´ duality map on the cohomology of X (that we denote again by D)
given by
Hk(X) −→ Hn−k(X)
ϕ 7−→ ϕ _ [X]
([X] corresponds here to the fundamental homology class of X) and :
Proposition 5.5.27. For all p and k in Z, the image of WpHk(X) by Poincare´ duality map
is in W−p−nHn−k(X) :
D(WpHk(X)) ⊂ W−p−nHn−k(X).
In particular, for all k ∈ Z, D(Hk(X)) ⊂ Wk−nHn−k(X) and, if p > −k, D(WpHk(X)) = 0.
In other words, all the non-pure cohomology classes are in the kernel of Poincare´ duality map
and the pure cohomology classes are the only classes which may be sent to a nonzero pure ho-
mology class by Poincare´ duality map. Therefore, if its weight filtrations are not pure, a real
algebraic variety does not satisfy Poincare´ duality.
Remark 5.5.28. On the other hand, there exist varieties having pure weight filtration but not
satisfying Poincare´ duality.
For example, let X denote the pinched torus, obtained from a torus T by identifying a
circle which generates it as a revolution surface to a point x0. To compute its weight spectral




We obtain a pure weight filtration given by the term E˜2 = E˜∞ :
E˜2 =
 Z2 · [X]Z2 · [a] 0
Z2 0 0
(if H1(T ) = Z2[a]⊕Z2[b] with b = S1 the exceptional divisor of the blowing-up). However, the
variety X does not satisfy Poincare´ duality since [a]
∨
_ [X] = 0.
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Chapitre 6
Exemples de filtrations par le poids
Ce chapitre est consacre´ a` l’e´tude de filtrations par le poids sur des exemples de varie´te´s
alge´briques re´elles de petites dimensions. Pour calculer une filtration par le poids, on utilise
la suite spectrale associe´e a` une hyperre´solution cubique (paragraphe 5.3.4). Le cas d’une








On est dans cette situation dans le cas d’un e´clatement de X le long de Y , avec comme diviseur





H2(X˜)⊕H2(Y ) −→ H2(Y˜ )
H1(X˜)⊕H1(Y ) −→ H1(Y˜ )
H0(X˜)⊕H0(Y ) −→ H0(Y˜ )
En notant Ep,qr l’espace de cette suite spectrale a` la ligne p et colonne q, les diagonales de E
p,q∞











W−n+1Hn(X) sont sur la premie`re colonne (1), d’ou` W
−n+k−1Hn(X) est
engendre´ par les colonnes k, k + 1, . . . . Dans tous les exemples de ce chapitre sauf le 6.16, la
filtration par le poids de´ge´ne`re a` E˜2, qui est obtenue en prenant l’homologie de E˜1.
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D’apre`s la proposition 5.3.9, la suite spectrale E˜2 est compose´e de Z2-espaces vectoriels de
dimension finie. Pour plus de lisibilite´, on e´crira le tableau dim E˜2 des dimensions m de ces
espaces vectoriels (Z2)m.








(−1)p dim E˜p,q2 est la somme alterne´e sur la ligne q des dimensions des espaces
de E˜2.
La filtration de Nash NC∗ de [21] permet de de´terminer des cocycles qui engendrent les
W−n+kHn(X), dans des cas simples, comme celui de l’intersection d’un ensemble alge´brique
avec un semi-alge´brique (comme dans l’exemple 3.3.14).
Les illustrations ont e´te´ faites avec POV-Ray pour les surfaces. Certaines ont e´te´ dessine´es
dans R3 bien qu’elles vivent naturellement dans R4.
6.1 La figure  huit 
C’est la courbe plane de´finie par
X =
{
(x, y) ∈ R2 y2 = x2 − x4}







< c∗ > ⊕ 0 −→ 0
< x0
∗ > ⊕ < x0∗ > −→ < x1∗, x2∗ >
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ou` x1
∗ 7−→ x0∗ ⊕ x0∗ et x2∗ 7−→ x0∗ ⊕ x0∗. Par suite
E˜2 =
⌊
< c∗ > −→ 0
< x0






Plus pre´cise´ment, la filtration sur H1(X) est
W−2H1(X) =< a∗, b∗ >
W−1H1(X) = < a∗ + b∗ >
W0H1(X) = 0.
Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T .
6.2 Les deux cercles tangents S1 ∨ S1
C’est la courbe plane de´finie par
X =
{
(x, y) ∈ R2 ((x+ 1)2 + y2 − 1)((x− 1)2 + y2 − 1) = 0}
Une re´solution des singularite´s deX est fournie par la de´composition en composantes irre´ductibles






< c∗, d∗ > ⊕ 0 −→ 0
< x0
∗ > ⊕ < x1∗, x2∗ > −→ < x1∗, x2∗ >
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ou` x1
∗ 7−→ x0∗ ⊕ x0∗ et x2∗ 7−→ x0∗ ⊕ x0∗. Par suite
E˜2 =
⌊
< c∗, d∗ > −→ 0
< x0






Plus pre´cise´ment, la filtration sur H1(X) est W−1H1(X) =< a∗, b∗ >
W0H1(X) = 0.
Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 2T − 1.
Cet espace est home´omorphe a` la figure  huit mais non alge´briquement isomorphe d’apre`s
leur filtration par le poids.
6.3 Le tore T
C’est la surface lisse et compacte de R3 d’e´quation
(x2 + y2 + z2 +R2 − r2)2 − 4R(x2 + y2) = 0
ou` r est le rayon du  petit cercle engendrant la surface, par re´volution autour du  grand cercle
de rayon R. On peut aussi le voir comme T = S1×S1. Sa filtration est pure : tous les cocycles












ou` la notation ci-dessus est de´taille´e dans la remarque 6.6.1. Le polynoˆme de Poincare´ virtuel
est β(T )(T ) = T 2 + 2T + 1.
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6.4 La sphe`re a` deux oreilles S1 ∨ S2 ∨ S1
C’est la surface lisse et compacte de R3




(x, y, z) ∈ R3 (x− 1)2 + z2 = 1, y = 0}
X2 =
{
(x, y, z) ∈ R3 (x2 + y2 + z2 − 1)}
X3 =
{
(x, y, z) ∈ R3 (x+ 1)2 + z2 = 1, y = 0}
Une re´solution des singularite´s deX est fournie par la de´composition en composantes irre´ductibles
• • •• ↪→ S1 unionsq S2 unionsq S1
↓ ↓
• • ↪→ S1 ∨ S2 ∨ S1




Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2 + 2T + 1.
Les dimensions des espaces de cohomologie ne permettent pas de montrer que le tore
et X ne sont pas home´omorphes, c’est la structure produit de leur cohomologie qui donne
a∗ ^ b∗ = T ∗ sur le tore, ou` H1(T ) =< a∗, b∗ > et H2(T ) =< T ∗ > ; et a′∗ ^ b′∗ = 0 sur X,
ou` H1(X) =< a′∗, b′∗ >.
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6.5 Le tore pince´
C’est la surface X compacte de R3, singulie`re en un point x0, dont une re´solution des
singularite´s obtenue en e´clatant R3 en x0 est un tore et le diviseur exceptionnel un cercle. On




, de sorte que r2 soit le rayon au carre´ variable, valant 0 lorsque x = R et soit
strictement positif lorsque x 6= R. On obtient(




− 4R(x2 + y2) = 0






 < X∗ > −→ 00 ⊕ < a∗, b∗ > −→ 0
< x0
∗ > ⊕ < x0∗ > −→ < x0∗ >
Par suite
E˜2 =
 < X∗ > −→ 0< a∗, b∗ > −→ 0
< x0





La filtration est pure. Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2 + T + 1.
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6.6 Le tore-sphe`re
C’est la surfaceX compacte de R3, singulie`re en un point x0, dont une re´solution des singularite´s






 < X∗ > −→ 00⊕ 0 −→ 0
< x0
∗ > ⊕ < x0∗ > −→ < x1∗, x2∗ >
Par suite
E˜2 =
 < X∗ > −→ 00 −→ 0
< x0





Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2.
Remark 6.6.1. En utilisant la formule du produit, on peut calculer les filtrations des figures
suivantes. On obtient en particulier les dimensions des Ea,b2 :
dimEa,b2 (X × Y ) =
∑
p+s=a, q+t=b
dimEp,q2 (X)× dimEs,t2 (Y )
d’apre`s l’isomorphisme 5.5.3. Dans un produit de suites spectrales on ajoute les indices des
lignes, colonnes, et on fait la somme des produits des dimensions des espaces correspondants.
6.7 Le  huit  × S1












Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2 + T = T (T + 1).












Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2.
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Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 2T 2 + T = T (2T + 1).












Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 4T 2 + 4T + 1 = (2T + 1)(2T + 1).
6.11 Le  huit  × S1 pince´
Dans ce cas on n’utilise pas directement une hyperre´solution cubique, mais seulement un
carre´ acyclique dans la cate´gorie Schc(R). Le foncteur filtration par le poids permet l’additivite´
dans cette cate´gorie (The´ore`me 5.3.4). Comme on connait la filtration par le poids des trois
autres varie´te´s sauf X, on calcule celle de X. On utilise  huit × S1.
 huit × • ↪→  huit × S1
↓ ↓
• ↪→ X





Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T 2 + 1.
6.12 Le  deux cercles tangents  × S1 pince´
Comme pour la figure pre´ce´dente, on utilise  deux cercles tangents × S1.
 deux cercles tangents × • ↪→  deux cercles tangents × S1
↓ ↓




Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 2T 2 + T + 1.
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6.13 L’union de trois sphe`res a` croisements normaux
SoitX la surface de R3 union de trois sphe`res de rayon 2 et de centres (−1, 0, 0), (1, 0, 0), (0,−√3, 0).




(x, y, z) ∈ R3 (x+ 1)2 + y2 + z2 = 4}
X2 =
{
(x, y, z) ∈ R3 (x− 1)2 + y2 + z2 = 4}
X3 =
{
(x, y, z) ∈ R3 x2 + (y +
√
3)2 + z2 = 4
}
Comme chaque diviseur a` croisements normaux, une hyperre´solution cubique de X est donne´e
par l’inclusion des (i + 1)-auto-intersections des composantes irre´ductibles dans les i-auto-
intersections. Ici
Xi ∩Xj ∼= S1 if i 6= j
et


























H2(X1)⊕H2(X2)⊕H2(X3) −→ H2(X1 ∩X2)⊕H2(X1 ∩X3)⊕H2(X2 ∩X3) −→ H2(X1 ∩X2 ∩X3)
H1(X1)⊕H1(X2)⊕H1(X3) −→ H1(X1 ∩X2)⊕H1(X1 ∩X3)⊕H1(X2 ∩X3) −→ H1(X1 ∩X2 ∩X3)
H0(X1)⊕H0(X2)⊕H0(X3) −→ H0(X1 ∩X2)⊕H0(X1 ∩X3)⊕H0(X2 ∩X3) −→ H0(X1 ∩X2 ∩X3)









Ainsi la diffe´rentielle d2 : E
p,q
2 −→ Ep+2,q−12 ≡ 0, et E˜2 = E˜∞.
Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 3T 2 − 3T + 2.
Les nombres de Betti sont b0(X) = 1, b1(X) = 0, b2(X) = 7.
La filtration sur H2(X) est donne´ par
W−3H2(X) = H2(X)
W−3H2(X)




3 > est engendre´ par les sphe`res,
W−2H2(X)
W−1H2(X) est engendre´ par les 2-cocycles qui sont la somme de deux cochaˆınes, chacune
correspondant a` l’intersection d’une sphe`re avec l’inte´rieur d’une autre. Les cycles enferment
un volume commun aux deux sphe`res, ceci pour chaque paire de deux des trois sphe`res.
Enfin
W−1H2(X)
W0H2(X) est engendre´ par le cocycle correspondant au volume central : on intersecte
une sphe`re avec l’inte´rieur des deux autres, puis on fait la somme de ces trois chaˆınes.
Remark 6.13.1. Dans [19], McCrory et Parunsin´ski calculent trois exemples de filtration par le
poids, en supposant que celle-ci existe, et ve´rifie des proprie´te´s de fonctorialite´ et d’additivite´,
ce qui a e´te´ construit depuis.
6.14 Les deux ellipses
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C’est l’exemple 2.7 de [19].
Soit X l’union des deux ellipses qui s’intersectent en quatre points :
X =
{
(x, y) ∈ R2 (2x2 + y2 − 1)(x2 + 2y2 − 1) = 0}
et X1, X2 ses deux composantes irre´ductibles. On a Xi ∼= S1.
Une re´solution des singularite´s est donne´s par
• • • • unionsq • • • • ↪→ X1 unionsqX2
↓ ↓






Le polynoˆme de Poincare´ virtuel est β(X)(T ) = T − 2.
La filtration sur H1(X) est donne´ par
W−2H1(X) = H1(X)
W−2H1(X)
W−1H1(X) =< X1∗, X
∗
2 > est engendre´ par les deux ellipses,
W−1H1(X)
W0H1(X) est engendre´ par trois des quatre boucles exte´rieures.
6.15 Les deux cercles bitangents
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C’est l’exemple 4.2 de [19].
Dans R3, soit X l’intersection du cylindre de re´volution x2 + y2 = 1 avec l’union de deux
cylindres paraboliques x = z2 and x = −z2,
X =
{
(x, y, z) ∈ R2 x2 + y2 = 1, (x− z2)(x+ z2) = 0}
Ainsi X est topologiquement l’union de deux cercles tangents en deux points. Soit X˜ l’union
disjointe des deux composantes irre´ductibles de X. Une hyperre´solution cubique est donne´e par








Le polynoˆme de Poincare´ virtuel est β(X)(T ) = 2T 2.
La filtration sur H1(X) est donne´e par W−2H1(X) = H1(X)
W−2H1(X)
W−1H1(X) =< X1∗, X
∗
2 > est engendre´ par les deux cercles,
W−1H1(X)
W0H1(X) est engendre´ par le cycle forme´ d’un arc de chaque cercle.
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6.16 Les deux sphe`res et le tore a` croisements normaux
Cet exemple de McCrory et Parusin´ski dans [19] fournit une suite spectrale qui ne de´ge´ne`re
pas a` l’ordre 2, mais seulement au terme E˜3. C’est donc ce terme E˜3 qui donne la filtration sur












De plus, cet exemple montre que le terme E˜3 de la suite spectrale de poids n’est pas additif en
ge´ne´ral, au meˆme sens que pour E˜2.
Soit X = X1 ∪X2 ∪X3 l’union des surfaces de R3 suivantes :





(x, y, z) ∈ R3 (x− 1)2 + y2 + z2 = 2}
106 CHAPITRE 6. EXEMPLES DE FILTRATIONS PAR LE POIDS





(x, y, z) ∈ R3 (x− 1)2 + y2 + z2 = 2}




autour du cercle dans le plan (y, z) de
centre (0, 4, 0) et de rayon 4.
X3 =
{
(x, y, z) ∈ R3 x2 + (
√
(y − 4)2 + z2 − 4)2 = 1
2
}
Une hyperre´solution cubique est donne´e par l’inclusion des trois composantes irre´ductibles. La












Sur dim E˜2, on lit le polynoˆme de Poincare´ virtuel β(X)(T ) = 3T
2 − T + 4. Sur E˜3, on peut
lire la filtration par le poids sur H2(X) qui est de dimension 8.
6.17 Annexe : code source pour les dessins avec POV-Ray





background { color <1.0,1.00,1.00> }
camera {location <20.5,30.0,-42>
right <4/3, 0, 0>
up <0, 1, 0> sky <0, 1, 0>
direction <0, 0, 7>
look_at <0, 0.0, 0>}
light_source {<120,130,-60> colour <1,1,1>}
light_source {<-120,20,0> colour <1,0.4,0.2>}
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Puis la plupart des exemples, on a parame´tre´ les surfaces pour plus de transparence.
Exemple 6.3 :
parametric{
function{ cos(u)*(3+cos(v)) } // x(u,v)
function{ sin(v) } // y(u,v)
function{ sin(u)*(3+cos(v)) } // z(u,v)
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.4 :
parametric{
function{ 1.5*cos(u)*cos(v) } // x(u,v)
function{ 1.5*sin(v) } // y(u,v)
function{ 1.5*sin(u)*cos(v) } // z(u,v)
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 3+cos(u)*(1.5+0.02*cos(v)) } // x(u,v)
function{ sin(u)*(1.5+0.02*cos(v)) } // y(u,v)
function{ 0.02*sin(v) } // z(u,v)
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ -3+cos(u)*(1.5+0.02*cos(v)) } // x(u,v)
function{ sin(u)*(1.5+0.02*cos(v)) } // y(u,v)
function{ 0.02*sin(v) } // z(u,v)
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
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pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}







texture { pigment{color rgb<0.8,0.8,0.8> transmit 0.1}
finish { phong 0.5}




function{ cos(u)*(3+cos(v)) } // x(u,v)
function{ cos(v)*sin(v) } // y(u,v)
function{ sin(u)*(3+cos(v)) } // z(u,v)
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.8 :
parametric{
function{ cos(u)*(3+cos(v)) } // x(u,v) ou x
function{ cos(v)*sin(v) } // y(u,v) ou f(x,z)
function{ cos(u)*sin(u)*(3+cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.9 :
parametric{
function{ -2+cos(u)*(2+0.7*cos(v)) } // x(u,v) ou x
function{ 0.7*cos(v)*sin(v) } // y(u,v) ou f(x,z)
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function{ sin(u)*(2+0.7*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 2+cos(u)*(2+0.7*cos(v)) } // x(u,v) ou x
function{ 0.7*cos(v)*sin(v) } // y(u,v) ou f(x,z)
function{ sin(u)*(2+0.7*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.10 :
parametric{
function{ -2+cos(u)*(1.6+0.4*cos(v)) } // x(u,v) ou x
function{ 0.4*sin(v) } // y(u,v) ou f(x,z)
function{ sin(u)*(1.6+0.4*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ -2+cos(u)*(2.4+0.4*cos(v)) } // x(u,v) ou x
function{ 0.4*sin(v) } // y(u,v) ou f(x,z)
function{ sin(u)*(2.4+0.4*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 2+cos(u)*(1.6+0.4*cos(v)) } // x(u,v) ou x
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function{ 0.4*sin(v) } // y(u,v) ou f(x,z)
function{ sin(u)*(1.6+0.4*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 2+cos(u)*(2.4+0.4*cos(v)) } // x(u,v) ou x
function{ 0.4*sin(v) } // y(u,v) ou f(x,z)
function{ sin(u)*(2.4+0.4*cos(v)) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.11 :
parametric{
function{ cos(u)*(3+cos(v)*(cos(u)-1)/2) } // x(u,v) ou x
function{ cos(v)*sin(v)*(cos(u)-1)/2 } // y(u,v) ou f(x,z)
function{ sin(u)*(3+cos(v)*(cos(u)-1)/2) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.12 :
parametric{
function{ cos(u)*(2.5-(cos(u)-1)/2+cos(v)*(cos(u)-1)/2) } // x(u,v) ou x
function{ sin(v)*(cos(u)-1)/2 } // y(u,v) ou f(x,z)
function{ sin(u)*(2.5-(cos(u)-1)/2+cos(v)*(cos(u)-1)/2) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
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parametric{
function{ cos(u)*(2.5+(cos(u)-1)/2+cos(v)*(cos(u)-1)/2) } // x(u,v) ou x
function{ sin(v)*(cos(u)-1)/2 } // y(u,v) ou f(x,z)
function{ sin(u)*(2.5+(cos(u)-1)/2+cos(v)*(cos(u)-1)/2) } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
Exemple 6.13 :
parametric{
function{ -1+2*cos(u)*cos(v) } // x(u,v) ou x
function{ 2*sin(v) } // y(u,v) ou f(x,z)
function{ 2*sin(u)*cos(v) } // z(u,v) ou z
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 1+2*cos(u)*cos(v) } // x(u,v) ou x
function{ 2*sin(v) } // y(u,v) ou f(x,z)
function{ 2*sin(u)*cos(v) } // z(u,v) ou z
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ 2*cos(u)*cos(v) } // x(u,v) ou x
function{ 2*sin(v) } // y(u,v) ou f(x,z)
function{ -sqrt(3)+2*sin(u)*cos(v) } // z(u,v) ou z
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
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} // end of parametric ------
Exemple 6.15 :
parametric{
function{ cos(u) } // x(u,v) ou x
function{ v } // y(u,v) ou f(x,z)
function{ sin(u) } // z(u,v) ou z
<0,-2>,<2*pi,2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ pow(u,2) } // x(u,v) ou x
function{ u } // y(u,v) ou f(x,z)
function{ v } // z(u,v) ou z
<-1.3,-1.5>,<1.3,1.5> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ -pow(u,2) } // x(u,v) ou x
function{ u } // y(u,v) ou f(x,z)
function{ v } // z(u,v) ou z
<-1.3,-1.5>,<1.3,1.5> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
//scale 1.5
} // end of parametric ------
Exemple 6.16 :
parametric{
function{ (-1+sqrt(2)*cos(u)*cos(v))/2 } // x(u,v) ou x
function{ sqrt(2)*sin(v)/2 } // y(u,v) ou f(x,z)
function{ sqrt(2)*sin(u)*cos(v)/2 } // z(u,v) ou z
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
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contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ (1+sqrt(2)*cos(u)*cos(v))/2 } // x(u,v) ou x
function{ sqrt(2)*sin(v)/2 } // y(u,v) ou f(x,z)
function{ sqrt(2)*sin(u)*cos(v)/2 } // z(u,v) ou z
<0,-pi/2>,<2*pi,pi/2> // start, end(u,v)
contained_by {box {<-5,-5,-5>,<5,5,5>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
parametric{
function{ (sqrt(2)*sin(v)/2)/2 } // x(u,v) ou x
function{ (4*cos(u)+sqrt(2)*cos(v)/2)/2 } // y(u,v) ou f(x,z)
function{ (4+4*sin(u)+sqrt(2)*cos(v)/2)/2 } // z(u,v) ou z
<0,0>,<2*pi,2*pi> // start, end(u,v)
contained_by {box {<-12,-12,-12>,<12,12,12>}}
texture{
pigment{ color rgb<0.8,0.8,0.8> transmit 0.3}
finish { phong 0.5 }}
} // end of parametric ------
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