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Abstract
We show that the Hamiltonian dynamics of the self-interacting, abelian p-form theory in
D = 2p+ 2 dimensional space-time gives rise to the quasi-local structure. Roughly speaking, it
means that the field energy is localized but on closed 2p-dimensional surfaces (quasi-localised).
From the mathematical point of view this approach is implied by the boundary value problem
for the corresponding field equations. Various boundary problems, e.g. Dirichlet or Neumann,
lead to different Hamiltonian dynamics. Physics seems to prefer gauge-invariant, positively
defined Hamiltonians which turn out to be quasi-local. Our approach is closely related with the
standard two-potential formulation and enables one to generate e.g. duality transformations in
a perfectly local way (but with respect to a new set of nonlocal variables). Moreover, the form
of the quantization condition displays very similar structure to that of the symplectic form of
the underlying p-form theory expressed in the quasi-local language.
Keywords: p-form theory, duality invariance, Hamiltonian dynamics
PACS numbers: 11.15-q, 11.10Kk, 10.10Lm
1 Introduction
One of the most important idea of modern physics is locality. It is strongly related with relativity
and quantum mechanics and plays a central role in relativistic (classical and quantum) field theories.
Let us cite only two very influential books: physics is simple when analyzed locally [1] and the role
of fields is to implement the principle of locality [2]. It should be stressed, therefore, from the very
beginning that we are not going to discuss nonlocal theories. The abelian p-form theory is a simple
generalization of an ordinary electrodynamics in 4-dimensional Minkowski space-time M4 where
the electromagnetic field potential 1-form Aµ is replaced by a p-form in D-dimensional space-time
[3], [4]. This theory is perfectly local, i.e. it is defined via the local Lagrangian.
The motivations to study p-form theory are already discussed in [3]. Recently the new input
comes with electric-magnetic duality [5], [6], [7]. It was observed long ago [8] that the duality
symmetry for the standard Maxwell electrodynamics in four dimensional Minkowski space-time
(i.e. p = 1 theory) is generated by the nonlocal generator (its physical interpretation as a chirality
operator was discussed in [9]), i.e. it is nonlocal functional of the electromagnetic field. Therefore,
the nonlocality enters into the game in a very natural way. We shall see that the above mentioned
nonlocality is closely related with the Hamiltonian description of the field dynamics.
To define the Hamiltonian evolution one splits the entire space-time into space and time and
then formulates the initial value problem. But in field theory one has to specify also the boundary
condition for the fields. Very often one assumes that all fields do vanish at spatial infinity and
simply forgets about this problem. It should be stressed, however, that even if the boundary values
vanish numerically they do not vanish functionally, i.e. they are necessary in the proper definition
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of the functional phase space of the dynamical problem. This is typical for the problems with
infinitely many degrees of freedom. Boundary value problem is not only a mathematical problem.
It also does belong to physics. Different boundary problems lead to different Hamiltonians, i.e.
different definitions of the field energy, e.g. energies defined via canonical and symmetric energy-
momentum tensors. Now, in the standard (i.e. p = 1) electrodynamics the “canonical” energy,
which is neither gauge-invariant nor positively defined, is related to the boundary value problem
for the scalar potential A0. On the other hand the “symmetric energy” (defined by the symmetric
energy-momentum tensor), which is perfectly gauge-invariant and positively defined, is related to
the control of the electric and magnetic fluxes on the boundary [10], [11], [12]. [13]. Therefore,
it distinguishes a new set of electromagnetical variables Q1 and Q2 consistent with the boundary
problem. Together with the canonically conjugated momenta Π1 and Π2 they encode the entire
gauge-invariant information about the electromagnetic field F = dA, i.e. knowing Q’s and Π’s one
may uniquely reconstruct F [10]. Actually, it was shown long ago by Debye [14] that Maxwell
theory could be described in terms of two complex functions (so called Debey potentials). It turns
out that this formulation is very well suited to describe e.g. radiative phenomena [15]. Our Q’s
and Π’s (they may be rearranged into complex Q and Π) are closely related to Debey potentials.
They solve the Gauss constraint and, therefore, they reduce the symplectic form in the space of
Cauchy data for the field dynamics. However, they are nonlocal functions of the electromagnetic
fields D and B. The nonlocality is of the very special structure and the Hamiltonian generating
the dynamics defines a quasi-local functional, i.e. performing an integration over angle variables
one obtains perfectly local functional.
Now, in the abelian self-interacting p-form theory in D = 2p + 2 dimensional space-time one
may perform the similar analysis [16]: instead of two complex functions Q and Π, the dynamical
information about a p-form electromagnetic fieldsD and B is now encoded into two complex (p−1)–
forms. In the present paper we relate the quasi-local picture implied by these (p − 1)–forms with
the proper definition of the Hamiltonian dynamics for a p-form theory. Moreover, we show that this
formulation is perfectly suited for the description of the duality symmetry, i.e. the duality rotations
(for odd p) are generated locally in terms of Q and Π. We show that the canonical generator has
the following form:
∫
Q1Π2 −Q2Π1 . (1.1)
It is evident that this approach is closely related to the two-potential formulation [7], [17] (see
Appendix D).
It is well known that there is a crucial difference between theories with different parities of p,
e.g. for even p a theory can not be duality invariant. Now, it was observed only recently [7] that
the quantization condition for (p− 1)–brane dyons crucially depends upon p, namely
e1g2 + (−1)pe2g1 = nh , (1.2)
with integer n (h is the Planck constant). It turns out that the symplectic form of a p-form theory
written in terms of Q and Π has very similar structure
Ωp =
∫
δΠ1 ∧ δQ1 + (−1)p+1δΠ2 ∧ δQ2 , (1.3)
therefore, there is a striking correspondence between the form of the quantization condition (1.2)
and the structure of symplectic form (1.3). This correspondence is universal, i.e. it holds for any
gauge-invariant, self-interacting theory.
The paper is organized as follows: we remind the quasi-local structure of standard (1-form)
electrodynamics in Section 2. This is the prototype of the p-form theory for odd p. Then in
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Section 3 we make the generalization for p = 2 which is the prototype for even p. The general
case (i.e. an arbitrary p) is discussed in Appendices B and C. In Section 4 we describe the gauge-
invariant coupling of p-form electrodynamics to the charged matter and the Hamiltonian structure
of the interacting theory. The details of notation are clarified in Appendix A.
2 1-form theory in D = 4
2.1 Generating formula
Let us consider a 1-form theory defined by the Lagrangian L = L(A, ∂A). Field dynamics of this
theory may be written in terms of the following generating formula (see Appendix A for details of
notation):
− δL = ∂ν(GνµδAµ) = (∂νGνµ)δAµ + Gνµδ(∂νAµ) . (2.1)
The formula (2.1) implies the following definition of “momenta”:
Gµν = −2 ∂L
∂Fµν
. (2.2)
Moreover, (2.1) generates dynamical (in general nonlinear) field equations
∂νGνµ = −J µ , (2.3)
where the external 1-form current reads:
J µ = ∂L
∂Aµ
. (2.4)
Let us start with a source free theory, i.e. J = 0. We shall study the p-form electromagnetism
coupled to a charged matter in section 4. To obtain the Hamiltonian description of the field
dynamics let us integrate equation (2.1) over a 3-dimensional volume V contained in the constant-
time hyperplane Σ:
− δ
∫
V
L =
∫
V
∂0(G0iδAi) +
∫
∂V
G⊥µδAµ , (2.5)
where ⊥ denotes the component orthogonal to the 2-dimensional boundary ∂V . To simplify our
notation let us introduce the spherical coordinates on Σ:
x3 = r , xA = ϕA ; A = 1, 2 , (2.6)
where ϕ1, ϕ2 denote spherical angles (usually one writes ϕ1 = ϕ and ϕ2 = Θ). To enumerate angles
we shall use capital letters A,B,C, .... The Euclidean metric tensor is diagonal
g11 = r
2, g22 = r
2 sinϕ2, grr = 1 , (2.7)
and the volume form Λ1 =
√
det(gkl) = r
2 sinϕ2. Let V be a 3-ball with a finite radius R. In such
a coordinate system the formula (2.5) takes the following form:
δ
∫
V
L = −
∫
V
∂0(DiδAi) +
∫
∂V
DrδA0 −
∫
∂V
GrBδAB , (2.8)
where
Di = Gi0 (2.9)
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denotes the 1-form electric induction density on Σ. Now, performing the Legendre transformation
between induction 1-form Di and A˙i one obtains the following Hamiltonian formula:
− δHcan = −
∫
V
(
D˙iδAi − A˙iδDi
)
+
∫
∂V
DrδA0 −
∫
∂V
GrBδAB , (2.10)
where the canonical Hamiltonian
Hcan =
∫
V
(
−DiA˙i − L
)
. (2.11)
Equation (2.10) generates an infinite-dimensional Hamiltonian system in the phase space Pp =
(Di, Ai) fulfilling Dirichlet boundary conditions for the 1-form potential Ai: A0|∂V and AA|∂V .
From the mathematical point of view this is the missing part of the definition of the functional
space. The Hamiltonian structure of a general nonlinear 1-form electrodynamics described above is
mathematically well defined, i.e. a mixed Cauchy problem (Cauchy data given on Σ and Dirichlet
data given on ∂V ×R) has a unique solution (modulo gauge transformations which reduce to the
identity on ∂V ×R).
There is, however, another way to describe the Hamiltonian evolution of fields in the region V .
Let us perform the Legendre transformation between Dr and A0 at the boundary ∂V . One obtains:
− δHsym = −
∫
V
(
D˙iδAi − A˙iδDi
)
−
∫
∂V
A0δDr −
∫
∂V
GrBδAB , (2.12)
where the new “symmetric” Hamiltonian
Hsym = Hcan +
∫
∂V
DrA0 . (2.13)
Observe, that formula (2.12) defines the Hamiltonian evolution but on a different phase space. In
order to kill boundary terms in (2.12) one has to control on ∂V : Dr (instead of A0) and AB . We
stress that from the mathematical point of view both descriptions are equally good and an additional
physical argument has to be given if we want to choose one of them as more fundamental.
2.2 Canonical vs. symmetric energy
Now, let us discuss the relation between Hcan and Hsym defined by (2.11) and (2.13) respectively.
One has:
Hsym = Hcan +
∫
∂V
DrA0 = H+
∫
V
∂k
(
DkA0
)
=
∫
V
{
−DiA˙i −L+
(
A0∂kDk +Dk∂kA0
)}
=
∫
V
(
DiEi − L
)
, (2.14)
where the 1-form electric field is defined by
Ei = Fi0 = ∂[iA0] . (2.15)
Therefore, Hsym is related to L via different Legendre transformation (compare (2.11) with
(2.14)). Contrary to Hcan, Hsym is perfectly gauge-invariant. It is evident that Hsym is defined via
the symmetric energy-momentum tensor:
T µνsym = F
µλGνλ + gµνL , (2.16)
whereas Hcan via the canonical one:
T µνcan = (∂
µAλ)Gνλ + g
µνL , (2.17)
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i.e. Hsym =
∫
V T
00
sym and Hcan =
∫
V T
00
can. Therefore, the “symmetric energy” Hsym is gauge-
invariant and positively defined, e.g. for the 1-form Maxwell theory one has
HMaxwellsym =
1
2
∫
(DiDi + BiBi) .
On the other hand, the “canonical energy” Hcan is neither positively defined nor gauge-invariant.
These properties show that the Hamiltonian evolution based on Hsym is more natural from the
physical point of view than the one based on Hcan (see also discussion in [12]).
2.3 Reduction of the generating formula
Now, it turns out that the formula (2.12) may be considerably simplified. Any geometrical object
on a 3-dimensional hyperplane Σ may be decomposed into the radial and tangential (i.e. tangential
to any sphere S2(r)) components, e.g. a 1-form gauge potential Ai decomposes into the radial Ar
and tangential AA. Now, any 1-form on S
2(r) may be further decomposed into “longitudinal” and
“transversal” parts:
AA = ∇Au+ ǫAB∇Bv , (2.18)
where both u and v are scalar functions on S2(r). Now, using (2.18) and integrating by parts one
gets:
∫
V
(
D˙iδAi − A˙iδDi
)
=
∫
V
{(
D˙rδAr − A˙rδDr
)
+
[
(∂rD˙r)δu− u˙δ(∂rDr)
]
− ǫAB
[(
∇BD˙A
)
δv − v˙δ
(
∇BDA
)]}
, (2.19)
where we have used the Gauss law
∇ADA = −∂rDr . (2.20)
Moreover, due to (2.18)
∫
∂V
GrAδAA = −
∫
∂V
{
−D˙rδu+
(
ǫAB∇BGrA
)
δv
}
. (2.21)
In deriving (2.21) we have used
∇AGAr = −D˙r , (2.22)
which follows from the field equations ∇AGAr + ∂0G0r = 0. Now, taking into account (2.19) and
(2.21) the generating formula (2.12) may be rewritten in the following way:
− δHsym = −
∫
V
{[
D˙rδ (Ar − ∂ru)−
(
A˙r − ∂ru˙
)
δDr
]
−
[(
ǫAB∇BD˙A
)
δv − v˙δ
(
ǫAB∇BDA
)]}
−
∫
∂V
{
(A0 − u˙) δDr −
(
ǫAB∇BGrA
)
δv
}
. (2.23)
Note, that although Ar, A0 and u are manifestly gauge-dependent, the combinations Ar− ∂ru and
A0 − ∂0u are gauge-invariant. To simplify our consideration we choose the special gauge u ≡ 0,
i.e. a 1-form AA on S
2(r) is purely transversal. This condition, due to (2.18), may be equivalently
rewritten as
∇AAA = 0 . (2.24)
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Assuming (2.24) one may show [16]
∆0A
r = r2 ǫAB∇BBA , (2.25)
where
∆0 = r
2∇A∇A (2.26)
denotes the 2-dimensional Laplacian on S2(1), i.e. the 2-dim. Laplace-Beltrami operator on scalar
functions (0-forms). Moreover,
Br = ǫAB∇AAB = −r−2∆0v . (2.27)
Since ∆0 is invertible in the source free theory [10] the formula (2.23) may be rewritten as follows:
− δHsym = −
∫
V
{[
(rD˙r)δ
(
r∆−10 ǫAB∇BBA
)
−
(
r∆−10 ǫAB∇BB˙A
)
δ(rDr)
]
+
[(
r∆−10 ǫAB∇BD˙A
)
δ(rBr)− (rB˙r)δ
(
r∆−10 ǫAB∇BDA
)]}
−
∫
∂V
{
(r−1A0)δ(rDr) +
(
∆−10 ǫAB∇BGrA
)
δ(rBr)
}
. (2.28)
Now, introducing the following set of variables
Q1 = rDr , (2.29)
Q2 = rBr , (2.30)
Π1 = r∆
−1
0 ǫ
AB∇BBA , (2.31)
Π2 = −r∆−10 ǫAB∇BDA , (2.32)
eq. (2.28) simplifies to
− δHsym =
∫
V
Λ1
{(
Π˙1δQ1 − Q˙1δΠ1
)
+
(
Π˙2δQ2 − Q˙2δΠ2
)}
+
∫
∂V
Λ1
(
χ1δQ1 + χ
2δQ2
)
, (2.33)
where we introduced the boundary momenta:
χ1 = −1
r
A0 , (2.34)
χ2 = −r∆−10 ǫAB∇BGrA . (2.35)
Tensor Gµν is defined by Gµν = Λ1Gµν , and, therefore, Di = Λ1Di. Note, that
χl =
δHsym
δ(∂rQl)
, l = 1, 2 . (2.36)
For a Maxwell theory one obtains
HMaxwellsym =
1
2
∫
V
Λ1
2∑
l=1
{
1
r2
QlQl − 1
r2
∂r(rQl)∆
−1
0 ∂r(rQl)−Πl∆0Πl
}
, (2.37)
and, therefore
χl =
1
r
∆−10 ∂r(rQl) , l = 1, 2 , (2.38)
have perfectly symmetric form.
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2.4 Canonical symmetries
The symplectic form
∫
δDk ∧ δAk rewritten in terms of Q’s and Π’s have the following form [10],
[16]:
Ω = Im
∫
Λ1 δΠ ∧ δQ , (2.39)
where we introduced a complex notation
Q = Q1 + iQ2 , (2.40)
Π = i(Π1 + iΠ2) . (2.41)
The form (2.39) is invariant under the following set of R-linear transformations:
Q → eiαQ , (2.42)
Q → coshαQ+ i sinhαQ , (2.43)
Q → coshλQ+ sinhλQ , (2.44)
and the same rules for Π. It is easy to see that these transformations form the group SO(2, 1). In
terms of D and B, (2.42)–(2.44) have more familiar form:
(2.42) corresponds to orthogonal SO(2) duality rotations:
D → D cosα−B sinα ,
B → D sinα+B cosα , (2.45)
(2.43) corresponds to hyperbolic SO(1, 1) rotations:
D → D coshα+B sinhα ,
B → D sinhα+B coshα , (2.46)
(2.44) corresponds to scaling transformations:
D → eλD ,
B → e−λB . (2.47)
The canonical generators corresponding to (2.42)–(2.44) have the following form:
G1 =
∫
Λ1 (Q
2Π1 −Q1Π2) = Re
∫
Λ1 (ΠQ) , (2.48)
G2 = −
∫
Λ1 (Q
2Π1 +Q
1Π2) = Re
∫
Λ1 (ΠQ) , (2.49)
G3 =
∫
Λ1 (Q
1Π1 −Q2Π2) = Im
∫
Λ1 (ΠQ) . (2.50)
Note, that for the duality invariant theory G1 defined in (2.48) is constant in time. Its physical
interpretation was clarified in [9]. Obviously, G1, G2 and G3 rewritten in terms of D and B are
highly nonlocal functionals of the fields [9], [8].
2.5 Summary
The reduced variables (Ql,Π
l) play the role of generalized positions and momenta for an electromag-
netic field. They are perfectly gauge-invariant and contain the entire (gauge-invariant) information
about D and B. Let us note that Q’s and Π’s are nonlocal functions of D and B. The nonlocality
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enters via the operations on each sphere S2(r), i.e. via the operator ∆−10 . On the other hand the
operations in the radial direction do not produce any nonlocality.
The Hamiltonian generating the dynamics is perfectly local in D and B but is nonlocal in Q’s
and Π’s. The field functional with the above described nonlocality we shall call quasi-local. Note,
that generators Gi are perfectly local in reduced variables.
The “symmetric” Hamiltonian dynamics is defined by the Dirichlet boundary conditions for
positions Ql. On the other hand the “canonical” formula (2.12) is defined by the Dirichlet boundary
condition for χ1 and Q2. Note, however, that in the Maxwell case∫
∂V
Λ1Q1δχ
1 =
∫
∂V
Λ1
1
r
(
∆−10 Q1
)
δ ∂r(r
2Dr) =
∫
∂V
r
(
∆−10 Q1
)
δ (∂rDr) , (2.51)
i.e. a Dirichlet condition χ1|∂V is equivalent to the Neumann condition ∂rDr|∂V .
3 2-form theory in D = 6
3.1 Generating formula
Now, consider a 2-form theory defined by the Lagrangian L = L(A, ∂A). Field dynamics of this
theory may be written in terms of the following generating formula:
− δL = ∂ν(GνµλδAµλ) = (∂νGνµλ)δAµλ + Gνµλδ(∂νAµλ) . (3.1)
The formula (3.1) implies the following definition of “momenta”:
Gµνλ = −3! ∂L
∂Fµνλ
. (3.2)
Moreover, (3.1) generates dynamical (in general nonlinear) field equations
∂νGνµλ = −J µλ , (3.3)
where the external 2-form current reads:
J µλ = 2 ∂L
∂Aµλ
. (3.4)
In the presents section we consider only J = 0 (for J 6= 0 see section 4.) To obtain the Hamiltonian
description of the field dynamics let us integrate equation (3.1) over a 5-dimensional volume V
contained in the constant-time hyperplane Σ:
− δ
∫
V
L =
∫
V
∂0(G0ijδAij) +
∫
∂V
G⊥µνδAµν , (3.5)
where ⊥ denotes the component orthogonal to the 4-dimensional boundary ∂V . To simplify our
notation let us introduce the spherical coordinates on Σ:
x5 = r , xA = ϕA ; A = 1, 2, 3, 4 , (3.6)
where ϕ1, ϕ2, ϕ3, ϕ4 denote spherical angles (to enumerate angles we shall use capital letters A,B,C, ...).
The Euclidean metric on Σ reads:
g11 = r
2 sin2 ϕ2 sin
2 ϕ3 sin
2 ϕ4 , g22 = r
2 sin2 ϕ3 sin
2 ϕ4,
g33 = r
2 sin2 ϕ4 , g44 = r
2 , g55 ≡ grr = 1 , (3.7)
and the corresponding volume form
Λ2 =
√
det(gij) = r
4 sinϕ2 sin
2 ϕ3 sin
3 ϕ4 . (3.8)
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Let V be a 5-dim. ball with a finite radius R. In such a coordinate system the formula (3.5) takes
the following form:
δ
∫
V
L =
∫
V
∂0(DijδAij)−
∫
∂V
2DrAδA0A −
∫
∂V
GrABδAAB , (3.9)
where
Dij = Gij0 (3.10)
denotes the 2-form electric induction density. Now, performing the Legendre transformation be-
tween induction 2-form Dij and A˙ij one obtains the following Hamiltonian formula:
− δHcan =
∫
V
(
D˙ijδAij − A˙ijδDij
)
−
∫
∂V
2DrAδA0A −
∫
∂V
GrABδAAB , (3.11)
where the canonical Hamiltonian
Hcan =
∫
V
(
DijA˙ij − L
)
. (3.12)
Equation (3.11) generates an infinite-dimensional Hamiltonian system in the phase space P2 =
(Dij, Aij) fulfilling Dirichlet boundary conditions for the 2-form potential Aij: A0A|∂V andAAB |∂V .
From the mathematical point of view this is the missing part of the definition of the functional
space. The Hamiltonian structure of a general nonlinear 2-form electrodynamics described above is
mathematically well defined, i.e. a mixed Cauchy problem (Cauchy data given on Σ and Dirichlet
data given on ∂V ×R) has a unique solution (modulo gauge transformations which reduce to the
identity on ∂V ×R).
Note the difference in signs between corresponding formulae of the present section and that of
section 2. This difference follows from the difference between corresponding symplectic structures
[16]. For 1-form theory one has
Ω1 =
∫
V
δG0i ∧ δAi = +
∫
V
δDi ∧ δAi , (3.13)
whereas for 2-form theory
Ω2 =
∫
V
δG0ij ∧ δAij = −
∫
V
δDij ∧ δAij , (3.14)
Now, in analogy to (2.12) we pass to another Hamiltonian description of the field evolution
in the finite region V . Let us perform the Legendre transformation between DrA and A0A at the
boundary ∂V . One obtains:
− δHsym =
∫
V
(
D˙ijδAij − A˙ijδDij
)
+
∫
∂V
2A0AδDrA −
∫
∂V
GrABδAAB , (3.15)
where the new “symmetric” Hamiltonian
Hsym = Hcan −
∫
∂V
2DrAA0A . (3.16)
Observe, that formula (3.15) defines the Hamiltonian evolution but on a different phase space.
In order to kill boundary terms in (3.15) one has to control on ∂V : DrA (instead of A0A) and
AAB. We stress that from the mathematical point of view both descriptions are equally good
and an additional physical argument has to be given if we want to choose one of them as more
fundamental.
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3.2 Canonical vs. symmetric energy
The relation between Hcan and Hsym is exactly the same as in p = 1 case:
Hsym = Hcan −
∫
∂V
2DrAA0A = Hcan −
∫
V
2 ∂k
(
DkiA0i
)
=
∫
V
{
DijA˙ij −L+ 2
(
A0i∂kDki +Dki∂kA0i
)}
=
∫
V
(
1
2
DijEij − L
)
, (3.17)
where the 2-form electric field is defined by
Eij = Fij0 = ∂[iAj0] . (3.18)
Therefore, Hsym =
∫
T 00sym and Hcan =
∫
T 00can with
T µνsym =
1
2
FµλσGνλσ + g
µνL , (3.19)
and
T µνcan = (∂
µAλσ)Gνλσ + g
µνL . (3.20)
In the 2-form Maxwell theory the “symmetric energy” (gauge-invariant and positively defined)
reads:
HMaxwellsym =
1
4
∫
(DijDij + BijBij) .
3.3 Reduction of the generating formula
Now, in analogy to (2.18) let as make the following decomposition:
AAB = ∇[AuB] + ǫABCD∇CvD , (3.21)
where ∇A denotes a covariant derivative on each S4(r) defined by the induced metric gAB and
ǫABCD stands for the Le´vi-Civita tensor density such that ǫ1234 = Λ2. Both uA and v
A are 1-forms
on S4(r). Using (3.21) and integrating by parts one gets:
∫
V
(
D˙ijδAij − A˙ijδDij
)
=
∫
V
{
2
(
D˙rAδArA − A˙rAδDrA
)
+ 2
[
(∂rD˙rA)δuA − u˙Aδ(∂rDrA)
]
− ǫABCD
[
(∇CD˙AB)δvD − v˙Dδ(∇CDAB)
]}
, (3.22)
where we have used the Gauss law
∇ADAB = −∂rDrB . (3.23)
Moreover, due to (3.21)
∫
∂V
GrABδAAB = −
∫
∂V
{
−2 D˙rAδuA +
(
ǫABCD∇CGrAB
)
δvD
}
. (3.24)
In deriving (3.24) we have used
∇AGABr = −D˙rB , (3.25)
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which follows from the field equations ∇AGABr + ∂0G0Br = 0. Now, taking into account (3.22) and
(3.24) the generating formula (3.15) may be rewritten in the following way:
− δHsym =
∫
V
{[
D˙rAδ(2ArA − 2∂ruA)− (2A˙rA − 2∂ru˙A)δDrA
]
−
[
(ǫABCD∇CD˙AB)δvD − v˙Dδ(ǫABCD∇CDAB
]}
+
∫
∂V
{
(2A0A − 2 u˙A)δDrA +
∫
∂V
(ǫABCD∇CGrAB)δvD
}
. (3.26)
Note, that although ArA, A0A and uA are manifestly gauge-dependent, the combinations ArA−∂ruA
and A0A − ∂0uA are gauge-invariant. To simplify our consideration we choose the special gauge
u ≡ 0, i.e. a 2-form AAB on S4(r) is purely transversal. This condition, due to (3.21), may be
equivalently rewritten as
∇AAAB = 0 . (3.27)
But now, contrary to the p = 1 case, we have an additional covector field on S4(r), namely ArA.
For this covector we choose an analogous gauge condition, i.e.
∇AArA = 0 . (3.28)
Assuming (3.27) and (3.28) one may show [16]
∆1A
rD = −r
2
4
ǫABCD∇CBAB , (3.29)
where
∆1 = r
2∇A∇A − 3 , (3.30)
equals to the Laplace-Beltrami operator on co-exact 1-forms on S4(1) [16]. Moreover, in analogy
to (2.27) one has [16]
BrA = −2r−2∆1vA , (3.31)
and, therefore, the formula (3.26) simplifies to
− δHsym = 1
2
∫
V
{
−
[
(rD˙rD)δ
(
r∆−11 ǫABCD∇CBAB
)
−
(
r∆−11 ǫABCD∇CB˙AB
)
δ(rDrD)
]
+
[(
r∆−11 ǫABCD∇CD˙AB
)
δ(rBrD)− (rB˙rD)δ
(
r∆−11 ǫABCD∇CDAB
)]}
+
∫
∂V
{
(2r−1A0A)δ(rDrA)−
(
1
2
r∆−11 ǫABCD∇CGrAB
)
δ(rBrD)
}
. (3.32)
Now, introducing the following set of variables
Q A1 = rD
rA , (3.33)
Q A2 = rB
rA , (3.34)
Π1D =
r
2
∆−11 ǫABCD∇CBAB , (3.35)
Π2D = −
r
2
∆−11 ǫABCD∇CDAB , (3.36)
eq. (3.32) simplifies to
− δHsym =
∫
V
Λ2
{(
Π˙1AδQ
A
1 − Q˙ A1 δΠ1A
)
−
(
Π˙2AδQ
A
2 − Q˙ A2 δΠ2A
)}
+
∫
∂V
Λ2
(
χ1AδQ
A
1 + χ
2
AδQ
A
2
)
, (3.37)
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where we introduced the boundary momenta:
χ1A =
2
r
A0A , (3.38)
χ2D = −
r
2
∆−11 ǫABCD∇CGrAB . (3.39)
In (3.37) we defined
Ql A := gAB Q
B
l , Π
l A := gAB ΠlB . (3.40)
Note the crucial difference between (3.37) and (2.33): the sign “+” in (2.33) is replaced by “−” in
(3.37).
For a Maxwell theory one obtains
HMaxwellsym =
1
4
∫
V
Λ2
2∑
l=1
{
1
r2
Q Al Ql A −
1
r4
∂r(r
3Ql A)∆
−1
1 ∂r(rQ
A
l )−Πl A∆1ΠlA
}
(3.41)
and, therefore
χlA =
1
r3
∆−11 ∂r(r
3Ql A) , l = 1, 2 . (3.42)
3.4 Canonical symmetries
The symplectic form − ∫ δDij ∧ δAij rewritten in terms of Q’s and Π’s have the following form [16]:
Ω = Im
∫
Λ2 δΠ
A ∧ δQA , (3.43)
where we introduced a complex notation
QA = Q
1
A + iQ
2
A , (3.44)
ΠA = i(Π A1 + iΠ
A
2 ) . (3.45)
The form (3.43) contrary to (2.39) is invariant only under the following transformations:
QA → coshλQA + sinhλQA , (3.46)
and the same rule for ΠA. It is easy to see that these transformations form the group SO(1, 1). In
terms of Dij and Bij, (3.46) reads:
Dij → eλDij ,
Bij → e−λBij . (3.47)
The canonical generator corresponding to (3.46) has the following form:
G4 = −
∫
Λ2 (Q
1
AΠ
A
1 +Q
2
AΠ
A
2 ) = Im
∫
Λ2 (Π
AQA) . (3.48)
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3.5 Summary
Contrary to the p = 1 case the reduced variables (Q Al ,Π
l
A) do not solve completely the Gauss
constraints ∂iD
ij = ∂iB
ij = 0. They fulfill the following additional conditions [16]:
∇AQ Al = ∇AΠlA = 0 , l = 1, 2. (3.49)
In the geometric language it means that ⋆Ql and ⋆Π
l are closed 3-forms on S4(r) (⋆ denotes the
Hodge dual defined via ǫABCD). They are gauge-invariant and contain the entire information about
2-forms Dij and Bij. The dynamics is generated by the quasi-local functional of Q’s and Π’s.
The “symmetric” dynamics defined by (3.37) corresponds to the Dirichlet boundary condition
for positions Ql whereas the “canonical” dynamics corresponds to the Dirichlet conditions for χ
1
and Q2. But Dirichlet condition for χ
1
A is equivalent to the Neumann condition for ∂rDrA∫
∂V
Λ2Q
A
1 δχ
1
A =
∫
∂V
r∆−11 Q
A
1 δ(∂rDrA) . (3.50)
4 Coupling to the charged matter
In the present Section we study the coupling of p-form electrodynamics to the charged matter. We
present parallel discussion for p = 1 and p = 2. The general case is presented in Appendix C.
4.1 p = 1
Consider a 1-form electromagnetism interacting with the charged matter field Φ (for simplicity let
Φ be a complex scalar field). In the presence of charged matter the Lagrangian generating formula
(2.1) has to be replaced by:
− δL = ∂ν(GνµδAµ + PνδΦ) , (4.1)
where the matter “momentum”
Pν = − ∂L
∂(∂νΦ)
. (4.2)
Because L should define a gauge-invariant theory let us assume that there is a group of gauge
transformations UΛ parameterized by a a function (0-form) Λ acting in the following way: Aµ →
Aµ + ∂µΛ and Φ→ UΛ(Φ).
Now, the target space of the matter field Φ may be reparameterized Φ = (ϕ,U) in such a
way that, a parameter U is gauge invariant and ϕ is the phase undergoing the following gauge
transformation: ϕ → ϕ+ Λ. For the scalar (complex) field one has: U := |Φ| and the ϕ = ArgΦ.
Therefore, the matter part in (4.1) may be rewritten as follows:
PνδΦ = Jνδϕ+ pνδU . (4.3)
Gauge invariance of the theory means that the gauge dependent quantities, i.e. Aµ and ϕ, enter
into L via the gauge-invariant combinations only:
L = L(Fµν ,Dµϕ,U, ∂µU) , (4.4)
where
Dµϕ := ∂µϕ−Aµ (4.5)
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denotes a covariant derivative of ϕ. This implies, that the momentum Jµ canonically conjugated
to ϕ is equal to the electric current
Jµ = − ∂L
∂(∂µϕ)
=
∂L
∂Aµ
= −∂νGνµ . (4.6)
Now, instead of (2.8) one has
− δ
∫
V
L =
∫
V
∂0
(
DiδAi + ρδϕ+ p0δU
)
+
∫
∂V
(
−DrδA0 + GrBδAB + Jrδϕ+ prδU
)
, (4.7)
with ρ := J0. Performing the set of Lagrange transformations between: 1) Dk and A˙k, 2) ρ and ϕ˙,
3) π := p0 and U˙ in the volume V , and between Dr and A0 at the boundary ∂V , one obtains the
following generalization of (2.12):
− δHsym = −
∫
V
{(
D˙iδAi − A˙iδDi
)
+ (ρ˙δϕ − ϕ˙δρ) +
(
π˙δU − U˙δπ
)}
−
∫
∂V
{
A0δDr + GrBδAB + Jrδϕ+ prδU
}
, (4.8)
where the “symmetric” Hamiltonian of the interacting electromagnetic field and the charged matter
represented by Φ reads:
Hsym =
∫
V
(
−DiA˙i − ρϕ˙− πU˙ − L+ ∂k(A0Dk)
)
. (4.9)
Now, using
∂kDk = ρ , (4.10)
implied by (4.6), one gets the following formula for Hsym:
Hsym =
∫
V
(
DiEi − ρD0ϕ− πU˙ − L
)
. (4.11)
Note, that the gauge-dependent phase ϕ enters into Hsym via the gauge-invariant combination D0ϕ
only. Moreover, due to (4.10), we may rewrite the dynamical part for ϕ in (4.8) as follows:∫
V
(ρ˙δϕ− ϕ˙δρ) =
∫
V
(
−D˙kδ(∂kϕ) + (∂kϕ˙)δDk
)
+
∫
∂V
(
D˙rδϕ− ϕ˙δDr
)
. (4.12)
Now, the D˙r at the boundary may be easily eliminated by the field equations (4.6)
D˙r = −∂0Gr0 = ∂µGµr − ∂AGAr = −Jr + ∂AGrA . (4.13)
Introducing a hydrodynamical variables:
Vµ := −Dµϕ , (4.14)
we may rewrite finally (4.8) as follows:
− δHsym = −
∫
V
{(
D˙iδVi − V˙iδDi
)
+
(
π˙δU − U˙δπ
)}
−
∫
∂V
{
V0δDr + GrBδVB + prδU
}
, (4.15)
i.e. (4.15) has exactly the same form as (2.12) with Aµ replaced by the gauge-invariant Vµ and
supplemented by the gauge-invariant canonical pair (U, π) together with the boundary momentum
pr.
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4.2 p = 2
Now, consider a 2-form electromagnetism interacting with the charged matter field Φµ (for simplic-
ity let Φµ be a complex vector field). In the presence of charged matter the Lagrangian generating
formula (3.1) has to be replaced by:
− δL = ∂ν(GνµλδAµλ + PνµδΦµ) , (4.16)
where the matter “momentum”
Pνµ = −2 ∂L
∂(∂[νΦµ])
. (4.17)
Because L should define a gauge-invariant theory let us assume that there is a group of gauge
transformations UΛ parameterized by a a 1-form Λ acting in the following way: A → A + dΛ and
Φ→ UΛ(Φ).
Now, the target space of the matter field Φµ may be reparameterized Φµ = (ϕµ, Uµ) in such a
way that a 1-form Uµ is gauge invariant and a 1-form ϕµ is the phase undergoing the following gauge
transformation: ϕ→ ϕ+ Λ. For the vector (complex) field one has: Uµ := |Φµ| and ϕµ = ArgΦµ.
Therefore, the matter part in (4.16) may be rewritten as follows:
PνµδΦµ = Jνµδϕµ + pνµδUµ . (4.18)
Gauge invariance of the theory means that the gauge dependent quantities, i.e. Aµν and ϕµ, enter
into L via the gauge-invariant combinations only:
L = L(Fµνλ,Dµϕν , Uµ, ∂µUν) , (4.19)
where
Dµϕν :=
1
2
∂[µϕν] −Aµν (4.20)
denotes a “covariant derivative” of ϕν . This implies, that the momentum J
µλ canonically conju-
gated to ϕλ is equal to the electric current
Jµλ = −2 ∂L
∂(∂[µϕλ])
= 2
∂L
∂Aµλ
= −∂νGνµλ . (4.21)
Now, instead of (3.9) one has
− δ
∫
V
L =
∫
V
∂0
(
−DijδAij − ρkδϕk + πkδUk
)
+
∫
∂V
(
2DrAδA0A + GrABδAAB + ρrδϕ0 + JrAδϕA − πrδU0 + prAδUA
)
,(4.22)
with ρk := Jk0 (it defines a 1-form charge density on 5-dim. hyperplane Σ) and πk := p0k. Now,
to pass to the Hamiltonian picture one has to perform the following Legendre transformations
between: 1) D and A˙, 2) ρ and ϕ˙, 3) π and U˙ in the volume V , and between 4) Dr and A0, 5) ρr
and ϕ0 and 6) π
r and U0 at the boundary ∂V . One obtains the following generalization of (3.15):
− δHsym =
∫
V
{(
D˙ijδAij − A˙ijδDij
)
+
(
ρ˙kδϕk − ϕ˙kδρk
)
−
(
π˙kδUk − U˙kδπk
)}
−
∫
∂V
{
−2A0AδDrA + GrABδAAB − ϕ0δρr + JrAδϕA + U0δπr + prAδUA
}
,(4.23)
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where the “symmetric” Hamiltonian of the interacting electromagnetic field and the charged matter
represented by Φµ reads:
Hsym =
∫
V
{
DijA˙ij + ρk (ϕ˙k − ∂kϕ0)− πkU˙k − ∂k
(
2A0iDki − U0πk
)
− L
}
, (4.24)
where we have used ∂kρ
k = 0. Now, using
∂iDik = ρk , (4.25)
one gets the following formula for Hsym:
Hsym =
∫
V
(
1
2
DijEij + 2ρkD0ϕk − πkU˙k − L+ ∂k(πkU0)
)
. (4.26)
Note, that the gauge-dependent phase ϕµ enters into Hsym via the gauge-invariant combination
D0ϕµ. Moreover, due to (4.25), we may rewrite the dynamical part for ϕµ in (4.23) as follows:∫
V
(
ρ˙kδϕk − ϕ˙kδρk
)
=
∫
V
(
−D˙ikδ(∂iϕk) + (∂iϕ˙k)δDik
)
+
∫
∂V
(
D˙rAδϕA − ϕ˙AδDrA
)
.(4.27)
Now, the term D˙rA at the boundary may be easily eliminated by the field equations (4.21)
D˙rA = JrA + ∂BGrAB . (4.28)
Introducing hydrodynamical variables:
Vµν := −Dµϕν , (4.29)
we may rewrite finally (4.23) as follows:
− δHsym =
∫
V
{(
D˙ijδVij − V˙ijδDij
)
−
(
π˙kδUk − U˙kδπk
)}
−
∫
∂V
{
−2V0AδDrA + GrABδVAB − U0δπr + prAδUA
}
, (4.30)
i.e. (4.15) has exactly the same form as (3.15) with Aµν replaced by the gauge-invariant 2-form
Vµν and supplemented by the gauge-invariant canonical pair (Uk, π
k) together with the boundary
momenta U0 and p
rA. All gauge-dependent terms dropped out.
Appendices
A Notation
Consider a p-form potential A defined in the D = 2p+2 dimensional Minkowski space-timeM2p+2
with the signature of the metric tensor (−,+, ...,+). The corresponding field tensor is defined as a
(p+ 1)-form by F = dA:
Fµ1...µp+1 = ∂[µ1Aµ2...µp+1] , (A.1)
where the antisymmetrization is defined by X[kl] := Xkl−Xlk. Having a Lagrangian L of the theory
one defines another (p + 1)-form G as follows:
Gµ1...µp+1 = −(p+ 1)! ∂L
∂Fµ1 ...µp+1
. (A.2)
16
Now one may define the electric and magnetic intensities and inductions in the obvious way:
Ei1...ip = Fi1...ip0 , (A.3)
Bi1...ip =
1
(p+ 1)!
ǫi1...ipj1...jp+1F
j1...jp+1 , (A.4)
Di1...ip = Gi1...ip0 , (A.5)
Hi1...ip =
1
(p+ 1)!
ǫi1...ipj1...jp+1Gj1...jp+1 , (A.6)
where the indices i1, i2, ..., j1, j2, ... run from 1 up to 2p+1 and ǫi1i2...i2p+1 is the Le´vi-Civita tensor
in 2p+1 dimensional Euclidean space, i.e. a space-like hyperplane Σ in the Minkowski space-time.
The field equations are given by the Bianchi identities dF = 0, or in components
∂[λFµ1...µp+1] = 0 , (A.7)
and the true dynamical equations d ⋆ G = 0, or equivalently
∂[λ ⋆ Gµ1...µp+1] = 0 , (A.8)
where the Hodge star operation in M2p+2 is defined by:
⋆ Xµ1...µp+1 =
1
(p+ 1)!
ηµ1...µp+1ν1...νp+1 Xν1...νp+1 (A.9)
and ηµ1µ2...µ2p+2 is the covariantly constant volume form in the Minkowski space-time. Note, that
ǫi1...i2p+1 := η0i1...i2p+1. In terms of electric and magnetic fields defined in (A.3)–(A.6) the field
equations (A.7)–(A.8) have the following form:
∂0B
i1...ip = (−1)p 1
p!
ǫi1...ipkj1...jp ∇kEj1...jp , (A.10)
∇i1Bi1...ip = 0 , (A.11)
∂0Di1...ip = 1
p!
ǫi1...ipkj1...jp ∇kHj1...jp , (A.12)
∇i1Di1...ip = 0 , (A.13)
where∇k denotes the covariant derivative on Σ compatible with the metric gkl induced fromM2p+2.
The Le´vi-Civita tensor density satisfies ǫ12...2p+1 =
√
g, with g = det(gkl).
B General p-form theory without matter
B.1 Generating formula
For an arbitrary p the formulae (2.1) and (3.1) generalize to:
− δL = (∂νGνµ1...µpδAµ1...µp) = (∂νGνµ1...µp)δAµ1...µp + Gνµ1...µpδ(∂νAµ1...µp) . (B.1)
The formula (B.1) implies the following definition of “momenta”:
Gµ1...µp+1 = −(p+ 1)! ∂L
∂Fµ1...µp+1
. (B.2)
Moreover, (B.1) generates dynamical (in general nonlinear) field equations
∂νGνµ1...µp = −J µ1...µp , (B.3)
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where the external p-form current reads:
J µ1...µp = p! ∂L
∂Aµ1...µp
. (B.4)
Let us start with J = 0 and discuss a general p-form charged matter in Appendix C. To obtain
the Hamiltonian description of the field dynamics let us integrate equation (B.1) over a (2p+1)-
dimensional volume V contained in the constant-time hyperplane Σ:
− δ
∫
V
L =
∫
V
∂0(G0i1...ipδAi1...ip) +
∫
∂V
G⊥µ1...µpδAµ1...µp , (B.5)
where ⊥ denotes the component orthogonal to the 2p-dimensional boundary ∂V . To simplify our
notation let us introduce the spherical coordinates on Σ:
x2p+1 = r , xA = ϕA ; A = 1, 2, ..., 2p , (B.6)
where ϕ1, ϕ2, ..., ϕ2p denote spherical angles (to enumerate angles we shall use capital letters
A,B,C, ...). The metric tensor gij is diagonal and has the following form:
g11 = r
2 sin2 ϕ2 sin
2 ϕ3... sin
2 ϕ2p ,
g22 = r
2 sin2 ϕ3 sin
2 ϕ4... sin
2 ϕ2p ,
... (B.7)
g2p−1,2p−1 = r
2 sin2 ϕ2p−1 sin
2 ϕ2p
g2p,2p = r
2 sin2 sin2p ,
grr = r
2 .
Therefore, the volume form
Λp =
√
det(gij) = r
2p sinϕ2 sin
2 ϕ3... sin
2p−2 ϕ2p−1 sin
2p−1 ϕ2p . (B.8)
Let V be a (2p+1)–dim. ball with a finite radius R. In such a coordinate system the formula (B.5)
takes the following form:
δ
∫
V
L = (−1)p
∫
V
∂0(Di1...ipδAi1...ip)− (−1)p
∫
∂V
pDrA2...ApδA0A2...Ap
−
∫
∂V
GrB1...BpδAB1...Bp , (B.9)
where
Di1...ip = Gi1...ip0 (B.10)
denotes the p-form electric induction density. Now, performing the Legendre transformation be-
tween induction p-form Di1...ip and A˙i1...ip one obtains the following Hamiltonian formula:
− δHcan = (−1)p
∫
V
(
D˙i1...ipδAi1...ip − A˙i1...ipδDi1...ip
)
− (−1)p
∫
∂V
pDrA2...ApδA0A2...Ap
−
∫
∂V
GrB1...BpδAB1...Bp , (B.11)
where the canonical Hamiltonian
Hcan =
∫
V
(
(−1)pDi1...ipA˙i1...ip − L
)
. (B.12)
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Equation (B.11) generates an infinite-dimensional Hamiltonian system in the phase space Pp =
(Di1...ip, Ai1...ip) fulfilling Dirichlet boundary conditions for the p-form potential Ai1...ip: A0A2...Ap|∂V
and AA1A2...Ap|∂V . From the mathematical point of view this is the missing part of the definition
of the functional space. The Hamiltonian structure of a general nonlinear p-form electrodynamics
described above is mathematically well defined, i.e. a mixed Cauchy problem (Cauchy data given
on Σ and Dirichlet data given on ∂V ×R) has a unique solution (modulo gauge transformations
which reduce to the identity on ∂V ×R).
The presence of a p-dependent sign (−1)p follows from the p-dependence of the corresponding
symplectic form:
Ωp =
∫
V
δG0i1...ip ∧ δAi1...ip = (−1)p+1
∫
V
δDi1...ip ∧ δAi1...ip . (B.13)
There is, however, another way to describe the Hamiltonian evolution of fields in the region V .
Let us perform the Legendre transformation between DrA2...Ap and A0A2...Ap at the boundary ∂V .
One obtains:
− δHsym = (−1)p
∫
V
(
D˙i1...ipδAi1...ip − A˙i1...ipδDi1...ip
)
+ (−1)p
∫
∂V
pA0A2...ApδDrA2...Ap
−
∫
∂V
GrB1...BpδAB1...Bp , (B.14)
where the new “symmetric” Hamiltonian
Hsym = Hcan − (−1)p
∫
∂V
pDrA2...ApA0A2...Ap . (B.15)
Observe, that formula (B.14) defines the Hamiltonian evolution but on a different phase space. In
order to kill boundary terms in (B.14) one has to control on ∂V : DrA2...Ap (instead of A0A2...Ap)
and AB1...Bp. We stress that from the mathematical point of view both descriptions are equally
good and an additional physical argument has to be given if we want to choose one of them as
more fundamental.
B.2 Canonical vs. symmetric energy
Now, let us discuss the relation between Hcan and Hsym defined by (B.12) and (B.15) respectively.
One has:
Hsym = Hcan − (−1)p
∫
∂V
pDrA2...ApA0A2...Ap = H− (−1)p
∫
V
p ∂k
(
Dki2...ipA0i2...ip
)
=
∫
V
{
(−1)pDi1...ipA˙i1...ip −L+ (−1)pp
(
A0i2...ip∂kDki2...ip +Dki2...ip∂kA0i2...ip
)}
=
∫
V
(
1
p!
Di1...ipEi1...ip − L
)
, (B.16)
where the p-form electric field is defined by
Ei1...ip = Fi1...ip0 = ∂[i1Ai2...ip0] . (B.17)
Therefore, Hsym =
∫
V T
00
sym and Hp =
∫
V T
00
can, where
T µνsym =
1
p!
Fµν1...νpGνν1...νp + g
µνL , (B.18)
T µνcan = ∂
µAν1...νpGνν1...νp + g
µνL . (B.19)
Obviously, for the Maxwell theory one has:
HMaxwellsym =
1
2p!
∫ (
Di1...ipDi1...ip + Bi1...ipBi1...ip
)
. (B.20)
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B.3 Reduction of the generating formula
Any geometrical object on (2p + 1)–dimensional hyperplane Σ may be decomposed into the ra-
dial and tangential components, e.g. a p-form gauge potential Ai1...ip decomposes into the radial
ArA2...Ap and tangential AA1...Ap. On each sphere 2p-dimensional sphere S
2p(r), ArA2...Ap defines
a (p− 1)–form whereas AA1...Ap a p-form. Now, any p-form on S2p(r) may be further decomposed
into “longitudinal” and “transversal” parts:
AA1...Ap = ∇[A1uA2...Ap] + ǫA1...ApB1...Bp∇B1vB2...Bp , (B.21)
where ǫA1...ApB1...Bp denotes the Le´vi-Civita tensor density on S
2p(r) such that ǫ12...2p = Λp. Both
u and v are (p− 1)–forms on S2p(r). Now, using (B.21) and integrating by parts one gets:
∫
V
(
D˙i1...ipδAi1...ip − A˙i1...ipδDi1...ip
)
=
∫
V
p
{(
D˙rA2...ApδArA2...Ap − A˙rA2...ApδDrA2...Ap
)
+ p!
[(
∂rD˙rA2...Ap
)
δuA2...Ap − u˙A2...Apδ
(
∂rDrA2...Ap
)]
− ǫA1...ApB1...Bp
[(
∇B1D˙A1...Ap
)
δvB2...Bp − v˙B2...Bpδ
(
∇B1DA1...Ap
)]}
, (B.22)
where we have used the Gauss law
∇A1DA1...Ap = −∂rDrA2...Ap . (B.23)
Moreover, due to (B.21)
∫
∂V
GrA1...ApδAA1...Ap
=
∫
∂V
{
(−1)pp! D˙rA2...ApδuA2...Ap −
(
ǫA1...ApB1...Bp∇B1GrA1...Ap
)
δvB2...Bp
}
. (B.24)
In deriving (B.24) we have used
∇A1GA1...Apr = −D˙rA2...Ap , (B.25)
which follows from the field equations ∇A1GA1...Apr + ∂0G0A2...Apr = 0. Now, taking into account
(B.22) and (B.24) the generating formula (B.14) may be rewritten in the following way:
− δHsym = (−1)p
∫
V
{[
D˙rA2...Apδ(pArA2...Ap − p!∂ruA2...Ap)
− (pA˙rA2...Ap − p!∂ru˙A2...Ap)δDrA2...Ap
]
−
[
(ǫA1...ApB1...Bp∇B1D˙A1...Ap)δvB2 ...Bp
− v˙B2...Bpδ(ǫA1...ApB1...Bp∇B1DA1...Ap
]}
+ (−1)p
∫
∂V
(pA0A2...Ap − p! u˙A2...Ap)δDrA2...Ap
+
∫
∂V
(ǫA1...ApB1...Bp∇B1GrA1...Ap)δvB2...Bp . (B.26)
Note, that although ArA2...Ap, A0A2...Ap and uA2...Ap are manifestly gauge-dependent, the combi-
nations pArA2...Ap − p! ∂ruA2...Ap and pA0A2...Ap − p! ∂0uA2...Ap are gauge-invariant. To simplify
our consideration we choose the special gauge u ≡ 0, i.e. a p-form AA1...Ap on S2p(r) is purely
transversal. This condition, due to (B.21), may be equivalently rewritten as
∇A1AA1...Ap = 0 . (B.27)
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Let us choose the same condition for the radial part
∇A2ArA2...Ap = 0 . (B.28)
Assuming (B.27) and (B.28) one may show [16]
∆p−1A
rB2...Bp = (−1)p+1 r
2
p p!
ǫA1...ApB1...Bp∇B1BA1...Ap , (B.29)
where
∆p−1 = (p− 1)!
[
r2∇A∇A − (p2 − 1)
]
(B.30)
equals to the Laplace-Beltrami operator on co-exact (p− 1)-forms on S2p(1) [16]. In the same way
BrA2...Ap = − p!
r2
∆p−1v
A2...Ap . (B.31)
Finally, introducing
Q
A2...Ap
1 = D
rA2...Ap , (B.32)
Q
A2...Ap
2 = B
rA2...Ap , (B.33)
Π1B2...Bp =
r
p!
∆−1p−1
(
ǫA1...ApB1...Bp∇B1BA1...Ap
)
, (B.34)
Π2B2...Bp = −
r
p!
∆−1p−1
(
ǫA1...ApB1...Bp∇B1DA1...Ap
)
, (B.35)
the formula (B.26) simplifies to
− δHsym =
∫
V
Λp
{(
Π˙1A2...ApδQ
A2...Ap
1 − Q˙ A2...Ap1 δΠ1A2...Ap
)
+ (−1)p+1
(
Π˙2A2...ApδQ
A2...Ap
2 − Q˙ A2...Ap2 δΠ2A2...Ap
)}
+
∫
∂V
Λp
(
χ1A2...ApδQ
A2...Ap
1 + χ
1
A2...Ap
δQ
A2...Ap
1
)
, (B.36)
where we introduced the boundary momenta:
χ1A2...Ap = (−1)p
p
r
A0A2...Ap , (B.37)
χ2B2...Bp = −
r
p!
∆−11 ǫA1...ApB1...Bp∇B1GrA1...Ap . (B.38)
In the formula (B.36) we have introduced:
Ql A2...Ap := gA2B2 ...gApBp Q
B2...Bp
l , (B.39)
Πl A2...Ap := gA2B2 ...gApBp ΠlB2...Bp , (B.40)
for l = 1, 2. For the Maxwell theory
HMaxwellsym =
1
2(p − 1)!
∫
V
Λp
2∑
l=1
{
1
r2
Q
A2...Ap
l Ql A2...Ap −Πl A2...Ap∆p−1ΠlA2...Ap
− 1
r2p
∂r(r
2p−1Ql A2...Ap)∆
−1
p−1∂r(rQ
A2...Ap
l )
}
, (B.41)
and, therefore, the boundary momenta read:
χlA2...Ap =
1
r2p−1
∆p−11 ∂r(r
2p−1Ql A2...Ap) , l = 1, 2. (B.42)
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B.4 Summary
The quasi-local reduced variables (Q
A2...Ap
l ,Π
l
A2...Ap
) fulfill the following conditions [16]:
∇A2Q A2...Apl = ∇A2ΠlA2...Ap = 0 , l = 1, 2, (B.43)
which follow from the Gauss laws. In the geometric language it means that ⋆Ql and ⋆Π
l are
closed (p + 1)–forms on S2p(r) (⋆ denotes the Hodge dual defined via ǫA1...ApB1...Bp). They are
gauge-invariant and contain the entire information about p-forms D and B.
The “symmetric” dynamics defined by (B.36) corresponds to the Dirichlet boundary condition
for positions Ql whereas the “canonical” dynamics corresponds to the Dirichlet conditions for
χ1A2...AP and Q2. But Dirichlet condition for χ
1
A is equivalent to the Neumann condition for
∂rDrA2...Ap∫
∂V
ΛpQ
A2...Ap
1 δχ
1
A2...Ap
=
∫
∂V
r∆−1p−1Q
A2...Ap
1 δ(∂rDrA2...Ap) . (B.44)
C General p-form theory with matter
Now, consider a p-form electromagnetism interacting with the charged matter field Φ (for simplicity
let Φ be a complex (p − 1)–form). In the presence of charged matter the Lagrangian generating
formula (B.1) has to be replaced by:
− δL = ∂ν(Gνµ1...µpδAµ1µp + Pνµ2...µpδΦµ2...µp) , (C.1)
where the matter “momentum”
Pµ1µ2...µp = −p! ∂L
∂(∂[µ1Φµ2...µp])
. (C.2)
Because L should define a gauge-invariant theory let us assume that there is a group of gauge
transformations UΛ parameterized by a a p-form Λ acting in the following way: A → A + dΛ and
Φ→ UΛ(Φ).
Now, the target space of the matter field Φ may be reparameterized Φ = (ϕ,U) in such a way
that a (p−1)–form U is gauge invariant and a (p−1)–form ϕ is the phase undergoing the following
gauge transformation: ϕ→ ϕ+Λ. For the (complex) (p−1)–form one has: Uµ1...µp−1 := |Φµ1...µp−1 |
and ϕµ1...µp−1 = ArgΦµ1...µp−1 . Therefore, the matter part in (C.1) may be rewritten as follows:
Pµ1...µpδΦµ2...µp = Jµ1...µpδϕµ2 ...µp + pµ1...µpδUµ2...µp . (C.3)
Gauge invariance of the theory means that the gauge dependent quantities, i.e. A and ϕ, enter into
L via the gauge-invariant combinations only:
L = L(Fµ1...µp+1 ,Dνϕµ1...µp−1 , Uµ1...µp−1 , ∂νUµ1...µp−1) , (C.4)
where
Dνϕµ1...µp−1 :=
1
p
∂[νϕµ1...µp−1] −Aνµ1...µp−1 (C.5)
denotes a covariant derivative of ϕµ1...µp−1 . This implies, that the momentum J
µ1...µp canonically
conjugated to ϕµ1...µp is equal to the electric current
Jµ1...µp = −p! ∂L
∂(∂[µ1ϕµ2...µp])
= p!
∂L
∂Aµ1...µp
= −∂νGνµ1...µp . (C.6)
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Now, instead of (B.9) one has
δ
∫
V
L =
∫
V
∂0
{
(−1)pDi1...ipδAi1...ip + (−1)pρi1...ip−1δϕi1...ip−1 − πi1...ip−1δUi1...ip−1
}
−
∫
∂V
{
(−1)ppDrA2...ApδA0A2...Ap + GrA1...ApδAA1...Ap + (−1)p(p − 1)ρrA3...Apδϕ0A3 ...Ap
+ JrA2...ApδϕA2...Ap − (p− 1)πrA3...ApδU0A3...Ap + prA2...ApδUA2...Ap
}
, (C.7)
with ρi1...ip−1 := J i1...ip−10 (it defines a (p − 1)–form charge density on (2p + 1)–dim. hyperplane
Σ) and πi1...ip−1 := p0i1...ip−1. Now, to pass to the Hamiltonian picture one has to perform the
following Legendre transformations between: 1) D and A˙, 2) ρ and ϕ˙, 3) π and U˙ in the volume
V , and between 4) Dr and A0, 5) ρr and ϕ0 and 6) πr and U0 at the boundary ∂V . One obtains
the following generalization of (B.14):
−δHsym =
∫
V
{
(−1)p
(
D˙i1...ipδAi1...ip − A˙i1...ipδDi1...ip
)
+ (−1)p
(
ρ˙i1...ip−1δϕi1...ip−1 − ϕ˙i1...ip−1δρi1...ip−1
)
−
(
π˙i1...ip−1δUi1...ip−1 − U˙i1...ip−1δπi1...ip−1
)}
−
∫
∂V
{
(−1)pA0A2...ApδDrA2...Ap + GrA1...ApδAA1...Ap + (−1)p(p − 1)ϕ0A3...ApδρrA3...Ap
− JrA2...ApδϕA2...Ap − (p− 1)U0A3...ApδπrA3...Ap − prA2...ApδUA2...Ap
}
, (C.8)
where the “symmetric” Hamiltonian of the interacting electromagnetic field and the charged matter
represented by Φ reads:
Hsym =
∫
V
{
(−1)pDi1...ipA˙i1...ip + (−1)pρi1...ip−1ϕ˙i1...ip−1 − πi1...ip−1U˙i1...ip−1 − L
− ∂k
[
(−1)ppDki2...ipA0i2...ip + (−1)p(p− 1)ρki3...ipϕ0i3...ip − (p− 1)πki3...ipU0i3...ip
]}
.(C.9)
Now, using
∂kDki2...ip = ρi2...ip , (C.10)
one gets the following formula for Hsym:
Hsym =
∫
V
{
1
p!
Di1...ipEi1...ip + (−1)pp ρi1...ip−1D0ϕi1...ip−1 − πi1...ip−1U˙i1...ip−1 − L
+ ∂k
[
(p− 1)πki3...ipU0i3...ip
]}
. (C.11)
Moreover, due to (C.10), we may rewrite the dynamical part for ϕ in (C.8) as follows:
∫
V
(
ρ˙i2...ipδϕi2...ip − ϕ˙i2...ipδρi2...ip
)
=
∫
V
(
−D˙ki2...ipδ(∂kϕi2...ip) + (∂kϕ˙i2...ip)δDki2...ip
)
+
∫
∂V
(
D˙rA2...ApδϕA2...Ap − ϕ˙A2...ApδDrA2...Ap
)
.(C.12)
Now, the term D˙rA2...Ap at the boundary may be easily eliminated by the field equations (C.6)
D˙rA2...Ap = (−1)p
(
JrA2...Ap − ∂A1GrA1A2...Ap
)
. (C.13)
Introducing hydrodynamical variables:
Vµ1µ2...µp := −Dµ1ϕν2...µp , (C.14)
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we may rewrite finally (C.8) as follows:
− δHsym =
∫
V
{
(−1)p
(
D˙i1...ipδVi1...ip − V˙i1...ipδDi1...ip
)
−
(
π˙i1...ip−1δUi1...ip−1 − U˙i1...ip−1δπi1...ip−1
)}
−
∫
∂V
{
(−1)pV0A2...ApδDrA2...Ap + GrA1...ApδVA1...Ap
− (p− 1)U0A3...ApδπrA3...Ap − prA2...ApδUA2...Ap
}
, (C.15)
i.e. (C.15) has exactly the same form as (B.14) with A replaced by the gauge-invariant p-form
V and supplemented by the gauge-invariant canonical pair of (p − 1)–forms (U, π) together with
the boundary momenta: (p − 2)–form U0 and (p − 1)–form pr on ∂V . All gauge-dependent terms
dropped out.
D 2 potentials vs. reduced variables
Let us introduce a second p-form gauge potential Z on Σ such that
Di1...ip = ǫi1...ipkj1...jp∂k Zj1...jp . (D.1)
Assuming for Z the same gauge conditions as for A, i.e.
∇A1ZA1...Ap = 0 , (D.2)
∇A2ZrA2...Ap = 0 , (D.3)
we have in analogy to (B.29)
∆p−1Z
rB2...Bp = (−1)p+1 r
2
p p!
ǫA1...ApB1...Bp∇B1DA1...Ap . (D.4)
Therefore, taking into account (B.34)–(B.35) one has:
Π1B2...Bp = (−1)p+1
r
p
ArB2...Bp , (D.5)
Π2B2...Bp = (−1)p
r
p
ZrB2...Bp , (D.6)
i.e. the entire gauge-invariant information about two p-forms Z and A on Σ is encoded into two
complex (p− 1)–forms Q and Π on each S2p(r).
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