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ABSTRACT
In this thesis a simple yet accurate formula for the X-ray attenuation 
coefficient is derived, by reference to fundamental theory, for elements 
with atomic numbers up to 53 and photon energies from 1,0.2MeV down to
30keV. For this energy range previous parametrisations of the
attenuation coefficient, in terms of effective Z or photoelectric 
coefficients, are significantly inaccurate. However it is shown that the 
attenuation coefficient of tissue may be parametrised in terms of the
concentrations of only two reference materials; The relationship 
between the attenuation coefficient of tissue and the Hounsfield Unit in 
Computed Tomography (CT) is derived and a new method of tissue analysis 
by dual energy CT is presented. In this method the concentrations of 
the 2 reference materials, which characterise the tissue, are deduced. 
These concentrations may be related to gross tissue composition. The 
minimum detectable changes in fat content, bone mineralisation or iodine 
concentration is expected to be 0.12 kg/kg, 0.004 kg/kg or 2.0 X 1CT4 
kg/kg on an EMI CT5005 CT scanner in clinical practice. Technical 
improvements in modern CT scanners will improve these figures. A few
clinical examples are presented to demonstrate this analysis.
Also included are analyses of the propagation of projection noise to the 
reconstructed image, the effect of spatial averaging and the assessment 
of errors in clinical practice in CT. The effect of beam hardening is 
calculated and predictions are verified on the EMI CT5005.
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4
1 introduction
Since the earliest radiographs by Roentgen in 1895 .it has been known 
that the attenuation of a beam of X-rays depends on the composition of 
the absorber. The physical quantity characterising this attenuation is 
the X-ray linear attenuation coefficient of the .absorbing material, 
which is defined as the probability per unit length that an X-ray photon 
will interact with the material. In radiography variations in the X-ray 
linear attenuation coefficient through an object modulates the X-ray 
beam intensity and there will be contrast between different regions in 
an image of the emerging beam intensity. The linear attenuation 
coefficient of a material is a function of the X-ray energy (E), the 
physical density of the absorbing material and the atomic numbers (Z) 
of its constituent elements. Generally at low X-ray energies (<100keV 
for tissue) tne attenuation coefficient varies rapidly with Z, while at 
higher energies there is considerably less Z dependence. At low 
energies the attenuation coefficient varies more rapidly with energy 
than at high energies (upto 1.02MeV) and at all energies the linear 
attenuation coefficient is proportional to the density of the absorbing 
material. It would appear possible, therefore, to perform limited 
chemical analysis of an unknown mixture by . measuring its linear 
attenuation coefficient at several X-ray energies.
Advances in Radiology in the last few years have led- to accurate 
measurements of the attenuation of X-rays by tissue 'in-vivo’. Photon 
absorptiometry (Mazess et al 1974) and digital radiography (Meaney et al 
1980) have provided accurate, quantitative information on the 
attenuation of X-rays as they pass through the body. In particular the 
invention of X-ray transmission Computed Tomography (CT) (Hounsfield 
1973) yields images formed by a 'map' of the X-ray attenuation through a 
cross section or 'slice' of the human body. These images are of
considerable clinical significance in a wide range of diseases, not only 
for diagnosis but also in the planning of therapy and the assessment of 
therapeutic response. Measurements of attenuation with a precision 
approaching 0.1 per cent are now feasible.
It has been proposed (Rutherford et al 1976b) that quantitative 
information on tissue composition may be revealed from measurements of 
attenuation using CT at two X-ray energies. The technique relies on 
accurate knowledge of the attenation coefficient. Unfortunately 
implementations of this method reported in the literature (Rutherford et 
al 1976b, Alvarez and Macovski 1976 and Brooks 1977) all rely on 
analytic representations of the attenuation coefficient which are at 
best accurate to only 10 per cent and for extreme ranges of Z and E may 
be in error by a factor of 2 or more. As the original attenuation 
measurements are precise to a fraction of one per cent the accuracy of 
the technique may not be fully realised and erroneous or misleading 
conclusions may result.
Tne initial purpose of this study was to examine these analytic 
representations, and in particular the concept of effective Z. An X-ray 
energy range of 30 to 150keV, relevant to diagnostic radiology, is of 
particular interest but some aspects of the energy ranges 10-30keV and 
150-1000keV will be discussed. The major constituent elements of tissue 
have atomic numbers less than 20 but elements with atomicnumbers upto 
that of iodine, an important constituent of many contrast materials, are 
also considered. *. "
The basic theory of photon-electron interactions has been established 
for many years. Recent numerical calculations of the photoelectric 
effect (Scofield 1973) and of the X-ray scatter cross sections (Hubbell. 
et al 1975) have yielded theoretical atomic cross sections with a
precision or one per cent or better, me total cross section has been 
deduced from experimental measurements of the attenuation coefficient. 
Agreement with theoretical values is to within one per cent over much of 
the X-ray energy range and for most of the elements of interest in the 
analysis of tissue.
In chapter 2 of this thesis a formula for the individual components of 
the atomic cross sections is derived with reference to fundamental 
theory (Jackson and Hawkes 1981). The combination of these formulae
reproduces the recent tabulations of the total cross section to better 
than one per cent over the required range of Z and E. Through the 
Mixture Rule (chapter 3) the X-ray attenuation of tissue may be
predicted.
It is expected that these formulae, originally derived with medical 
applications in mind, will also prove useful in other industrial and 
research fields. However this thesis will concentrate on medical 
imaging and, in particular, X-ray transmission Computed Tomography (CT). 
A convenient parametrisation of the X-ray attenuation coefficient is
presented in chapter 3 and the rest of the thesis is concerned with
quantitative aspects of CT.
Early quantitative work on CT is reviewed in chapter 4. Due to the 
strong energy dependence of the X-ray attenuation, accurate 
interpretation of the reconstructed attenuation values in CT relies on a 
rigorous treatment of the effect of using a broad spectrum of X-ray 
energies. The effect of the polyenergetic X-ray beams and errors due to 
beam hardening are discussed in detail in chapter 5. An account of the 
propagation of noise in CT, for a polyenergetic beam of X-rays, is 
presented in chapter 6. In addition the effect of spatial averaging is 
considered in detail as noise reduction by spatial averaging differs
* 7
from that with conventional imaging techniques. Knowledge of the effect 
of spatial averaging is vital in the quantitative analysis of regions of 
a CT image. In chapter 7 a technique of quantitative tissue analysis by 
dual energy CT is presented. The minimum detectable changes in 
concentration of various components of tissue is predicted for the ideal 
situation wherenoise arises purely from the finite number of detected 
photons. In chapter 8 other significant contributions to the errors in 
the reconstructed Hounsfield Numbers are discussed. The magnitude of 
these errors is estimated from theoretical calculations and verified 
with experimental work on the EMI CT5005 general purpose scanner at the 
Royal Marsden Hospital. An example of tissue characterisation is 
provided and, finally, clinical examples of dual energy scanning are 
presented. These scans show that even for the EMI CT5005, which was not 
designed with this quantitative work in mind, useful clinical 
information on tissue composition ’in vivo1 may be obtained.
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2 The X-ray attenuation coefficient of elements-
In this chapter the X-ray attenuation coefficient of an element is 
defined and related to the sum of the atomic cross sections for the 
scattering and absorption of photons.
For many applications in diagnostic radiology accurate predictions of 
the X-ray attenuation coefficients of elements of low atomic number are 
required for X-ray energies ranging from 30keV to 150keV. Although this 
thesis is mainly concerned with this energy range, some aspects of the 
energy range 10-30keV and 150-1000keV will also be discussed.
The major constituent elements of tissue have atomic numbers less than 
or equal to 20. However, as iodine is an important component of many 
contrast materials used in diagnostic radiology, this analysis will 
concern elements with atomic numbers from 1 to 53.
In section 2.2 the recent tabulations of the total photon atomic cross 
sections are compared, and the uncertainties in these tabulations are 
discussed. In sections 2.3 and 2.4 accurate parametrisations of the
atomic cross sections for photoelectric absorption and X-ray scattering
/
are derived by reference to fundamental theory. In section 2.5 these 
formulae are combined to yield a formula for the total atomic cross 
section and, hence, the X-ray attenuation coefficient. The limitations 
of this formula, with suggestions for improvement, are discussed in 
section 2.6.
2.1 The definition of the X-ray attenuation cpefficient
The most important quantity characterising the transmission of photons 
through an extended medium is the linear attenuation coefficient, y. 
This quantity may be defined as the probability per unit length
that a photon will interact with the medium. It is a function of the 
energy (E) of the photons and of the atomic number (Z) of the atoms 
which constitute the medium.
In the narrow beam absorption experiment showi schematically on figure 
2.1, the X-ray beam, of monoenergetic photons, is collimated to define a 
narrow beam between the source and detector. The beam passes through a 
slab of material, thickness t. In a layer 6x within the slab there will 
be a reduction <$I in the beam flux I (photons per second) due to 
absorption and scattering out of the beam. The linear X-ray attenuation 
coefficient,y , is defined by the equation
61/1= -y 6x (2-1)
Integration of equation 2.1 gives the transmitted flux I as
I(t) = IQ exp{- y(x) dx} (2.2)
O
where is the incident photon flux.
This definition assumes that the beam is sufficiently well collimated to 
define a narrow beam of photons with negligible scattered or secondary 
radiation reaching the detectors. The linear attenuation coefficient 
has dimensions of inverse length and is proportional to the density of 
the material. It is usual in tabulations to remove this dependence on 
the physical state of the material by dividing by the density, which
10
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yields the mass attenuation coefficient of ah' element. The usual 
notation for this coefficient is y /p but this thesis the symbol U 
will be used to avoid confusion of subscripts and superscripts. The 
mass attenuation coefficient, U, of an element is proportional to the 
total atomic cross section, a , for the absorption and scattering 
processes. Thus
U = aN /A . (2#3)<y
where Nq is Avogadro's number and A is the atomic weight of the element.
The total atomic cross section is the sum of the cross sections for the 
processes contributing to the attenuation, and below the threshold of 
pair production (1.02MeV), is given by
_ ph coh incoh (2.4)
a = cr + a + a
where a'"0*1 and a n^co^ are the atomic cross sections for
photoelectric absorption, coherent Cor elastic) scattering and
incoherent (or inelastic) scattering, respectively.
2.2 Recent tabulations of atomic cross sections
The values of the atomic cross section, a , are tabulated in table 2.1 
for 5 elements of interest in the analysis of tissue, over the energy 
range 20 to 150keV. The first 4 columns give values of ° from the 4 
major tabulations in the last 12 years. The 5th column gives the cross 
section from a combination of the calculated values of cC°^and ainc°^by 
Hubbell et al (1975) with the calculated values of by Scofield
(1973). The results of the parametrisation given in section 2.5 are
12
TABLE 2.1
Photon cross-sections 1969 - 1981 ("bams/atom)
Element Energy(keV)
Hubbell
(1969)
Storm & 
Israel 
(1970)
Viegele
(1973)
Hubbell
(1977)
Hubbell 
et al(l975)
& Scofield
(1973)
Calculated 
from 
equation 
2.2 5
CARBON 20 8.54 8.62 8.79 8.66 8.82 8.80
30 5.00 5.07 5.12 5.07 5.11 5.12
40 4.10 4.13 4.16 4.15 4.14 4.15
50 3.73 3.72 3.74 3.72 3.73 3.74
60 3.51 3.50 3.50 3.49 3.50 3.51
80 3.21 3.21 3.21 . 3.21 3.21 3.21
100 3.02 3.01 3.02 3.02 3.02 3.02
150 2.69 2.69 2.69 2.69 2.69 2.69
OXYGEN 20 . 21.9 22.4 -23.0 . 22.6 23.0 22.9
30 9.87 9.92 10.1 9.92 10.0 10.0
40 6.84 6.82 6.91 6.83 6.87 6.88
50 5.67 • 5.64 5.69 5.65 5.67 5.69
60 5.08 5.05 5.08 5.06 5.07 5.08
80 4.47 4.45 4.47 4.46 4.46 4.46
100 4.13 4.12 4.13 4.12 4.12 4.12
150 3.62 3.61 3.62 3.62 3.62 3.62
CALCIUM 20 . 862. 858. 843. S3 869. 869.
30 266. 264. 263. 3 271. 271.
40 119. 120. 119.
1
122. 122.
50 66.4 67.3 66,4 g 67.8 67.9
60 43.1 43.3 43.2 1 43.8 43.9
80 24.3 24.0 24.2 24.3 24.4
100 17.1 . 16.9 ' 17.1 17.1 17.2
150 11.2 11.1 11.2 11.1 11.2
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TABLE 2.1 - continued
Element
Energy
(keV)
Hubbell
(1969)
Storm
&
Israel
(1970)/
Viegele
(1973)
Hubbell
(1977)
Hubbell 
et al 
(1975)
& Scofield 
(1973)
Calculated
from
equation
2.25
IRON 20 2570. 2370. 2560. 2580. 2590.
30 754. 750. 745.
a
S 758. 758.
40 335. 333. 330. 337. 337.
50 180. 179. 173. § 182. 182.
60 112. ill. 110. I 112. 112.
80 55.2 54.9 54.6
§
55.1 55.3
100 34.3 34.1 34.3 34.5 ’ 34.6
150 18.2 18.0 182. 18.2 18.5
IODINE 20 5470. 5270. 5460. 5350.
30 1850. 1780. I850. 1800.
40 4790 4650. 4950. fei0h3 4660. 4690.
50 2660. 2580. 2680. 2590. 2600.
60 1640 0 1590. 1620. M 1600. 1600.
80 769. 732. 734.
>
l
738. 739.
100 422. 404. 402. 408. 408.
150 150. 145. 144. 147. 146.
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tabulated in the 6th column.
The tabulated values of a by Hubbell (1969) for this range of 'energies 
were derived from experimental measurements. His estimates of 
uncertainty were about 1 per cent where incoherent scattering dominates. 
For Z less than 9 this region extends down to about 30keV. For lower 
energies the error may increase to between 5 and 10 per cent. For 
elements of higher atomic number the errors above 10keV are expected to 
be 1 to 2 per cent far from an absorption edge and 5 to 10 per cent in 
the vicinity of an edge.
Storm and Israel (1970) calculated the individual components of the 
total cross section and estimated the errors, by comparison with 
experimental results, as less than 5 per cent where, the incoherent 
scattering dominates, and upto 10 per cent where photoelectric 
absorption dominates.
Viegele (1973) in his tabulation fitted experimental measurements of the 
attenuation coefficients of elements using a weighted least squares 
technique. He estimated that the result of his fit produced values of cr 
accurate to within 2 to 5 per cent for energies above the K absorption 
edge.
coh
Hubbell (1977) combined the results of his calculation of o and 
a^nc°^(Hubbell et al 1975) with the calculations of cr^from Scofield 
(1973). The photoelectric cross sections were renormalised to the 
relativ.istic Hartree Fock (HF) atomic model and ’empirically adjusted’ 
to fit the experimental data. This empirical adjustment is assumed to 
be small, although no details of its magnitude v/ere given.
The only difference, therefore, between the results from Hubbell (1977)
15
and the results of column 5 are that in the latter Scofield’s original 
HS normalisations, derived from Hartree Fock-31ater (HFS) potentials 
(tabulated by Herman and Skillman 1963). are used in the calculation of 
without any ’empirical correction’. Except at very low energies the 
discrepancy between the two is very small.
Scofield (1973) calculated the photoelectric cross section keeping the 
computational error throughout to less than one per cent. Hubbell et al 
(1975) calculated aC°^ and ainc°h to a precision of 4 significant
figures.
Hubbell and Viegele (1976) compared Scofield’s HS normalised 
photoelectric cross sections with available experimental data. They 
found that there was good agreement between the experimental data and 
the theoretical data above 5keV. The accuracy* of the experimental data
varied from 1 to 5 per cent at low energies, but at higher energies,
where is very small, the experimental data were unreliable. For
certain elements the experimental data were very sparse, in particular 
there was only one measurement for calcium (at about 250keV).
Kissel and Pratt (1978) compared new predictions for coherent scattering 
with recent experiments and with the results of form factor calculations 
(Hubbell et al 1975). • In calculating the angular distribution of
coherent scattering they showed that the form factor approach will
predict erroneous differential coherent cross sections unless:
a) (Za) is small, where a is the fine structure constant, equal to
1/137,
b) the photon energy is greater than about twice the K-shell binding 
energy, and
c) the momentum transfer is small compared with me, where m is the mass
of the electron and c is the velocity of light.
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Fortunately the effect on the'total coherent cross section is small and 
calculations of aC°^ will not be seriously in error above L-shell 
binding energies.
Hubbell and pverb^ (1979) recalculated the form factors using a 
relativistic Hartree-Fock atomic model. In table 2.2 the non 
relativistic results (Hubbell et al 1975) are compared with these 
relativistic calculations for iodine and iron. Although the discrepancy 
over the energy range of interest is 2 to 5 per cent for iodine and 
about 1 per cent for iron, the effect on the total cross section, 0 ,
will be small. For elements of lower atomic number the discrepancy in
c^ coh negligible#
Therefore, the total cross section is known with an accuracy of about 1 
per cent for most of the elements of interest and over the energy range 
of interest in this thesis. For low energies and elements of higher 
atomic number the uncertainty increases slightly. These general 
conclusions are supported by comparison of the data listed on table 2.1.
The theoretical calculations of Scofield (1973) for the photoelectric 
effect combined with the calculations of Hubbell et al (1975) for the 
scattering cross section agree with experimental data to a similar level 
of accuracy. The parametrisation derived in sections 2.3 and 2.4 are 
compared with these theoretical tabulations; which agree with the 
experimental data with sufficient accuracy and, in addition, provide , a 
smoother Z and E dependence than data derived from experimental 
measurements. An ideal parametrisation should, therefore, agree with 
these theoretical data to a precision of 1 per cent, or better, over the 
range of energy and atomic number required.
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TABLE 2.2
Comparison of relativistic (Hubbell and (?verbo 1979) end 
non relativisitic (Hubbell et al 1975) calculationsof coherent 
cross sections (bams/atom)
Energy
(keV)
IRON IODINE
Relativistic N on- 
relativist ic Relativistic
Non-
relativistic
20 47.94 47.58 276.5 271.3
30 26.42 26.11 157.1 153*2
40 16.65 16.54 '102.4 99.78
50 11.54 11.44 72.74 70.53
60 8.511 8.438 54.30 52.49
80 5.197 5.145 33.90 32.09
100 3.494 3.460 22.62 21.69
150 1.652 1.656 11.00 10.49
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2.3 A formula for the photoelectric cross section
The photoelectric effect involves the transition of an electron between 
a bound atomic state and a continuum state. The photon is absorbed from 
the beam of X-rays. A full account of the photoelectric effect above 
10keV has been provided by Pratt et al (1973). Here the key 
approximations and assumptions leading to an analytic expression are 
discussed. Retardation is neglected, giving the electron dipole 
approximation, and the electron wavefunctions are treated non
relativistically. The lowest term in the Born expansion of the electron
continuum wavefunction, the plane wave approximation, yields the cross 
section for photoelectric absorption, by the 1s-state electrons,
BA A /o ^5 4 . 2 /t?n7./2 Thals= 4/2 Z a (me /E) ' a
Th
where cr is the Thomson cross section,
oTh = (8/3) TT (e2/me2)2 
and me2 is the rest mass energy of the electron.
This formula neglects the screening of the nuclear potential by the 
atomic electrons, assumes that the outgoing electron can be described by 
a plane wave, and neglects higher multipole and relativistic effects. 
However, despite inaccuracies arising from these approximations, this 
formula has led to many parametrisations of the form
0ph = Kp h (E) ZTH (2.7)
• r
where K^(E) is a function of energy only and m is a constant. 
Calculations for this thesis have shown that the photoelectric cross
19
(2.5)
(2.6)
section does not factorise into an energy function and a power of Z. 
This is also apparent from the calculations of White (1977). Any 
formula of this- form'will be inaccurate for the range of ' energies 
encountered in diagnostic radiology.
A formula for the photoelectric cross section has been derived (Jackson 
and Hawkes 1981) which is accurate over the required range of atomic 
numbers and energies. A shorter account of this work is given in Hawkes 
and Jackson (1980). The photoelectric cross section is given as
<Az,E) = o“ (Z,E) I {(a^/a^)linl Nns(Z) [1 + Fns(B)]}
n=l
(2.8)
The cross section, cr^Z,E), is derived by replacing the plane waves cf 
the first order Born approximation with non-relativistic point Coulomb, 
or hydrogen like, wavefunctions (Stobbe 1930). This cross section is 
given by
°ls= [2" °is C2’9)
with
~ x t;Ap(—4v COt 1v)
f(v) = _______________
1 - exp(-27rv)
(2.10)
and
v = [eK/(E-eK)]1//2
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The point Coulomb K-shell binding energy, is given by
2 o  • 111
e -  1/2 (Z a ) me Kd' U )
The correction required to account for relativistic and higher multipole 
effects was found by fitting to Scofield’s calculated cross sections. 
For the s-state electrons this correction is, to good approximation, a 
function of 3 only, where 3 is the outgoing electron’s velocity relative 
to the speed of light. This function was found to be independent of the 
principal quantum number, n, and is given by
F (3) = 0.14332 + 1.66738, for all n, (2.12)ns
The factor
f(oSt/0?t)li,n N (Z)Lj; ns7 Is nsn=l
is a function of Z only and combines two functions, the first being due 
to the screening of the nuclear potential by the atomic electrons. The 
second function is the high energy limit of the ratio, for the point 
Coulomb potential, of the photoelectric cross sections of the nth. 
shell s-state electron and the 1s-state electron. The screening 
functions Nng(Z) are given by the square of the ratio of the 
normalisations of the bound state wavefunctions in the screened atomic 
potential, to the normalisations of the bound state wavefunctions in the 
point Coulomb potential, multiplied by the occupancy fraction (0, 1/2 or 
1). The important region for the photoelectric interaction is at a 
distance of the order of one electron Compton wavelength from the 
nucleus. In this region Pratt et al (1973) have shown that the major 
effect of screening is to alter the normalisations of the point Coulomb 
potential while the shape of the potential remains unchanged. It has
21
been verified by calculations'for this thesis that the function N (Z)ns
accounts for screening to a good approximation.
The high energy limit of the point Coulomb shell ratios are given 
(Bethe and Salpeter 1957) by
f st , st.lim 1 i 3 (2.13)
^°ns /cls = 1 / n .
It should be noted that the main uncertainty in theoretical values of cp 
arise*from estimates of these normalisation ratios (Pratt et al 1973). 
More accurate values of Nns(Z), from an improved atomic model, may 
easily be incorporated into the parametrisation. The function
TiT3 N (Z)L nsn
is tabulated in table 2.3 for the HF atomic model and the HFS atomic . 
model with the HS potential.
A comparison of gP^from equation 2.8 with Scofield's calculations is 
provided in table 2.4. Agreement is very good for E greater than 30 keV 
and Z less than 10, and only a small discrepancy of about 4 per cent is 
apparent for Z as high as 54. This small discrepancy may be removed 
using an optimised function UN(Z) given by
UN(Z) = cph(Z,E)/{o®t(Z,E) [1 + F (6)]} <2.1-4)j_s ns
This function has a variation with energy of less than 1 per cent for 
30 keV < E < 150 keV for all Z < 54. This result is in accord with the
observation that the ratio gP^/gP*1 is independent of energy (Pratt et
Is7
al 1973). Hence values of UN(Z), averaged over the energy range 30 to 
150 keV, have been found for all Z < 54. These values are tabulated for
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TABLE 2,3
Values of In ^ ns(Z) calculated from the tabulation of Scofield 
(1973) for the HS potential and the BP atomic model. The last 
column gives the function BIT ( Z), defined by equation 2*14.
in
z
In"3 8fu ns(Z)
tjn(z)
- HS Z
Tn"3 StL' ns(Z)
tm(z)
HS
HS HP HS HP
1 0.5000 0.5000 0.5000 28 1.0759 . 1.0679 1*0759
2 0.7338 - - 29 1.0771 I.O697 1.0758
3 0*8676 0.8056 0.8694 30 1.0795 1.0720 1.0791
4 0.9190 0.8684 0.9197 31 1,0815 1.0742 1.0822
5 0.9457 0.9057 0.9457 * 32 1.0855 1.0765 1.0854
6 0.9621 0.9270 0.9615 33 1.0855 1.0782 1.0882
7 0.9732 0.9456 0.9722 34 1.0870 1.0801 1.0912
8 0.9815 0.9561 0.9798 35 1.0886 1.0820 1.0931
9 0.9879 0.9658 0.9856 36 1.0902 1.0857 1.0970
10 0.9929 0.9735 0.9901 37 1.0919 1.0855 1.1001
11 1.0015 0.9856 0.9979 38 1.0937 1.0875 1.1003
12 I.0105 0.9939 1.0075 39 1.0951 1.0889 1.1062
13 1.0184 1.0026 1.0153 40 1.0966 1.0904 1.1089
14 1.0251 1.0102 1.0199 41 1.0978 1.0917 1.1120
15 1.0510 1.0171 1.0249 42 1.0991 1.0944 1.1151
16 1.0565 1.0252 1.0505 43 1.1005 1.0944 1.1182
17 1.0409 1.0287 1.0548 44 1.1015 1.0957 I.I209
18 1.0452 1.0535 1.0590 45 1.1027 1.0969 1.1235
19 1.0497 1.0582 1.0456 46 1.1056 1.0979 1.1260
20 1.0545 1.0437 1.0484 47 1.1048  ^1.0992 1.1297
21 1.0580 1.0477 I.0520 48 1.1060 1.1005 1.1331
22 1.0612 1.0513 1.0556 49 1.1071 1.1016 1.1361
23 1.0642 1.0547 1.0591 50 1.1082 1.1027 1.1389
24 1.0662 1.0573 1.0614 51 1.1092 1.1057 1.1417
25 1.0695 1.0606 1.0655 52 1.1102 1.1048 1.1445
26 1.0716 1.0653 1.0682 53 1.1111 1.1058 1.1471
27 1.0758' 1.0652 1.0710 54
.
1.1121 1.1068 1.1495
TABLE 2.4
Ratio of the photoelectric cross-section calculated from 
equation 2.5 to the values tabulated by Scofield (1973) 
for the HS potential
*7
Photon energy (keV) '
a
10 30 50 80 100 150 200 400
6 0.9 86 0.996 1,000 1,000 1,000 • 0.998 1.000 0.976
/
8 ’ 0.988 0.997 0.999 1,000 1,000 1.002 1.005 0.982
10 0.989 0.996 0.999 1.001 1.001 1.005 1.007 0.987
13 0.994 0.999 1.001 1.002 1.005 1.005 1.010 0.995
20 0.993 0.996 0.999 1.002 1.002 1.006 1.011 1.004
26 0.995 0.993 0.996 0.998 0.999 1.005 1.009 1.006
36 - 0.990 0.989 0.989 0.989 0.991 0.997 0.999
54 mm 0.970 0.965 0.965 0.958 0.959 0.960
1
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TABLE 2.5
Ratio of the photoelectric cross-section given by equation 
2.15 to the values tabulated by Scofield (1973)for the 
HS potential.
Atomic
Number Photon energy keV
Z 10 30 50 80 100 150 200 400
6 0.995 0.999 1.001 1.001 1.000 0.998 1.000 0.97 6
8 1.001 0.999 1.000 1.000 1.000 1.001 1.004 0.931
10 1.003 0.999 1.000 1.000 1.000 1.001 1.005 0.985
13 1.006 1.000 0.999 0.999 1.002 1.001 1.005 0.990
20 1.012 1.000 1.000 1.000 1.000 1.002 1.007 0.999
26 1.014 1.001 0.999 0.999 0.999 1.002 1.007 1.004
36 - 1.002 1.000 0.999 0.999 0.999 1.004 1.006
53 mm ^ *• 1.003 0.999 0.997 0.992 0.992 0.994
the HS normalised data of Scofield (1973) on table 2.3* With these
optimised energy independent coefficients the formula for the
photoelectric cross section becomes
oph (Z,E) = o^(Z,E) UN(Z) [1 + Fns(g)] (2.15)
For elements with atomic numbers in the range 6 to 54 and X-ray energies 
at least 1 keV above the K absorption edge, and within the range 
30 < E < 150keV, equation 2.15 reproduces Scofield's results with an 
accuracy better than 1 per cent. For elements of low atomic number good 
agreement extends down to 10keV and the agreement is reasonable for all 
Z < 54 upto about 400keV. Table 2.5 provides a tabulation of the ratio
of the photoelectric cross sections calculated from equation 2.15 with
Scofield's cross section for a number of relevant elements over the 
energy range of interest.
Equation 2.15 does not factorise into separate energy and Z dependent 
terms and therefore equation 2.7 is an unsatisfactory description of the 
photoelectric effect.
2.4 A formula for X-ray scattering
X-ray scattering by atoms is usually referred to as coherent and
incoherent scattering. In coherent scattering the atom remains in its
ground state. In incoherent scattering an atomic electron is excited
and the atom is raised from the ground state. ; The incoherent cross
KN KN
section is often approximated by Z ° , where 0 is the Klein-Nishina 
cross section (Heitler 1954), and the .coherent cross section is 
frequently neglected. It was found that this function was inadequate 
for all but the highest energies and the elements of lowest atomic
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number.
The total cross section for coherent scattering is usually given 
(Hubbell et al 1975) by
fCOfe,E) = daTh(0) F2(q,Z) (2.16)
Th
where do " is the differential Thomson cross section. The function 
F(q,Z) is the form factor
F(q,Z) = Z exp(iq.r) Po(r) dr
where Po(r) is the atomic electron density and q is the momentum 
transfer. For coherent scattering q has the magnitude
q = 2 (E/rac2) (mc/ii) sin(6/2) 
where 0 is the angle between the incident and scattered photons.
4
The total cross section for incoherent scattering is usually given by
ainCoh(Z,E) =
KN
dom (e) S(q,Z) (2.17)
where da'“' is the differential Klein-Nishina cross section^ The 
function S(q,Z) is the incoherent scattering function given by
S(q,Z) = XI<n| I exp(iq.r) 6(r-r.) |0>| 
n^ O j=l
Extensive tabulations of F and S are available from non relativistic 
calculations (Hubbell et al 1975) and of F from relativistic
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calculations (Hubbell and j6verbc( 1979).
A formula has been developed (Jackson and Hawkes 1981) which accurately 
reproduces the sum of the incoherent and coherent cross sections. A 
shorter account of this work is given by Hawkes and Jackson (1980). The 
Thomas Fermi atomic model (Thomas 1927 and Fermi 1928) yields a 
universal function of the atomic form factor F(u) where
u = q Z 1/3 (2-18)
This model is inaccurate for light elements but it was found that a 
relationship of the form
acoh(Z,E) = (Z/Z')2 oco^ (Z',E') (2.19)
E' = (Z'/Z)1/3 E (2.20)
where Z' is the atomic number of a suitable standard element, reproduced
coh
Hubbell’s non relativistic values of o reasonably accurately.
A similar approach to the incoherent scattering cross section proved
unsuccessful. However it was found empirically that the deviation of
the incoherent cross section from the free electron Klein-Nishina 
KN
result, Za , was related to the coherent cross section. This relation 
is described well by a function, f(Z), which is a function of Z only, 
where
f(Z) = Z{oincoh(Z,E) - ZoKN(E)}/ o^Z.E)
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For elements of low atomic number f(Z) is given by
f(Z) = Z 0 (2.21)
Hence the relationship between the incoherent and coherent cross 
sections can be written
0incoh(Z,E). = ZaKN(E) - Z'0-5V oh(Z,E) (2-22)
Substituting from equations 2.19 and 2.21, the sum of the coherent and 
incoherent cross sections is given by
coh/r7 t-i\ incoh/r7 o (Z,E) + a (Z,E)
= ZoKN(E) + (1 - Z"0-50) (Z/Z')2 0Coh(Z',E’) (2.23)
where E* is defined by equation 2.20. This function has the correct
KNhigh energy behaviour, approaching Zo at high energies. With medical 
applications in mind, oxygen was chosen as the standard atom, due to its 
abundance in tissue, giving Z* equal to 8.
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The coherent scattering cross section for' oxygen was fitted by a 
polynomial in log (E), giving
log. [0°oh(Z,E)] = y A n(log10E)n (2-2if>
n=0
with Ao=1.3351, Ax=0.3432, A2=-0.9880, and A3=0.1416.
This function fitted the tabulated data of Hubbell et al (1975) to an 
accuracy of better than 0.2 per cent in the energy range 30 to 150keV.
The sums of the coherent and incoherent cross sections, with Z’=8, have 
been compared with the values tabulated by Hubbell et al (1975). Some 
results are given in table 2.6. For 1 < Z < 53 the errors are less than
2.5 per cent over the whole energy range. For H, C, N and 0 the error 
is less than 0.3 per cent. At intermediate and high Z the errors are 
considerably less than expected, apparently due to cancellation between 
errors in the approximation for acoh and aincotl in equations 2.19 and 
2.22.
The sum of the scattering cross sections, given by equation 2.23, only
KN 2 coh
approaches Za when (Z/Z')a (Z’,E!) is very small.
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TABLE 2.6
Ratio of the atomic cross-section for coherent and incoherent 
scattering calculated from equation 2.23 with Z* = 8 to the 
values tabulated by Hubbell et al (1975)
■7
Photon energy (EeV)
50 50 80 100 150 400
1 1.000 1.000 1.000 1.000 1.000 0.999
6 1.002 1.002 1.001 1.001 1.001 1.000
8 1.001 1.003 1.002 1.001 1.001 1.000
11 0.979 0,996 1.000 1.000 1.000 1.000
20 0.990 1.007 1.008 1.007 1.005 1.001
55 . 0.979 1.001 1.014 1.017 1.013 1.003
I
21
Hence, due to the dependence of E' on Z and E,
acoh(Z,E) f Za Kcoh(E)
and
aincoh(Z,E) ^ ZB Kincoh(E)
where a and g are constant and K00*1^) and Kincoh(E) are functions of 
energy only.
2.5 A formula for the X-ray attenuation coefficient of an element
A formula for the total cross section is given by substituting equations 
2.15 and 2.23 into equation 2.4, thus
a(Z,E) = a®*(Z,E) UN(Z) [1 f I’ns($)] + Zo^CE)
+ (1 - Z~0-®0) (Z/Z')2 acoh(Z',E') (2.25)
The predictions from this formula have been compared with the sum of the 
cross sections tabulated by Scofield (1973) and Hubbell et al (1975). 
In general the formula is very well behaved for all Z < 54 and energies 
above the point Coulomb binding energy, e . The formula remainsI\
extremely accurate up to the threshold of pair production. Although the 
expressions for aC°^ and ainco^-ZaKN are both inaccurate at these 
energies their contributions to the total cross section are negligible. 
When computing cross sections from this formula, care must be taken for 
energies around 15keV as there is strong cancellation between the 
logarithmic and algebraic terms in the expression for the Klein-Nishina
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cross section. In computations for this thesis double precision
arithmetic provided sufficiently accurate values of the Klein-Nishina
cross section. Unless modified this formula fails below the point
Coulomb binding energy, e^ , as v in the formula for the Stobbe cross
-2
section becomes imaginary. However an expansion of f(v) in v , valid
for v ?< 1, provides a reasonable estimate of the Stobbe cross section
for energies lying between the experimental and point Coulomb binding
energies (Bethe and Salpeter 1957, chap IV(b)). The experimental and
point co.ulomb binding energies of a range of elements are compared in
table 2.7. The experimental data is taken mainly from Dyson (1973) and
2
the point coulomb binding energies are equal to 0.0136^ keV. Below the 
K absorption edge the photoelectric cross section may be approximated by 
omitting the 1s normalisation factor in the summation over n in equation 
2.8. However this formula is only accurate to a few per cent for the 
reasons outlined in the next section.
Table 2.8 gives a comparison of the results given by equation 2.25 with 
the sum of the cross sections tabulated by Scofield (1973) and Hubbell 
et al (1975). For energies more than 10keV above the K absorption edge 
and for all but the highest Z and the highest energies agreement is 
excellent, being well within the quoted agreement of these tabulations 
with experimental results. Some of the cross sections from equation 
2.25 are tabulated on table 2.1.
Equation 2.25 may be used to predict the X-ray attenuation coefficients 
of elements by substitution in equation 2.3.
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TABLE 2*1
The magnitude of the experimental and point 
K-shell binding energies of selected elements
Atomic Number 
Z
Experimental binding 
energy 
(keV)
Point Coulomb 
binding energy (keV) 
equal to 0.0136Za
1 0.0136 0.0136
6 0.283 0.4896
8 0.531 0.8704
15 2.142 3.06
20 4# 03s 5.44
26 7.111 9.194
53 33.164 38.202
M L B  2.8
Ratio of the total atomic cross section given by equation 
2*25 to the values tabulated by Scofield (1973)
Hubbell et al (1975)
Z
1 6 8 11 15 20 . 26 53
. 10 1.009 0.995 0.997 1.001 l.oil I.017 I0OI7
15 1.000 0.996 0.996 0.997 1,004 1.009 1.009
20 1.002 0.999 0.997 0.995 1.002 1.006 I.006
30 1.000 1.001 1.001 0.995 1.002 1.005 1.003
40 1.000 1.003 1.002 0.997 1.002 1.005 1.003 0.976
50 1.000 1.002 1.003 0.999 1.003. I.006 I.004 0.972
60 1.000 1.002 1.002 0.999 1.003 1.006 1.004 0.972
80 1.000 1.001 1.002 1.000 1.003 1.007 1.006 0.972
100 1.000 1.001 l.ooi 1.000 1.003 1.006 1.006 0*971
150 1.000 1.000 1.000 1.000 1.002 1.005 1.006 0.971
200 1.000 l.ooo 1.000 1.000 1.001 1.004 1.005 0.978
500 0.999 1.000 1.000 1.000 1.001 1.002 I.004 0.939
400 1.000 1.000 1.000 1.000 1.000 1.001 1.002 0.984
I>O A n  O Q Q  ~  •• s / s . 1.000 1.000 1.000 1.000 1.000 1.000 0.905
600 0.999 1.000 1.000 1.000 1.000 1.000 0.999 0.935
800 0.999 1.000 0.999 1.000 1.000 0.999 0.993 0.979
1000 0.999 0.999 0.999 0.999 0.999 0.999 0.998 0.977
2.6 Possible improvements to the parametrisation of the X-ray
attenuation coefficient
For elements with atomic numbers 1 through to 5^ , and for photon
energies from 10keV above the K-absorption edge upto 1000keV, the cross 
sections given by equation 2.25 are adequate for the prediction of the 
total attenuation coefficient. Until more accurate experimental results 
are provided there is no great incentive to improve the numerical 
predictions.
However the formula?for the individual cross sections do exhibit some 
discrepancies when compared with the theoretical data. First, the 
photoelectric cross section will be considered. At low energies, below 
30keV, there are errors due to the following; neglect of the
contribution from electrons in the p or higher orbital states; use of 
the high energy limit of the s-state shell ratios; and neglect of the 
screening correction due to the shape of the bound and continuum wave 
functions and due to the change in normalisation of the continuum 
wavefunctions. There is considerable cancellation of errors due to the 
last two effects, and therefore accurate treatment of one effect must be 
accompanied by an accurate treatment of the other. Calculations have 
shown that rigorous treatment of both these effects, using the formulae 
derived by Sung Dahm Oh et al (1976), while considerably increasing the 
complexity of the formula, leads to negligible improvement in accuracy, 
for energies greater than 10keV above the K absorption edge. Inclusion 
of the cross section from the 2p electron (and higher states) should 
improve the accuracy at lower energies and remove the necessity for the 
optimised function UN(Z). However the strong cancellation between
relativistic and higher ftultipole effects observed for the s-state 
electrons for energies below 100keV (Sung Dahm Oh et al 1976), is not 
expected for other orbital states. Therefore relativistic corrections
will become significant at much lower energies.
At higher energies the formula for the photoelectric cross section fails 
due to the inadequacy of the relativistic correction. For low Z this 
function may be improved through the inclusion of higher terms in 3. 
However there is not much demand for the very small photoelectric cross 
sections of low Z elements at high energies. For higher Z the 
relativistic term begins to show slight Z dependence. Currently 
available analytic formulae for the relativistic 1s-state photoelectric 
cross section are very inaccurate (Jackson and Hawkes 1981), while 
formulae for the 2p and higher orbital states do not exist.
The photoelectric cross sections for elements of atomic number greater 
than 54 have not been investigated. However it is expected that there 
will be considerable difficulties in parametrising the relativistic 
correction, and the formula will increase considerably in complexity as 
the significant contributions from electrons of higher orbital states 
must be included.
The formula for the scattering cross section may be improved with a 
better parametrisation of the coherent cross section of the standard 
atom, in this case oxygen. This should lead to marginal improvement for 
low Z at high and low energies. However in both these regions the 
coherent cross section is negligible compared with the total cross 
section. For intermediate and high Z there are significant errors in 
the formula for the coherent cross section (equation 2.19) of upto 5 per 
cent, while for the incoherent cross section there are errors of upto 50 
per cent for high Z at low energies. However in situations where only 
the sum of the coherent and incoherent cross sections are required there 
is strong cancellation between these discrepancies. Therefore any 
improvement in the formula for cf00*1 must be accompanied by a similar
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improvement in the formula for cr^nco*\ Shell effects, which are 
particularly noticeable in the tabulated values of a00*1 for sodium, are 
not reproduced by equation 2.23, which predicts a smooth Z dependence. 
Some improvement may be obtained by using a different standard atom, in 
equation 2.19, for each range of Z. Again any slight improvement will 
be at the expense of a considerable increase in the complexity of the 
formula.
Therefore, in conclusion, any extension of the range of validity of the 
parametrisation of the total cross section or its components will lead 
to considerably increased complexity of the formula. As it stands the 
significant errors in the scattering and photoelectric cross sections 
occur when their contributions to the total cross section are 
negligible.
Extension of the parametrisation to higher energies, with the inclusion 
of the pair production cross section, is in progress in this department 
(Jackson and Murugesu 1981).
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3 The X-ray attenuation coefficient of a mixture
3.1 The mixture rule
The mass attenuation coefficient U(E) of a homogeneous mixture or a 
chemical compound can be calculated, approximately, from the weighted 
sums of the mass attenuation coefficients of the constituent elements. 
Thus
U(E) = la. U.(E) (3,1>
where a. is the proportion by weight of element i in the mixture and
1
U (E) is its mass attenuation coefficient. The mass attenuation
i
coefficient may also be written in terms of the atomic cross sections 
(equation 2.3),
U(E) = N 7 (a.a./A.) (3.2)
O “ 1 1 1
l  ■ . -
where °± is the total atomic cross section of element i and Al is the 
atomic weight. The mass electron density (Ng), the number of electrons 
per kilogram, is written as
N = N V (a. Z./A.) (3.3)
0 . 1  1 1  ,
where Z. is the atomic number of element i. 
i
The linear attenuation coefficient u(E) of a mixture is written as
U(E) = p I  a.U.(E) (3.1(a)
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where P is the density of the mixture, or alternatively as
U(E) = I
i
where n^ is the number of atoms of element i per unit volume of the 
mixture, and is given by
The electron density, d, the number of electrons per cubic metre, is 
written as
or alternatively as
The mixture rule ignores any effect of changes in the atomic wave 
functions as a result of the molecular environment. A review of the 
limitations of the mixture rule is provided by Deslattes (1969). Errors 
are thought to be generally less than a few per cent for photon energies 
above 10keV and less than 2 per cent at 1 keV, or more, away from an 
absorption edge. Closer to the absorption edge there may be 
considerable fine structure which varies with the chemical composition 
and the state of aggregation.
When the sample is not homogeneous the mixture rule can still be used to 
calculate a mean linear attenuation coefficient along the path of an 
X-ray beam. A mean linear attenuation coefficient can only be assigned 
to a volume element when the dimensions of that element are small
n. Z. (3.5b)
i l l
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compared with the mean free path of the X-rays.
3.2 Simple formulae and the concept of effective atomic number
It has frequently been argued that it is admissible to write the atomic 
cross section in the form
a(Z,E) = Kph(E) Zm + KCoh(E) Zn + a^CE) Z (3.6)
where the second term may be adjusted to include .the contribution of 
binding effects to the incoherent cross section and the exponents m and 
n are determined by fitting datax over a range of energies. For a 
mixture of elements the mass attenuation coefficent can be obtained 
using the mixture rule (equation 3.2) together with equation 3*3* This 
gives
U(E) = N { Kph(E) (Z)m 1 + Kcoh(E) (Z)n 1 + a^CE) } (3-7)
S
where
Z = T y A. Z1? 1 -j 1/Cm 1) • (3#g)
V 1 1 J
7 r v , 7n-l -.1/(n-1) 
z = f )• xi zi  ^ (3.9)
and x is given by 
i
A.-= (a. Z. / A.) / T(a. Z. / A.)
1 1 1 ' 1 ' V 1 1 7 1
= (N /N ) ( a. Z. / A.) (3.10)
o g 1 1 ' 1
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The quantities 2 and Z are ’effective atomic numbers’ (Fricke and 
Glasser . 1925, Walter 1927, Mayneord 1937, Spiers 1946). If the 
contribution from coherent scattering is small, one effective atomic 
number Z characterises the mixture. This has proved to be a convenient 
parameter for representing the attenuation of X-rays by a complex 
medium, particularly for the calculation of the dose in radiotherapy 
(Mayneord 1937 and Spiers 1946).
Recently there has been renewed interest in simple analytic formulae for 
the attenuation coefficient for the analysis of tissue composition using 
measurements at two or more X-ray energies. The effective atomic number 
Z or other supposedly energy-independent parameters of the tissue are 
derived (Rutherford et al 1976b, Cho et al 1975, Alvarez and Macovski 
1976, Brooks 1977, Ritchings and Pullan 1979). Several different forms 
of equation 3.6 have been used in such work. The coherent cross section 
is usually omitted and the exponent m ranges from 4.0 to 5.0.
White (1977) obtained values of m ranging from 4.13 for bone at 10keV to 
4.88 for fat at 150keV and similarly values of n ranging from 2.39 to 
2.82. These results show that the exponents m and n depend both on the 
photon energy and on the composition of the mixture. This conclusion 
was also reached by McCullough (1975).
Neglect of the coherent cross section leads to difficulty in determining 
the exponent m. As early as 1946 it was noted (Spiers 1946) that 
markedly different values of m were required for elements with Z greater 
than or less than 6, at typical energies for diagnostic X-rays. For 
mixtures with an effective atomic number greater than or less than that 
of water, Ritchings and Pullan (1979) suggest values for m of 4.1 and
3.6 respectively. Reference to tabulated cross sections shows that the 
photoelectric cross section and the coherent cross section become
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comparable at approximately 60keV for water andapproximately 40keV for 
fat. Above these energies the coherent cross section is larger than the 
photoelectric cross section and hence fits to tabulated data will yield 
an exponent more appropriate to the coherent cross section.
A representation of the cross section in the form of equation 3.6 is 
given (Rutherford et al 1976b) by
a(Z,E) = 20.64 E~3*28 Z4,62 + 2.80 E 2,02 Z2,86 + a^CE) Z <3.11)
where the constants and exponents have been optimised for oxygen bewteen 
60 and 80 keV. In table 3.1 the predictions of this formula are 
compared with the atomic cross sections obtained from the tabulation of 
Hubbell et al (1975) for the coherent and incoherent contributions and 
of Scofield (1973) for the photoelectric cross sections. It can be seen 
that, as Z increases, considerable discrepancies appear; for calcium 
the error is greater than 20 percent at 30keV, while for iodine the 
error is greater than 200 percent at 40keV.
The validity of a more general expression
a(Z,E) = Z a^CE) + F(E) G(Z) (3.12)
has been explored where it is assumed that the photoelectric cross 
section, coherent cross section and binding contribution to the 
incoherent cross section can be represented by a single term which 
factorizes into energy-dependent and Z-dependent factors. This is a 
necessary, but not sufficient condition for the definition of a single 
effective atomic number for a mixture, and is a necessary condition for 
the definition of energy independent photoelectric coefficients. In 
table 3.2 the ratio of F(E)G(Z) to a (Z,E)-Z aK1U) is tabulated. The
43
TABLE.3«1.
Ratio of atomic cross-sections given "by equation 3a *1 (Rutherford 
et al 1976b) to the values obtained from the tabulation of Hubbell 
et al (1975) and. the HE tabulation of Scofield (1973)
Photon energy (k3V)
z
30 40 50 60 80 100 150 200
1 1.005 1.003 1.002 1.001 1.001 1.001 1.000 1.000
6 1.033 1.017 1.010 1.006 I.003 1.001 1.000 1.000
8 1.036 1.020 1.011 1.007 1.003 1.001 1.000 0.999
11 1.048 1.022 1.009 1.003 0.999 0.99s 0.998 0.998
15 1.108 1.057 1.029 1.012 0.999 o'. 995 0.995 0.996
20 1.226 1.141 1.089 1.055 1.016 0.999 0.990 0.991
26 1.415 1.283 1.201 1.143 1.069 1.027 0.990 0.983
53 — 2.342 2.025 1.826 1.572 1.411 1.180 1.058
TABLE 3.2
Ratio of the function E(E) G(z) to a(z E) - Zcr^(E) where 0 
is taken from the tabulation of Hubbell et al (1975) and the 
tabulation of Scofield (1973). The function e(e) is chosen to. 
fit 2 = 8 for all energies and G(z) is chosen to fit at E = 80 keV 
for all Z
<7
Photon energy- (keV)
is
30 40 50 60 80 100 150 200
6 1.151 1.116 1.079 1.048 1,000 0.964 0.913 0.943
8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
11 0.912 0.925 0.942 0.961 1.000 1.038 1.108 1.218
15 0.868 0.882 0.905 01933 1.000 1.067 1.214 1.395
20 0.875 0.878 0.899 0.923 1.000 1.081 1.273 1.519
26 0.913 0.900 0.910 0.934 1.000 1,081 1.291 1.561
53 1.072 1.010 0.990 1.000 1.043 1.194 1.428
numerical values of the function F(E) were evaluated for oxygen and the 
numerical values of G(Z) were evaluated at 80 keV. The table shows that 
even this general form yields errors of 10 percent or greater -over the 
range of Z and E of interest here. It should be noted that the cross 
sections of the light elements do not exhibit the same energy 
dependence. The errors, resulting from this assumption in the analysis 
of radiological images, are discussed more fully in the next chapter.
A different approach has been taken by Rutherford et al (1976b) who 
characterised a mixture by two parameters, an effective atomic number Z* 
and an effective electron density Cnw2f*) such that
* * (3.13)
y(E) = n a(Z ,E)
Measurements at two X-ray energies were performed and equations 3.11 and 
3.13 were used to solve for the two unknown parameters. In this method, 
the mixture is represented by a hypothetical material of atomic number
A .» .r4k 3k 4k
Z and an electron density n Z which yields the same attenuation as the 
mixture at two X-ray energies. (For a polychromatic beam, an effective 
energy must also be defined.) For the reasons given previously, the 
results will be energy-dependent and, for a polychromatic beam, also 
machine-dependent. This representation does not lead directly to 
quantitative information on the composition of the mixture.
It is concluded that the definition of one or two effective atomic 
numbers, characterising a mixture such as tissue, is not valid for 
analysis of accurate attenuation data over wide energy ranges or for 
mixtures containing elements of very different atomic number. The 
neglect of the coherent cross section, which leads to the definition of 
a single effective atomic number, is extremely suspect in the energy 
region relevant to diagnostic X-rays and is not satisfactory for
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accurate work with mixtures containing elements- of low atomic number, 
such as biological tissue. Even for the assumption that the cross
sections of all elements have the same energy' dependence given by
KNa (E) and F(E), there are still significant discrepancies over wide 
ranges of Z and E.
Several empirical formulae for the attenuation coefficient have been 
used (Phelps et al 1975, Millar 1975, and Biggs and Lighthill 1971) and
are. derived by fitting data with sums of polynominal or exponential
functions. These formulae are by their nature, valid only over the
range of Z and E fitted, offer no new insight into the physical
processes involved and do not lead to an effective atomic number or to
any other parameters of the mixture.
3.3 The accurate parametrisation and its implications
In the preceding chapter a parametrization for the atomic cross section 
for X-ray interactions was derived, which reproduces recommended cross 
sections to a much higher degree of accuracy than the simple formulae 
previously used. This parametrization may be used in conjunction with 
the mixture rule to predict the attenuation coefficient of a mixture.
In the accurate formula (equation 2.25), only the Klein-Nishina term
KNseparates naturally into a function of energy a (E), and a function of 
atomic number, Z. This term therefore satisfies the requirement for the 
same energy dependence for all elements in the mixture. In the region 
where this term gives the dominant contribution, the electron density, 
d, of the mixture, given by equations 3.5a and 3.5b, can be determined 
experimentally. However, at lower energies, or for mixtures containing 
elements with high atomic number, the other terms in the expression for
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the cross section are significant and neither of these terms have a 
common energy dependence for all elements. Although the bulk of the 
energy- and Z-dependence of the photoelectricterm comes from the factor
5 7 / 0
Z /E which occurs in the plane wave Born approximation, the function
f(v) , is a function of both Z and E. Hence the photoelectric cross 
section does not have the same energy dependence for all Z and, as 
stated in section 2.3, does not factorize in the form K?^(E) Zm or even 
as K(E)G(Z). Similarly, the coherent cross section does not factorize 
because E1 is a function of both Z and E. Thus the coherent cross 
section plus the binding correction to the incoherent cross section does 
not have a common energy dependence for all Z and, as stated in section 
2.4, is not of the form Kco^CE)Zn. Hence the use of effective atomic 
numbers, photoelectric coefficients, and other parameters previously 
defined by other authors, will not fully exploit the accuracy now 
attainable for attenuation data and in certain cases could lead to 
misleading results, for example in deriving information on the 
composition of a mixture.
3.4 Derivation of the concentrations of elements in a mixture
If a mixture is known to contain N elements of known atomic number then 
N measurements of the linear attenuation coefficient of the mixture, at 
different X-ray energies, will give a set of N simultaneous equations, 
using the mixture rule (equation 3.4a). If these equations are 
independent, their solution will yield the concentrations of the 
elements in the mixture and the density of the mixture. However if N is 
large or the elements have similar atomic numbers, as is the case with 
tissue, the set of attenuation measurements will be highly degenerate. 
If the elements in the mixture are not known, this method will not be 
possible. Techniques to identify elements in inorganic mixtures are
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being studied in this department (McQuaig and Gilboy 1981).
For the analysis of tissue some grouping of the elements by atomic 
number is required (section 3.5), or alternatively the tissue must be 
represented by mixtures of reference materials (section 3.6).
3.5 Expansion of the terms in the expression for the attenuation 
coefficient
The atomic number, Z. , of the ith element in a mixture may be related to
i
that of a standard element, Z’, using the expression
Z. = Z' (1 + 6Z./Z') ( 3 . W
i
Equation 3.12* may be substituted in equation 2.25, and combined with the
mixture rule. The result may be written as an expansion in <$z. •
i
Details of first and higher order expansions are given in the review 
paper of Jackson and Hawkes (1981). The elements present in tissue may 
be divided into groups by atomic number, each group containing a
’standard1 element. For tissue it is expected that three groups will
suffice. The first group contains H, the second N and 0, and the 
third the elements Na through to Fe. In this case five energy 
independent coefficients are required to parametrise the mixture in the 
first order expansion, and seven coefficients are required if the second 
order expansion is necessary.
For in-vivo work with a CT scanner, five or more accurate measurements 
will deliver a prohibitively high radiation dose to the patient. Two
measurements are probably the maximum justified for diagnostic work with
techniques presently available.
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In the following section a parametrisation suitable for practical 
methods is presented, which requires measurements of the attenuation at 
only two different energies.
3.6 Parametrisation of the X-ray attenuation coefficient using 
hypothetical mixtures of reference materials
It is proposed that the attenuation coefficients of different tissues 
and bone may be reproduced by a hypothetical mixture of only two 
suitable reference materials. In this study water and calcium chloride 
were chosen as two convenient reference materials. To test this 
proposal the following calculation was performed. A linear combination 
of the mass attenuation coefficients of water and calcium chloride was 
fitted to the mass attenuation coefficients of various tissues, bone and 
materials frequently used to represent tissue. To give the correct high 
energy dependence of the attenuation coefficients the hypothetical 
mixtures of reference materials were constrained so as to have the same 
mass electron density (electrons per kg) as the materials they 
represented.
The mass attenuation coefficient, U(E), of the tissue is written as
U(E) = a U (E) + a U (E) (3.15)
w w r r
where a and a have dimensions of kg/kg and may take negative values.
w r
The subscripts w and r refer to water and the reference material, 
respectively. The hypothetical mixture defined by and has the
same electron density as the tissue that this mixture represents. Hence 
the sum is not generally equal to unity.
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In computed tomography the linear attenuation c.oefficient of tissue is 
compared with the linear attenuation coefficient of water. The useful 
coefficients in CT will be shown to be
/'/  ^ (3‘16) m = (p/p ) a
w ‘ w w
and
. . .  (3.17)
mr = (p/pw) “r
where p is the density of water. Thus, the coefficients m and m are
Hw w r
equal to the product of the coefficients and with the specific 
gravity of the tissue. The specific gravity is taken as the density 
relative to water at 20 deg.Cent. The linear attenuation coefficient, 
p(E), of the tissue is written
p(E) = p {ra D (E) + m D (E)} (3.18)
w w w  r  r
In the fit to the mass attenuation coefficients of tissue, the procedure
was as follows: The coefficients a and a were varied until the mean
w • r
modulus of the percentage deviation between the attenuation coefficients
of the hypothetical mixture, and of the material that the mixture
represents, was minimised. The coefficients a and a were constrained
w r
to keep the mass electron density of the mixture equal to that of the 
material it represents. The fit was carried out from 30 to 150keV.
The resulting coefficients a and a are tabulated on table 3.3 for a
w r
variety of tissues, tissue components and calibration materials. The 
mass attenuation coefficients of water and calcium chloride were 
calculated using equation 2.25 with the mixture rule, and are tabulated 
in table 3.4. In table 3.5 the mass attenuation coefficients resulting
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TABLE 5.4
The mass attenuation coefficient of water and calcium chloride 
from 20 to 200 keV, calculated from equations 2*25 and 5*2
X—ray energy 
(keV)
. Water 
(in ) kg)
Calcium Chloride
Cm / kg)
20 0*08065 0.9651
30 0.03753 0.3017
40 0.02687 0.1373
50 0.02274 0.07824
60 0.02063 0.05188
80 0.01839 0.03050
100 0.01709 0.02245
150 0.01506 0.01554
200 0.01371 0.01308
.
52
TABLE 5.5
The mass attenuation coefficients of various tissues calculated:
(a) using the coefficients from Table 3*3* with equation 3*1? 
(T>) from equation 2.25 ami the mixture rule (equation 3*2)
v All data on atomic composition was taken from ICRP Number 23 (1975)#
Energy
(keV)
(a)
(m2/kg)
(b)
(m2/kg)
Ratio
of
(a) to (b)
■ PAT 20 0.04937 0.04790 1.031
30 0.02822 0.02819 1.001
40 0.02300 0.02302 0.999
50 0.02082 0.02081 1.000
60 0.01956 0.01954 1.001
80 0.01800 0.01797 1.002
100 0.01694 0.01691 1.002
150 0.01507 • 0.01505 1.001
200 0.01376 0.01374 1.001
CORTICAL 20 0.3830 0.3821 1.002
BONE 30 0.1276 0.1278 0.999
40 0.06432 0.06448 0.998
50 0.04139 0.04150 0.997
60 0.03099 0.03106 0.998
80 0.02221 0.02225 0.999
100 0.01862 0.01863 0.999
150 0.01495 0.01495 1.000
200 0.01324 0.01324 1.000
MUSCLE 20 0.08239 0.08227 1.002
30 0.03792 0.03794 1.000
40 0.02692 0.02694 1.000
50 0.02268 0.02269 1.000
• 60 0.02051 0.02052 1.000
80 0.01825 0.01825 1.000
100 0.01694 O.OI694 1.000
150 0.01491 0.01491 ' 1.000
200 0.01357 0.01357 1.000
LIVER 20 0.08168 0.08155 1.002
30 0.03776 0.03779 0.999
40 0.02690 0.02692 0.999
50 0.02270 0.02271 1.000
60 0.02056 0.02056 1.000
80 0.01830 0.01830 1.000
100 0.01700 0.01700 1.000
150 0.01497 0.01496 1.000
200 0.01362 0.01362 1.000
from this fit for fat, cortical bone, muscle and liver are compared with 
the mass attenuation coefficients calculated from equation 2.25 and the 
mixture rule. The atomic compositions of these materials were taken 
from ICRP Number 23 (1975). The agreement is excellent, the maximum
deviation being 0.4 per cent or less for all the materials examined.
A similar parametrisation was presented by Riederer and Mistretta 
(1977)« but they erroneously inferred the existence of energy 
independent photoelectric and Compton coefficients.
The coefficient a is small for all soft tissues, which is in accord r
with the similarity between the mass attenuation coefficients of water 
and soft tissue. (See for example the data tabulated for water, fat and 
muscle in tables 3.4 and 3.5.)
The coefficients a and a , or m and m , will characterise the tissue.w p  w r
Measurements of the linear X-ray attenuation coefficient at two X-ray 
energies will permit the determination of the coefficients m^ and m^. 
In certain circumstances information on the composition of the tissue 
may be inferred from these coefficients. Detailed discussion of the 
possible clinical interpretation of these coefficients is provided in 
chapter 8.
Accurate measurements of these coefficients will permit the accurate 
prediction of the X-ray attenuation coefficient of tissue from 30 kev 
upto the threshold of pair production. This has not been possible using 
previous parametrisations, which are valid only over very restricted 
ranges of energy and atomic number. One implication of this result is 
that, within the limitations of present attenuation data, and when no 
contrast material is present, measurements at 3 or more X-ray energies 
above 30keV will not result in the derivation of other independent
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parameters of the tissue. '•
In subsequent chapters this parametrisation is applied to the analysi 
of data from computed tomography.
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4 Introduction to X-ray transmission compute.d tomography and its
application to tissue characterisation
Computed Tomography (CT) provides a 2 dimensional image of a plane or 
slice through a 3 dimensional object. This is achieved by 
reconstruction from projections of that slice. A 3 dimensional image 
may be obtained by stacking adjacent slices.
CT has had a major impact on medical diagnosis due to its ability to 
provide detailed images of internal anatomical structure. In CT of the 
abdomen the shape and location of the internal organs and many lesions 
are visible, outlined by layers of fat or connective tissue of lower 
X-ray attenuation. The structure revealed by these images is free from 
interference from the overlying regions. The images have considerable 
clinical significance in diagnosis, in the location of lesions and in 
the assessment of disease progression and therapeutic response. A 
current review of the medical implications of CT imaging of the body is 
provided in ’Computed tomography of the body’ (Husband and Fry 1981), 
and for a review of CT imaging of the head see du Boulay in chapter 2 of 
’Recent advances in Radiological and medical imaging’ (EdsiLodge and 
Steiner 1979).
In this chapter the basics of the reconstruction techniques will be 
described. The relationship between the reconstructed function and the 
linear attenuation coefficient will be derived for projections measured 
using monoenergetic X-rays. Some of the assumptions and approximations 
inherent in the technique, and the limitations to the accuracy and 
precision of the reconstructed values will be discussed in section 4.2.
A good introduction to the physics of the technique is provided by 
Brooks and Di Chiro (1976c).
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•’ In the remaining sections of this chapter the' application of CT in the 
quantitative analysis of tissue is discussed. In section 4.3 general 
aspects of quantitative CT are reviewed. In the final section 'various 
methods of quantitative tissue analysis using dual or multi energy CT 
scanning are discussed.
4.1 An introduction to reconstruction techniques
Figure 4.1 is a view of one slice in the plane perpendicular to the 
z-direction. The ray sum P(r,<f>) along OD (ray R) is defined by the 
equation
where P(s) is the value of the function to be reconstructed at position 
s along OD. A set of raysums at one angle <J> defines a projection of the 
slice. Reconstruction provides an estimate of the function p throughout 
the scanned slice given a set of projections for all 4> . In the case of 
transmission CT with monoenergetic X-rays, the ray sum P(r,<|)) is taken 
as
r (4.1)
R
P(r,<f>) = -loge (I/Io ) (4.2)
where I is the transmitted photon flux and I is the incident photon flux
o
along ray R. For a well collimated beam equation 2.2 gives
P(r,<t>) = -loge {lQ exp[- y(s) ds] /Iq}
p(s) ds (4.3)
R
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Figure 4.1
Scematic diagram of one slice of an object 
in the (x,y) plane
Source ^ I
Detector
where u(s) is the X-ray linear attenuation coefficient at a distance s 
along ray R. Therefore for monoenergetic X-rays the function 
reconstructed is identical to the X-ray linear attenuation coefficient.
In most digital reconstruction techniques the image of the scanned slice 
is presented as an array of square elements or ’pixels’. Reconstruction 
will assign a single value to the reconstructed function at each pixel, 
and the reconstructed function is assumed to be constant within each 
pixel. The object is band limited, a finite number of raysums will 
determine the image and reconstruction is a problem of matrix inversion. 
The raysums, PR, are given by a set of simultaneous equations
PR I aRi pi
(4.4)
where is the value of the reconstructed function at pixel i and aRi 
is the length of ray R within pixel i. Reconstruction attempts to solve 
these equations to provide estimates of the function p^ .
Various methods of reconstruction have been implemented. These may be 
divided into two main categories, iterative and analytic. The best 
known iterative techniques are the Iterative Least Squares Technique 
ILST (Bracewell 1956, Goitein 1972), the Simultaneous Iterative 
Reconstruction Technique SIRT (Gilbert 1972), and the Algebraic 
Reconstruction Technique ART (Gordon et al 1970). If ILST and SRT 
converge, they converge to the density values which are a least squares 
fit to the projection data. In analytic methods the problem is solved 
(Bracewell 1956) by taking the Fourier Transform of each projection, 
superimposing the resulting projections to give a radial 2 dimensional 
array, and taking a 2 dimensional inverse Fourier transform of the 
result. This may be done directly using fast Fourier transforms or by 
the methods of Fourier filtering, Radon filtering (Radon 1917) or
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convolution filtering (Bracewell 1^967, RamachaBiran and Lakshminarayanan 
1971* and Shepp and Logan 1974). The latter method is used in most 
commercial CT machines. All subsequent discussions on image noise, 
spatial averaging and beam hardening will therefore refer to the method 
of convolution filtering. In the simplest implementation of this 
technique the projections are filtered with a ramp function equal to |k| 
for |k|<kc and zero elsewhere, where k is the spatial frequency and k 
is the cut-off at high frequencies. These filtered projections are back 
projected across the reconstruction matrix to form the image. The 
precise form of the ramp function used in practice is discussed later in 
this chapter and in chapter 6, as it has important implications for 
image resolution and noise.
The Hounsfield Unit (H) is now widely accepted as the unit of the 
reconstructed values of attenuation in CT. This unit, unfortunately, 
only has a strict definition when monoenergetic X-rays are used. In 
this case the Hounsfield Unit is defined as
where y(E) is the linear attenuation coefficient of the scanned material
and y (E) is the linear attenuation coefficient of water, at energy E. 
w
Y/hen a polyenergetic beam is used the Hounsfield Unit is defined to be 
-1000H for air (strictly vacuum) and zero for water at a particular 
temperature. Effective energies, ¥, or energy averaged attenuation 
coefficients, y”, may be used with equation 4.5, but these have not been 
strictly defined. This subject is discussed in detail in chapter 5.
f y(E) - pw(E)
(4.5)
4.2 Limitations to accuracy and reproducibility in X-ray transmission CT
The low pass filter, required in analytic reconstruction, results in 
aliasing when spatial frequencies higher than the cut-off frequency are 
present in the scanned object. These frequencies reappear masquerading 
as lower frequencies (Bracewell 1965). An associated problem is Gibbs 
phenomenon, where overshoot or ringing occurs at sharp boundaries. Both 
these effects may be reduced by gradually rolling off the ramp filter 
function at high frequencies.
The ray, defined by the integral in equation 4.1, has finite width in 
the (r,<j)) plane and finite depth in the z-direction, both determined by 
the dimensions of the source and detector collimators and the size and 
shape of the X-ray tube focal spot (Hobday et al 1981). The impulse 
response function (IRF) in the (r,<j>) plane is determined by the 
collimated width of the ray and, in analytic reconstruction, by the 
cut-off freqency and the shape of the filter function. The effect of 
finite beam width is discussed by Cormack (1978), and a discussion of 
artefact resulting from the assumption of zero beam width is given by 
Joseph and Spital (1981). The IRF in the z-direction or the 'z-axis 
sensitivity1 is determined by the collimation and X-ray focal spot size 
in the z-direction. The IRF in both directions is degraded further by 
scattered radiation reaching the detectors. The full width half maximum 
(FWHM) of the IRF in the (r,<j)) plane and the pixel size are both of the 
order of 1mm in most commercial scanners. In order to detect a 
reasonable X-ray flux for an acceptable radiation dose, the FWHM of the 
z-axis sensitivity, the 'slice thickness', is usually in the range of 
3mm to 13mm. However due to the geometry of the collimation the shape 
of the z-axis sensitivity varies considerably through the slice. Near 
the collimators it is approximately rectangular, while in the centre it 
is approximately triangular. The profile of the z-axis sensitivity at
different .positions along a ray is shown schematically in figure 4.2. 
The detector sensitivity and X-ray source intensity are assumed to be 
uniform in the z-direction, and the collimated width of the beam at the 
source and detector are the same. Scattered radiation reaching the 
detectors will tend to smooth these profiles. The finite width and 
varying shape of the z-axis sensitivity has important implications for 
the detection of detail.with z-dimensions of the order of, or less than, 
the slice width. From figure 4.2, The sensitivity to small objects in 
the centre of the slice and in the middle of the reconstructed image is 
twice that near the collimators, while the sensitivity at the edge of 
the slice drops to zero. Unless adjacent slices have considerable 
overlap small objects may be missed. When a slice passes through a 
tissue interface the reconstructed value of a volume element at the 
interface will be proportional to the integral of the attenuation over 
that volume element, weighted by the z-axis sensitivity. This is often 
termed the 'partial volume effect'.
Errors will propagate to the final reconstructed image from both noise 
on the original projection measurements and errors inherent in the 
reconstruction technique. The variance in the reconstructed values is 
proportional to the variance of the original projections. The 
relationship between the variance of the projections, the variance of 
the reconstructed image and resolution is discussed in detail in chapter 
6. Errors in the reconstruction technique usually arise from 
inconsistent projection data or inaccurate interpolation.
The polyenergetic X-ray beam leads to the so-called 'beam
hardening' effect, usually evident as shading near dense regions in the 
reconstructed image. This problem is discussed in detail in chapter 5.
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4.3 A review of quantitative CT
In section 4.1 the reconstruction. from projections measured with 
monoenergetic X-rays was related to the X-ray linear attenuation 
coefficient. However, in practice a polyenergetic X-ray source is used 
and the relationship between the reconstruction and the linear 
attenuation coefficient is more complicated. McCullough et al (1974) 
gave an approximate formula for the detector signal and then showed that 
the detector signal may be approximated by the difference between the 
the linear attenuation coefficients of water and tissue, integrated over 
the detected energy spectrum and integrated along the raysum. Similar 
results were presented by McDavid et al (1977a) and Szulc and Judy 
(1979). However their derivations were incomplete and unclear and. 
therefore, a full account of this analysis is provided in chapter 5. 
McCullough (1975) discussed the concept of equivalent energy of a 
polyenergetic beam, defining no less than 6 different possible 
equivalent energies. Rutherford et al (1976a) calibrated their EMI head 
scanner and deduced an effective energy. This effective energy is that 
single energy where the attenuation coefficient of the scanned material 
is proportional to the reconstructed Hounsfield numbers. They derived 
this effective energy using calcium chloride solutions and neglected the 
effects of beam hardening. It is not obvious that the same effective 
energy would be obtained from the analysis of different solutions. 
Despite this problem measurements of effective energy have become widely 
accepted in CT scanner evaluation (White and Speller 1930). A 
discussion of the validity and uniqueness of effective energy is
provided in section 5.6, but in chapters 5 and 7 it is shown to be 
unnecessary in quantitative CT.
Brooks (1977) expressed the Hounsfield number in terms of the linear 
attenuation coefficient integrated over the detected energy spectrum and
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parametrised the polyenergetic X-ray beam in terms of a spectral factor, 
which led to his ’Quantitative theory of the Hounsfield Unit’. However 
he relied heavily on the false assumption of energy independent 
photoelectric coefficients.
Zatz and Alvarez (1977) drew attention to the dependence of the 
Hounsfield numbers on X-ray energy, but derived no quantitative 
information on the scanned object from this result. Instead they saw
this energy dependence as an inaccuracy, or source of errors in defining
a true Hounsfield Scale. McDavid et al (1977c) demonstrated that this 
error was predictable.
Parker et al (1979). in their work on radiotherapy treatment planning 
using CT, related the Hounsfield number to the electron density 
(electrons per cubic metre). For soft tissue and lung, where the energy 
dependence of the attenuation coefficient of tissue is very close to 
that of water, the Hounsfield numbers will be approximately proportional 
to the electron density. However, when the energy dependence of the
attenuation is markedly different from that of water, as is the case for
bone, considerable deviations will occur. The magnitude of the 
deviation will be strongly material dependent and care must be taken in 
the choice of suitable calibration materials.
4.3.1 The comparison of Hounsfield number with histology
Since CT was first introduced the Hounsfield numbers have been 
correlated with the results of the analysis of tissue composition and 
with histology. In much of the earlier work there was insufficient 
knowledge of the many factors affecting' the integrity of the 
reconstructed Hounsfield numbers. The accuracy of the Hounsfield
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numbers is discussed in detail in chapters 6 and 8'. However some useful 
clinical information was obtained. In this section several of these 
studies are reviewed.
Mategrano et al (1977) studied the attenuation values of the organs in 
the upper abdomen from 50 CT examinations. Some of their results are 
given on figure 4.3. Areas of pure fat may be easily distinguished, but 
there is little significant difference between the other tissues 
studied.
Norman et al (1977) studied blood and cerebrospinal fluid (CSF) in-vitro 
and came to the conclusion that the increased absorption values for 
haemotomas was due to the increased haemoconcentration and iron made 
only a minimal contribution. He also concluded that CT was insensitive 
to changes in CSF.
Ambrose et al (1976), after analysing head scans, found that infarcted 
areas had Hounsfield numbers consistently lower than normal brain, while 
about half the meningiomas studied had slightly increased Hounsfield 
Numbers. All tumours studied showed considerable enhancement after 
intravenous injection of sodium iothalamate.
In another study of contrast enhanced brain images Ladurner et al (1979) 
calculated the concentration of contrast material by subtracting 
pre-enhanced scans from post-enhanced scans. The results were used to 
estimate regional cerebral blood volume. One disadvantage of the method 
is the problem of patient movement, requiring accurate repositioning 
after the injection of the contrast material.
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4.3.2 Bone mineral determination
The measurement of bone mineral content at various skeletal sites is an 
important application of quantitative CT. The assessment of absolute 
value and relative changes in bone mineral content is important in the 
diseases of osteoporosis and osteomalacia, both of which lead to the 
loss of bone mineral. In particular, trabecular bone, which may have a
mineral turnover rate 8 times higher than cortical bone, can easily be
seen in CT. . Other techniques based on photoabsorptiometry (Mazess et al 
1974) may have difficulty
differentiating between trabecular and cortical bone. A number of
workers have correlated bone mineralisation with Hounsfield numbers (for 
example Reich et al 1976, Posner and Griffiths 1977* Weissberger et al 
1978, Bradley et al 1978, Pullan and Roberts 1978, Revak 1980, Cann and 
Genant 1980 and Ruegsegger et al 1976 and 1981). Posner and Griffiths 
achieved a precision of 2 per cent for the determination of bone mineral 
content in canine femurs. Weissberger et al suggested a similar
precision in their feasibility study. The partial volume effect is a 
considerable problem in practice but careful positioning and 
interpretation of results should result in good reproducibility (Revak 
1980). Cann and Genant (1980), by manipulation of the images, 
repositioned a slice to pass through the centre of the vertebral body. 
They claimed a reproducibility, in bone mineral estimations, of 2.8 per 
cent for excised vertebrae in a phantom representing the human torso. 
Ruegsegger et al (1981) measured the attenuation of human tibia. They 
achieved a reproducibility of 0.3 percent in their CT method using an 
1125 source with an activity between 1.85 X IC^Oand 3.7 X 101-0 Becquerel.
Although good reproducibility may exist, information on both density and 
mineral content cannot be separated by a single measurement. Reliable 
measurements of mineral content, independent of density variations and
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fat replacement, requires measurement of the reconstructed values at two 
X-ray energies.
4.3*3 Statistical methods in quantitative CT
Pullan et al (1978) and Ritchings et al (1979) have compared the spatial 
distribution of Hounsfield numbers for various diseased tissues. The 
autocorrelation coefficient may reveal subtle repetitive structure in 
the liver of about 10mm in size. This structure may disappear in
certain diseases, such as cirrhosis (Ritchings et al 1979). Loss of
structure in brain atrophy may also be detected by analysis of the
standard deviation and skewness of Hounsfield number distributions.
However, this analysis is outside the scope of this thesis and will not 
be considered further.
4.4 A review of dual energy CT
Although some information on the tissue may be inferred from the 
correlation of the Hounsfield numbers with histology, information on 
composition is difficult to deduce uniquely from measurements at only 
one X-ray energy. In dual energy CT two images are obtained for two
different X-ray energies.
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M.4.1 Analysis of data from dual energy CT
Various methods have been proposed to derive useful parameters of the 
tissue from measurements at 2, or more, X-ray energies. The first 
implementation of this technique (Rutherford et al 1976b) led to the 
derivation of an effective atomic number, and an effective electron 
density, by CT measurements at 2 different X-ray tube voltages. An 
alternative analysis was provided by Brooks (1977) who parametrised the 
detected X-ray spectrum in terms of a spectral factor. By scanning at 
two different X-ray energies they maintained that energy independent 
Compton and photoelectric coefficients could be derived. Both these 
methods involved the analysis of reconstructed images. Alvarez and 
Macovski (1976) proposed a method of analysis of the projection data, 
which, they claimed, permitted the reconstruction of photoelectric and 
Compton coefficients, free from beam hardening artefact. McDavid et al 
(1977b) derived, by computer simulation, images of the effective Z and 
electron density distribution from scans at 7 different X-ray energies. 
These 7 measurements provide a highly degenerate set of measurements for 
the derivation of only two parameters. A fundamental criticism of all 
these papers regards the parametrisation of the attenuation coefficient. 
In chapter 3. table 3.2, it was shown that the attenuation coefficient, 
after subtraction of the free electron term (or Compton coefficient), 
does not possess a common energy dependence for all elements present in 
tissue. The errors of such a parametrisation are clearly seen. The 
errors inherent in Rutherford’s formula (equation 3.11) are apparent 
from table 3.1. In both cases errors in the attenuation coefficient in 
excess of 10 percent may occur at diagnostic X-ray energies. Detailed 
calculations using Brooks’ method (Brooks 1977) have been done (Jackson 
and Hawkes 1981b). Both a computer simulation using 80 and 140kVp 
spectra from Birch et al (1979). and experimental results using 87kVp 
and 140kVp spectra on the EMI CT5005 General Purpose Scanner at the
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Royal Marsden Hospital, Sutton, show that errors as high as 10 per cent 
may result from this analysis. These errors are considerably higher 
than the expected experimental errors.
In chapter 3 it was shown that correct parameters, which may be
derived from dual energy CT scanning, were the coefficients of water
and m of some reference material such as calcium chloride. Only two 
r
measurements at two carefully chosen X-ray energies will be required to 
characterise the tissue. When iodine, or other material of high atomic 
number, is present in the scanned tissue a third measurement may be 
useful. Iodine is often used for artificial contrast enhancement of 
certain organs or tissues. It has been proposed that imaging just above 
and just below the iodine K-absorption edge may provide a sensitive 
method of measuring the iodine concentration. (Riederer and Mistretta 
1977 and Riederer et al 1981). An additional measurement, giving 3 in 
all, may be obtained at a higher energy. These methods are discussed in 
more detail in section 7.2. As iodine concentration is usually required 
in soft tissue, which has a very low mineral content, scans at only two 
energies should be sufficient to derive iodine concentration. Some 
clinical examples of this analysis are provided in chapter 8.
An important application of dual energy CT is the correction for beam 
hardening effects. If' coefficients can be derived which accurately 
parametrise the attenuation of the tissue over a wide energy range, then 
the effect of beam hardening may be predicted and corrected, either by 
direct calculation or an iterative technique (Ruegsegger et al 1973, 
Alvarez and Macovski 1976). However in most modern machines beam 
hardening is minimised by using a well filtered beam. The residual beam 
hardening can then be reduced further by linearisation of the data 
(Herman 1979) or by direct calculation (chapter 5).
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4.4.2 Practical methods of obtaining two different X-ray spectra
In dual energy CT various methods have been proposed to provide'detected 
X-ray spectra with mean energies of the required separation. There are, 
in general, two ways this may be achieved. In the first, X-ray source 
spectra of different energies are used. In the simplest method, as used 
by Rutherford et al (1976b), two images are obtained with different 
X-ray tube voltages. CT scans with tube voltages in the range 70 to 140 
kVp can easily be achieved in practice, and little or no modification to 
conventional scanners is required. This is the method used for all 
experimental dual energy scanning undertaken for this thesis. The 
disadvantage of this technique is that some patient movement may occur 
between the two separate scans. Simultaneous dual energy scanning may 
be possible using X-ray tubes pulsed alternately at two different 
voltages. Another alternative, which requires only slight modification 
of the scanner, is to provide additional filtration to half the emergent 
X-ray beam (Rutt and Fenster 1980).
The second category of dual energy methods requires an additional set of 
detectors. Brooks and DiChiro (1978) suggest using a thin calcium 
fluoride detector, backed by a thick sodium iodide detector, in a 
modified EMI Mkl scanner. Fenster (1978) and Drost and Fenster (1980) 
suggested using split xenon detectors, again mounted back to back, on a 
purpose built scanner. However, Kelcz et al (1980) calculated that the 
large, unavoidable, overlap between the captured fluence distribution 
for two crystal detectors resulted in noise figures, in the parameters 
derived by dual energy scanning, which are a factor of 1.5 higher than 
in an optimised dual kVp technique. Ritchings and Pullan (1979) 
suggested covering half the detectors with a thin metal foil. This is 
feasible for rotate/translate scanners such as the EMI CT5005 but would 
require considerable modification in modern scanners which may have many
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hundreds of detectors. In addition filtering the* beam after it emerges 
from the patient will involve a penalty in radiation dose, although this 
effect is expected to be small.
All these methods permit separation of X-ray spectra equivalent to 
monoenergetic beams of energies in the range 50 to 100 keV. In chapter 
7 it is shown that this is close to the optimum choice of energies, 
therefore choice of the method will largely depend on the ease of 
clinical use, technical feasibility and cost.
Larsson et al (1978) proposed a dual isotopic source technique using 
1125 and Am24l. The beam hardening effect is reduced, but there will be 
serious noise problems due to the practical limits ;to the dimensions of
the source and its specific activity. Boyd et al (1981) have proposed a
similar method using the 41 and 100kev photons emitted by Gd153.
4.4.3 Clinical results from dual energy CT
First the determination of bone mineral content will be considered. The 
precision of single energy measurements is limited by the variation of 
fat concentration, which may lead to errors in mineral measurements as 
high as 50 per cent (Geriant and Boyd 1977). Genant and Boyd, in their 
dual energy studies of phantoms, showed that these errors were 
effectively eliminated. Although the precision was reduced to 
approximately 10 per cent, the derivation of absolute mineral content 
should enable direct comparison with other techniques.
Isnerwood et al (1977), Marshall et al (1977), Dubai and Wigli (1977) 
Latchaw et al (1978) and Di Chiro et al (1979) all studied brain lesions 
using the technique of dual energy CT. In all these papers the two
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scans were obtained by changing the X-ray tube voltage. Isherwood et al 
found that the dual energy technique was useful in demonstrating the 
high electron density of colloid cysts, although they expected that 
subtle changes in elemental composition would be difficult to detect. 
Dubai and Wigli found considerable overlap of electron density and 
effective Z between normal and abnormal brain tissues, and concluded 
that the clinical value of the technique was limited. However, Marshall 
et al found the dual energy technique useful for the separation of dense 
haemorrhagic lesions from calcification or iodine enhancement. Latchaw 
et al found that measurements of the increase in high atomic number 
content of tissue was useful in separating gliomas, meningiomas and 
metastases after the injection of contrast material. Di Chiro et al 
introduced the concept of 'tissue signatures' as the pair of 
coefficients Hc and Hp characterising a tissue, w.here Hq and Hp are 
related to the photoelectric and Compton coefficients. As stated above 
these coefficients are ill defined, but despite this inaccuracy some 
separation of different brain tissues and lesions was achieved. The 
need for Hounsfield numbers accurate to at least+1H was emphasised.
In conclusion dual energy CT should be useful in the measurement of bone 
mineral content and the measurement of the concentration of contrast 
material after contrast enhancement. There may be applications in the 
characterisation of soft tissue in, for example, the measurement of fat 
content or abnormal iron concentration in liver. However accurate 
measurements are required and the analysis must avoid the errors 
introduced by false assumptions of the energy dependence of the X-ray 
attenuation coefficient. In the remaining chapters the Hounsfield Unit 
is expressed in terms of the X-ray attenuation coefficient and an 
analysis of data from dual energy CT is presented which avoids the false
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assumptions inherent in other techniques. The accuracy of the 
reconstructions are studied both theoretically and in clinical practice. 
Finally chapter 8 provides a few clinical results and suggests areas 
where this analysis may prove useful.
75
5 The polyenergetic projections, definition of the* Hounsfield Unit and 
beam hardening
All commercial CT scanners of the head and abdomen use an X-ray 
generator emitting photons with a broad spectrum of energies. The 
detector signal will be an integral, over energy, of the detected energy 
spectrum. The shape of this spectrum for each measurement depends on 
the composition of the material along the path of the beam. The higher 
the attenuation of the X-ray beam the lower the proportion of low energy 
photons which are transmitted and the X-ray beam is ’hardened'. If 
projections, given by this detector signal, ar.e reconstructed as 
described in chapter 4, the reconstructed values at any point will 
depend on the composition of all other points in the slice. This is in 
contradiction to the aim of CT which is to assign to every point in the 
slice a number which is specified by the composition of the material at 
that point. This interrelation of reconstructed numbers is termed the 
beam hardening effect.
V/ithout a unique relationship between the reconstructed values and the 
composition at each point in the slice, quantitative analysis of tissue 
composition is not possible.
In section 5.1 of this chapter the correct expression for the 
polyenergetic raysum is derived. The approximations which permit 
reconstruction of images free from beam hardening effects are discussed 
and the effect of beam hardening is defined. In section 5.2 the effect 
of beam hardening on the raysums has been calculated for a range of 
materials representing tissue and bone. The resulting error in the 
reconstructed image has been estimated in section 5.3 for parameters 
relevant to the EMI CT5005 General Purpose Scanner. In section 5.4 
these calculations are shown to be consistent with experimental results
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from the EMI CT5005 at- the Royal Marsden Hospital, Sutton. No attempt 
has been made to provide a practical or efficient method of correction 
for beam hardening as several methods, applicable in restricted 
cirumstances, have been reported (for example Herman • 1979, Kijewski
and Bjarngard 1978 and Ruegsegger et al 1978). Preliminary results of 
beam hardening measurements on the Somatom 2 CT scanner are provided in 
section 5.5.
5.1 Definition of the polyenergetic raysum
In order to reduce the effect of beam hardening two measurements are 
required to determine the raysum. The first is the initial calibration 
measurement with material of known composition filling the field of 
view. This material should have a similar attenuation coefficient to 
soft tissue and is usually water, which is contained in a perspex 
cylinder or ’phantom’. This calibration provides the measurement Cn , 
where R is the ray OBCD on figures 5.1a and 5.1b. The second is the 
actual detector measurement, A^ , with . the object of interest in 
position.
The polyenergetic raysum, , along any ray R, is defined as (Herman
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Figure 5,1
a) Schematic diagram of constant path length, water bath scanner
b) Schematic diagram of general purpose scanner with shaped .aluminium 
filters
78
The calibration measurement, C , and the actual measurement, A , are
R . R
given by
dE S(E) F(E) Q(E).W1 (E) W 2(E) exp{-jds uc(s,E)}
B
C
!, , (5.2)
C
\  = dE S(E) F(E) Q(E) W1(E) W2(E) exp{-jds u(s,E)} • (5-3)
‘ ' B
where S(E) is the number of photons per energy interval (photons/kev) of 
energy E emitted from the X-ray source towards the detector, F(E) is the 
probability of detecting a photon of energy E. The detector output Q(E) 
is the output of the detector per photon of energy E detected, and 
(s,E) and H(s,E) are the linear attenuation coefficients of the 
calibration and scanned materials at energy E and position s along BC. 
Finally the attenuation of the beam before reaching the reconstruction 
area, Wj(E), is given by 
B
W  (E) = exp{- ds uA (s,E)}
0
and the attenuation between the reconstructed area and the detector, 
W2(E), is given by
D , ^
W 2(E) = exp{-Jds yA (s,E)}
C
where y^(s,E) is the linear attenuation coefficient of the material
outside the reconstruction area. In the expressions for the detector
measurements, equations 5.2 and 5.3, the contribution of scattered
radiation to the detector signal is neglected. Scatter is dependent on
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scanning geometry and is expected to be only a few per cent of the 
detector signal (Parker 1981). The major effect is to increase image 
noise and degrade resolution rather than cause severe artefact, however] 
little discussion of the effect of scatter is found in the literature.
R
The spectrum detected during the initial calibration scan ^k(E), is 
given by
C .
(2^(E) = S(E) F(E) Q(E) W1(E) ff2(E) exp {-Ids tic(s,E)} (5.«)
B
P
for ray R along OBCD. The function ft"(E) was independent of R for theK
first head scanners, which used a fixed path length or water box
R
geometry (Hounsfield 1973)« as shown in figure 5.1a. The function ft^ (E) 
remains approximately independent of R for scanners, such as the EMI 
CT5005 General Purpose Scanner, which use shaped filters as shown on
figure 5.1b. The label R is therefore omitted on ft (E). The label k
k
characterises the detected spectrum. It may, for example, represent the 
peak voltage (kVp) of the X-ray generator or the energy response of each 
detector in a dual detector system. When equations 5.2, 5.3 and 5.4 are 
substituted into 5.1’ the ray sum becomes
PR = -loge{jdE ftk (E) exp{-jds[y(s,E) - yc(s,E)] / jdE ftk (E)} (5.5)
Now when ds[ y(s,E)-y^s,E)] is small the exponential and logarithmic 
functions may be expanded. The first term in this expansion of equation
5.5 is given by
and reversing the order of integration yields
P^ , = Ids {JdE J2k(E) [y(s,E) - yc(s,E)] / IdE fik (E)] (5.7)
B
In section 5.3 it is shown that the discrepancy between the approximated 
projections given by equation 5.7* and the projections which are 
measured, results in the beam hardening effect. Significant beam 
hardening effect occurs, therefore, when the transmitted spectrum 
differs significantly from that in the calibration measurement.
5.2 Calculation of the effect of beam hardening on the polyenergetic 
projections
The discrepancy between equations 5.1 and 5.7 has been calculated for 
projections generated for X-rays passing through a number of different 
solutions representing various types of tissue and a range of 
concentrations of contrast materials. The composition of the solutions 
is given in table 5.1a. The concentrations tabulated are the mass 
fractions of water and calcium chloride or Conray 280, multiplied by the 
specific gravity of the solutions. They are, therefore, equal to the 
coefficients mw and mr defined in chapter 3. (Conray 280 is a product 
of May and Baker Ltd. and is a 60 percent w/v solution of meglumine 
iothalamate in water.) The calcium chloride solutions represent various 
concentrations of bone mineral and the Conray 280 solutions represent 
various concentrations of contrast material in tissue. The total path 
length of the X-ray beam was 320mm.. The solutions occupied 25mm of this 
length and the remaining 295mm was water, as was the calibration 
material C. The source function S(E) was taken from the data on X-ray 
spectra of Birch et al (1979). Their tabulated spectra for the EMI 
spectra were used with *!mm added aluminium filtration and tube voltages
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TABLE 5.1a
Concentrations of calcium chloride and Conray 280 solutions in 
water* Concentration expressed as kg/kg multiplied by the specific 
gravity of the solution
Concentration of 
Calcium chloride
Concentration of 
water
Calcium chloride
solutions
CA1 0.05294 0.9871
CA2 0.1127 0.9743
CA3 0.1894 0.9546
CA4 0.2695 0.9317
CA5 0.3561 0.9039
Concentration of Concentration of
Conray 280 water
Conray Solutions
CR1 0.008286 0.99379
CR2 0.014425 0.98920
CR3 0.022040 0.98345
CR4 0.034230 0.97429
CR5 0.049597 0.96197
TABES 5.1b
Composition of Compact Bone 
(NBS Number 85, 19^ 4)
Fraction by weight
Hydrogen O.O64
Carbon 0.278
Nitrogen O.O27
Oxygen 0.410
• Magnesium 0.002
Phosphorus 0.070
Silicon 0.002
Calcium 0.147
of 140kVp>and 120kVp. The function F(E) in equation 5.4 was set equal 
to unity, which assumes 100 percent detection efficiency, and the 
function Q(E) was set proportional to E, which assumes a linear energy 
response of the detector. These are only approximations but sufficient 
for this analysis. The functions V^CE) and V^CE) were .both set to 
unity. The linear attenuation coefficients were calculated using the 
Mixture Rule and the parametrisation of the photon cross-section given 
by equation 2.25. The percentage differences between the polyenergetic 
raysum, equation 5.1, and the approximate result from equation 5.7, are 
tabulated on table 5.2 for the two tube voltages.
*
The raysum for various lengths of air and compact bone were also 
calculated, using the 140kVp spectrum. The composition of compact bone 
is given in table 5.1b, and the specific gravity was taken as 1.7. The 
total length of the rays was 320mm, with water occupying the remaining 
length. The results are shown in table 5.3.
These results show that the discrepancy between the measured 
polyenergetic projections and the approximate projections progressively 
increases for increasing length and concentration of dense material or 
material containing elements of high atomic number. For 10mm of compact 
bone, a typical length encountered in CT scans, the discrepancy is about 
1 per cent. The air values show the analogous beam ’softening’ effect; 
however these results show that this effect is generally small. The 
results on table 5.2 for the 120kVp and 140kVp spectra are very similar. 
The beam hardening discrepancy depends on the spread of X-ray energies 
and hence the filtration of the beam, but is relatively insensitive to 
the X-ray tube voltage.
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TABLE 5.2
Percentage difference between calculations of the raysums, 
equation 5.1. a^d the approximate result, equation 5*7*
Voltage of 14-OkVp Voltage of'l20kVp
CA1 - 0.38 - 0.38
CA2 -0.79 —„0.80
CA3 -1.31 -1.32
CA4 -1.84 -1.86
CA5 - 2.40 - 2.43
CR1 -0.30 -0.27
OR2 - 0.52 - 0.47
CR3 - 0.78 - 0.71
CR4 -1.20 -1.09
CR5 -1.73 " 1.57
TABLE 5.5
Percentage difference Between calculations of the raysum, equation
5.1 and the approximated result, equation 5*7, for an X-ray tube 
voltage of 140kVp and for various lengths of air or bone.
Length (mm) of 
air in 320mm ray
Percentage
difference
Length (mm) of 
bone in 320mm ray
Percentage
difference
2 0.01 2 - 0.17
4 0.02 4 . - 0.34
10 0.06 10 - 0.83
20 0.11 20 . - 1.60
25 0.14 25 - 1.96
30 0.17 30 - 2.32
40 0.23 40 - 3.0
100 0.58 100 ~ 6.4
5.3 Calculation of the effect of beam hardening on reconstructed values
Provided ^ (E) is independent of R, equation 5.7 is equivalent to 
k
equation U.3 with PCs) replaced by an ’effective* attenuation 
coefficient U(s)
y(s) = IdE a  (E) y(s,E) / dE fi. (E) (5*8)k
Hence projections given by equation 5.7 can be used to reconstruct 
images of the original section, giving reconstructed values, v, as
1 (5.9)v  = dE S2k (E) [p(E) - „C(E)] / jdE S2k (E)
The reconstructed value, v, at each point is specific to the material at 
that point. In addition the relationship between the reconstructed 
value, v, and the composition of the scanned material is independent of 
position within the scanned section. The usual definition of the 
Hounsfield Unit is obtained by multiplying equation 5.9 by a factor 
which for the correct Hounsfield scale is
R  = 1000 k
r
dE J2k (E) / JdE nk(E) vc(E) (5.10)
a constant for each energy spectrum k. The Hounsfield number (Hv) 
(Brooks 1977) is therefore given by
" HC.
(5.11)
where the ’effective’ attenuation coefficients of the scanned material,
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W , and of the calibration material, pc > given by equation 5.8.
When the initial calibration material is water and the scanned material 
is a mixture of water and some material r, the linear attenuation 
coefficient p(E) can be expressed using the mixture rule as
j,(E* = P„ [m U (E) + m U (E*]’ w w w  v r (5 .12)
where m and m are the concentrations of water and material r in the 
w • r
mixture, multiplied by the specific gravity of the mixture, U (E) is the
w
mass attenuation coefficient of water, U (E) is the mass attenuation
v
coefficient of the material r and pw is the density of water in the 
calibration scan..
Substituting y(E) in equations 5.8 and 5.11 gives the important relation 
for the Hounsfield number Hv
= , (m - 1) + $, mwk w rk r
(5.13)
which defines the Hounsfield coefficients for water and the material r. 
The Hounsfield coefficient for water, , is
*wk = V w {jdE V E> / (5.14)
and the Hounsfield coefficient for the material r, , is
$ . = F. p {rk k w dE Qk(E) Ur(E) / dE ^k(E) (5.15)
This analysis has been investigated in a computer simulation.
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Projections were calculated for a water phantom with a diameter 320mm. 
The constant path length or water box scanning geometry, illustrated in 
figure 5.1a, was used. Four sets of projection data were generated. 
The approximate projections of equation 5.7 and the projections given by 
equation 5.1, which represent those measured on the scanner, were 
calculated for both the 140kVp and 120kVp spectra. In the centre of the 
water phantom there was a central region, with a diameter of 25mm, whose 
composition could be altered. The compositions of this central region, 
used in the simulation, are listed in table 5.1. The four sets of 
projection data for each region were filtered by the method of 
Ramachandran and Lakshminarayanan (1971) and back projected. 
Reconstruction was considerably simplified due to the circular symmetry 
of the scanned region.
The mean of the values of the reconstruction in the central region, of 
25mm diameter, was calculated. The percentage difference between the 
result for the polyenergetic projections and the approximate projections 
are given on table 5.4 for both the 140kVp and the 120kVp spectra.
These calculations were repeated, using the 140kVp spectrum, with the 
same water phantom containing circular regions of air or bone with
diameters equal to the lengths used in section 5.2. The percentage 
differences between the values of the reconstruction at the centre of 
the circular region were calculated for the polyenergetic projections 
and the approximate projections. These values are listed on table 5.5.
Outside a circular region of bone of 50mm diameter, the error in the
reconstruction had dropped to less than 1H at a distance of 10mm. The
error decreases rapidly as the diameter of the region of bone is
decreased.
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TABLE 5.4
Percentage differences between reconstructions from the projections 
given by equation 5*1 and from the approximate projections given by 
equation 5*7*
Solution Por 140 lcVp spectrum Por 120 spectrum
CA1 - 0.38 - 0.38
CA2 - 0.78 - 0.79
CA3 -1.50 -1.32
CA4 - 1.83 - 1.85
CA5 - 2.40 - 2.42
CR1 -0.30 - 0.27
CR2 - 0.51 - 0.46
CR3 - 0.78 - 0.70
CR4 - 1.21 -1.08
CR5 - 1.72 - I.56
TABLE 5.5. ,
Percentage differences between reconstructions from the projections, 
given by equation 5.1, and from the approximate projections, given by 
equation 5-7 for circular bone or air regions of various diameters,
Diameter of 
area (mm)
Percentage 
difference for air
Percentage 
difference for bone
2 0.02 - 0.21
4 0.03 - 0.42
10 0.07 - 1.04
20 0.14 - 2.01
25 0.18 ; - 2.46
30 0.22 -2.90
40 0.2? - 5*70
100 0.75 . -7.8
This simulation assumes a constant path length, or’ water box, geometry, 
and neglects the effects of scattered radiation reaching the detector. 
This beam hardening effect, calculated above, will always be present 
when projections are measured with a broad spectrum of X-rays and it 
results from significant differences in the exit spectra between the 
calibration measurements and measurements of the object of interest.
The other main assumption in the derivation of equation 5.13 for the
reconstructed values is that the function q (E) is independent of the
k
ray position R. While this is valid for the obsolete constant path 
length scanners, it is only an approximation for .present day scanners, 
which all use a diverging fanned beam of X-rays, often with aluminium
beam shaping filters. Without careful design and software correction
the reconstructed values will depend on position in the reconstruction 
area as well as composition. As the nature of this problem will vary 
considerably from one machine to another no detailed calculation was 
done, although results of measurements of this effect are provided in 
the next section.
5.^ Measurement of beam hardening on the EMI CT5005 scanner
The.EMI CT5005 General Purpose CT Scanner has a translate-rotate 
geometry with a fan' ;j beam of X-rays with a divergence of 10 degrees. 
Measurements are made at 18 different angles over 180 degrees.
In this section the effect of beam hardening is demonstrated using 
experimental results obtained on the EMI CT5005 scanner. This beam
hardening effect is equal, within the experimental error, to the beam
hardening discrepancy calculated in section 5.3.
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In order to study the beam hardening effect some measure of this effect 
is required. The Hounsfield coefficient for water, $ ,, appearing in 
equation 5.13, is equal to the Hounsfield Number measured by scanning a
A
small air sample. Scanning an aqueous solution, of material r, of known 
concentration, will permit the derivation of the Hounsfield coefficient, 
-*-n the. absence of beam hardening the Hounsfield coefficient will 
be independent of concentration. Therefore the variation of this 
coefficient will provide a suitable measure of beam hardening.
Solutions were made up with the compositions listed in table 5.1a. 
Considerable care was taken to ensure the accuracy of the mass fractions 
and specific gravities of the solutions. Specific gravity is taken here 
as the density relative to water at the temperature of the calibration 
phantom. This was generally fairly constant at about 20 degrees
Centigrade, however some slight error will be introduced if the room
temperature varies significantly. The errors in the concentrations and 
specific gravity must be small compared with errors in the reconstructed 
values of approximately 0.1 per cent ( —1H). The specific gravity of 
each solution was measured using a specific gravity bottle. The mass 
fractions and specific gravities were, measured with precision 
approaching 1 part in 10^ . At this level of precision, thermal expansion 
of the solutions and of the specific gravity bottle can significantly 
affect results, and therefore, all solutions were scanned and their
specific gravities measured, at the same temperature. Calcium chloride 
is strongly deliquescent, and therefore freshly roasted anhydrous 
calcium chloride was used. Care was taken to prevent( any moisture
reaching the calcium chloride before it was weighed.
The solutions were contained in polythene vials of 25mm internal 
diameter. These were inserted in perspex holders positioned 30mm from 
the central axis of a water phantom of 320mm diameter. The phantom was
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designed to bolt on to the scanner support to give reproducible 
positioning in the centre of the field of view. All scans were 
performed with a tube voltage of 140kVp and current of 28mA. The scan 
time was 70 seconds and an image of 320 X 320 pixels, of the 320mm 
diameter field of view, was reconstructed in each case. Using the EMI 
IVC image analysis facility, which permits limited manipulation and 
analysis of reconstructed images, a circle could be placed over the 
image of each vial. The diameter and position of the circle were 
adjusted to ensure that the walls of the vials and any air present were 
excluded from the region of interest. For all vials the circular region 
chosen had an area of 192 pixels. The mean Hounsfield number of this 
region was computed for each vial.
The results of these experiments are shown on table 5.6. The second 
column lists the mean Hounsfield numbers from the scans. The third 
column lists the Hounsfield coefficients ^p^ for each solution. The 
value of $ ^ decreases significantly with concentration due to beam 
hardening. The fourth column shows the Hounsfield numbers of column two 
corrected by the calculated discrepancy tabulated in table 5.4. These 
are the results corrected for beam hardening. The fifth column lists 
the Hounsfield coefficients derived from these corrected values. The 
beam hardening effect is completely removed, within the experimental 
error. The Hounsfield coefficient of water, used in the calculation of 
$ k * was found to be 948.0 +0.4H by scanning a small air sample. The 
unsmoothed standard deviation was found to be 9.9H and therefore the 
standard deviation of the averaged region (see chapter 6) is +0.4H, 
Errors due to noise on the projections only are considered. Errors in 
machine calibration or resulting from drift of X-ray tube output and 
detector response probably accounts for the slight discrepancy for 
solution CR1, otherwise the agreement is within experimental error.
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Good prediction of the beam hardening effect has been achieved despite 
the approximations to the functions F(E), Q(E), W^(E) and W2(E) which 
were used in the calculations of the raysums given by equations 5.1 and 
5.7. This supports the observation in section 5.2 that the beam 
hardening effect is relatively insensitive to the precise form of the 
detected spectrum.
An additional experiment was performed to test the variation of 
reconstructed values with position in the field of view. The Conray 
solution CR5 was scanned in four positions near the periphery of the 
320mm field of view, and at one position 30mm from the centre. The four
peripheral positions were 100mm from the centre and at 4?, IS 1? , 22? and
o . •
315 from the top of the scans. The results are tabulated in table 5.7
for two tube voltages, 87 and 140kVp. At 87kVp the unsmoothed standard
deviation wasl21.4H and hence the standard deviation of the mean
Hounsfield numbers was lo.9H. These results demonstrate negligible
angular dependence of the reconstruction. There is a small radial error
of about 5H at l40kVp and 8H at 87kVp. However this error is small,
and of the same order, as the beam hardening error. This demonstrates
that there is adequate correction for any variation in the detected
spectrum, fik>(E), with ray position. In addition the image noise was
found to be approximately independent of position, which would indicate
that any variation of ft, (E) with ray position is small.K
There will also be errors .due to incomplete filling of the field of 
view. This will result in beam ’softening’ effects due to the presence 
of air. For small differences in outline of the scanned section the 
calculations of section 5.2 show that these effects will be small. For 
certain applications where two scans of the same section are compared, 
as in dual energy studies (chapter 7), there will be some cancellation 
of these errors. Further discussion of errors in reconstructed values
TABLE 5.7.
Dependence of the Hounsfield number on radial and angular position 
within the scanned slice for the EMI CT5005.
Position Reconstructed values 
at an X-ray tube 
voltage of 140 kV
Reconstructed values 
.at an X-ray rube 
voltage of 87 kV
50mm from centre 
100mm from centre
195.0 ' - 0.4 377.0 i 0.9
at 45° .to vertical 189.8 - 0.4 368 i 0.9 
370 J 0.911 ^ 0  h it 190.8 j 0.4
” 225® ” ” 190.6 £ 0.4 370 | 0.9
” 315° 1 u 190.4 - 0.4 368 - 0.9
TABLE 5.8
Concentration of Calcium Chloride used in the Beam Hardening Experiment 
on the Siemens 1 Somatom . 2’ CT Scanner. Concentration expressed as 
kg/kg multiplied by specific gravity.
Solution Concentration of 
Calcium Chloride
Concentration of 
water
CA 6 0.06884 0.98509
CA 7 0.09453 0.97868
CA 8 0.18627 0.95402
CA 9 0.26467 0.93023
TABLE 5.9
Measurement of the Calcium Chloride coefficients on the Siemen; 
’Somatom 2’ CT Scanner
A L X-ray1 Lube" 1 1 ■ 
voltage of .125’ kVp
- - —Air'X'-ray ■ ■ tube---------
voltage of 77 kVp
Solution Mean Hounsfield Hounsfield 
Number H^. Coefficient
r^k
Mean Hounsfield Hounsfield 
Number H^. Coefficient
^rk
CA6 97.3. 1630.0 145.6 2331.6
CA7 132.5 1627.2 195.8 2296.8
CA8 255.3 1617.4 386.1 2319.6
CA9 356.4 1610.. 2 542.0 2311.4
r\ /■
in clinical use is provided in chapter 8.
In conclusion, therefore, it has been shown that the beam hardening 
problem has two components. The first is due to large variations in the 
detected spectrum between the calibration measurements and the actual 
measurements. This effect can be calculated and measured 
experimentally. Experimental results from the EMI CT5005 are consistent 
with these calculations. The second effect is due to variations in the 
detected spectrum, ^(E), between different raysums. This error is 
machine dependent, but has been shown to be corrected, adequately in the 
EMI CT5005 for reconstructions of circular objects with the same 
diameter as the calibration phantom. In general the beam hardening 
error is small for both these effects. For the first effect 
calculations have shown that the error in the raysum is typically 0.8 
per cent for 10mm of bone, 0.6 per cent for 100mm of air and 1, 7  per
cent for 25mm of contrast enhanced tissue with iodine concentration of
\
10mg/ml.
5.5 Measurement of beam hardening on the Siemens Somatom 2 CT scanner
In May 1981 a Siemens 'Somatom 2' CT Scanner was installed at the Royal 
Marsden Hospital. This provided an ideal opportunity to repeat the 
previous analysis with an alternative scanner. In June 1981 the scanner 
was available for experimental work.
The Siemens Scanner uses a rotate-rotate geometry, where both the source 
and the 520 detectors rotate, together, about the centre of the scanned 
field of view. Various combinations of scan speed (3, 5 or 10 seconds), 
tube current and slice thickness (2, M or 8mm) may be selected at the 
control console. The scanner is initially calibrated for water and air,
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and frequent recalibration by scanning air is required to correct for 
any change in electronic gain, offset voltage and detector sensitivity. 
Two tube voltages are permitted. In the subsequent experiments 
integrated tube currents of 748mAs and 460mAs were selected at the tube 
voltages of 77kVp and 125kVp, respectively. Reconstruction was onto a 
256 X 256 array of pixels with a maximum image diameter of 530mm.
All experiments were performed with the 320mm water phantom, positioned
in the centre of the field of view. Fresh calcium chloride solutions
were made up and scanned in a central position. The composition of the
solutions are shown on table 5.8 and the results of the scans are shown
on table 5.9. The mean Hounsfield number averaged over 129 pixels was
found for each solution at both X-ray tube voltages. The Hounsfield
number of a small region of air was very close to -1000H at both X-ray
tube voltages. The value for water was very close to OH. The
Hounsfield coefficients of calcium chloride ($ ) were calculated as in
rk
section 5.4. No errors are included as time did not permit a detailed 
error calculation. However the image standard deviation at 125kVp is 
approximately a factor of 0.7 times that of the EMI CT5005 at 140 kVp 
and therefore it is likely that the errors, will also be factor of about 
0.7 times those of the EMI CT5005. There is some evidence of beam 
hardening but it is approximately half that found on the EMI CT5005. 
Detailed calculations of beam hardening were not performed but this 
result is consistent with the increased filtration of the X-ray beam 
used on the Somatom Scanner.
The variation of reconstructed values with position within the scanned 
section was tested by the experiment described in section 5.4, using the 
calcium chloride solution of highest concentration. There was 
negligible angular dependence of the CT values and the radial dependence 
was small, being only 4H, and indicated that there is reasonable
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correction of the projection data.
5.6 Equivalent energy
The concept of the effective energy of an X-ray beam was mentioned in 
section 4.3, where earlier quantitative work on the calibration of a CT 
scanner was reviewed. Several definitions of effective energy exist 
(McCullough 1975, Tofts 1981, Rutherford et al 1976a, White and Speller 
1980). Tofts showed that the effective Hounsfield energy, derived using 
the spectral factor approach of Brooks (1977), and the effective energy 
of Rutherford were equivalent. However, as stated in section 4.4, the 
use of the spectral factor may lead to significant errors.
In this section a derivation of an equivalent energy is provided for 
those who prefer to work with a single effective or equivalent energy. 
The concept of equivalent energy is sufficiently accurate for the 
comparison of image noise in polyenergetic CT with monoenergetic CT.
However in chapter 7 it is shown that the definition of a single
equivalent energy is unnecessary in quantitative CT.
In section 3.6, equation 3.18, the attenuation coefficient of tissue was 
written as
u(E) = p [m U (E) + m U (E)]v* w w r r
where P is the density of water in the calibration material, and w
subscripts w and r . refer to water and a reference material such as
calcium chloride. Equation 3.18 is identical to equation 5.12 and
therefore equation 5.13 is also valid, in the absence of beam hardening.
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The equivalent energy is defined here as that single energy, E, where 
the ratio of the mass attenuation coefficient of a reference material, 
to the mass attenuation coefficient of water, is equal to the ratio of 
the Hounsfield coefficient for the reference material, to the Hounsfield 
coefficient for water. This may be written as
Uw(1) *wk (5.16)
U (E) * .r rk
and equation 5.13 becomes
y(E) - ii (E) . . . m
\ - . l  s f - 1
w
which is the monoenergetic definition of H(E).
The function U (E)/U (E) is monotonic for the energies considered and a 
w r
unique equivalent energy E can always be defined to satisfy equation 
5.16 for X-ray spectra encountered in diagnostic radiology.
Whenever the effective energy is derived by scans of aqueous solutions 
of one material, such as calcium chloride, the attenuation coefficient 
of the solution is given by equation 3.18 and the effective energy, by
definition, is the equivalent energy of equation 5.16. Equation 3.18 is
valid, to good approximation, for tissue and similar material of low
atomic number. Therefore the same equivalent energy will also be
appropiate for scans of these materials.
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However all methods for the derivation of E are prone to error. The 
function Uw(E)/Ur(E) varies slowly with energy and therefore the 
derivation of E from measurements of the Hounsfield number is ill 
conditioned. In addition the high density solutions required for 
accurate determination of E will result in significant beam hardening 
errors. In chapter 7 it is shown that the derivation of E is 
unnecessary for quantitative CT. Therefore the concept of an equivalent 
energy is of little practical value except for the comparison of image 
noise in polyenergetic and monoenergetic CT.
6 The propagation of noise in-computed tomography
The finite number of photons detected in the measurements of the raysum 
leads to noise on the . projections. This noise is frequently termed 
'quantum noise'. In this chapter expressions for this noise will be 
derived for monoenergetic photons and in the more complicated case of a 
polyenergetic X-ray beam. The propagation of this projection noise to 
the reconstructed image and the relationship between noise and 
resolution will be discussed in section 6.3. Knowledge of the variance 
of spatially averaged images is important for error analysis in many 
applications of quantitative CT. These variances are therefore 
calculated for various averaging functions applied to reconstructions 
using a number of convolution filter functions, including that used by 
the EMI CT5005 general purpose scanner. These results have been 
verified experimentally by repeat scans of a water phantom.
In this chapter only the noise due to the finite number of detected 
photons is considered. This noise appears on each projection 
measurement and produces no correlation between any two measurements. 
In practice there are other significant errors which do produce 
correlation'. These errors, beam hardening and machine calibration etc., 
must be treated separately. A discussion of these errors in clinical 
practice is provided in-chapter 8.
6.1 The variance of projections measured by counting transmitted
photons
If projections were measured by counting each transmitted pho'con, and if- 
it is assumed that these photons were monoenergetic, the expression for 
the projections would be given by equation *1.3. If the fraction of
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photons transmitted is small, the number of photons, N, detected per
sampling interval obeys Poisson statistics. The variance of the number
2 -
of photons is equal to N and the variance on the projections, ^(E), is 
(Meyer, 1975, p^O)
% ( E )  = ( 3/3N log (N) )2 N
1/N (6 .1)
when the relative fluctuations in the incident beam are negligible 
compared with 1/N.
The number of photons detected, N, is given by *
N  = S (E) F (E) expC- 
rn m *
y. (s,E)ds> (6.2)
B
where S^(E) is equal to the number of photons with energy E emitted by
the source in the direction of the detector and F (E) is the efficiency
m
of detection of a photon of energy "E. Due to the windowing of the
detector output, F (E) will always be less than the efficiency F(E)
m
defined for equation 5.2.
6.2 The variance of projections using a polyenergetic X-ray source and 
the definition of a noise factor
When a polyenergetic beam of X-rays is used the variance of the detector 
signal is complicated by the energy response of the detector and the 
strong energy dependence of the X-ray attenuation coefficient. In order
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to quantify the effect of a polyenergetic beam on -projection noise, an 
equivalent single photon energy is defined such that scans at this 
energy will yield the same information on the scanned object. The 
existence of such an equivalent energy was discussed in more detail in 
section 5.6.
The polyenergetic raysum, P, is given by equation 5.5
r ,c {
p  = -log^l dE fik (E) exp{- ds [y(s,E) - nc(s,E)] } / dE fik (E)}
I
Rewriting'equation 5.5 as a summation gives
f
P = -log {Y N(E.) Q(E.) AE / dE fi^E)} (6.3)
© i l l  K1
where N(E£)AE is the mean number of photons, of energy between Ej: and 
Er + AE, which produce a signal in the detector, per measurement, and Q(E^ ) 
is the mean output of the detector per photon detected with energy 
between Ej> and E^hAE. The detectors are operating in current or charge 
integrating mode and the output signal is proportional to the detector 
output integrated over the measurement time interval.
The effect of the uncertainty in the number of photons detected has been 
discussed by Gore and McCullough (1980) but the resulting variance was 
not related to that of an equivalent monoenergetic beam. This analysis 
was performed by Morgenthaler et al (1980) but their work depended on 
the incorrect spectral factor parametrisation of a polyenergetic beam. 
Both these papers neglected the contribution to the projection variance 
from variations in the detector output per photon detected.
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Calculations in this section show that this error can contribute 
significantly to the projection variance. In this section the corrected 
expression for the projection variance is derived and estimates of the 
effect of using a polyenergetic beam are calculated.
The variance of the number of detected photons with energy between E^and
E^+AE is equal to N(E^)AE. If a photon is detected the signal from that
photon can lie anywhere on the output spectrum for that detector. A
typical spectrum for a sodium iodide detector is shown on figure 6.1 (M
2Folkard, private communication). A mean Q(E) and variance of this
distribution may be defined. For the spectrum shown on figure 6.1, Q(E)
2
is equal to and cr^ is equal to 19 3 . If N photons are detected the
expected total signal is N Q(E) and the variance of the total signal is 
2
NOq . For one energy interval, E^to E^+AE, the variance of the signal 
is given by the propagation of errors (Meyer 1975) as
a\ = N(Ei) AE Q2(Ei) (1 + 02/Q2(E..)) / ( dE S2k (E))2
2and, by summation of errors, the total variance, o , is given by
• t
a2 = I N(E^) AE Q 2(Ei ) (1 + a2/Q2(E )) / (
i ,
dE flk (E))2
C6.U)
A similar result, which is valid when the detector efficiency F(E) and 
the ratio. a Q / Q ( E )  are both independent of energy, was derived by Swank 
(1973).
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Figure 6.1 
241
Am • spectrum for a 50mm X 50mm sodium iodide detector 
with a steel window. The channel number is proportional 
•to the output voltage.
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In the limit that AE tends to zero, N(E) becomes the differential photon 
energy spectrum (photons/keV) and the variance is
2 (N(E) Q (E) (1 + Oq/Q (E)) dE / (JdE fiR(E))' (6.5)
From equation 6.3» the detected spectrum a (E) is given by
K
nk(E)- = N(E-) Q(E)
and for measurements of the calibration material, when ii is equal to Pq , 
the variance may be written
!2k(E) Q(E) (1 + 02/Q2(E)) dE / (IdE ak(E))2 (6.6)
After taking the logarithm, to give the raysum (equation 5.5), the
o
variance on the projections, a , is also given by equation 6.6 and thus
P
2
°p = S)k(E) Q(E) (1 + o2/Q2(E)) dE / (IdE J2k(E)): (6.7)
For a monoenergetic beam at the equivalent energy E the variance of 
equation 6.7 reduces to
°l = Q(E) (1 + o2/Q2(E)) /(Qm(E)) (6.8)
where u (E) is the detector signal for measurements of the calibration 
m
material and, from equation 5.4, • ;
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is given by
V E) = Sm(Ji) F(E) Q(E) W1(E) ff2(E) exp{' V Cs,E)ds} (6>9)
B
The noise factor, n, (Morgenthaler et al 1980) is redefined to be the 
ratio of the standard deviation of the polyenergetic projections to the 
standard deviation of the projections measured at the single equivalent 
energy for delivery of the same radiation dose. Morgenthaler1s 
definition of fractional uncertainty of the projections is identical to 
the absolute values of standard deviation after taking the logarithm in 
equation 5.1.
In the following calculation only surface dose will be considered. The 
dose is highest at the surface and surface dose, therefore, usually sets 
the limit to the X-ray fluence which may be delivered to the patient. 
The integral dose may be estimated by repeating this analysis, replacing 
surface dose by total fluence to the slice in a similar way to 
Morgenthaler et al (1980).
For a beam of Sm(E) monoenergetic photons the surface dose Dm, per 
attenuation measurement, is
Dm = 1.602 X 10"16 A 1 Srt(E) W^E) Uen(E)/p E Gy (6.10)
where ^en^)/p is the mass energy absorption coefficient of the scanned
material at energy E and A is the cross sectional area of the beam.
-16 • - 
(1.602 x 10 is the conversion factor to give dose in Gy when E is
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expressed in keV.)
For a polyenergetic beam the surface dose per measurement, D , is given
by
D = 1.602 X 10 
P
16 A 1 j S(E) W^E) yen(E)/p E dE (6.11)
The functions S(E) and. W-^ (E) were defined in section 5.1.
These formulae neglect the contribution to the dose from backscattered 
radiation and photons transmitted from the opposite side of the scanned 
section. Both these approximations will underestimate dose by as much 
as 10 per cent. However the combined energy dependence of this effect 
is expected to be small (Morgenthaler et al 1980) over the range of 
energies considered here.
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Now the ratio, R, of the polyenergetic to monoenergetic standard 
deviation is, from equations 6.7 and 6.8,
R =
nk(E) Q(K) (1 + cr2/Q2(!Q) dK 
 ---—— J----------    X Q (E)m
Q(E) a + Oq/Q2(E)>
1/2
(6.12)
For equal monoenergetic and polyenergetic doses, R becomes the noise 
factor, h , and ^(E) is given by equations 6,9. 6.10 and 6.11, with Dp 
equal to Dm . Hence the noise factor for projections measured by 
integrating the total detector output may be written
n =
S1k(E) Q(E) (1 + Oq/Q2(E)) dE
r
x
S(E) W  (E) pen(E)/p E dE
(1 + o2/Q2(E>) P^ CE)/? E en
X  F(E) W  (E) exp{- yc(s,E) d^}
1/2
(6.13)
The function n is of the order of, but always greater than, unity. If
2 2
the factor [1+cr^Q (E)] is approximately independent of energy, a 
reasonable assumption for a well filtered X-ray beam, then equation 6.13 
is similar to the result of Morgenthaler et al. Their expression for 
the detector signal is replaced by the corrected version and the
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equivalent energy is redefined. These corrections will be small and the 
general conclusions of Morgenthaler, that only moderate filteration is 
required to reduce the noise factor to 1.1, is'still expected to be 
valid.
However, in practice, monoenergetic projections are usually measured by 
counting individual photons and, ideally, W^CE) and W2(E) are both 
unity. In this case the projection variance is given by equations 6.1 
and 6.2 and the noise factor,n , becomes
This noise factor, if, gives a measure of the increase in image noise, 
for the same patient dose, when the counting of individual monoenergetic 
photons is replaced by measurements of integrated detector output using
the result significantly. The effect of this factor may be estimated by 
assuming, as above, that it is independent of energy. ForaQ/Q(E) equal
However, for ctq'Q(E) equal to 0.5, a reasonable value for .the small
a. (E) Q(E) (1 + <s2J Q2(E)) dE S(E) Wn(E) y (E)/p E dE 1 en 'X
n
2
1-i _(E)/p E en
1/2
C
X F (E) exp{- y (s,E) ds} 
m L
(6.14)
J
B
a polyenergetic beam. In this case the factor may alter
to 0.1, h is increased by a factor of 1.005 and the effect is small.
detectors used in CT, h is increased by the significant factor of 1.12.
Morgenthaler calculated that only moderate filtration was required to 
reduce n to 1.1 for integral dose. For surface dose calculations he
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expects that somewhat more filtration should achieve the same result. 
When polyenergetic measurements are compared with the counting of 
individual photons, the minimum practical noise factor will be 
increased to about 1.2.
Detailed calculations using accurate experimental X-ray spectra and 
detector responses are required in order to estimate the noise factor 
more accurately,-and hence to propose optimum specification and design 
for particular applications. However, in subsequent calculations in 
this thesis a value of noise factor equal to 1.2 will be used as an 
estimate of the precision which is feasible in practice.
In chapter 5 it was shown that ^E) must be independent of the ray
position R, in order to minimise beam hardening artefacts. If this
condition is met, scans of the calibration material will yield
projections having a constant variance given by equation 6.7. This 
>
considerably simplifies calculations of the reconstructed image variance 
(section 6.3). This condition is met by the original water-box scanner 
(Hounsfield,1973) and is met, to a good approximation, by scanners which 
use beam shaping wedges or filters (eg the CT5000 and CT7000 series EMI 
scanners). .
6.3 The variance of the reconstructed image
The propagation of noise on the projections to noise on the 
reconstructed image in CT has been considered by many authors (Shepp and 
Logan 1974, Barrett et al 1976, Brooks and Di Chiro 1976c, Rutherford et 
al 1976c, Chesler et al 1977, Huesman 1977, Gore and Tofts 1978, Joseph 
1978, Riederer et al 1978, Hanson 1979, Wagner et al 1979). The 
variance of the reconstructed image may be derived from arguments in the
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spatial domain (Rutherford et al 1976c Shepp and Logan 197;4, Gore and 
Tofts 1978). In the particular case of the filtered back projection
algorithm of Ramachandran and Lakshminarayanan (1971)* the variance of
2the image, is given by
/ 12 2? M (6.15)
I P
where a is the sampling interval of the projections and M is the number
\ , ‘
2of projections. The projection variance, a , is assumed to be constant 
for all projections and is given by equation 6.7 or 6.8. The same 
result is obtained from arguments in the frequency domain (Chesler et al 
1977• Riederer et al 1978, Hanson 1979, and Wagner et al 1979). 
Riederer et al showed that for reconstruction by filtered back 
projection the noise power spectrum S(k,<j>) is given by
S ( k , 4 ) = (wa/M) (|G(k)|2/k) a 2 (6.16)
' P
where G(k) is the correction function used to filter the projections. 
Note the factor fa', in equation 6.16, which must be included as 
Riederer et al derived their projection variance in terms of counts (or 
signal) per unit distance, not signal per sampling interval.
2It can be shown that the variance <j of an image of area A containing 
only noise is given by
o l = < 1/A |r(x,y) |2 dx dy > ' " (6.17)
where < > denotes ensemble averaging and r(x,y) is the noise value at 
point (x,y).
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The noise power spectrum, S(kx,ky), is defined as .(Dainty and Shaw, 197*0.
S(kx,ky ) = < 1/A | r(x,y) exp{- 2ni (k x + k y)} dx dy| >
x y
and, therefore, by Parseval's theorem (Bracewell, 1965)
2
=
-f CO
f
S(k ,k ) dk dk x’ y x y
or, in polar coordinates,
2tt oo
2
ai = k S(k,<f>) dk d<j>
o ;o
The value of S(k,(J)) is substituted from equation 6.16 to give
2tt <»
2
ai = 0^ (ira/M) jd(J) (k |G(k) | / k). dk
o o
(6.18)
(6.19)
(6.20)
00
= a2 (2TT2a/M) |G(k)|2dk
o
(6.21)
For the algorithm of Ramachandran and Lakshminarayanan (1971) the filter 
function G(k) is defined as
G(k) = |k| for |k| ^ l/2a
and
G(k) = 0 for | k | > l/2a (6.22)
where 1/2a is the Nyquist frequency,
The image variance becomes
2 _ 2 2 . -10 2
oT = cr tt / 12 Ma 
1 P
which is identical to equation 6.15.
For the Hanning filter, which may be used to reduce aliasing effects and 
Gibbs phenomenon (Chesler and Riederer 1975), G(k) is defined as
G(k) = • (1 + eos(7rk/kc)) k/2 for |k|< k
and
G(k) = 0 for |k|> k (6.23)
where k is the upper frequency cut-off. 
c
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2(6.24)
(6.25)
image variance varies 
if the noise on the
projections remains constant. However, in diagnostic applications, the 
total photon flux is limited by patient dose and scan time. A fixed 
photon flux per scan and hence a fixed photon flux per projection, will 
lead to a projection variance which varies inversely with sampling
t
interval. The image variance will, therefore, vary inversely as the
cube of the resolution. This distinction is important and has led to 
misunderstanding in the past.
2
Pixel size does not appear in these expressions for dj- (Joseph 1978).
The projections, sampled at interval a, are equivalent to a continuous
function with an upper frequency limit set by the Nyquist frequency. 
Convolution back projection will produce a continuous, but band-limited, 
function with variance defined by equation 6.21. The pixel size in the 
reconstruction determines the sampling intervals of this function. 
Pixel size is chosen to be sufficiently small not to degrade resolution. 
Conversely, the number of pixels per image must be as low as possible to 
keep computation and data storage costs at a minimum.' For a pixel size 
above that determined by the image resolution, the system resolution is 
limited by the pixel dimensions. Certain CT machines may be limited by
In this case the image variance, dj, is given by 
aI = ap ClT2 a/M) kc C 1 / 4 - 15/8tt2 )
and for k = 1/2a, the Nyquist frequency, 
c
a2 = a 0.07405 / Ma2 
1 P ,
One implication of these results is that the 
inversely as the square of the resolution,
the pixel dimensions for practical reasons to reduce aliasing errors and 
detector calibration errors.
6.4 The variance of spatially averaged images
Most applications of quantitative CT require the mean values of the 
reconstruction, the Hounsfield numbers, averaged over an area of the 
image. For error analysis it is important to have an estimate of the 
standard deviation of this mean.
In this section the expression for the variance of spatially averaged, 
images is presented (Riederer et al 1978). These variances are 
calculated for images produced by ramp filtered back projection and by 
the Hanning filtered back projection. The effect of averaging regions 
of different shapes is investigated. The reconstruction filter 
appropiate to the EMI CT5005 scanner is derived from a water scan, which 
on EMI machines is a good approximation to a noise image. Hence the 
variance of spatially averaged EMI images may be predicted. These 
predictions are compared with experimental variances derived from 
repeated water scans.
6.4.1, An expression for the variance of spatially averaged images
Spatial averaging can be regarded as convolving the reconstructed image
with some averaging filter f(x,y) (Riederer et al 1978). If F(kx,ky) is
the Fourier transform, of f(x,y), then the noise power spectrum,
S (k,k ), of the averaged image is given by (Papoulis 1965, p347)
<r x y
2Hence, as in equation 6.19, the variance, a iof the spatially averageda
image is
o.a
2 (6.27)
and transferring to polar coordinates and substituting from equation
6.4.2 Computer calculation of the variance of spatially averaged regions
A Fortran program was written to calculate the variances of averaged 
images as given by equation 6.27 and 6.28 for various functions G and F. 
The averaging function f(x,y) was assigned the value 1/A within the 
averaging region of area A, and zero elsewhere. The two dimensional 
Fourier transform of f(x,y) was calculated in cartesian coordinates 
using the fast Fourier transform subroutine C06ABF from the NAG library 
(Numerical Algorithms Group 1978). The filter function G(k) was 
computed and the integration performed in cartesian coordinates. The 
program structure permitted flexibility in the choice of reconstruction 
and averaging filters. The resulting variances were expressed as the 
square of the granularity function (Hanson 1979) equal to the calculated 
variances multiplied by the averaging area. For uncorrelated noise this 
function will be independent of area for all averaging regions. The 
square of the granularity function, relative to the unsmoothed image 
variance, is plotted on figure 6.2 for reconstructions with the ramp 
filter of equation 6.22, averaged with circular, square and rectangular 
functions. One side of the rectangular averaging function was fixed
6.21
2 tT co
a2 = (2ir2 a/M) a2 [f |G(k) |2 |F(k,<jO| 2 dk d<j>
3 p J J
o o
(6.28)
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Figure 6.2
The'granularity function for square (*») , circular (x) 
and rectangular (+) averaging functions. A ramp filter 
was used in the reconstruction. The function R (see text) 
is plotted a s  o -o .
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with a length of 4 pixel elements. It can be seen that the function 
decreases rapidly with averaging area. Due to the relative amplitude of 
the high frequency components in F(k ,k ) the circular averaging regionx y
shows the most rapid decrease in variance with area, and the rectangular 
function the least. The function, R, which satisfies the relation
R = A"3/2 a2 (6.29)
is plotted on figure 6.2 for comparison. However, in contradiction to
Riederer et al, it can be seen that the variance with the circular
-3/2
averaging region does not decrease as rapidly as A and the variance 
with the rectangular averaging region decreases more rapidly that A ^ 
the uncorrelated value.
On figure 6.3 the squares of the granularity' function for circular 
averaging regions are plotted for 3 different reconstruction filter 
functions, the ramp (equation 6.22), the Hanning filter (equation 6.23). 
and the filter derived for the EMI CT5005 scanner (see section 6.4.3). 
The results are all normalised to the variance of unsmoothed 
reconstructions using the ramp filter. These plots, therefore, show the 
effect of using different reconstruction filters on the same noisy 
projection data. The Hanning filter result />o is in
agreement with the result of equation 6.25.
The effect of the high frequency roll-off of the reconstruction filter 
is apparent in an initial rise in the granularity function for the 
Hanning and EMI filters, with variances always remaining less than those 
obtained using a ramp filter.
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Figure 6.3
The Granularity function for the ramp (x), Hanning (») 
and EMI CT5005 (+) reconstruction filters
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6.4.3 Derivation of the EMI noise power spectrum ■.
On the EMI CT5005, scanner a scan of water? contained' in the calibration 
phantonijWill provide a noise image, as the machine is calibrated to give 
a zero image with this phantom. Such a noise image was obtained at an 
X-ray tube voltage of l40kVp and tube current of 28mA. An image of the 
calibration water phantom was reconstructed. The diameters of the field 
of view and of the phantom were both 320mm and the image was stored as 
an array of 320X320 pixels. This image was transferred by magnetic tape 
to the Surrey University Prime computing system. Using the software 
described earlier, the squared modulus of the two dimensional Fourier 
transform was computed for the central 64 X 64 image points. The noise 
power spectrum was derived by averaging annuli in the frequency domain. 
Using equation 6.16 the reconstruction filter |G(k)| was obtained. The 
result is plotted against k on figure 6.4. The cut off frequency 
appears to be close to 0.7mm *^ and the low frequency component is a ramp 
as expected. The shape of the noise power spectrum is very close to 
that derived by Hanson (1979) for the EMI CT5005 with a 160X160 image 
and a 240mm field of view. The error bars were calculated from the
propagation of errors in equations 6.18 and 6.16. The error (1 standard
-1 -1 
deviation) is 0.013mm and is independent of k up to 0.5mm .
6.4.4 The variance of spatially averaged EMI images
In this section the variances of EMI images, averaged with various 
filter shapes, is calculated. Repeat water scans were obtained to 
verify these predictions.
Figure 6.5 shows the results of calculations of the variance of 
spatially averaged EMI images, using circular, square and rectangular
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The Granularity function derived from the EMI noise power 
spectrum, for circular (x), rectangular (+) and square (o) 
averaging functions and
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without correction of the noise power spectrum (A)
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averaging functions. These were calculated as. in section 6.4.2 but 
using the EMI noise power spectrum derived experimentally. This 
spectrum was slightly modified at low frequencies. The D.C. level, k 
equal to zero, was set to zero, which is equivalent to setting the mean 
of the water image to zero. This is necessary to obtain a better 
approximation to a noise image. The next point, k = 0.031mm  ^was
adjusted to lie on the ramp, as required by equation 6.16. This is
equivalent to reducing very low frequency fluctuations in the data. 
These fluctuations certainly exist and are presumably caused by drift in 
detector calibration, X-ray tube output and other machine errors.
The results on figure 6.5 are very similar to figure 6.2, except for a 
slight waviness for large averaging areas, caused by fluctuations in the 
noise power spectrum. In particular, small errors at low frequencies 
will have a considerable effect on the granularity function for large 
averaging areas.
To demonstrate this effect, the granularity function for the square 
averaging region is plotted without correction of the noise power 
spectrum at k=0.031mmThis discrepancy gives an indication of the 
error on the derived granularity function. Precise calculation of this 
error is tedious and not justified by the precision of the following 
experimental verification.
The EMI CT5005 scanner was calibrated, as before, at 140kVp and 28mA
current, with the 320mm circular water phantom. 24 repeat scans were
taken at the same voltage and current. The mean of a large central 
square region, 7728 pixels in area, was subtracted from each image, 
giving noise images of zero mean. As mentioned above this is necessary 
to remove machine calibration errors.
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The means of circular averaging regions, centred at the centre of the
reconstructed image, were found for each noise image and for a range of
averaging areas. The variances of these means were calculated' in the
usual manner, and multiplied by (n/n-1), with n=24, to provide an
estimate of the population variance. These variances were multiplied by
the averaging area, A, to give the square of the granularity function.
These results, divided by the unsmoothed image variance, are plotted on
figure 6.6 as a function of A. The error bars o f +0.294 represent the
standard deviation of the sample variance (Meyer 1975 p273). Also
plotted are the squared granularity functions predicted from the
analysis of the noise pov/er spectrum, with and without correction of the
-1
noise power spectrum at k=0.031mm.
Agreement between the predicted and experimental variances is good
despite the errors in the variances, discussed*earlier, which may occur
for large averaging areas. The results are inconsistent with a constant
-3/2
granularity function, and are inconsistent with the A dependence 
predicted by Riederer et al (1978). The function satisfying equation 
6.29 and the results for uncorrelated noise are plotted on figure 6.6 
for comparison.
For much of the experimental work on the EMI CT5005 scanner, presented 
in this thesis, circular averaging regions of 48, 192 and 308 pixels 
were used. Calculations in this chapter have shown that the variances, 
from-photon noise on the projections only, for these averaging regions 
are 0.0121g^, 0.00l67a^ and 0.00075a^, respectively, is the
unsmoothed image variance.
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Figure 6.6
Comparison of experimental variances from spatially 
averaged images (j) with those derived from the noise 
power spectrum of the EMICT5005 ( //// ) where the 
upper limit has no correction at k=0.031mm ^and the 
lower limit is corrected at k=0.031mm 
Also plotted is the function which satisfies equation 
6.29 (— o — o— *— o— ) and the result expected for 
uncorrelated noise. (— *!—--1---- -— ).
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7 Dual energy computed tomography
In this chapter a method of tissue analysis is presented which uses data 
from CT images of the same slice scanned with two X-ray beams of 
different energies. The propagation of errors in this method is 
discussed and in section 7.2 optimum X-ray energies for dual energy 
experiments are calculated and the accuracy of the technique is 
estimated. In section 7.3 experimental demonstration of this analysis 
is presented using data from scans of solutions representing various 
tissues and concentrations of contrast material. These scans were taken 
with the EMI CT5005 General Purpose Scanner. Experimental results are 
given for a range of X-ray tube voltages and for various diameters of 
the scanned slice. Preliminary results for the Siemens Somatom 2 CT 
scanner are also presented.
7.1 Analysis of dual energy CT scans
In chapter 3 it was shown that the attenuation coefficients of soft 
tissues and bone could be reproduced accurately by hypothetical mixtures 
of water and some convenient reference material. The attenuation 
coefficient of tissue is given by equation 3.18, and the Hounsfield 
Unit, neglecting beam hardening and other artefact, may be written as
H = $ ( m - l )  + cE> m (7.1)
k wk v w rk r
The Hounsfield coefficient for water, $ , and for the reference
wk
material, $ , are given by equations 5.14 and 5.15, and the
rk
coefficients m and m are the concentrations of water and reference w r
material which reproduce the attenuation coefficient of the scanned
material. As stated in chapter 3. these concentrations, m and m , are
w r
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expressed as kg/kg of the water or reference material, multiplied by the 
specific gravity of the hypothetical mixture.
In a dual energy experiment, values for the Hounsfield Unit are 
reconstructed for each X-ray spectrum, giving two numbers at each point 
in the image. The values of these numbers, and H2, are
Hv = $ .  (m - 1) + $ _ m1 wl w rl r
H2 = *w2 (mw - !) + % 2 mr (7-2)
These equations may be solved to yield the coefficients
mw 1 H1 '$rl H2^  / A
and
where the determinant A is given by
A = . o _)w2 rl wl r2
(7.3)
m =.(* _ H - $ H ) / A (7.4)" w2 1 wl 2 '
(7.5)
The Hounsfield coefficients for water, and w^2 * may be derived from 
scans of a small region of air which yields the values and -^w2«
The Hounsfield coefficients for material r can be found from scans of 
solutions of known concentration of r in water.
The hypothetical mixture with concentrations of water and of the
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reference material will have, by definition, the same electron density 
(electrons per cubic metre) as the scanned material. Hence this
analysis provides an accurate method for the derivation of ‘electron 
density. Accurate knowledge of tissue electron density is important in 
several applications and in particular the calculation of dose in 
radiotherapy (Parker and Hobday 1981). The electron density, d, of the 
scanned material, relative to the electron density of water, is given by
where e is the ratio of the mass electron densities of the reference 
material r and water. Substituting from equation 7.3 and 7.4 gives
There will be errors in the derived coefficients and m^  due to both 
fluctuations in the reconstructed values of the Hounsfield Unit and 
errors in the Hounsfield coefficients. If the errors in the Hounsfield 
coefficients are independent, error analysis is straightforward and 
depends on the conditioning of the two simultaneous equations given by 
equation 7.2. The variance of the coefficient m is given by
(7.7)
r
9 9  9  9
+ a ($ ,.) $> m }/ A • rl' w2 r '
(7.8)
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with a similar expression for m . The image variance for the two • • w
X-ray spectra are written as at and at, and \
1  2  v w l '  v w 2 '  ^ -p !  '
o p  n o n, ^ A  „  ^ A  ^  , o Z
l' 2' v rl'
2/^ xand cr ; are the variances of the Hounsfield coefficients $ , $ ,
TA wl w2
$rj_ and $r2« If the variance of the Hounsfield coefficients can be 
neglected, or if the coefficient m^ is very small, equation 7.8 reduces 
to
tf2(mr) =(c2 ^  + 02 ! a2 (7>9)
For soft tissue the coefficient m is small and equation 7.9 will ber.
appropiate. However, when the coefficient m is large the errors in the
r
Hounsfield coefficients will significantly affect the accuracy of the
derived coefficients m^. For example,, consider a dual energy scan of
cortical bone with calcium chloride as the reference material r. The
error on the derived coefficient m will be approximately doubled if the
r
errors on the Hounsfield numbers, used to derive the Hounsfield 
coefficients, are the same as the errors of the Hounsfield numbers of 
the bone.
The variance of the measurement of electron density, neglecting the 
errors on the Hounsfield coefficients, is given by
a (d) - {a2 (e $w2 - + a2 - e *wl>2} / A2 (7.10)
Inclusion of the variances on the Hounsfield coefficients is 
straightforward but the algebra is tedious and therefore is,not included 
here. When monoenergetic beams of X-rays of energies and E 2 are used 
equations 7.3 and 7.4 reduce to
mw = {Ur(E2} - W  w(E2>} / A ’ (7.11)
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and
mr = {UW(E1> y(E2> " W  / A (7.12)
where ’ii(E) is the measured X-ray linear attenuation coefficient
The determinam: A is now given oy
A = p„ fw  w ; -  w  w } (7.13)
The variance of m becomes 
r
o2(mr) = (a2 U^ E,,) + D^(E )) / A2 (7.14)
2 2
where ai and ° 2 are the variances of the measured linear attenuation 
coefficients.
7.1.1 Analysis of data from digital radiography
The digitisation of radiographs and fluoroscopy images is an exciting 
new field in quantitative radiology (Mistretta et al 1981). The method 
has been used to produce images of vascularity by the subtraction of 
unenhanced images from images taken after injection of intravenous 
contrast material (Meaney et al 1980). In a variation of this technique 
images could be taken in rapid succession at a high and low X-ray tube 
voltage (Brody et al 1981). This method should reduce problems of 
patient movement which occur in the subtraction method.
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If the digitised image is defined by the polychromatic raysums of 
equation 5.1, which may be approximated by equation 5.7, then an 
analysis equivalent to that presented in section 7.1, with the
Hounsfield numbers replaced by the polychromatic raysums, will yield the 
values of the coefficients mw and mr integrated along the path of the 
ray. These are given by
S =w Cm - 1) dsw
and
m  ds r
where s is the path of the ray through the scanned material. The
approximations leading to these equations, and the errors due to beam
hardening, will be identical to those discussed in chapter 5. The
coefficients and Sp will have the dimensions of length.
7.2 Optimum energies and minimum detectable fractions in dual energy 
scanning
7.2.1 Optimum energies for dual energy scanning
In this section the optimum energies for dual energy analysis are 
calculated. Rutherford et al (1976c) have calculated the optimum 
energies for the measurement of effective Z and Talbert et al (1980) 
have done a similar calculation for the measurement of ’photoelectric 
coefficients’. However, in chapter 3 it was shown that both of these 
parametrisations are inaccurate for X-rays with a wide range of energies
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and therefore the optimum energies for the derivation of the 
concentrations of any material cannot be derived using these 
parametrisations. The calculation has therefore been repeated for the 
derivation of calcium chloride and iodine coefficients.
For the analysis of soft tissue and bone mineral the’optimum choice of 
energies depends only on the size of the scanned slice and not on the 
tissue component to be analysed. Optimum photon energies and minimum 
detectable fractions of various materials relevant in the analysis of 
tissue are calculated in the following ideal case:
Projections are measured by counting transmitted monoenergetic photons,
which are detected with 100 per cent efficiency; the scanned slice is
circular; there is assumed to be no attenuation of the beam outside the
field of view; scattered radiation reaching the detector is neglected;
the sampling interval, a, is equal to the pixel size; and
reconstruction is by the method of filtered back projection using a
simple ramp (equation 6.22) with an upper frequency cut-off, k , equal
c
to 1/2a. The minimum detectable fraction of a tissue component is 
defined as the standard deviation of the concentration of that component 
deduced from dual energy scans of water.
From equation 6.10, the total surface dose to the slice, R Grays, is
R = 1.6 X lCf15 (M/irat) N(E) (y (E)/p ) E (7.15)
where t is the slice thickness, M is the number of projections, N(E) is 
the number of monoenergetic photons of energy E (in keV) incident on the 
slice per sampling interval, and-p -(E)/p is the mass energy absorption 
coefficient of the material of the slice. This formula assumes that the 
projections are spaced at equal angular increments over 360 degrees. 
For projections spaced over 180 degrees the maximum surface dose will be
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approximately doubled. This formula also neglects contributions due to 
backscattered photons and photons transmitted through the slice. As 
stated in chapter 6 the combined energy dependence of this effect is 
small and will have little effect on the calculation of optimum 
energies. However the calculation of minimum detectable fractions may 
be in error by as much as 10 per cent.
The variance at the centre of the image is given using equations 6.1 and
6.15 as * - -
cr2 = 7T2 / [12a2 M N(E) exp{-}y(E) D}] (7.16)
where ^ E )  is the linear attenuation coefficient of water, and D is the 
diameter of the scanned slice. Eliminating M N(E) from equations 7.15 
and 7.16 gives the relationship between image variance and dose as
a2 = 4  [1.6 X 10'16 ir/C12 a3 t)] (« (E)/p) E / (exp{-u (E) D})
Xy t-Xl W
(7.17)
Hobday et al (1981) defined a figure of merit of a CT scanner, Q, as
Q = (1000 / r3 R t o2 Y / 2 (7.18)
where r is the FWHM of the line spread function, which is proportional 
to the resolution, a, in equation 7.15. Inspection of equation 7.17 
shows that the energy dependent factor
(u (E)/p) E / (exp{-- u (E) D}) en w
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is, as expected, proportional to the figure of merit squared. Any 
increase in image noise due to inefficient detectors, insufficient 
filtration of the beam etc., will decrease this figure of merit;
2Substituting o in equation 7.14 gives
cr2(mr) = K X2(E1,E2) (7.19)
where the factor K is
K = [1.6 X Iff"16 ir / (12 a3 t)] (7.20)
and depends only on the scanning geometry. The factor K has dimensions
_ii _ i
of Gy kg m keV. The energy dependent term XCE^.E^) is given by
X (E-j =
(yen(Ei)/P) U2(E2) Ex (uen(E2)/p) U ^ E p  E,
R exp{-p (E ) D}
-L W J.
R2 exp{- yw(E2) D}
A-2
(7.21)
where the doses delivered at energies E^ and E2 are given by Rj and 
R2Gray.
By differentiation of equation 7.21 the optimum division of dose between 
the high and low energy scans was found to be
r2 = r,
»en(V  Ei uw(V  ^ {- V e2> d}
1/2
(7.22)
The function X(EltE2) was calculated over a wide range of energies from 
30 to 500keV and for a range of slice diameters from 80 to 400mm. The 
total dose Rj+ R2 was taken as 0.01Gy. For each slice diameter this 
function X has a minimum value, indicating that an optimum pair of 
energies E^ and E2 exist. The value of the lower energy is limited by 
the rapid increase in attenuation of the beam and the value of the
higher energy is limited by the increase in dose.
In table 7.1 the optimum energies for the measurement of calcium
chloride coefficients by dual energy scanning are given for each 
diameter of reconstruction. Also tabulated are the values of XCE^.Eg) 
at these optimum energies. The calculations were repeated for the 
measurement of iodine coefficients and the optimum energies are given on 
table 7.2. The optimum lower energy for measurements of the 
concentration of calcium chloride varies from 30 keV, for a slice 
diameter of 80mm, up to 50keV for a slice diameter of 400mm. For 
energies below these values the sensitivity decreases dramatically, 
while there is only slight reduction in sensitivity if the lower energy 
is slightly above these values. The optimum higher energy varies from
100keV for a slice diameter of 80mm upto 300keV for a slice diameter of
400mm. However the variation in sensitivity for energies between 100keV
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TABLE 7.1
Opt inram energies and values of X (E^, E^ ) given By equation 7.21, 
for the derivation of calcium chloride coefficients.
Diameter of 
slice (mm)
The function
■X (b15 e2)
Optimum higher 
energy (keV)
Optimum lower 
energy (keV)
80 0.1463 100 30
160 0.5027 100 30
240 1.297 150 40
320 3.289 200 40
400 7.765 300 50
TABLE 7.2
Opt imam energies and values of X (E^, E^ ) given By equation 7*21, 
for the derivation of iodine coefficients.
Diameter of 
slice (mm)
The function 
x (Er  E2)
Optimum higher 
energy (keV)
Optimum lower 
energy keV
80 0.01141 100 40
160 0.02795 100 40
240 0.06772 150 40
320 .0.1707 200 40
400 0.3724 400 50
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and 300keV is only a few per cent and the choice of the optimum higher 
energy is not critical. For iodine the results are very similar with 
the exception that the lower energy must always be kept above the iodine 
K-edge of 33.2keV. For equivalent energies of 60 and 80keV and a 
radiation dose of 0.04Gy, appropiate values for the EMI CT5005, the 
factor X(E- ,E ). for calcium chloride is equal to 4.29. For a more 
detailed discussion of dose measurements on the EMI CT5005 see the 
Appendix.
7.2.2 Theoretical minimum detectable fractions by dual energy scanning
The minimum detectable calcium chloride coefficients are
calculated and hence the minimum detectable fractions of various tissues
and tissue components are deduced. For a slice thickness and
pixel size both equal to 10mm the factor K in equation 7.19 is 4.19 X 
-910 . Each pixel in the image corresponds to a volume of approximately
1ml. Using this value of K the minimum detectable concentrations of
various materials of interest in the analysis of tissue were calculated 
and are listed on table 7.3a. With the exception of the values for
iodine and xenon, which were calculated directly, the minimum detectable 
concentration of each material is given by the standard deviation of the 
calcium chloride coefficient from equation 7.19, divided by the 
concentration of calcium chloride which is equivalent to that material. 
These concentrations are given on table 3.3.
The purpose of this analysis was to calculate the theoretical limit to 
the sensitivity of the technique for an acceptable patient dose. In
practice these measurements would require extremely high (and probably 
unreasonable) specifications for the precision of the scanning equipment 
and the accuracy of the electronic signal processing.
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7.2.3 Iodine K-edge scanning and triple energy scanning
It has been suggested (Riederer and Mistretta, 1977) that imaging at
energies just above and just below the iodine K-edge of 33.2keV will 
permit measurement of small concentrations of iodinated contrast 
material. The minimum detectable fractions were calculated for this 
method, using equations 7.19 and 7.21, and the results are tabulated on 
table 7.3b. For all slice diameters greater than 80mm there is no 
advantage in using this technique. However, a triple energy analysis at 
energies just above the K edge of iodine, just below the K-edge and at 
some higher energy would permit the separate measurement of mineral 
concentration and concentration of contrast material. However Iodine 
concentration is usually only required in soft tissue, and mineral 
concentration is usually measured when no contrast material is present. 
Therefore this method of analysis was not pursued. It is expected that 
the solution of the 3 linear equations required to obtain the 
concentrations of the 3 separate components will lead to a prohibitive 
increase in the uncertainty of the derived concentrations. In addition 
the requirement of intense beams of X-rays, with a narrow range of
energies just above and just below the K-edge of iodine, will present
considerable technical problems. There is also uncertainty in the 
validity of the mixture rule for energies close to the absorption edge 
(see chapter 3).
7.2.4 Calculated minimum detectable fractions by dual energy scanning 
using the EMI CT5005
For a polychromatic source of X-rays the standard deviation of the 
2
image, a in equation 7.16, must be multiplied by the noise factor 
defined in chapter 6. If the noise factor is the same for each spectrum
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the optimum equivalent energies of these spectra will be the same as
those tabulated on table 7.1. The minimum detectable fractions will be
those given on table 7.3a♦ multiplied by the noise factor. If the noise 
factor of the beam of lower energy is higher this will raise the optimum 
effective energy of the lower energy spectrum slightly above those
values given in table 7.1. In chapter 6 it was stated that the
reduction of the noise factor to about 1.2 should be possible with a 
well filtered X-ray beam.
Morgenthaler et al (1980) calculated that the spectrum from an X-ray
tube operating at 80 kVp with 4.5mm of aluminium filtration would yield
2 2
a noise factor of 1.85. When the additional factor [I+cJq/Q (E)]
discussed in chapter 6 is included the noise factor for the EMI CT5005
will rise to at least 2.
For a geometry equivalent to that of the EMI CT5005 the slice thickness 
is 13mm and, with a resolution of 1mm, K becomes 3.22 X 10"? From
chapter 6, figure 6.3. the ratio of the variance in the EMI image to the 
variance of a ramp filtered image is 0.53. With a value of XtE^.E^) 
equal to 4.29 and a noise factor of 2, the minimum detectable
concentration of calcium chloride is equal to 0.011kg/kg. The values 
for the other materials given in table 7.3a will be altered
proportionately. These results indicate that accurate measurements of 
bone mineral should be possible, that the proportion of fat in, for 
example, liver or lesions of low density may be found, and that the
concentration of contrast material in contrast enhanced tissue may be 
measured with a high level of accuracy. This will be useful in
determining blood flow and, in particular, tumour vascularity. 
Detection and monitoring of abnormal concentrations of high Z elements 
may be possible. For example measurements of iron concentration should 
be possible with a precision useful in the monitoring of hepatic iron
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content in haemachromatosis. More discussion of the clinical 
implications of these measurements is provided in chapter 8.
7.3 Experimental verification of the dual energy analysis
In this section experiments are described which demonstrate this dual 
energy analysis using the EMI CT5005 general purpose scanner. 
Measurements are made on cyclohexane and solutions of alcohol in water, 
to represent fat; calcium chloride and potassium acid phosphate, to 
represent bone; and solutions of Conray 280 in water, to represent 
contrast enhanced tissue. The variation of sensitivity with X-ray tube 
voltage and diameter of the slice are discussed in section 7.3.2.
7.3.1 Experimental derivation of calcium chloride and iodine 
coefficients on the EMI CT5005 CT scanner
Each solution was scanned in a polythene vial of 25mm diameter placed at 
the centre of a circular water phantom of diameter 320mm. An image of 
the 320mm diameter field of view was reconstructed on a 320 X 320 array 
of pixels using the 70 second scanning mode. THe two different detected 
spectra were obtained by setting the X-ray tube voltage, as accurately 
as possible, to 140 kVp and 105 kVp. (105 kVp was initially the lowest 
X-ray tube voltage which could be obtained without modification of the 
scanner.)
In the first experiments the Hounsfield coefficients for water, calcium
chloride and iodine were found by scanning air and dilute solutions of
calcium chloride and Conray 280 in water. The calculation of the
«*
Hounsfield coefficients and was described in section 5.4. These
144
TABLE 7.4
The Hounsfield coefficients and equivalent energies for the EMI CT 5005 
General Purpose Scanner
X-ray tube 
Voltage
Equivalent
Energy
(keV)
Hounsfield 
coefficient 
for water
Hounsfield
coefficient
for
calcium
chloride
Hounsfield 
coefficient 
for iodine
Por a slice 
diameter of 
520mm
140 80.0 949.6 i  0.4 1575.7 £ 2.1 22433 -  87
105 69.5 1010.0 i 0.6 2025.8 £ 5.2 31901 -  132
9 6 65.9 1028.0 £  0.7 2227.0 £ 3.5 35954 i 148
87 62.6 1051.0.£ 0.9 2470.6 £ 4.5 40639 - 188
Por a slice 
diameter of 
240 mm
140 76.1 958.7 - 0.4 1695.0 £ 1.9 24728 ~  78
105 66.5 1018.2 £ 0.6 • 2176.0 £ 3.1 34653 -  129
96 65.7 1056.8 £ 0.6 2568-8 £ 3.2 38530 -  132
87 60.8 1059.2 £ 0.7 2609.2 £ 3.5 43424 -  148
-^vofsT are tabulated in table 7.4. (Conray 280 had an iodine 
concentration of 0.2108 kg/kg.) The equivalent energies were derived 
from the Hounsfield coefficients for water and calcium chloride using 
equation 5.17 and are included as many workers still' prefer to use 
equivalent energy. Cyclohexane and aqueous solutions of alcohol, 
calcium chloride and potassium acid phosphate were scanned at 140 kVp 
and 105 kVp. The compositions of these solutions are listed on table 
5.1a and table 7.5. The calcium chloride coefficient, , was derived 
for.each solution using equation 7.4. The mean Hounsfield numbers for 
each solution were calculated by averaging the Hounsfield number over a 
circular area of 192 pixels corresponding to the reconstructed image of 
each solution. Care was taken to avoid the inclusion of air bubbles or 
the wall of the vial in this averaging region. These results are 
tabulated on table 7.6. Also tabulated are the calcium chloride 
coefficients derived from the calculated attenuation coefficients of the 
solutions, using the method described in chapter 3. For the calcium 
chloride solutions the actual concentrations are of course tabulated. 
In table 7.7 the results of the same analysis for iodine are tabulated 
using solutions of Conray 280 with water.
The errors on tables 7.6 and 7.7 are the standard deviations of m and
were calculated using equation 7.9. Errors in the Hounsfield 
coefficients due to machine calibration, variations in X-ray tube output 
and drift detector response are neglected. The standard deviations of 
the mean of the circular averaging area of 192 pixels were calculated 
from the standard deviation of the individual pixel values in an image 
of water using the result of chapter 6. The results are given on table
Also shown on tables 7.6 and 7.7 are the results calculated from 
Hounsfield numbers which have been corrected for beam hardening. The
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7.9
TABLE 7.5
Composition of solutiors used in the dual energy experiments.
Concentration (kg/kg) multiplied by the specific 
gravity of the solutions
Potassium Acid Phosphate Water
K1 0.1140 0.9637
K2 0.2566 0.9103
Isopropyl Alcohol Water
A1 0.5318 0.5465
A2 0.3784 0.5449
A3 0.1981 O.7676
Calcium Chloride Water
CA 6 0.06884 0.98509
CA7 0.09453 0.97868
CA8 0.18627 0.95402
CA9 0.26467 0.93025
I
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TABLE 7.6
The coefficient, mr,of calcium chloride calculated from the attenuation 
coefficients (chapter 3)• and derived from the dual energy experiment 
using equation 7*4 j for the EMI CT5005.
Solution Calcium chloride 
coefficient (mr) 
from the 
attenuation 
coefficients
Calcium chloride 
coefficient (mr) 
from dual energy 
experiment
After correction 
for 'beam 
hardening
CA1 0.0529 0.0536 i 0,.0022 0.0542 - 0.0022
CA2 0.1127 0.1099 1 0.1109 "
CA3 0.1894 0.1906 1 0.1930
CA4 O.2693 4 0.2633 it 0.2681 ”
CA5 0.3561 0.3410 1 0.3499 - "
K1 0.0513 0.0484 1 —
K2 0.1154 0.1133 ti -
Cyclehexane 0.0332 — 0.0294 it -
1 - 0,0309 1 -
t - 0.0314 1 -
1 - 0.0295 1 -
Isopropyl
Alcohol - 0.0237 - 0.0243 it -
A1 - 0.0161 - 0.0183 1 -
A 2 - 0.0115 ' - 0.0095 1 -
A3 - 0.0060 - 0.0045 1 —
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7.4
beam hardening error was calculated by the method described in chapter
5, using the 140kVp and 120kVp EMI spectra from the data of Birch et al
(1979). The discrepancy in using the 120kVp spectrum in this
calculation of beam hardening is expected to be small as the error due
to beam hardening varies slowly with X-ray tube voltage. After
correction for beam hardening very good agreement is seen between the
coefficients, m , derived from the attenuation coefficients and the 
r
coefficients, nr, derived from the dual energy analysis. The slight
disagreement for the most concentrated calcium chloride solution
probably results from the inadequacy of using the 120kVp spectrum.
There is a small but consistent discrepancy in the U measurements of 
cyclohexane and this may reflect inaccuracies in the attenuation
coefficient data. However, in general these results demonstrate both
the reliability of the reconstructed Hounsfield numbers and the validity 
of using hypothetical mixtures of calcium chloride and water to predict 
the X-ray attenuation coefficient of these solutions.
7.3.2 Experimental derivation of electron density on the EMI CT5005
The hypothetical mixtures of calcium chloride and water derived by this 
analysis have the same electron densities (electrons per cubic metre) as 
the solutions which they represent. The electron densities of the
solutions, relative to the electron density of water in the calibration 
scan, are compared, in table 7.8, with the results from the dual energy 
analysis. The errors were calculated from the standard deviations in 
table 7.9. Agreement is reasonable, although not as good as that found 
in the derivation of n^, , where there was strong cancellation of errors 
common to both images.
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TABLE 7.9
Standard deviation of reconstructed images on the EMI CT5005, 
and standard deviations of averaged circular regions with an 
area of 192 pixels.
X-ray tube 
voltage
Standard Deviation 
of reconstructed 
image (Hounsf ield 
Units)
Standard Deviation of 
averaged circular 
region (Hounsfield 
Units)
For a slice diameter 
of 320mm
140 9.9 0.405
105 15.0 0.614
96 16.8 0.686
87 21.4 0.874
For a slice diameter 
of 240mm
140 3.3 0.363
105 5.5 0.601
96 5.6 0.612
87 6.3 0.689
152
7.3.3 Experimental minimum detectable concentrations as a function of 
kVp in dual energy CT using the EMI CT5005 scanner
A minor modification to the high voltage control circuitry of the EMI 
GT5005 (Hughes, 1980) permitted the selection of X-ray tube voltages 
down to a minimum of 87 kVp (as measured on the console voltmeter). The 
response of the scanner to water, calcium chloride and iodine were 
derived as before but with 4 different X-ray tube voltages and 2 
diameters of reconstruction. The results are tabulated on table 7.4. 
For the 240mm reconstruction the image was stored in an array of 160X160 
pixels. The experiments described in section 7.3.1 were successfully 
repeated for the alcohol solutions and the iodine solutions?with a lower 
voltage of 87 kVp5to verify that the concentrations, mp, were still 
accurately reproduced.
The standard deviations of the reconstructed images were measured on 
scans of a circular water phantom of the required diameter and are 
listed on table 7.9. From equation 7.9 the standard deviation of the 
iodine and calcium chloride concentrations were calculated with a higher 
X-ray tube voltage of 140kVp and lower X-ray tube voltages of 105kVp, 
96kVp, and 87kVp. The minimum detectable concentrations, per pixel, are 
defined as the standard deviations of the derived concentrations when 
water is scanned. These values are tabulated on table 7.10. For the 
240mm reconstruction 1 pixel corresponded to a volume of about
3
2.25X2.25X13mm , while for the 320mm reconstruction 1 pixel corresponded
3 'to volume of about 1.0X1.0X13mm . Also tabulated are the minimum 
detectable concentrations of various relevant tissue components and 
contrast materials. These are calculated from their equivalent calcium 
chloride concentrations given in table 3.3, with the exception of the 
concentrations of contrast material which were calculated from the 
values for iodine.
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TABLE 7.10
Minimum detectable concentration (kg/kg) per pixel on the EMI CT5005
Material X-Ray Tube Voltages
140 & 105 kVp 140 & 96 kVp 140 & 87 kVp
For a slice diameter 
of 320mm
Calcium Chloride 0.0527 0.0382 0.0331
Bone Mineral 0.0477 0.0346 0.0300
Fat 1.46 1.06 0.92
Iron 0.0174 0.0126 0.0109
Xenon 2.20 x 10~3 1.66 x 10~3 1.47 x 10“5
Iodine 2.27 x 10~3 1.71 x 10~3 1.52 x 10~3
Conray 280 1.08 x 10“2 8.11 x 10~3 7.21 x 10~3
For a slice diameter 
of 240mm
Calcium Chloride 0.0174 0.0124 0.0099
Bone Mineral 0.0158 0.0112 0.0090
Fat 0.482 0.343 0.274
Iron 5.75 x 10“3 4.10 x 10~3 3.27 x 10~3
Xenon 7.53 x 10~4 5.45 X 10~4 4.38 X 10~4
Iodine 7.77 x 10~4 5. 63 x 10“4 4.52 x 10“4
Conray 280 • 3.69 x 10~3 2.67 x 10~3 2.14 x 10“3
The minimum detectable concentration of calcium chloride at 140kVp and 
87kVp, with a reconstruction size of 320mm, is a factor of 3 greater 
than the theoretical value of 0.011kg/kg calculated in section 7.2.4 for 
equivalent energies of 60 and 80keV. This small discrepancy is not 
surprising considering the approximate value of the noise factor used in 
the theoretical estimate. The inclusion of detector efficiency, 
electronic noise and imperfect collimation of the beam will all increase 
the image noise in a practical system. When all these factors are 
considered there is reasonable agreement between the theoretical 
calculation and the experiment.
The technique is reasonably sensitive and some degree of 'in-vivo' bulk 
chemical analysis should be possible. In particular the presence of fat 
should be detectable and bone mineral and iodine concentration can be 
measured with an accuracy which should.be useful in measurements of bone 
mineral and concentration of contrast material. Some clinical 
implications of these findings are discussed in the following chapter.
This analysis does suggest, however, that if a scanner is designed with 
precise dual energy examinations in mind, the sensitivity of the 
technique can be improved. Production of a high intensity, well 
filtered X-ray beam at around 40keV could improve the sensitivity by a 
factor of as much as 3. In addition, as the image noise was shown in 
chapter 6 to vary inversely with the cube of the resolution, a lower 
image resolution snould permit a significant improvement in sensitivity. 
This modification must be accompanied by improvements in the precision 
of the scanning equipment and the accuracy of the electronic signal 
processing. In practice these factors may well limit the accuracy of 
the technique.
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7.4 Dual energy analysis using the Siemens Somatom 2 CT scanner
The dual energy analysis of section 7.3*1 was repeated for the Siemens
Somatom 2 CT scanner. The experimental details are provided in chapter
5 ysection 5. X-ray tube voltages of 125 and 77kVp were used with
integrated tube currents of 460mAs and 748mAs. The compositions of the
calcium chloride solutions used in this experiment are tabulated in 
table 7.5 and the results of the analysis are provided on table 7.11.
Time did not permit a detailed error analysis^ r^fowever^  the error was 
estimated using the results derived for the EMI CT5005 combined with the 
image variance of the Somatom scanner derived from scans of water. The 
standard deviation of the derived calcium chloride concentration is, 
therefore, approximately 0.002. With the exception of the solution 
CA.7, for which there was a suspiciously low Hounsfield number at 77kVp, 
this analysis gave excellent results. The effect of beam hardening on 
these results appears to be negligible. The Hounsfield coefficient for 
water was very close to -1000H at both energies, and the Hounsfield 
coefficient for calcium chloride was 1630.OH at 125kVp and 2331.6H at 
77kVp. The equivalent energies at these two voltages are 81.1 and 
62.9keV which are by coincidence very close to the equivalent energies 
of the EMI CT5005 with X-ray tube voltages of 140kVp and 87kVp.
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TABLE 7.11
The coefficient m of calcium chloride derived from the dual energy 
experiment using equation 7*4* for the Siemens Somatom 2.
Solution Calcium chloride 
concentration 
multiplied by the 
specific gravity
Coefficient m 
derived, from 6ie 
dual energy 
experiment
CA6 0.06884 0.0688
CA7 0.09453 0.0902
CA8 0.18627 0.1864
CA9 0.26467 0.2645
8 Clinical results
Chapter 6 dealt with the theoretical limitations on the accuracy of the
reconstructed Hounsfield numbers. Predictions from this analysis were
verified experimentally for scans of a circular water phantom. However,
when patients are scanned, other significant errors in the reconstructed
/
Hounsfield numbers are introduced. In the first section of this chapter 
the sources of error are discussed and estimates of their magnitude are 
made for the EMI CT5005 scanner. In the second section the results of 
experiments to test the reproducibility of the Hounsfield numbers are 
presented and estimates are made of the reproducibility in certain
clinical situations.
Ten patients had dual energy CT examinations. These scans were analysed 
by the method described in chapter 7. The results of these examinations 
are presented in section 8.3 and the clinical implications of the
results are discussed.
8.1 Accuracy and reproducibility of the reconstructed Hounsfield 
numbers in clinical practice for the EMI CT5u05 scanner
In the clinical situation errors in the reconstructed Hounsfield numbers 
arise from the following sources:
a) the limited number of transmitted photons which are detected,
b) the beam hardening effect,
c) differences in the size and shape between the cross section of the
patient and the cross section of the calibration phantom, and the
position of the patient within the scanner’s aperture,
d) patient movement while scanning is in progress,
e) the calibration of the scanner, variations in X-ray tube current and
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voltage, and drift in the gain of the detector electronics, and
f) the partial volume effect and correct identification of a particular
organ or lesion.
The noise on the projection data, due to the limited number of photons 
detected, provides the theoretical limit to the precision of computed 
tomography. These errors were discussed in detail in chapter 6. The 
image standard deviations for the EMI CT5005 General Purpose Scanner 
were listed on table 7.9 for various X-ray tube voltages and sizes of 
reconstruction.
Beam hardening (or softening) effects lead to errors in the Hounsfield 
numbers whenever material is scanned whose attenuation of the X-ray beam 
differs markedly from that of water. This effect is discussed in more 
detail in chapter 5. The errors in the reconstruction within typical 
regions of high attenuation are fairly small and these errors decrease 
rapidly outside these regions. When measurements are made no closer 
than about 10mra from areas of bone, or areas enhanced with contrast 
material, these errors will be less than 1H. These errors will appear 
on all subsequent scans of the same slice and therefore errors due to 
beam hardening will have little effect on relative changes in the 
Hounsfield numbers. In chapter 7 it was shown that some cancellation of 
these errors also occured in the analysis of dual energy scans.
If the size, shape and position of the patient’s cross section varies 
significantly from that of the calibration phantom, errors will occur. 
When the scanned slice is smaller than the field of view the X-ray path 
length will be shorter than that in the calibration scan. The 
transmitted X-ray spectrum will be softer than in the calibration 
measurements and errors will be introduced. The results of calculations 
of the error on the raysums, for various lengths of air, were provided
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in table 5.3. For slices with a cross section considerably smaller than 
the calibration phantom, plastic packing material or ’bolus’ may be used 
to fill the scanner’s aperture. Many modern scanners, for example the 
Siemens Somatom 2,' incorporate software to automatically correct for any 
variations in size and shape of the patient’s cross section. For the 
EMI CT5005, with the latest version of the software (version ’V205’), 
the error was between 3H and 5H when an oval water phantom 200 X 300mm 
was scanned (Hobday, private communication). The scanned slice should 
not be larger than the field of view for quantitative work, otherwise 
the projection data will be inconsistent and considerable error may 
occur.
The slightest patient movement during the collection of projection data 
will cause severe artefact in the reconstructed image. Artefacts will 
arise if there is either movement of the patient or movement of internal 
organs. These artefacts usually take the form of streaking tangential 
to interfaces between high and low density regions. This streaking is 
relatively easy to identify and images where there is streaking through 
any region of interest must be rejected from any quantitative studies. 
Streaking which results in errors greater than about 2H can easily be 
detected by eye. This figure, therefore, provides an estimate of the 
maximum error likely from the failure to identify a movement artefact. 
When two scans of the same slice are compared, as in dual energy 
scanning, streaking of a much smaller amplitude may be detected. In a 
study on the EMI CT5005, 21 patients with abdominal metastases from
teratoma were scanned and approximately 20 percent of the images were 
affected by streaking artefacts. There were wicie variations from 
patient to patient, as can be seen from the data in table 8.1. The 
examinations of some patients gave a consistently good quality set of 
scans, while other patients had very poor scans. Gut movement is 
reduced by the administration of Buscopan or Glucagen Nova and patients
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TABLE 8.1 SCANS REJECTED DUE TO PATIENT MOVEMENT ARTEFACTS
Total number
of scans for
each patient 10 o
CMto*CMCMCM 8 11 16 6 18 15
Scans rejected 0 1 0  0 1 5 1 2 4 1
Total number 
of scans for
each patient 11 2 13 31 12 21 24 6 15 7
Scans rejected 3 1 3 8 1 8 ' 6 3 3 6
are asked to hold their breath for the duration of each scan.
Errors may arise from fluctuations in the X-ray tube voltage and 
current, drift in the detector response and variations in the scan speed 
of the X-ray tube and detector array. The X-ray tube voltage and
current is set manually on the EMI CT5005. The X-ray voltage can be 
adjusted to within about + 0.5kVp, as read on the console meter. For 
small changes in the X-ray tube voltage there is a shift in the 
Hounsfield number over the whole image. A plot of this shift against 
X-ray voltage is provided in figure 8.1. An error of 0.5kVp will 
result in a shift of about 1H. The X-ray tube output, detector 
response and.scan speed are monitored throughout the scan. Without- the 
technical details of these corrections from the manufacturer the effect 
on the image is difficult to predict. However, as many of these 
corrections will be applied directly to the projection data, the error 
associated with these correction measurements will increase the 
projection variance. This may account for the discrepancy between the 
theoretical standard deviation of the image and the experimental 
standard deviations discussed in chapter 7.
Separate corrections applied to each raysum measurement will increase 
the projection variance, without introducing any correlation. If, 
however, the same correction is applied to all the measurements in a 
projection, the resulting raysums will be correlated. The effect of any 
correlation is discussed in more detail by Foster (1981).
Incorrect alignment of the X-ray source and detectors, detector output 
exceeding the range of the analogue to digital converters, afterglow of 
the detector scintillator and large fluctuations in X-ray output and 
detector response will lead to inconsistent projection data and should
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be identified by careful quality control and eliminated. Many of these 
errors are detected automatically and warnings given to the operator.
Identification of the tissue boundary is required in many quantitative 
studies. Near a tissue boundary a pixel element may contain 
contributions from other regions. To ensure that the Hounsfield number 
of the required tissue is measured, without any contribution from 
adjoining regions, any averaging area should be selected no closer than 
about one slice thickness from any tissue interface.
Finally there is the basic problem of identification of the correct 
region of the image for any quantitative analysis. This requires the 
expertise of an experienced radiologist familiar with the appearance of 
CT images.
8.2 Investigation of reproducibility on the EMI CT5005 scanner
In this section two investigations of patient data are described. These 
were designed to provide an estimate of the reproducibility in certain 
clinical situations. The results of these investigations are compared 
with the estimates from the previous section. It is, however, very 
difficult to separate many of these sources of error.
The following was a retrospective study and all images were aquired 
using normal day to day scanning protocols. The scans were chosen from 
a series of patients with abdominal metastases due to teratoma.
All scans were carried out on the EMI CT5005 with a reconstruction 
diameter of 320mm, an X-ray tube voltage of l40kVp and a current of 
28mA, a slice thickness of nominally 13mm, a slice interval of 20mm and
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a scan time of 20 seconds.
In order to assess the reproducibility of the Hounsfield numbers a 
'reference' area in each image must be chosen. This area must be 
visible in each image and must correspond to a region of the scanned 
slice whose composition remains constant for the duration of the study. 
The use of reference materials placed in tubes around the patient was 
considered but rejected due to the severe streaking artefacts and beam 
hardening artefacts which appear outside the patient outline on a high 
proportion of scans. Back muscle was chosen as it is relatively
homogeneous, is present in all the scans of the abdomen and its
composition appears to vary little with time (Hobday and Parker, 1978a). 
Other possible internal regions which may be useful in the assessment of 
reproducibility include the aorta and the vena cava. However the size 
of these vessels is too small in the lower abdomen and, in addition, the 
close proximity of the spine increases the likelihood of artefacts.
An estimate of the reproducibility of the Hounsfield number was required 
when the same slice was scanned twice. This will occur for example in 
dual energy scanning or scans taken before and after the injection of 
contrast material. Ideally scans should have been repeated on the same 
patient at the same time but this would have resulted in a high dose for 
no benefit to the patient. Instead, therefore, the Hounsfield numbers 
for back muscle were measured in two patients who had 5 and 7 scans,
over a period of 6 and 8 months respectively. The relative position of 
each set of slices within the patient could be identified to within 
about 10mm by eye. For the first patient the same 6 contiguous slices 
could be identified and. for the second patient 4 slices could be
identified at each examination. This, therefore, gave 30 measurements 
of back muscle for the first patient and 28 measurements for the second 
patient.
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The mean Hounsfield number of back muscle .was calculated at each 
examination. The standard deviations of these means were 11.8H for the 
first patient and +2.7H for the second. These two figures provide an 
estimate of the reproducibility of the same slice, or mean of the same 
set of slices, from one examination to the next. As the Hounsfield 
numbers of back muscle for each patient were averaged over 4 and 6 
slices, respectively, the errors due to photon noise gave only a small 
contribution, of +0.35H, to the standard deviation.
There are, therefore, two distinct components to the error in the 
Hounsfield numbers applicable to dual energy scanning. There will be
the error due to the uncorrelated noise on the projections. This will 
' depend strongly on the area of the averaging region used and is
discussed in detail in chapter 6. In addition there will be an error of 
about 2H which is independent of the averaging area. In section 8.3 an 
estimate of the total error in clinical practice is estimated by adding 
these two errors in quadrature. Errors due to the calibration of the 
scanner and setting the X-ray tube voltage, as well as any variations in 
back muscle composition, are included, but there will be cancellation 
of errors due to beam hardening and patient size and shape. In addition
regions of the image which contain streaking artefacts are very easy to
identify and eliminate from any quantitative studies (see for example 
figures 8.2c and 8.2f).
In the second investigation an estimate of the accuracy of the 
Hounsfield number was required to assess the significance of observed 
variations in the Hounsfield numbers from 1 patient to another. In 
addition the reproducibility of the Hounsfield number in the same 
patient was required. In this investigation the scans of 21 patients 
with abdominal metastases from malignant teratoma were analysed. Each 
patient had 2 examinations separated by between 1 month and 1 year. The
166
mean Hounsfield numbers of back muscle, averaged over all the slices in 
which the tumour was present, were recorded at each examination.
The standard deviation of the mean of the Hounsfield numbers of back 
muscle from the last scan of each patient was 1,5.8H. The standard 
deviation of the difference between the mean Hounsfield number of back 
muscle for the two examinations on each patient was found to be 16.7H. 
The first figure, +5.8H, represents the reproducibility of back muscle 
Hounsfield numbers between patients and, therefore, includes all the 
errors described in section 8.1, in addition to any variations in back 
muscle composition between patients. The second figure, +6.7H, provides 
an estimate of the variation, from one examination to the next in the 
same patient, of the averaged Hounsfield numbers of a similar region of 
tissue. This will include all the errors described in section 8.1, but 
with some cancellation of errors due to beam hardening and patient size 
and shape. An error of 16.7H in the difference between two Hounsfield 
numbers corresponds to a reproducibility of ±4.7H (6.7H /  J2.) in an
individual measurement. There is reasonable agreement between these 
figures and the estimates provided in section 8.1.
An interesting application of the measurement of mean Hounsfield numbers 
is proposed by Husband et al(in press).In this paper the mean Hounsfield 
numbers of retroperitoneal nodal metastases from testicular tumours are 
compared with the results of Histology. It was found that metastases 
containing active malignant cells after therapy had significantly higher 
Hounsfield numbers than those metastases where no malignancy was 
evident. In addition the Hounsfield numbers for the malignant 
metastases were rising while the Hounsfield numbers of non malignant 
metastases decreased with time. For confident separation of malignant 
and non malignant tumours in this study, the error in the mean 
Hounsfield numbers of the tumours was required. The figures given above
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provided this estimate of the error.
In conclusion, for the EMI CT5005 the overall Hounsfield numbers of 
volumes of tissue appear to be reproducible to approximately 6H. In 
repeat examinations on the same patient, the reproducibility of the 
Hounsfield numbers of the same volume of tissue is about 5H. For 
repeat scans of the same slice of the patient, but with different tube 
voltages, the error will be about 2H for averages over large areas of
the image. For small regions of the image the contribution from photon
noise, derived in chapter 6, must also be included.
All these estimations of the error neglect variations in back muscle 
composition and therefore may overestimate the actual error. The figure 
on overall reproducibility is in reasonable agreement with a previous 
study performed by Hobday and Parker (1978a). For greater confidence in 
these error estimates more patient data must be included in the study.
This work will be presented at the RSNA conference, Chicago 1981 (Hawkos 
et al 1981).
8.3 Dual energy scans of 10 patients
Ten patients had scans repeated at X-ray tube voltages of 87 and 140kVp. 
Of these 10 patients, 4 had examinations of the abdomen and 6 had
examinations of the head. One of the patients who had scans of the
abdomen and all 6 patients who had examinations of the head were scanned 
after the administration of contrast material. One of the head scan 
patients was scanned on two separate occasions and another was scanned 
before and after the administration of contrast material.
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The contrast injection was 60ml of the contrast material Conray 420, 
which is a solution of sodium iothalamate in water with an iodine 
concentration of 420mg/ml.
All patients had previously received radiotherapy and the dose delivered 
in this examination will therefore result in a negligible increase in 
risk to the patient.
For all the dual energy examinations the scanning procedure was as 
follows. At the desired slice, one scan was taken with a tube voltage
of 140kVp. On completion of this scan the tube voltage was reduced to
87kVp and another scan taken. For the head scan a reconstructed field 
of view with a diameter of 240mm was used with the 70 second scan time. 
The reconstructed image was stored as an array of 160 X 160 pixels. For 
the scans of the abdomen a reconstruction field of view of 320mm 
diameter was used. The scan time was 20 seconds. In this case the
reconstructed image was stored as an array of 320 X 320 pixels. All
other scanning conditions were those appropiate to the normal clinical 
protocols. In particular plastic bolus material was packed around the 
patient to provide an approximately circular cross section. The X-ray 
tube current, as measured on the console ammeter, was 28mA at 140kVp and 
33mA at 87kVp.
Obvious markers such as bone-tissue interfaces and the patient outline 
were used to ensure that there was no patient movement between the scans 
at the two energies. Displacement of the image may be corrected by 
moving the data across the pixel array.
A Fortran program, with algorithms based on equations 7.3, 7.^, and 7.6, 
was written to process each pair of dual energy images of a particular 
slice. The program ran under the Data General RD0S operating system on
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the EMI IVC facility. Three images were produced by this program. The
first image was proportional to the coefficient m^, the second image was
proportional to the water coefficient m , and the third image was
w
proportional to the electron density, d. For the contrast enhanced
images the reference material r was iodine and for the other images the
reference material was calcium chloride. The Hounsfield coefficients
$ and $ • are given on table 7.4. As the program was written in 
rk wk
Fortran'the execution time was slow, about 10 minutes per image, as the
calculation had to be repeated for each of the 81664 pixels. This 
program would be more efficient if certain routines were written in 
assembler language.
The derived values of the iodine or calcium chloride coefficients were
averaged over certain anatomical regions of the scan. The error of the 
averaged coefficients were calculated using equation 7.9. The error in 
the averaged Hounsfield number, and , were calculated by combining 
in quadrature an error of 2H with the error due to photon noise on the 
projections. -The error of 2H, which was discussed in the previous 
section, includes all the contributions from machine calibration, beam
hardening etc.
No detailed analysis of errors encountered in clinical practice in head 
scanning has been performed. In this study the error of 2H, deduced 
from abdominal scans, has been used. It is likely that this will 
overestimate the actual error. Head scans are less prone to movement 
artefacts and the size and shape of the head only varies slightly from 
patient to patient.
The representation of tissue by a simple two component mixture, water
and calcium chloride or water and iodine, will often be inappropiate.
For example muscle was found to be represented by a mixture of water and
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0.3 per cent calcium chloride. The presence of fa-t will tend to cancel 
this mineral content, as shown in table 3.3* In this case the fat 
content may be found if the mineral content is already known and vice 
versa. Of greater importance, relative changes in fat content between 
different tissues may be found if the mineral content is known to be 
constant (and vice versa). The same applies to measurements of contrast 
material. Unless the fat and mineral concentrations are known the 
concentration of contrast material will be in error. However as 
unenhanced soft tissue is very nearly water equivalent these errors will 
be small.
The results of this analysis for the 10 patients are given in tables 8.2 
- 8.10, for various anatomical regions of the scans. No chemical 
analysis of biopsy specimens was possible so the accuracy of the 
technique is not proven. However these results demonstrate the validity 
of this analysis, and some interesting points arise.
The results of the scans of the abdomen are given in tables 8.2 - 8.4;
Patient (1) had a malignant teratoma with a large abdominal lymph node
metastasis, which was found to be cystic at surgery. The l40kVp image,
the 87kVp image and the processd calcium chloride image are shown on
figures 8.2a, b and c. The regions analysed are shown on the
transparent overlay. The results of the analysis of these regions are'
tabulated in table 8.2. Also tabulated are the equivalent
concentrations of fat, expressed in the same units as m and calculated
r
from the equivalence between fat and calcium chloride given on table 
3.3. The calcium chloride coefficients for all soft tissue excluding 
fat and the parenchyma of the left kidney are within the range +0.0017 
and +0.0098. The values for the cyst lie at the upper end of this 
range. These values are consistent with the soft tissue values given in 
table 3.3. The standard deviation of these results is 0.004 or higher
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Figure 8.2
Images of the same slice of the abdomen:
patient 1 at a) 140 kVp, b) 87 kVp with c)the processed calcium 
chloride image; and patient 4 at d) 140 kVp, e) 87 kVp with f) 
the processed iodine image.
i no
TABLE 8.2
The calcium chloride coefficients derival from scans of patient (i) 
Expressed as kg/kg of calcium chloride multiplied by specific gravity.
Area
No.
(in
Fig.
8.2)
No. of 
pixels 
in
aver­
aging
area
Calcium chloride 
coefficient (m )
Pat concentration
Cyst : anterior 308 0.0091 i 0.0044
Cyst : posterior 420 0.0072 £ 0.0043
Cyst : total area 1 1260 0.0098 J 0.0041
Liver : central region 392 0.0020 i 0.0043
Liver : total area
inc. streak artefact 2 1508 0.0048 £ 0.0041
Left kidney parenchyma 3 572 0.0516 i 0.0042
Back muscle : left 4 528 O.OOI7 “ 0.0042
Back muscle : right 5 528 0.0062 i 0.0042
Spine : maximum value
(approx.) 1 0.40 £ °*°6
Spine : averaged value 6 24 0.363 £ 0.011
Spinal fluid (CSF) 7 100 0.0011 £ 0.0056
Pat to the right of » 1
the liver 8 44 - 0.0405 - 0.0081 1.12 0.22 ‘
Pat to the right of 1 t-
the liver 4 - 0.0747 - 0.0357 2.07
~r
0.99
Pat to the right of 1 1
the liver 28 - 0.0317 - 0.0104 0.88 ,-T 0.29
Pat to the right of 4- 4-
the left kidney 9 12 - 0.0204 - 0.0177 0.57
T- 0.49
■ ii 12 - 0.0272 £ 0.0177 0.75
+
0.49
it 12 - 0.0438 £ 0.0177 1.21 + 0.49
: ’1 ■; '
11 ■ 12 - 0.0045 £ 0.0177 0.12 + 0.49
Pat to the left of
the left kidney 1° 52 - 0.045 £ 0.007 1.25 + 0.20
and therefore differentiation between different soft tissues is not 
possible. The left kidney parenchyma has a significantly higher 
calcium chloride coefficient. This is apparent in the unprocessed 
images and does not appear to be due to image artefact. Possible 
explanations include the presence of residual contrast material from a 
previous study or the presence of material of high atomic number in 
chemotherapeutic drugs. The spine yields a calcium chloride 
concentration ofabout 0.4, as- expected. All the calcium chloride 
coefficients for fat lie in a range of -0.0045 to -0.0747, which 
corresponds to fat concentrations of +0.012 to +2.07. With the errors 
shown these are consistent with the expected fat concentration of about 
+0.9 (ICRP Number 23 1975).
The results for patient (2) are shown on table 8.3. This patient also 
had a lymph node metastasis from malignant teratoma. The soft tissue 
values of the calcium chloride coefficient lie within the range +0.0163 
and +0.0058 and the tumour value was +0.0090, similar to the previous 
results. The slightly low fat values are accounted for by partial 
volume effects, but regions of fat can still be distinguished from other 
regions of tissue.
Patient (3), with a suspected abdominal metastasis from teratoma, had a 
poor set of scans. The-patient was larger than the field of view. This' 
led to a significant shift of all the Hounsfield numbers with some 
shading across the image. The derived values of the calcium chloride 
coefficients were all shifted upwards by at least 0.05, and this shift 
is dependent on position within the image. Some information on relative 
changes between adjacent regions was, however, still possible.
Patient (4) was an interesting case whose previous CT examinations - had 
demonstrated an area of low density adjacent and to the right of the
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TABLE 8.3
The calcium chloride coefficients derived from scans of patient (-2)
Number of 
pixels in 
averaging 
area
Calcium Chloride 
coefficient 
(mr)
Pat
Concentration
Metastasis 440
Bladder contents : anterior 608
11 ti : middle 308
it ti : posterior 308
Muscle : gluteus
right
maximus
79 6
Muscle : gluteus
right
maximus
796
Muscle : gluteus
left
maximus
1 0 1 2
Muscle 1 gluteus
left
maximus
440
Subcutaneous fat : left 
buttock 256
11 • 11 : right 
buttock 224
ii ti : right 
buttock 469
Pat : posterior to bladder 308
11 ti 11 11 2 1 2
0.0090 £ 0.0043 
0.0163 £ 0.0042 
0.0044 
0.0044
0.0146 £ 
0.0058 £
0.0065 £
0.0065 £
0.0124 £
0.0129 £
0.0110 £
0.0104 £
0.0178 £ 
0.0176 £ 
0.0256 £
0.0042
0.0042
0.0041
0.0043
0.0045
0.0045
0.0043
0.0044
0.0047
+0.304 - 0.125
0.288 £ 0.130
0.493 £ 0.119 
0.488 £ 0.122 
0.709 £ 0.131
liver. Although this patient was asymptomatic there was concern that 
this region may represent a liver metastasis. 60ml of Conray 420 was 
injected immediately before the CT examination to permit investigation 
of the vascularity of this region. The l40kVp and.87kVp images are 
shown on figures 8.2d and e, and the processed image of the iodine 
coefficients is shown on figure 8.2f. The results of two adjacent sets 
of images are given in table 8.4. The regions analysed are outlined on 
the transparent overlay for figure 8.2. Note the high concentration of 
iodine in the aorta, which is consistent with the expected dilution of 
contrast material in the blood pool. Fat concentrations were derived by 
repeating the analysis for calcium chloride and deriving the equivalent 
fat concentrations. These results are also shown in table 8.4. Only 
two independent parameters may be derived from the two scans, the 
coefficients for calcium chloride, water and iodine cannot all be 
derived uniquely. However, if certain assumptions are made concerning 
the tissue composition, useful conclusions may be deduced. In this 
patient there is the choice of two diagnoses. First, there is a tumour 
with either good or poor vascularity and second, there is a region of 
fat with poor vascularity. The first case would yield a positive or 
zero iodine coefficient, while the second would yield a negative iodine 
coefficient and a negative calcium chloride coefficient.^ The results on 
table 8.4 are clearly inconsistent with the first case and consistent 
with the second/hence diagnosis is possible. In this particular case 
this result was obvious from the appearance of the images, however dual 
energy scanning will be useful in more equivocal cases. A rescan 5 
months later showed continued regression of the original lesion. 
Unfortunately, however, a new metastasis was now visible in the right 
lobe of the liver.
The results of the scans of the head are given in tables 8.5 - 8.10.
Patient (5), with an astrocytoma, had dual energy scans both before and
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TABLE 8.4
The iodine coefficient; derived from scans of patient (4)
Expressed as kg/kg of iodine multiplied by specific gravity.
Area 
• No.
(in fig. 
8.2)
■ No. of 
pixels 
in
aver­
aging
area
Iodine 
coefficient 
(m )(multiplied 
byr 10 4)
Pat
Concentration
PIRST PAIR OP SLICES
Liver 1 2448 7.6 - 1.9
Aorta 2 112 24.0 -2.3
Suspected Liver 
metastasis 3 172 - 12.2 t 2.1 0.74 - 0.13
Back muscle 4 408 4.8 ± 1.9
Subcutaneous hack fat 
right
•
•
5 620 - 11.4 i 1.9 0.6 9 1 0.12
Subcutaneous back fat 
left
••
6 476 - 10.9 t i,9 0.66 i 0.12
Pat to the left of 
the liver 7 484 - 15.8 t 1.9 0.96% 0.12
SECOND PAIR OP SLICES
Aorta 112 . 20.0 t 2.3' .
Yena Cava 112 15.2 - 2.3
Suspected liver 
metastasis 52 - 14.4 - 3.0 .0.87 t 0.18
Pat to the left of 
the liver 236 - 9.9 - 2.0 0.60 t 0.12
Liver 1012 8.3 - 1.9
after the administration of the contrast materia-l. The pre-contrast 
images of one slice are shown on figures 8.3a and b, and the processed 
calcium chloride image on figure 8.3c. The post-contrast images of a 
similar slice are shown on figures 8.3d and e, and the processed iodine 
image on figure 8.3f* The regions analysed are shown on the transparent 
overlay. The results of the pre-contrast examination are tabulated in 
table 8.5a. The analysis was repeated to derive both the calcium 
chloride and the iodine coefficients. The calcium chloride coefficient 
ranges from +0.0046 to +0.0115, a similar range to the viscerae in the 
abdominal scans. There is one region with a slightly lower coefficient 
in the middle of the right segment of the brain. This was evident on 
all scans of this region of the brain and therefore is unlikely to be 
artefact and this may represent an area of oedema. These calcium 
chloride coefficients are equivalent to iodine coefficients in the range
2.1 X 10“  ^to 5.3 X 10~4. The results derived from the contrast 
enhanced images are tabulated in table 8.5b. Marked enhancement of the 
vascularised tumour is seen, with a central region of poor vascularity 
and surrounding areas of oedema. The enhanced region of the tumour has 
an iodine coefficient 4 or 5 times the value found in unaffected tissue. 
The values in normal brain tissue corresponds closely to the 
pre-enhanced values of table 8.5a.
Patient (6) had suspected brain metastases. She was suffering from
neuro-muscular incoordination after the discovery of an undifferentiated
carcinoma in the retroperitoneum. However her scans were found to be
normal. The results of the analsis of these scans are tabulated in
-4
table 8.6. The iodine coefficient lies in the range 2.5 X 10 to 
-4
4.4 X 10 , which is within the range expected for unenhanced brain
tissue.
Patient (7), with a mass in the left cerebral hemisphere, had two dual.
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Figure 8.3
Images of the same slice of the head of patient 5: 
before injection of contrast material a) at 140 kVp, b) at 87 kVp, 
with c) the processed calcium chloride image; and after injection 
of contrast material d) at 140 kVp, e) at 87 kVp, with f) the 
processed iodine image.
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TABLE 8.5a
The calcium chloride and iodine coefficients from scans of patient (5) 
taken before injection of contrast material.
Region of brain
Area
No.
(in
fig.
8.3)
Number
of
pixels
in
averaging
area
Calcium chloride 
coefficient (m^ )
Iodine coefficien- 
(m ) (multiplied b; 
r- 104)
FIRST PAIR OP SLICES 
Front left 1 608 0.0074 t o.0041 3.4 t 1.9
Middle left 2 608 0.0079 t 0.0041 3.6 t i#9 
4.2 t 1.9
2.1 ~ 1.9 
1.5 - 1.9
3.7 J 1.9
2.1 - 1.9
Rear left 3 608 0.0092 t 0.0041 
0.0046 i 0.0041Front right' 4 608
Middle right 5 796 0.0032 t 0.0041 
0.0082 t 0.0041 
0.0047 t 0.0041
Rear right 6 . 79 6
Middle 7 1012
SECOND PAIR OF SLICES
Front left 796 0.0082 +i 0.0041 3.7
+
1 1.9
Middle left 796 0.0073
+
i 0.0041 3.3
T
t 1.9
Rear left 796 0.0115 T+
1
0.0041 5.3
T
.1 1.9
Front right 796 0.0074 0.0041 3.4
T
t 1.9
Middle right 1508 0.0081 T1 0.0040 3.7
T
+ 1.9Rear right 1012 0.0097 •r 0.0041 4.4 1.9
TABLE 8.5b
The iodine coefficients from scans of patient (5)> taken after injection 
of contrast material.
Region of Brain •
Area
No.
(in
fig.
8.3)
Number of pixels 
in averaging 
area
Iodine coefficient 
(m^ ) m^ultiplied
First pair of slices 
Enhanced rim of tumour 1 52 3.6.2'i 2.2
it it it 52 16.5 - 2.2
ii ii it 52 17.0 t 2.2
it ii n 52 13.8 t 2.2
Centre of tumour 2 112 4.0 ± 2.0
ii ii 52 11.6 ± 2.2
Midline of brain 3 192 7.5 i 1.9
Suspected oedema 4 192 2.6 ± 1.9
Streak artefact near 
region of oedema 5 308 9.3 i 1.9
Rear left 6 608 7.° J 1.9
Front right 7 608 3.9 $ 1.9
Middle right 8 608 !.4 - 1.9
Rear right 9 440 5.7 ~ 1.9
Right ventricle 10 112 1.8 ± 2.0
Second pair of slices
Site of tumour 308 9.6 i 1.9
Region of oedema 308 1.6 J 1.9
Front right 440 * 2.7: 1.9
Middle right 796 2.4 J 1.9
Rear right 440 3.3 - 1.9
TABLE 8.6
The iodine coefficients derived from scans of patient (6)
Number of
Region of Brain pixels in
averaging 
area .
Front left 608 5.5
+
1 .9
Middle left 796 2.8 + 1 .9
Rear left 608 3.5
+
1 .9
Front right 796 4 .2 + 1 .9
Middle right 1012 2.5
+
1 .9
Rear right 1012 4 .4
+
1 .9
Iodine coefficient
(m ) A ‘
(multiplied "by 10 )
-i o o
energy examinations separated by 5 months. The results of the analysis 
of the first set of scans are tabulated in table 8.7a, for 4 sets of
dual energy scans. For 1 of the slices there was slight enhancement 
which was invisible in the unprocessed images. The results of the 
second examination are given in table 8.7b. In this table the iodine 
coefficients for the mid left and mid right cerebral hemispheres are 
compared. There is no significant difference between one side and the 
other. All other segments of the brain were analysed and all the values 
lay within 2.4 X 10-1* and 4.8 X 10“  ^ and there were no areas of
significant enhancement. All these figures are consistent with the
values of the iodine coefficient deduced from unenhanced brain images. 
The values of the iodine coefficient are reasonably reproducible.
Patient (8) had an astrocytoma in the left hemisphere with shift of the
midline. This patient underwent craniotomy two years prior to this
examination. The results of the dual energy analysis are tabulated in
table 8.8. There is marked enhancement at the tumour site clearly
visible on the unprocessed images. The results in table 8.8 show
significant enhancement in this region, with values of the iodine
-4coefficient about 8 X 10 . The values for normal brain were
-4 • '3.4 X 10 . The values of the iodine coefficient in the ventricles were
close to zero as expected for these liquid filled regions. The high
value at the midline is due to the blood flow to this region.
Patient (9) had carcinoma of the bronchus and acute myocardial
infarction. He was suffering from neurological problems and the CT
examination was undertaken to detect any lesion and, if possible,
separate cardiovascular accident (stroke) from metastasis. The results 
for 2 sets of slices are given in table 8.9. There was a small region 
of enhancement at the base of the brain visible on the scans of 1 slice. 
For this slice, normal brain had values of the iodine coefficient of
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TABLE 8.7a
The iodine coefficients derived from the first set of scans on patient (7)
Number of Iodine coefficient (m )
pixels in (multiplied by 1C)4) r
averaging
Region of Brain area
First pair of slices
Front left 308 3.4:
+
t 1 .9
Middle left 308 6.2 “T+
1
1 .9
Rear left 308 2.7 1 .9
Front right 308 3.6 •r1 1 .9
Middle right 308 3.6 mr1 1 .9
Rear right 308 3.5
~r
1 .9
Second pair of slices
Front left 308 4 .5
+ 
_ 1 1 .9  :
Middle left 308 4 .6 +1 1 .9
Rear left 308 4.7
T
+
1
1 .9
Front right 308 4 .2 1 .9
Middle right 308 3.8 *Tt 1 .9
Rear right 308 3.8 *r 1 .9
Third pair of slices
Front left 308 5 .2 +t 1 .9
Middle left 308 5.6 + 1 .9
Rear left 308 4 .6 +t 1 .9
Front right 308 4 .8 +1 1 .9
Middle right 308 4 .6 -r
t 1 .9
Rear right 308 3 .4 •r 1 .9
Fourth pair or slices
Front left 308 4 .4
+
t 1 .9
Middle left 308 4.6 + 1 .9
Rear left 308 2.9
+
1 .9
Front right 308 3.6 +1 1 .9
Middle right 308 3.8 T1 1 .9
Rear right 308 2.9
T
1 .9
TABLE 8.7b
The iodine coefficients derived from the second set of scans of
patient (7), five months later.
Region of Brain
Number of 
pixels in 
averaging 
area
Iodine coefficients (m ) 
(multiplied by 104) r
First set of slices
Front left 308 6.7 + 1.9
Middle left 308 1.3
T 1.9
Rear left 308 8.9 *T“ 1.9
Front right 308 1 7.5 1.9
Middle right 308 6.7 X 1.9
Rear right 308 . 6.0 1.9
Second set of slices
•
.
Middle left 308 4.8 + 1.9
Middle right 308 4.6 T 1-9
Third set of slices
Middle left 308 2.8 + 1.9
Middle right 308 3.3
T
1.9
Fourth set of slices
Middle left 308 •2.4
+ .
1.9
Middle right .308 2.8 ~r 1.9
Fifth pair of slices
Middle left 308 4.6 + 1.9
Rear left 308 • 4.1
%
1.9
TABLE 8.8
The iodine coefficient derived from scans of patient (8)
Number of Iodine coefficient
pixels in (m ) .
averaging (multiplied by 10 )
Region of Brain area
Tumour site 52 8 .8 •t- 2 .2
Tumour site 112 7 .3 + 2.0
Front right region of 
brain (normal) 608 3 .4
+
1 .9
Left ventricle 308 2.1 + 1 .9
Rear right region of 
brain (normal) 192 3.4 + 1 .9
Mid line 160 6.0 + 2.0
Right ventricle 112 1 .8 + 2.0
TABLE 8.9
The iodine coefficients derived from scans of patient (9)
Region of Brain
Number of 
pixels in 
averaging 
area
Iodine coefficient 
(m ) (multiplied by
r  io 4)
First pair of slices
Mid left region of brain 1232 4.9 J  1.9
Mid right region of brain 2112 4.1 -  1.9
Site of lesion in base of
brain 308 10.9 t 1.9
Second pair of slices
Mid left region of brain 1508 5.4
+
I 1.9
Mid right region of brain 1232 5.5
T
1 1.9
Central front region of brain 608 6.1 T 1.9
Site of lesion in base of ,
brain 308 8.5
+
1.9
4.1 X 10"4 and 4.9 X 10_1+ and the enhanced region had the significantly 
higher value of 10.9 X 1CT4. The analysis of the other slice yielded 
normal brain values of 5.3 X 10 ^ to 6.1 X 10 \  while in the region 
corresponding to the site of the lesion there was slight but significant 
enhancement with an iodine coefficient of 8.5 X 10“4. This enhancement 
was only visible in retrospect in the unprocessed images.
Patient (10) had an astrocytoma, for which he had undergone craniotomy 
and was now under investigation for possible relapse of the tumour. The 
results of the dual energy examination are tabulated in table 8.10. 
This patient’s scans yielded a consistently low set of iodine 
coefficients, with normal regions of brain lying within the range 
1.9 X 10“4 and 0.8 X 1 0 ^ . The enhanced region had significantly higher 
iodine concentrations of 5.8 X 10""^  and 5.5 X 10-l+. A small region of 
calcification, which was visible in the unenhanced images, yielded an 
iodine coefficient of 4.4 X 10_1+, equivalent to a calcium chloride 
coefficient of 0.010.
In these examples unenhanced brain tissue had a mineral concentration 
equivalent to an iodine coefficient of 2 X 10-I+ to 5 X 10“ .^ In this 
case the difference between the iodine coefficients of enhanced and 
unenhanced brain tissue is equal to the iodine concentration in the 
tissue. When such differences in the iodine or calcium chloride 
coefficients are deduced there is some cancellation of the errors due to 
the machine calibration, as described in section 8.1. This is 
particularly noticeable in the results of the scans of patients (9) and 
(1°). .
In this section, therefore, the results of dual energy examinations have 
been presented for a few patients. Although these results have provided 
little extra diagnostic information on these particular patients the
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TABLE 8.10
The iodine coefficients derived from scans of patient (10)
Number of Iodine coefficients
pixels in (m ) (multiplied by-
averaging 10 4)
Base of brain area
Enhanced region of tumour
Enhanced region of tumour
Normal brain right, but may 
include ventricle
Normal brain left, but may 
include ventricle
Midline
Small region of calcification, 
mid right of brain
Right ventricle
Middle right region of 
brain (normal)
Middle right region of 
brain (normal)
Rear left region of brain 
(normal)
Middle left region of brain 
(normal)
Left ventricle
308 5.8 + 1.9
308 5.5
+ 1.9
796 1.0 + 1.9
608 0.8 + 1.9
192 5.2 + 1.9
52 4.4
+ 2.2
288 - 0.02 + 1.9
112 1.3
+ 2.0
112 1.6 + 2.0
112 1.0 + 2.0
112 1.9
+ 2.0
52 0.1 + 2.2
experiments have demonstrated the validity of .this technique. In
certain circumstances mineral and fat content and the concentration of
contrast material may be measured in. vivo. Bone mineral may be measured
with a precision of 0.06 kg/kg for 1 pixel (1mm3) to 0.006 kg/kg for a
100 pixel averaging area (100mm3). Regions of fat with a fat
concentration greater than 20 per cent and an area greater than 50
pixels (50mm3) may be identified. Finally iodine concentrations may be
-4
measured with an accuracy approaching 2X10 kg/kg. A 60ml injection of 
Conray 420 corresponds to an iodine concentration in blood of about
rxi0_3kg/kg.
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9 Discussion and Conclusion
An accurate parametrisation of the attenuation coefficient is presented 
which,although specifically derived with diagnostic radiology in mind,is 
very accurate for elements with atomic numbers up to 53 and for photon 
energies in the range 30 keV or the K absorption edge up to the threshold 
of pair production. This formula should find applications in radiation 
work in both Applied Physics research and in industry. Extension of 
this formula to higher atomic numbers and a wider energy range awaits 
further work. The formula reproduces theoretical attenuation 
coefficients to the same level of accuracy as do experimental 
attenuation coefficients. This formula, therefore, has the accuracy of 
the most recent tabulated data.
It was shown in chapter 3 that, within the limitations of the Mixture 
Rule, the attenuation coefficients of soft tissue and bone could be 
reproduced by hypothetical mixtures of 2 reference materials, with an 
accuracy of typically 0.3 per cent, over the X-ray energy range of 30 to. 
150keV. The concentration of these reference materials are termed the 
reference material 'coefficients'. These may take positive or negative 
values and have units of kg/kg multiplied by the specific gravity of the 
tissue represented. The implication of this finding is that 
measurements of y at only 2 suitable X-ray energies will permit the 
derivation of the concentration of these reference materials, and will 
therefore characterise the tissue. Within the limitations of present 
knowledge of the attenuation coefficient, the derivation of 3, or more, 
independent parameters of the attenuation coefficient of tissue is not 
possible. It is shown that previous parametrisations in terms of 
effective Z or photoelectric coefficients are considerably inferior and 
may lead to considerable inaccuracies when applied to accurate 
measurements of the attenuation coefficient.
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Chapters 4 to 8 of this thesis were concerned with tissue analysis using 
transmission computed tomography. The use of a polychromatic X-ray beam 
and the effect of beam hardening is investigated in chapter 5. 
Calculations have shown that the error on an individual raysum due to 
beam hardening on the EMI CT5005 is about 0.8 per cent for 10mm of bone, 
0.6 per cent for 100mm of air and 1.7 per cent for. 25mm of contrast 
enhanced tissue with an iodine concentration of 10mg/ml. Predictions of 
beam hardening have been verified experimentally on the EMI CT5005. A 
relationship between the reconstructed values (the Hounsfield Number) 
and the attenuation coefficient is derived which is valid when the 
effects of beam hardening can be neglected. The concept of effective 
energy is shown to be unneccesary in quantitative CT. ,
The effect of a polyenergetic X-ray beam on image noise was investigated 
in detail in chapter 6. It is estimated that for the same radiation 
dose the increase in noise will be at least 20 per cent for a heavily 
filtered X-ray beam compared with a monoenergeitc beam. For the EMI 
CT5005 the image noise will be at least a factor of 2 higher.
In the remaining sections of chapter 6 the propagation of projection
noise to the reconstructed image is investigated. The variance of the
mean reconstructed Hounsfield Unit is shown to depend on the shape as
well as the "area (A) of the averaging region. The variance
decreases more rapidly than the conventional 1/A relationship for
3/2uncorrelated noise, but does not decrease as rapidly as 1/A , the
relationship predicted by previous published work.
Chapter 7 provides a convenient method of analysis of dual energy CT 
images. Reference materials of water and calcium chloride are used to 
represent all soft tissues and bone. The dual energy analysis leads to 
the derivation of the water and calcium chloride coefficients, which in
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turn may be combined to yield the electron density of the tissue. When 
contrast material is present in the tissue, water and iodine are chosen 
as the reference materials.
Theoretically, for a radiation dose of O.OIGy, the standard deviation of
the measurement of these coefficients for a cubic volume element of 1ml
-4
and a slice diameter of 320mm is 2.13 X 10 for calcium chloride
-5
and 1.10 X 10 - for iodine. However measurements of this
precision would require unreasonable specifications for the detector
electronics and precision of the scanning equipment. For the EMI CT5005
geometry the theoretical standard deviation, per pixel, of the derived
calcium chloride coefficient was found to be 0.011 and for iodine
-4
was 5.7 X 10 • Experimental verification of this technique
confirmed.this accuracy for cyclohexane and a range of aqueous solutions
of alcohol, potassium acid phosphate and calcium chloride. These
solutions had attenuation coefficients encompassing those of soft tissue
and bone. The standard deviation of the calcium chloride coefficient
-3
was 0.0331 and of the iodine coefficient was 1.52 X 10
The discrepancy of about a factor of three between the theoretical and 
experimental results is explained by imperfect collimation, detector 
efficiency, electronic noise and a far from optimum division of dose 
between the high and low kVp scans. In chapter 8 the clinical
implication of this analysis was investigated. First, the various 
sources of error in clinical CT were examined by assessing the
reproducibility of the Hounsfield Number of back muscle in clinical 
practice. Using the EMI CT5005 it was found that for large averaging 
areas the Hounsfield Number was reproducible to about 5H for scans of 
the same patient scanned on different occasions. For comparison of 
different patients the reproducibility was about 6H. These results 
permit a new method of differentiating malignant from non-malignant 
residual lymph node masses, in patients undergoing treatment for
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metastases from teratoma.
For averaging areas larger than about 200 pixels, the dual" energy
analysis yielded minimum detectable changes in the calcium chloride
-4
coefficient of 0.004, and in the iodine coefficient of 2.0 X 10 .
Changes in fat concentration of about 0.12 kg/kg and in bone
kg/kg
mineralisation of about O.OOM^may be detected. If contrast enhanced 
tissue is adequately represented by a mixture of water and iodine then 
the iodine concentration can be measured with a precision of about 2.0 X 
10 kg/kg. Assuming the human body contains 5 litres of blood, and
0.025kg of iodine is injected and remains in the blood pool, the iodine
_ q
concentration will be .T X 10 . Therefore this technique should prove
useful in, for example: the separation of clotted blood and fibrosis
from a tumour with calcification; the measurement of bone mineral in 
all regions of the skeleton; the separation of "regions of fat, or fatty 
infiltration, from liquefaction in low density lesions; the measurement 
of abnormal concentrations of high Z elements, such as hepatic iron in 
haemachromatosis; and the measurement of iodine concentration after the 
injection of contrast material, in the assessment of tumour vascularity.
As stated in chapter 8, the representation of tissue by only 2 reference 
materials may result in difficulties in interpretation. For example, 
the presence of mineral, or iodine, will tend to cancel the contribution 
of fat to the derived coefficients. However useful conclusions can 
result if the findings are interpreted intelligently. In particular the 
comparison of the coefficients between an abnormal and a normal region 
of an image will prove more meaningful. In addition such a comparison 
will lead to cancellation of many of the errors encountered in clinical 
practice.
It must however be emphasised that it is unlikely that different soft
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tissues will exhibit significantly different, calcium chloride 
coefficients. For the small study undertaken for this thesis the 
calcium chloride coefficient of all soft tissue lay within the range 0 
to 0.0163 and there was no evidence of significant differences between 
different soft tissues. The complex chemical composition does vary 
significantly from organ to organ and in many pathologies. However, the 
variations in elemental composition of the bulk, low Z, elements H, C, N 
and 0 are unlikely to vary sufficiently to permit accurate tissue 
characterisation. The presence of bone mineral, high concentrations of 
fat and abnormal concentrations of high Z elements probably being the 
only exceptions.
In conclusion a simple, accurate and analytic formula for the X-ray 
attenuation coefficient has been derived. Investigation of the 
quantitative information which is provided by CT, on the attenuation of 
a. beam of X-rays by tissue, has led to a simple method of tissue 
analysis. Although this is unlikely to lead to a significant 
improvement in tissue characterisation,measurement of fat content, bone 
mineralisation and the concentration of iodine in vascularity studies 
should prove useful. The accuracy of the technique is, at present, 
limited by the large errors in the reconstructions encountered in 
clinical practice. Therefore, assessment of the errors on modern CT 
machines, such as the. Siemens Somatom 2, should demonstrate a 
significant improvement in accuracy. Finally assessment of the clinical 
usefulness of this technique requires further investigation.
APPENDIX
Measurement of dose in CT
In CT, as in other imaging methods in radiology, there is a trade off 
between image noise and radiation dose to the patient. Therefore, the 
dose delivered to the patient by a CT machine must be known before 
measurements of image noise and minimum detectable fraction have any 
meaning. '
The dose was measured by the method described in the HPA publication on 
the performance characteristics of CT scanners (Hobday et al, 1981).
Fifty Lithium Fluoride TLDs of dimensions 3 X 3 X 0.3mm were calibrated, 
using a Pantak therapy X-ray set, at each of the following combinations 
of tube voltage and filtration: 50 kVp with 0.2mm Aluminium, 90 kVp
with 0.7mm Aluminium, 120 kVp with 2.0mm Aluminium, and 150 kVp with
1.0mm Aluminium and 0.25mm Copper. The TLDs were exposed to X-rays 
which had passed through 80mm of ’Ternex* tissue equivalent scatter 
material. The thermoluminescent output of the TLDs was measured with an 
automatic TLD reader. One TLD in each batch was left unexposed to 
ensure that the background radiation dose was negligible. After this 
calibration the dose delivered by the EMI CT5005 was measured as 
follows. The position where the collimated beam of X-rays passed
through the calibration water phantom, the slice position, was found by 
wrapping polaroid film around the phantom and taking a CT scan. 
Previous work by Hobday and Parker (1978b) had determined the radial 
position of maximum dose. At this position two rows of 11 TLDs were
positioned axially through the slice. The rows of TLDs were tightly 
packed lying flat on the surface of the water phantom, thus enabling the
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measurement of an axial dose profile of 33mm in length. The dose 
profiles were measured at tube voltage and current settings of 140kVp 
with 28mA and 87kVp with 33mA (as read on the console meters). The
normal scanning time of 20 seconds was used and both the calibration
phantom diameter and the reconstruction diameter were 320mm. The 
results are plotted on figure A1.
The TLD chips were calibrated with anX-ray beam of lower filtration than
that used in the EMI CT5005. However as the response of the TLDs varies
slowly with tube voltage any error will be small. The reproducibility 
of the duplicate TLD dose measurements was about 5 per cent.
The maximum skin dose at 140kVp was just over 0.02Gy and at 87kVp just 
over 0.01Gy. Hence in chapter 7 a  dose of 0.04 Gy is used in the 
calculation of minimum detectable fractions. This figure also provides 
an estimate of the maximum skin dose expected in the dual energy 
measurements on the patients who had abdominal scans.
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Figure A1
Surface dose profiles for the EMI CT5005 at 
X-ray tube voltages of 140 and 87kVp
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’ F o r t y - t W o  p a t i e n t s  W i t h  p e t t b p e r i t o n e a l . nodal, «
; i i f A  : J' ' ; • 7 -' ^  "i ■ 7 ■ ‘ : ■ , ' '( f"/ t ;' V
itetastaUbs vtbpfr testibhlar tUmoUrs, were studied; . ;ih 4b 
patients lyffiphadenedtomy Was carried Put following 
chemotherapy With or without ibra&iatibhi A further k
b a t i e h t s .w h o  d i e d  o f : t h e i r  d i s e a s e  d u r i n g  c h e m o t h e r a p y
I  t . .  "y. , * : . •'! ' ; , ;V  ' ' : t - b  ' i ' Y ' V . .  - ' A  - ' r  7 /  f  .
wfere i n e l u d e d  i n t t h e  study.; O n e  of m o r e  t?T E x a m i n a t i o n s
Wete carried oht on each patient. The results' of^ ,
hi-fetology at siifgefy of at post-mortem were compared with
thetftiean tiimbuf df'T humbers and tiimour voliinieS Calculated
iirbiti; these CT exaihihationS . There , was good sbparhjbioh
hetilten changer ih dT numbers f or;, thode^ .massds with-
persistent active malignahc^ hnd those masses with'no
evidence Of malignancy. seriim inarkers were elevated at
the time of surgery in only 2 of the T' patients with
active malignancy. By contrast, the volume of both
malignant and noh-malignaht tiimoUrs may/increase or
decrease. All tiimours of. less than 20 ml showed ho
evidence of malignancy. We propose that the mean CT
number may be the most important parameter for measuring
therapeiitic response in abdominal thetastases larger than
20 ml from testicular turnouts 1 ‘
/
f
itiTRQPOCTIO ist : ' -:
At the Royal,Marsdeh Hospital-patientsywith bulky 
abbomittli nodal metastasis from non-seminOmatouS germ 
bell tumoUrl of the tefetis and patients with advanced 
seriiinOttih^  are treatdd with chemotherapy with or • without 
■ibradiatibh^ . \ Hindi} it is recogni sed. .that abdominal 
tdsiplua following treatment may- contain.areas Of. active 
malignant tuifour elective lymphadenectomy is then under­
taken iii thole . patients with' persistent ;masses^ . . However, 
the reSiilts of surgery have shown that in the majority
Of' patients/ there is no evidence:of malignancy:in-the
; h  > : 4 • -r-. / •*. : t : : ' . i; : : ■■ V  ; •>. ’■ ' i ‘ V •'
excised;;mass and the overall survival of patients on
this treatment.' regime are similar to other reported
series in which ^ routine lymphadenectomy is Undertaken
after ofchidectomy . V ;.
: Computedtomography ■ (CT) ; provides an excel lent ^
method of monitoring thetapeutib-response in testi cular
tumours'* and this paper reports a study of 42 patients
with testicular 'tumours in whoitQuantitative* estimations
of mean tumour attenuation Values and tumour volume
have been cbrried out on, retroperitoneal abdominal
masses. The study was set up in an attempt to determine
whether the information provided by CT might -be helpful
i n ; distinguishing those patients with no evidence of ■
malignancy following treatment from those with persistent
malignancy * Mean'tumoUr attenuation values and tumour
volume measurements on the CT examinations before sutcjery
have been compared with operative findings and with
1
histology. During chemotherapy and irradiation the 
mass may increase or decrease in size; it.may temaim 
solid or undergo cdmjilete or partial cystic degeneration. 
'these changes in tumour Volume and composition have 
been evaluated by CT and the results analysed with 
reference to the final histology.
2
m a t e r i a l s  a n d  Me t h o d s
Forty-two patients with testicuiaf/turftoufS wefe 
stlidied, of whom 19 were treated with drugs, • irradia­
tion arid j gurgery and ; 21 With drUgs .and shrgery aldhe.
In 2 ftirther' patients the CT findings were compared 
With pdst mortem' examinations becatise: these patients 
died of progressive disease during chemotherapy. \
Thiirty-sik; patients in this study had ■ non-semi noma tous 
getrn cell tumours of the testis (malignant teratomas) 
but 6 patients had piire seminomas. The- “Histological 
classifications of the primary tumours'and the stage 
of disease assessed at the initial CT examination are 
shown in Table 1 1 
; x- di1! examinations were carried out using , the EMI 
(CT‘; 5D05) Ceneral Purpose Scanner which has a slice 
thickness of approximately 1 cm and a scan time of 
20 seconds. CT sections were taken through the abdomen 
at 2 cm intervals. Measurements of mean tumour attenua­
tion values and tumour volume were calculated for 
each CT examination carried out.
Meah tumour attenuation values ' ’
An afea Within the tumour, at least 10 pixels 
within the visible tumour margin, was.outlined on each 
CT Slice* The mean CT number of all the pixels included 
within these, areas was calculated op the EMIPLAN 7000 
System with a minor modification of the tumour volume 
programme developed at the Royal Marsden Hospital^.
The errors in the CT attenuation values arise 
from photoh noise, beam hardening, the partial volume
3
effebt, patient movement, variations iti patient. size 
and shape and mabhine c a l i b r a t i o n C a l c u l a t i o n s
"Have shbwh . t h a t f o r  measurements, taken at feas.t
:: < 'i 1 t  . k , . * .' ■ . ■ k  ■ 1  • ■ " : 1  ■
10 pixels frorir the tissue boundary, ! partial volume
1, ;k> ^ ■ ■■ ■. . . ,; .
effefcts and beam,hardenirtg. errors■are small* ' Slices
in which patient movement led to'visible artefact
in .the region ;df-interest were omitted from this ,
studyi The reproducibility of the mean CT valiie of
a •volume of tiSsUe was assessed by measuring the mean
ykh ; ■■■. ' . :: v k k  - .
CT . Values .of back muscle y for each set of scans . •.
Thmoui vo l ume measurements , :' ;v v
•::i•: Tumotir vo 1 time measiirerrtents were made using the
EkihLAf}'. 70OO System by oiit lining' the area, of'the .
abdominal mass on sequential CT sections throughout
the. tumour volume. The calculation takes into
account the area of tumour outlined, the slice
t 1; : k  • . i ■ U'k • ; ' k . • ' k . k  • 6 •' .
thigkhess and the inter-slice interval . In 1
patiehfs thevoltime of the excised specimen was k 
calculated by the water displacement technique 1 
Conipar'ison With surgery f : ; f 1 .
• In all patients (malignant tbratbmas •. and seminomas) 
the histological:findings were divided into 4 groups
1. cyst, 2. cyst/necrosis/fibrosis , 3 . necrosis/ . '
firbrosis. and 4. malignant. Cystic degeneration is 
a characteristic feature of malignant teratomas: and 
since the cells lining the cyst may;, contain' mature, 
differentiated teratoma the histological' findings in 
this tumour type have also been divided as follows:
1* no evidence of malignancy, 2. mature differentiated
4
teratoma and L  'hnditferehtiated malignant teratoma. 
£erum matter estimations
Estimations of alphafOetoprotein' (AFP) and human 
choriogonaciotrophin (HCG) were made in all patients 
at piresfehtation and at each CT examination during 
treatment.
5
k'EStJLTS ' . ,
A total of 42 patiehts were studied-. ; th 40 patients 
tht‘ feSiilts of. CT. were compared ?with surgery, and in two 
further patients the results were compared with, post­
mortem findings. ty ' .
tiean tumoUr attenuation values 1 ' ! • -
Of thd 4 0 patients who underwent surgery the. mean 
CT number' of the.tumour was compared with histology in 
2$' (Table I±) . in 7 patients the residual. inass was 
less that, 20 . ml ■ and' therefore considered to be'too 1 
small to obtain accurate; results, In 2 :patients- there 
toaS no\eVidehce;'of residual disease at: surgery which . 
had been Correctly predicted by CT. In addition, y, 
the mean CT nUmber was compared with histology in the 
2 patients who had post mortem:examinations> .
■ ■ Comparison. between the mean CT number Of the
laSt scan and !the histological groups in both malignant 
tefatomas ahd seminomas. (31 patients) is Shown In 
figure 1; Figures 2a and 2b show examples Of CT scans 
in one'patient; ih the cyStic group and one patient in 
the. tnalignant group. Figure 3 shows the comparison 
between the mean CT number and: histolOgy in 26 patients 
With, tnalignant teratomas .
; The Overall change in mean CT number between 
presentation and surgery/post niortein was assessed in 
29 patients. There were 106 CT examinations in ;these 
29 patients. The difference in the mean CT 
number between the first scan and the last scan 
was recorded (overall increase or overall decrease in 
CT number). Figure 4 shows this change in CT number
plotted against the absolute CT number prior to sur­
gery.
. T h e  standard deviation of the back muscle values
* *4"
of -the/ final scans on the patients studied wepe - 5,8 
Hounsf ield. units (h) . This provides an.estimate of 
the reproducibility of the mean CT va|.ue. The stand­
ard deviation of the difference in the back muscle', 
values, between, the.; first apd last scans .was -'6,8 [j.
This, provides an- estimate of the' error of “the differ­
ence between the; mean CT values of repeated 'scans . . . 
on the- same- region of tissue. *
Back muscle was chosen because it - is relatively 
homogenous from, slice to slice and its composition, 
only' varies slightly between examinationst Examples 
o f .the' variation in back muscle values are shdvm on 
Figures^ 8 and 9. This small variation will lead, 
to slight over-estimation of the error.
. ■/ The;malignant und npn^malignant- pesults in Figure 4 
provide --2' well-defined groups. , The means, of phe 
apsplute CT values for the malignant group v/ere sigr- 
nifleantly different from.the non-ma]g gpapt .group 
(p<=: 0,. 001,) ., Ip addition, .the meap of .the; differences 
ip CT values for the malignant and nopr-maligpapt ,/ 
groups were also significantly different/ (p^Q^Opl} . 
Tumour volume ; . ' •"
''/ : Initial tumoun volume measurements before treat­
ment panged from 192:2-; ml to less' than 20 ml and the final 
CT volumes ranged from 714 ml to less than 20 ml. Table 
shows the correlation between the CT volume and the
Volume of the excised specimens after surgery in 7
patients. . _ y : .
Figiife 5 shows the plot of hbsolhte
tumour volume and absolute ineah CT number oh the
examination carried out before surgery for masses, 
greater than to m l . Ali masses less than 20 ml, showed 
no evidence of - malignancy at surgery. For masses 
greater/thari 20 ml the absolute tpmoUr'volume does 
notiKdicate Whether, the mass is likely, to : contain ■ 
active malignant tumour or noti - <,
f ' T u m o i i r  voiufne changes in response to treatment 
hate been plotted for the malignant group and;the 
cyttic gfoUp in -Figures 6 and 7. In 7 patients with 
tnalighancy - tumoUr volume showed marked regression .
In/1 the 2 patients who died the tumour volume increased 
during treatment; in one of these patients the increase 
in volume was preceded by initial regression. By 
contrast, iri the majority of patients- with cysts at 
siirgery there was an increase in tumour volume.
TUmour Volume regression occurred in all patients 
With necrosis/fibrosis and in all patients with * 
cyst/nedrosis/fibrosis. ;
; The results of tumour volume change, mean CT- 
hutnber change' and back muscle estimations in 2 patients 
are shown in Figures 8 and 9.
Serum marker estimations
Serum markers were elevated at presentation in 
28 patients. In 5 patients the serum barkers remained 
elevated, 2 of these were the patients who didd. Thus, 
in 3 patients the serum markers were elevated at the
tithe-of surgery. In 2 of these patients thh maSSes 
contained active malignant tumour and in one- patient 
the mass contained differentiated teratoma. Ih 5 
patiehts with malignant tumours at surgery the serum 
markers had tallen to within the normal rangei -
9
D IS C U S S IO N  . -
The results of this ; study indicate, that mean CT; ' 
number meastiremehts ;provide useful. information regarding 
chahges .iti tUmoiif; cbhipositidn iti--patieHts .with testicular 
tumours» Q u a n t i t a t i v e  estimation of tumour volume by 
CT' is ah_ accuirate method Of measuring tumour size. .This 
is tiseful in predicting remisSioh, demonstrated by a 
tumour Volume less than 20 m l . : However the, estimation of 
tUrtiouf volume is 'Of little value in predicting the. 
presence of viable malignancy in a lesion greater than 
20 m l . ; : Thus, in malignant teratomas mean . <CT number ' 
eStiiiatibhs are the most impoftaht parameter* tor y, 
distinguishing)those patients with active malignancyfrom 
those with n6. evidence of_ malignancy or with mature dif- 
fbrbntidted: tefatoma. A mean CT number greater than 
30. H following chemotherapy with, or 'withdut irradiation 
SU^gestS ;'preSist'ent malighahcy. However, a CT; number 
less thah 30 H indicates tumour differentiation or no 
evidence of malignancy. Howevet, since1 seminomas do;indt 
undergo;cystic degeneration such separation between dif­
ferent histologies may not be possible on the basis of the 
absolute CT numbers alone. • '
The overall change in mean attenuation values ■ 
provided further, information regarding therapeutic response 
in both malignant teratomas and seminomas. A reduction in 
the mean CT number during treatment suggests that the 
residual mass does not contain active malignant tissue 
irrespective of the primary histology or the final absolute 
mean CT number. In patients with solid tumours greater 
than 30 H an overall increase in mean CT numbef during 
treatment suggests the tumour contains active malignant tissue
This phenomenon was observed in 8 out of 9 patients 
with persistent malignancy and in .the remaining patient 
the • mehn CT number , was unchanged:. ‘ ) ' y t
'■M The absolute CT valUe and change in CT value may 
be combihed to yield an optimai function F^. If the 
malignant and non-malignant groups are both assumed to be 
normally distributed this;function F Was found;to be
. . i?;.= ;0.4i,7h + 0.276 A  H - 5,63’ ; ' :
y f '  , . Where* ll is the: absolute CT value and
* ■ A  H is the difference. • /y •; j. y y t
The .mean and standard deviation of H :, ATI .and F.-for 
the rtia 1 ignant ahd hon-malignant• groups are . shown on y 
Table IV. 1 • Using 'this function and the, means ahd :- 
sj:ahdard deviations ■ bn- Table IV a'probability Of the tumour 
beihg malignant may be estimated using Bayes* theorem^.
This probability is plotted ,on ;.F ipufe; lo asra function of 
Fi. ■ hsing the Standard deviation of the back’muscle-Values 
the 'error df ah individual -measuremerit1o f  f is estimated 
to be i 3.t)/■ Therefore; errors in .the^  prblDabillty-. function 
plotted in Figure • 10; will be small' compared with the errors 
oh the measurement of F., , The optimal.function•F and the 
confidence of the phobability'; fuhctibn plotted oh Figure 10 
will impfoVe. as more' patients with known histology are
ineluded. ; 1 '
, ... In those patients where the measured tUmour was less
than 20 ml before surgery the residual mtss did: nof ; 
contain active malignant tissue. These resuits'were sup­
ported by a larger series of patients who have also 
undergone surgery^. '
Tumour volume; regression occurs in the majority of 
patients in whom the masses remain solid (malignant of 
hecrosis/fibrosis) or bnly become.partially' cystic . ' 
(cyst/becrosis/fibrdsis). Solid tumours; which also show 
ab increase ;ih. tumour Volume-deafly contain active 
malignant tumour. In this study there were 2 patients in 
this group and both died of disseminated'disease. However, 
an Increase^ i n : tUrriour Volume is seen in patients with ; 
tuinoiifs undergoing total cystic degeneration (reduction in 
mean- CT number) . which indicates that turnout volume 
measurements alone do not provide any infortnation regarding 
tumour response. ;■
In 5 of 7 patients with undifferentiated malignant 
tumoUr at sUfgery the serum markers had fal1en to within 
the normal range, and although the number bf patients in 
this study is small, the findings suggest that CT number 
changes may be a more important indicator of residual 
active tumour than serum marker estimations.
1 2
CONCLUSIONS :■ . / ‘
I'hus , irl out view; tumour composition recorded, by mean 
attestation. Vhlubs; bfthe' tumour, is the most important, 
pahariieteir for. measuring therapeutic response ih testicular 
tilmdiirs.* In those patients•with active malignant tumour 
at surgery t h e ,prognosis is poor r In this series 3’of the
7s patipnts v/ith, residual malignancy at; surgery^ have died
hnd the remaihihp patients are being treated with further 
chemotherapy. .It is/interesting to note; that the one 
patient,;in whorh' a .’high absolute CT'niimber .was associated 
with an overall' ihcrease in mean CT number, during ' ;
treatment^ but in whom there was no evidence of actite
malignancy at. surtjery, rbl apsed w.i th ' massive abdominal ' 
diseasb arid-died within a. year of surgery. No other, patient 
without active malignancy at surgery has-relapsed wi th 
disease in the abdomen. V; : V
' The results Of this Study have important' clinical L 
implications because lymphadenectomy is frequently di fficult 
and may be hazardous. By.employing the criteria outlined 
above it may be possible to predict the;probabi1ity that a 
residual abdominal mass contains-active-malignant tumour or 
not. .Ih those patients where the probabi1i ty for active 
ihal i cjnancy i s: hi gh then surgery would be'deferred and 
further chemotherapy given.
. , In the limited number' of patients studied no tumours
which Underwent Oystic degeneration contained active 
malidnant teratoma. Cystic degeneration accounted for the 
low and decreasing CT number in these patients. We 
recognise that malignant cells could be present in residual
1 3
bystic maskes but foiind this n o t ' to b e : the case in this
i , : i i ■ ,
pheliminary study* Clearly, confirmation of this 
observatibn must be obtained by analysis of a larger aeries 
of patients before it is generally accepted ih .clinical 
practice*
Finally,,it is important to emphasise that the
results reported in this study in ay be a characteristic
feature of tektiCiilar tumours. Further studies are ■
* 1 . ■ • 
required to deterrHine whether the data recorded in this
papet are applicable to other tumour types.
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TO FIGURES
1 Comparison between the .mgan CT number • of: 
the: l^'st^scan: and histological groups- ih 
both .foalignaht; teratomas-and'semihbmas ’
A Seminoma - frialignant ■
A Seminoma - no evidence of malignancy 
terhtoma ■«- malibnarit y.y
O  teratoma - no evidence of malignancy
. * 6h.ei patient had 2 abdominal masses y  
(Both Cysts) •
2a CT- Scan ih a patient with a cyst.at surgery
2b CtvScUri; ih a patient with active malignancy 
at surgery ' y ;'y y t
3 Gompafisbn:between.the mean CT htimber and
histoibby: in 26 patients with ma.lignaht 
teratobas ty it y ’" , i y'/y-V-v y
Tefatoina - malignant ! :v' vt', t
O  teratoma - no evidence of malignancy
* Ope patient hadt2 'abdominal 'masses ■ t 
. ’t (both Cysts - differentiated teratoma)
4 chahgefin- CT number;plotted against absolute 
CT nufriber prior to Surgery
A. Seminoma - malignant y
A Seminoma - ho evidence of malignancy
. © teratoma - tnalignant
O  teratoma - no evidence of malignancy
i: Ohe; patient , had 2 abdominal masses 
‘y ( b o t h  cysts); ■ ' y
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