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Abstract 
Fitting data that vary continuously over an area of land into a discrete data model can 
introduce a high level of error. The work done in this thesis deals with this problem by 
exploring the use of alternative data structures and processing methods to represent better 
those features of the environment being analysed. The fuzzy c-means (FCM) classification 
algorithm has been used to measure the variation of geographic features over a spatial 
domain, and to output this information in the form of a membership raster for each 
feature. A membership raster is similar to a raster-based digital elevation model (DEM). 
Therfore a triangular irregular network (TIN) can also be used to represent a membership 
raster. A TIN representation requires less storage space than a membership raster, and 
allows the algorithms that have been developed for processing terrain information to be 
used for processing membership values. 
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Chapter 1 
Introduction 
This thesis is concerned with the computer modelling of information that is continuous 
over a spatial domain. Fitting continuous data into a discrete data model can introduce 
a high level of error. For example, the segmentation and classification of land areas 
into regions with sharp boundaries can lead to an inaccurate representation of the real 
environment. In the process of classifying continuous data into discrete groups or classes, 
useful information is lost, such as the way in which the data vary over the spatial domain. 
Taxonomic processes aim to classify areas or objects into distinct classes. Various 
statistical methods are used to determine to which class an object is most likely to belong, 
based on some characteristics of the object. A measure of accuracy is often also recorded, 
to describe the probability that an object has been classified correctly. 
A further extension is to calculate and record the probability of an object belonging 
to each class. The fuzzy c-means (FCM) algorithm (Bezdek, Ehrlich & Full 1984) is a 
classification algorithm that uses fuzzy logic to calculate the similarity of an object to 
each class. Similarity is represented by a membership function whose values or memberships 
range from zero to one, each object having a degree of membership in each class. The 
algorithm can be used to calculate the degree of membership to each class for each pixel of 
a remote sensed image or any other raster data. The FCM algorithm classifies one object 
at a time, ignoring neighbouring objects. Thus the algorithm can be applied to irregularly 
spaced objects. 
Classification into regions or "spatial discretisation" of data still presents a problem 
when modelling continuous change over space. Results from the FCM algorithm can 
be used to assist in the interpolation of values for intermediate locations. As a result 
of classifying a collection of pixels using the FCM algorithm, a large amount of data is 
produced, thereby causing storage problems. Information theory and context modelling 
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can be used to identify critical points in a data set, thus reducing the number of points 
without losing information. Critical points are those which are unusual or different from 
other points in a set. Context modelling refers to comparing a point to its neighbours to 
determine if it is different, rather than comparing it to the entire set of points. 
Once critical points have been identified, other non-critical or redundant points can be 
discarded as they are likely to contain little additional information. Because critical points 
are distributed irregularly in two dimensions, a triangular irregular network (TIN) can be 
used as a storage structure. The TIN is used to represent levels of class membership, rather 
than physical elevation as in a terrain model. By using a TIN to represent membership 
levels, the spatial distribution of data points can be altered so that a few points are 
used to represent areas of gradual change, and many points are used to represent areas 
where membership values change sharply. Using an on-line triangulation algorithm, it 
is possible to form the union, or intersection, of class membership representations for 
several classes. 
The entire process outlined here for modelling continuous change over space requires 
more information to be gathered than for traditional classification and discretisation 
techniques. However attempts have been made to limit the volume of data by selective 
removal of unwanted data, and the use of appropriate data structures to reduce storage 
requirements. By calculating class membership values for critical points over space, a 
more realistic model of the environment can be built, in turn allowing more accurate 
conclusions to be drawn about the spatial variation of phenomena. 
This thesis is structured as follows: 
In Chapter 2, a description is given of the various types of error that can occur in a GIS. 
Most errors can be grouped into two types, locational error, and attribute error. Examples 
are also discussed of methods that have previously been used to reduce or model such 
errors. 
In Chapter 3, classical logic theory is compared to fuzzy logic theory by using set 
theory to describe the differences. A method for converting fuzzy information into 
discrete informations is given, followed by a discussion of the relevance of fuzzy logic to 
the process of classifying pixels. 
In Chapter 4, the characteristics of the remotely sensed image used in this research 
are described. Methods are also given by which fuzzy logic can be used to extract useful 
information from the satellite imagery. A large proportion of this information is not 
essential, as general trends in the spatial distribution of features can be observed using a 
few critical points. 
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In Chapter 5, four approaches are given for identifying critical points in the data 
produced by the method described in Chapter 4. By using one of these approaches, the 
volume of data can be reduced while retaining a high level of information. 
In Chapter 6, appropriate data structures are investigated for storing critical points. 
Due to the irregular spatial distribution of critical points, the TIN data structure was 
chosen by the author as being the most suitable. 
Finally, in Chapter 7, a number of conclusions are drawn: that features that vary 
continuously over a spatial domain are poorly represented using discrete data structures; 
that fuzzy classification captures more information allowing a more accurate approxima-
tion of continuous features; that the extra information produced by a fuzzy classification 
necessitates data reduction schemes and the use of more efficient data structures. 
The main conclusion is that fuzzy classification is a useful tool for gathering infor-
mation about the distribution of features that vary continuously over a spatial domain. 
However, such classification must be accompanied by methods for reducing the volume of 
data to a manageable size. Finally, the effectiveness of these methods is highly dependent 
on the amount of variation present in the features. 
Chapter 2 
Dealing with Error in Geographic 
Information Systems 
Representing some kinds of continuous information in a GIS may be difficult. GISs have 
been extensively and successfully used for representing and analysing non-naturally 
occurring features, and this is reflected by the proliferation of facilities management 
applications for GIS. Naturally occurring features tend to be less precise in their definition, 
and are thus harder to model in a GIS. 
This chapter describes research on some of the problems involved with modelling 
natural features and, in particular, those features that vary continuously over space. 
The first section describes previous research in the field of representing continuous 
information. As well, error in geographic information systems (GIS), the sources of error, 
and its characteristics are discussed. Several approaches are described for modelling of 
the environment and dealing with the errors associated with particular models. 
2.1 Types of error 
Data quality is an important aspect of maintaining a GIS. There appear to be two major 
approaches to dealing with error. The first approach has involved standardising meta-
data, that is, data that describe data, in an attempt to record the history of data. In the case 
of geographic information, meta-data usually include information such as: the date of 
data capture, how the data were collected, and a record of transformations or projections 
applied to the data. In this way, the history of a data set can be traced from its collection 
through all subsequent processing steps. 
The second approach has been concerned with modelling the error associated with 
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various operations performed in the process of collecting data and analysing data con-
tained within a GIS. Whenever an operation that alters the attributes or coordinates of 
a feature is performed, it is possible that errors may be present in the new values. By 
calculating the potential type and amount of error introduced by each process, a model 
can be built of the error associated with each operation. Combining this information with 
a meta database, an estimate of the error associated with a data set can be made. 
The approach described by Chrisman (1989) is to categorise error into: locational error, 
and incorrect attribute values or classification error. Locational error is the difference 
between the location of an object in reality, and the location actually represented in a GIS. 
Classification error is the difference between what an object is in reality and what it is 
defined to be in a GIS. 
Errors have been categorised by Goodchild (1989) into two main groups, source error 
and process error. Source error is the difference between geographical truth and the 
abstract model that we use to represent it. Process error includes any form of error that is 
introduced as a result of digital processing of geographic data, including the initial data 
capture process. Goodchild (1989) describes an object in a spatial database as being an 
"abstract model of real, continuous and complex geographic variation". 
2.1.1 Source error and process error 
Common types of error in GISs can be classified into two main groups: errors that result 
from using models not able to represent every characteristic of the object being modelled, 
and errors that result from data acquisition and processing. An example of source error 
is the representing of a stand of trees as one homogeneous block, when there are small 
areas within the block that are not vegetated. Processing error can be, for example, the 
result of human error when digitising, or rounding errors when transforming geographic 
coordinates between different projections. 
Representations of artificial features, such as census tract boundaries or building 
foot-prints, are often free of source error because they can be adequately represented 
using discrete objects such as arcs and polygons. When representing more complex 
features, particularly those resulting from some natural process, source error is likely to 
exceed processing error (Goodchild 1989). Improving the data models used to represent 
natural features may reduce the difference between geographic reality and the digital 
representation, and hence reduce the amount of source error. 
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2.1.2 Continuous and discrete data 
Vector-based GISs use discrete objects such as points, lines, and polygons to represent 
geographic features. Provided that the features represented are also discrete, then the 
vector-based GIS can provide an appropriate environment for manipulating and process-
ing information about those features. 
However, many geographic features are not discrete. Features that are the result of 
natural processes acting over long periods of time usually do not have sharp bound-
aries. To represent these features using discrete objects, the boundaries of the features 
must be approximated. The approximation process may be performed manually by a 
cartographer, or automatically using a computer. 
Locational error and classification error are very closely related when modelling con-
tinuous information. Locational error is the difference between the true geographic 
location of a feature and the location as represented in a GIS. The location of a boundary 
between regions often depends on how the regions are classified. Classification error 
results from taking a continuous variable and approximating it with a discrete value or 
boundary. Typically, natural features are transformed from continuous objects to discrete 
objects in two ways. First, the gradual change at their boundaries is approximated by a 
line. Second, the area within the polygon formed by the boundary lines is assumed to be 
homogeneous. 
2.2 Error models 
There have been a number of approaches to handling locational and classification error 
in geographic data. These methods range from simulating natural variation using fractal 
functions, to calculating concentric error bounds around features by using fixed tolerance 
levels. Fuzzy logic has been used in a limited way to reduce some of the error associated 
with Boolean classification. The following sections discuss several of these models, 
and how the ideas behind the models have produced better methods for representing 
continuous information. 
2.2.1 Fractal models 
Research by Mandelbrot (1977, 1983) in the field of statistics resulted in functions that 
could produce realistic and striking simulations of landscape. Mandelbrot's functions 
are known more widely as fractals. The term fractal is derived from the term fractional 
dimension. The fractional dimension D can be thought of as a measure of the variation of 
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a line. A straight line has a value of 1.0 for D. A line that changes direction so often that 
it completely covers a given area, has a value of 2.0 for D. The value of D for a given line 
can be used to classify the line in terms of its uniformity. 
A second characteristic of fractals is the property of self-similarity. Curves and lines 
that are said to be self-similar have a constant value for D, independent of the scale 
at which D is calculated. A geographic example of self-similar lines is the set of lines 
representing a river bead at various scales. The pattern of spatial variation in the river 
bed at one scale is repeated at a completely different scale. 
These two characteristics of fractals are interesting as it was initially thought that they 
could be used to produce simulated variation along digitised lines. If the amount of 
variation at the boundary of a feature can be stated using D, then this can be used to 
produce approximations of the same line at different scales. The concept of self-similarity 
is not limited to lines, and can also be applied to simulating the distribution of small 
island polygons at the edge of larger polygons. It was shown by Goodchild (1980) and 
Burrough (1984) in this context, that the self-similarity property did not occur often in 
lines that represented natural features. 
The reason is that different scales show the effects of different processes. Consider, 
for example, a coastline. The shape of an island, when shown at a small scale, may be 
the result of forces involved with plate tectonics. At a larger scale will be shown the 
weathering effects of waves that determine the shape of bays and headlands. At an even 
larger scale, we see the shape of individual rocks as influenced by chemical reactions with 
the atmosphere and sea water. All these processes produce different patterns, so the lines 
representing a coastline at different scales are not likely to be self-similar. 
2.2.2 Tolerance models 
A common feature of spatial operations is the automatic joining or snapping of features 
within a given range of each other. For example, when the union of two polygons 
is formed, two lines representing part of each polygon's boundary may be very close 
together. If the lines are within a given snapping distance, one of the lines may be chosen, 
and the other removed from the set of lines representing the union. The snapping distance 
is usually calculated from the scale and coordinate units associated with the data, but not 
necessarily according to the type of feature. 
Maffini, Arno & Bitterlich (1989) suggested the idea of concentric error bounds. Based 
on some snapping distance, concentric error bounds can be defined that radiate from 
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a geographic feature. In the case of a boundary between two polygons, the line repre-
senting the boundary may be considered the place of maximum uncertainty in terms of 
membership of one polygon or the other. This approach can be reversed by arguing that 
the location of the line on a map is the position of a feature, given the errors in data 
capture and processing. As the distance away from the line increases, the probability that 
the new location could be the real position of the feature decreases. 
Maffini et al. (1989) applied these ideas, and defined probability distributions for the 
locational error associated with particular geographic features. The distribution closely 
resembled a normal distribution, with the most likely position of the feature being located 
at the mean. The distributions associated with well delineated features such as roads have 
a very low standard deviation, with probabilities decreasing rapidly as distance from the 
feature is increased. The boundaries of a drainage basin are harder to define, so the 
standard deviation for the distribution is increased relative to the former case. Therefore, 
probability decreases very slowly as the distance from the mean increases. 
By taking these probability distributions into account when forming the intersection 
of points, lines and polygons during a spatial overlay operation, a map can be produced 
showing the intersection of the probability distributions around each of these features. 
Maffini et al. (1989) used, as an example, a spatial query based on three criteria: areas 
must be within 100 meters of a road, have a slope greater than 15%, and be located within 
a particular drainage basin. The lines and polygons representing each of the features 
specified in the query have an associated probability distribution. Instead of forming the 
intersection of these features, the probability of an area fulfilling each of the criteria in the 
query is calculated, and the combination of probabilities for all criteria is formed. The 
resulting map contains a collection of grey shaded areas. The darker the shade of grey, 
the more likely the area is to satisfy the criteria given in the query. 
2.2.3 Fuzzy models 
The models described so far have dealt only with locational error due to processing 
and representation methods. Fuzzy models have been used in an attempt to reduce the 
amount of source error resulting from using Boolean classification methods for analysis of 
land suitability. Chapter 3 describes in detail the differences between fuzzy and Boolean 
classification. 
Wang, Hall & Subaryono (1990) designed and tested a fuzzy classification scheme for 
use in land suitability analysis. Further to this, Hall, Wang & Subaryono (1991) compared 
the results of a Boolean classification and a fuzzy classification, concluding that the 
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advantages of the latter method far outweighed those of the Boolean classification. 
When using Boolean classification to determine land use suitability, several character-
istics, such as temperature, rooting conditions, nutrient availability, toxicity, and terrain, 
may be measured over a study area. Characteristics such as these are chosen because 
they influence what could be the most economic use of an area of land. 
For each characteristic, the study area is subdivided into smaller areas of either high 
values or low values of that characteristic. For example, suppose that nutrient levels 
are measured across the study area, and the study area is then divided into a series of 
polygons. Each polygon has either high levels or low levels of nutrients available in 
the soil. Similarly, for terrain the study area might be divided into areas of slope less 
than 15%, and areas of slope 2: 15%. Rules can be defined for each type of land use by 
using Boolean decisions based on each characteristic. If an area conforms to the rule for 
a particular use, then the area is suitable for that use. If the area breaks the rule, then it is 
not suitable for that use. 
By using a fuzzy classification derived from pattern recognition, the range of levels 
for each characteristic can be expanded. Intermediate levels can be defined for each 
characteristic. Hall et al. (1991), defined four mutually exclusive levels, ranging from 
unsuitable to highly suitable. Areas were then classified to one of the possible four 
levels. With respect to source error, the model described here provides a more accurate 
representation of the real situation than the representation provided by the Boolean model. 
Other work using fuzzy models includes fuzzy representation of boundaries. The-
matic maps, as implemented in many GIS, are usually composed of a collection of points, 
lines, and polygons. The contents of polygons are often assumed to be homogeneous, 
with sharp boundaries. In certain cases this assumption is valid, for example for the prop-
erty boundaries in a cadastral database. For other types of data, however, particularly 
for themes that are the result of some natural process, these assumptions are not valid 
(Leung 1987, Mark & Csillag 1989, Wang & Hall1991). 
Wang & Hall (1991) describe a method for calculating and representing the fuzziness 
of a boundary. A boundary's fuzziness is obtained by calculating the amount of change 
between the two adjacent polygons. Boundaries separating polygons with properties 
of significant difference are termed non-fuzzy, or crisp, whereas boundaries between 
polygons of similar value are more difficult to locate, and are therefore considered fuzzy. 
For areas with multiple attribute variables, the fuzziness is calculated by calculating the 
Euclidean distance of the areas inn-dimensional space, where n is the number of attribute 
variables recorded for each area. 
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2.3 Summary 
A description of the types of error that can result from representing geographic features 
in a digital form has been given. Errors can be divided into two classes, source error, and 
processing error. These two terms refer to how the error was introduced: either because 
of using data models that cannot accurately represent geographic features; or as the result 
of some process that is applied to the data during, for example, line digitising or polygon 
overlay. 
Errors that occur in digital data can also be divided into two other classes, based not 
on how the error was introduced, but on how error affects the data. Locational error is the 
difference between the true location of a feature, and the location of the object as specified 
in a GIS. Classification error is concerned not with the physical position of an object, but 
with the attribute values associated with an object. Classification error is related to source 
error. If a data model is not able to represent all the possible values for an attribute of an 
object, then classification error will occur. 
Several methods designed to avoid some of the error problems have been described. 
These methods provide ideas relevant to the problems of representing features that are 
present over a continuous area, and whose values vary continuously over that area. These 
ideas include the use of probability distributions for modelling locational error, and the 
application of fuzzy classification to represent attribute values that vary continuously. 
The role of fuzzy logic is important, as it allows a much greater amount of information 
to be used for later processing. The next chapter will discuss fuzzy logic and fuzzy 
classification in more detail, and provide comparisons to the use of Boolean logic and 
traditional image classification schemes. 
Chapter 3 
An Introduction to Fuzzy Logic 
The previous chapter discussed how fuzzy logic has been partially applied to solve the 
problem of classification error by increasing the class membership range from two values 
to four values, ideally the range should be an infinite number of values between 0 and 1. 
This chapter describes the differences between classical logic and fuzzy logic. A method 
for converting fuzzy information to discrete information is given in Section 3.1.2, where 
the alpha cut operation is described. The chapter ends with a brief discussion of the 
significance of fuzzy logic for the process of classifying pixels within a remote-sensed 
image. 
3.1 Fuzzy sets 
The difference between fuzzy logic and Boolean logic is best explained by a comparison 
of fuzzy set theory and classical set theory. Classical set theory states that an object, x 
for example, is either a member of some set A, or is not a member of set A. The two 
conditions are mutually exclusive, and are represented in the following manner: 
xEA 
or 
The process by which objects are determined to be either members or non-members 
of a set can be defined by a characteristic function. A characteristic function defines some 
criterion that all members of a set must have. For a given set A, the characteristic function 
produces a value f.LA(x) for every element x, such that: 
11 
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( { 
1 if and only if x E A, 
J-lA x) = 
0 if and only if x ~ A. 
This characteristic function maps elements from the universal set to the set containing 
0 and 1. The mapping of elements is represented by: 
J-lA: X-+ {0, 1} 
The sets that result from mapping elements to 0 or 1 can be termed crisp sets. Boolean 
logic is based on classical set theory, with the values 0 and 1 equivalent to true and false. 
All Boolean decisions can produce only the discrete values of true and false as a result. 
Boolean logic and classical set theory cannot therefore be used to represent elements 
that may have partial membership in a set. When an element has some but not all of 
the properties associated with the members of a set, the element is said to have partial 
membership in the set. Zadeh (196-.t:;) was addressing cases such as this when he proposed 
the theory of fuzzy sets (Klir & Folger 1988). 
Fuzzy set theory is different from classical set theory in that the characterisation 
function has been generalised so that the values produced by the function are continuous, 
falling within a specified range, and indicate the grade of membership of an element 
in a given set. The generalised characterisation function is referred to as a membership 
function, as it maps elements to a set that contains all possible levels of membership 
in another set. A high value for the membership function indicates a high level of 
membership for the element in the set associated with the membership function. Similarly, 
a low value for the function means a low level of membership for the element in the set. 
The mapping of elements from the universal set X, to the set containing all possible 
membership values for the fuzzy set A, may take the form: 
J-lA: X-+ [0, 1] 
This mapping indicates that membership values can be any real number in the range 
from 0 to 1. Membership functions are usually more complex than characterisation func-
tions, as they can produce an infinite number of values, as compared to characterisation 
functions that produce only two values. As an example, the set of numbers that may be 
considered the real numbers close to zero could be defined by the following membership 
function: 
1 
J-LA(x) = 1 + 10x2 (3.1) 
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This membership function can be plotted on a graph as shown in Figure 3.1. They 
value of the curve represents the the membership level of the number x in the set of real 
numbers close to zero. As x approaches zero, the membership level increases, and then 
decreases as x moves further away from zero. 
f-tA(x) 
-2 -1 0 1 2 
Figure 3.1: Membership function for real numbers near zero. 
Membership levels should not be mistaken for a measure of probability. In some cases, 
several fuzzy sets may be defined, and an element may have a level of membership in 
each fuzzy set. When an element's membership level in each set are summed, the result 
may be a value of 1. However, this is not a requirement of membership functions that 
are defined on the same variable. A probability value describes the likelihood that one 
of several possible events will occur, and the events are mutually exclusive. Membership 
values differ because fuzzy sets are not mutually exclusive so the sum of membership 
values may be greater than 1. 
A further example of several membership functions is given below, with a graphical 
interpretation in Figure 3.2. In this case there are three membership functions: cold, 
warm, and hot, describing temperature. Fuzzy sets such as these are seen as being a good 
way of applying natural language to database queries (Kollias & Voliotis 1991}. 
I'CoJd(t) ~ { ~12- t)/4 
0 
t < 8, 
8 ::; t < 12 
12 ::; t. 
t < 8, 
1- ((12- t)/4) 8 ::; t < 12, 
1-LWarm(t) = 1 12 ::; t < 16, 
(20- t)/4 16 ::; t < 20, 
0 20 ::; t. 
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I'Hot(t) = { :- ((20- t)/4) 
,UA(x) 
1.0 
0.5 
0 
t < 16, 
16::::; t < 20, 
20::::; t . 
Hot 
0 4 8 12 16 20 24 28 ° c 
Figure 3.2: Fuzzy membership functions for temperature. 
3.1.1 Non-normalised membership functions 
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The height of a fuzzy set is the maximum value that can be produced by the membership 
function. A normalised fuzzy set is one in which at least one element of the set reaches 
a membership level of 1. Not all fuzzy sets are normalised, although all example sets so 
far given in this thesis have conformed to that criterion. If the maximum membership 
value is less than one, the fuzzy set defined by the membership function is termed non-
normalised. An example of a non-normalised fuzzy set is given in Figure 3.3. 
3.1.2 Alpha cuts 
An a-cut of a fuzzy set A is a crisp set Aw that contains all the elements of the universal 
set X that have a membership grade in A greater than or equal to the specified value a. 
This definition can be written as 
An example of a 0.3 a-cut of Function (3.1) is given in Figure 3.4. a-cuts are used to 
transform fuzzy sets into crisp sets, and will be used in Chapter 6 to convert a surface 
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Figure 3.3: Non-normalised fuzzy membership function. 
representing membership values into a collection of crisp polygons. In this way, features 
with a continuous variation and spatial distribution can be can be easily if not accurately 
approximated using a discrete data structure. 
a=0.3 
-2 -1 0 1 2 
Figure 3.4: a-cut for a = 0.3. 
3.2 Classification of remote sensed images 
Multi-spectral remote sensed satellite images are composed of several bands, one from 
each sensor on board the satellite. Each band corresponds to a different wavelength of 
energy. The number of bands present in an image can range from two up to the seven 
bands of a Landsat Thematic Mapper image. The bands are aligned so that a pixel in one 
band will correspond to the same pixel in each of the other bands. When the values of a 
pixel in each of these bands are combined, they define a spectral signature. 
Many pixels can, and often do, have the same spectral signature. The shape of the 
signature depends on the wavelengths of energy that are reflected from the material on 
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the ground. It is possible to identify particular features based on their spectral signature. 
For example, water absorbs most of the near-infrared light striking it, while healthy 
vegetation reflects most near-infrared light. If signatures for two or more pixels are the 
same or similar, it is assumed that the ground material at the location represented by 
the pixels is the same. The comparison of spectral signatures forms the basis for land 
classification using remote sensed images. 
There are many methods that can be used to classify pixels within an image. All these 
methods can be categorised into two broad types: 
• Unsupervised, or 
• Supervised. 
Which of these approaches is the most appropriate to use for a classification depends 
on several factors, including: how much time is available to perform the classification; and 
how much information about the area to be classified is known prior to the classification 
process. An unsupervised classification is usually used if little prior information is 
available for an area, and time is limited. This type of classification requires very little 
user input as the classification algorithm usually calculates the spectral signatures for 
each class based on criteria such as maximising the distance between class signatures. 
Supervised classifications require that a user define a number of class signatures before 
the classification process begins. The class signatures are usually determined by locating 
known points on an image, and performing a field survey to determine what features are 
present at these locations. Alternatively, a radiometer may be taken into the field and 
used to identify the spectral signature of each feature of interest (Harris 1987). 
Traditional classification techniques usually produce Boolean results. Each pixel in 
an image is classified into one and only one of several possible classes. In some cases a 
probability value indicating the accuracy of the classification is also calculated for each 
pixel. This accuracy measure is of little use if the next most likely class for the pixel 
is not known. Fuzzy classification differs from traditional methods in that not only is 
fuzzy logic used in the process of determining class signatures during an unsupervised 
classification, but also the classification results produced for each pixel are also in terms 
of fuzzy set membership rather than Boolean set membership. In this way, a pixel can 
have partial membership in all classes. A pixel's most likely class is the one in which it 
has highest membership. 
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3.2.1 Unsupervised classification 
An unsupervised classification is executed by making two passes over an image. During 
the first pass, the spectral signature of every pixel is examined, and a spectral signature 
for each class is calculated. The number of classes that are present in an image is usually 
specified by the user, although there are methods that can be used to estimate the number 
of classes present. The method used for calculating class signatures is often based on a 
clustering algorithm, where each class is a cluster in the data. Clustering is discussed 
further in Chapter 4, with particular reference to the fuzzy c-means clustering algorithm. 
A popular approach in remote sensing is to identify clusters within a feature space so 
that the distance between clusters is maximised, and the distance between items in a 
cluster is minimised. Another approach to clustering is based on the selection of the most 
frequently occurring spectral signatures, and using these signatures as the estimates of 
cluster centres. 
After the cluster centres are identified, a second pass is made over the image. The 
spectral signature of each pixel is compared to the signature of each cluster centre. The 
comparison can be done in one of several ways, some of which are: box classifiers, dis-
criminant functions, and maximum likelihood classifiers (Harris 1987). The comparison 
is used to determine which cluster a pixel belongs to, and should therefore be classed as. 
Because clustering algorithms are based on statistical groupings, it is possible that some 
classes will not be correctly identified. The likelihood of an incorrect cluster occurring 
increases if there are several different features in an image that have similar spectral 
signatures. 
3.2.2 Supervised classification 
Supervised classification differs from unsupervised classification in that the user's prior 
knowledge, gained from previous studies or from field surveys, is used to determine 
spectral signatures for each class. The first step of an unsupervised classification can be 
avoided as the class signatures are defined by the user. The advantage of a supervised 
classifier is that the user has greater control over the definition of classes. In this way, 
class signatures can be customised to account for the situations that the statistically based 
cluster algorithms may not be able to detect. Once the spectral signatures for each class 
are defined, a pass is made over the image to classify each pixel. This pass is identical to 
the second pass made during an unsupervised classification. 
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3.2.3 Fuzzy classification 
Fuzzy classifiers can be included in both the supervised and unsupervised family of 
classifiers. The fuzzy classifiers incorporate fuzzy logic at two levels. First, in the case 
of an unsupervised classification, membership levels are used to weight distances when 
calculating cluster centres. Second, membership values are calculated for each pixel to 
represent that pixel's level of membership in each class. The class in which a pixel has 
highest membership is the class to which that pixel is most likely to belong. The fuzzy 
c-means classification algorithm, a popular example of a fuzzy classifier, is described fully 
in Chapter 4. 
3.3 Summary 
This chapter has given a brief introduction to fuzzy logic, concentrating on those aspects 
that are relevant to fuzzy classification, and the representation of continuous information. 
By using membership levels rather than Boolean classification for pixels, significantly 
more information about the variation of features over a space can be stored and used for 
later processing. 
Chapter 4 
Measurement and Description of 
Continuous Spatial Data 
This chapter describes a method by which information may be extracted from a remotely 
sensed image, and described in a manner suitable for further processing. In order to 
describe the spatial variation of features such as vegetation, the distribution of these fea-
tures must be measured over the entire area of interest. A discussion is now given of 
issues concerning the choice of a data source for measuring spatially continuous vari-
ables, followed by a description of the classification algorithms used to derive the spatial 
distribution of features from the chosen data source. 
The data source influences not only the type and amount of data available for process-
ing, but also the types of processing that may be applied to the data. To detect natural 
variation, it is important to use data that have had little or no processing applied. For 
this reason, remote sensed satellite imagery has been chosen for this thesis as the most 
suitable data source. Section 4.1 describes the criteria by which this decision was made, 
and the technical specifications of the chosen imagery. 
Information useful for measuring continuous variation is often lost when using tra-
ditional classifiers, but can be retained by applying fuzzy logic to the classification of 
pixels in a remote sensed image. Section 4.2 begins with an explanation of the difference 
between hard and fuzzy partitioning of data, followed by a description in Section 4.3, 
of the fuzzy c-means (FCM) classification method. A more efficient version of FCM, the 
approximate fuzzy c-means (AFCM) classifier, is presented in Section 4.4. Finally, Section 
4.5 discusses some of the deficiencies of the FCM algorithms. 
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4.1 Data sources 
Obtaining data of a continuous nature is difficult when working with information that has 
been heavily processed. Typically, a large amount of generalisation and approximation 
may have been applied to data collected in the field in order to input it into a GIS. On 
the other hand, remote sensed (RS) imagery contains a large amount of information over 
a continuous space, and apart from possible geometric correction, is free of processing 
error. Imagery from the French Satellite Probatoire d'Observation de la Terre (SPOT) was 
therefore chosen for use in this study. The technical specifications for SPOT follows. 
Satellites: 
• orbit at an altitude of 830km, 
• remain synchronised with the sun, 
• complete one revolution of the earth every 101 minutes, 
• have a return period of 26 days, 
• can perform stereo-scopic viewing of a scene. 
Each image has: 
• coverage area of 60 km x 60 to 80 km, 
• a pixel resolution of 20m, and 
• three spectral bands: 
- 0.50- 0.59 J-lm (blue), 
- 0.61 - 0.68 J-lm (green), 
- 0.79 - 0.89 J-lm (near infrared). 
The sensor in the SPOT multi-spectral (MS) scanner is a charge-coupled device (CCD) 
array that measures solar radiation reflected from earth. The area of coverage varies 
between images according to the viewing angle of the satellite. The viewing angle is 
controlled by a steerable mirror located in front of the CCD array. 
SPOT images may be used for vegetation classification in areas that require a higher 
resolution than that provided by other satellites such as Landsat MS, which has a pixel 
resolution of approximately 80 square meters. Higher image resolution enables the 
detection of vegetation patterns at an increased level of detail. 
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The image used in the experiments to be described in this thesis was extracted from a 
SPOT MS image of Lyttelton Harbour in Banks Peninsula on the east coast of the South 
Island of New Zealand. The area covered by the 100 x 117 pixel image is that of Purau 
Bay (Figure 4.1), an area that for the purposes of this study includes three main classes: 
water, grass/ scrub, and small stands of pine trees. 
4.2 Clustering and classification 
Cluster analysis and classification are two closely related concepts. Cluster analysis is 
concerned with the problem of partitioning a set X into c subsets or clusters, where cis 
some integer. It is expected that members of each cluster should exhibit greater similarity 
to each other than to members of another cluster, where similarity, in pixel classification 
terms, refers to the comparison of spectral signatures. Such signatures are explained in 
Section 4.3. 
In traditional methods of clustering, subsets are mutually exclusive, and the union 
of all subsets produces the original set X. If the above conditions are met, then the 
subdivision of the set is referred to as a hard c-partition of the set X. 
Cluster identification is based on the premise that data have structure. The structure 
of a data set is determined by the values of the characteristics of each data item within 
the set. Consider one characteristic of soil, soil temperature for example, where values 
can be used to partition a set of samples. Clusters are identified by finding cluster centres 
that fulfill two objectives: 
• to minimise distances between data points within a cluster, and 
• to maximise the distance between cluster centres. 
Classification is achieved by assigning each data point to a cluster. Commonly used 
classification criteria are: nearest neighbour, maximum likelihood, and Mahalonobis 
distance (Bezdek 1981, Harris 1987). 
Traditional clustering and classification methods are very coarse, and make broad 
generalisations about the data being classified. For example, each point in X can be a 
member of one class only, with no apparent similarity to other classes. Also, membership 
within a class is uniform, each member being as much a member as is any other member, 
regardless of how close each member is to the centre of the cluster. 
Bezdek (1981) incorporated the idea of fuzzy sets into the clustering process. A fuzzy 
set is an extension of a classical set, the difference being that fuzzy set membership is 
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Figure 4.1 : Study area. 
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measured within a range [0, 1), rather than as a Boolean decision {0, 1 }. Using fuzzy 
subsets to define clusters allows a member of the set X to have partial membership in each 
of the subsets, with membership being measured in the range [0, 1]. A membership value 
close to 1 indicates a high degree of membership, while a membership value close to 0 
indicates a low degree of membership. The sum of the subset memberships for a given 
member of X must equal 1. The maximum membership value of all members of a given 
subset may not necessarily be 1, meaning that the membership function for that subset is 
non-normalised (Section 3.1.1). 
The term fuzzy c-partitioning is used to describe partitioning algorithms that incor-
porate fuzzy set theory as part of the partitioning process. Fuzzy c-partitioning does not 
involve the generalisations associated with hard or Boolean partitioning. Information 
about each class is not restricted to the pixels of the image where the classification algo-
rithm identifies the pixel as belonging to the class, the degree of membership in each class 
is calculated for each pixel across the entire image. 
4.3 The fuzzy c-means classifier 
The fuzzy c-means (FCM) algorithm is a popular and well studied example of a fuzzy 
classifier (Cannon, Jitendra & Bezdek 1987, Wang 1989, Wang 1990, Pathirana 1992). In 
this thesis the FCM algorithm is used to classify pixels within a SPOT MS remote sensed 
image. 
A SPOT MS image has three component images, one for each spectral band sensed 
by the satellite. The location and area of land covered by a given pixel is the same for 
all three bands. Hence, pixels have three values corresponding to the spectral reflectance 
measured by each of the three sensors on board the satellite. Together, pixel values form 
a spectral signature describing the feature located at the position of the pixel. Figure 4.2 
shows a spectral signature curve representing the reflectance at various wave-lengths for 
healthy vegetation. The three bands measured by the sensors on board the SPOT satellite 
are overlaid in grey. 
The FCM algorithm uses each pixel's spectral signature to find clusters of like-valued 
pixels in the image. Clusters are located by plotting signatures in a feature space, which is 
defined by the bands in the image. The number of bands present in the image determines 
the dimension of the feature space, while the maximum and minimum reflectance of each 
band determines the extent of the feature space. 
For example, the feature space for a SPOT MS image is three-dimensional because 
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Figure 4.2: Spectral signature for healthy vegetation (Harris 1987). 
there are three separate bands, with an extent of [0, 255] on each axis. When each pixel is 
located in that feature space, the FCM algorithm finds cluster centres within the feature 
space such that the two objectives described in Section 4.2 are fulfilled. 
Once cluster centres are found, pixels are classified to determine the extent of their 
membership in each cluster. The FCM algorithm calculates the distance between a pixel 
and a cluster centre in the feature space. The distance is then used to determine the level 
of membership a pixel has in the cluster: the greater the distance to the cluster centre, the 
lower will be the value for membership in that cluster. If there are three clusters in the 
feature space, a pixel will have three membership values, one for each cluster. 
The FCM algorithm requires a user to supply approximate spectral signatures for the 
cluster centres. These approximate centres are a starting point for the algorit~, and they 
change as the algorithm calculates an optimal partitioning of the image. The optimal 
clusters identified by the FCM algorithm will represent similar features to those specified 
by the initial signatures. The requirement to provide initial cluster centre signatures is not 
to be mistaken for the FCM algorithm being a supervised classifier described in Section 
3.2.2. Random numbers may be used as initial signatures for cluster centres, and will lead 
to the same results as if optimal centres had been used. 
The computation time and memory space required by FCM can make the process 
impractical for real time use with large images and many clusters. Section 4.4 describes 
a modified version of FCM (Cannon et al. 1987) that considerably reduces computation 
time and memory requirements for classification. 
The amount of data produced by the FCM algorithm can become a problem, as 
significantly more output is generated than from a hard classifier. A hard classifier 
produces a single value for each pixel in an image, a reference to the class to which the 
pixel belongs. The FCM algorithm produces a membership value for each pixel in each 
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cluster. As a consequence, if there are c clusters, FCM produces c times as much data as a 
hard partitioning algorithm. The solution to this problem used in this thesis is described 
in Chapters 5 and 6. 
4.3.1 Overview of the FCM process 
The FCM algorithm uses an objective function that defines the criteria against which a 
possible partitioning is measured. The objective function used by the FCM algorithm 
is based on the least squares method for linear regression. This function is a formal 
interpretation of the two clustering objectives described in Section 4.2. Minimising the 
objective function results in an optimal partitioning of the signatures. The algorithm 
repeatedly clusters and classifies pixels in an image, moving the cluster centres until the 
function is minimised. The differences between the FCM objective function and the least 
squares method are discussed in Section 4.3.2. 
The FCM algorithm begins by loading a sub-sample of a SPOT MS image from a LAN 
file (Erd 1991), the native format for Landsat data and the Erdas image processing software 
package. Initial signatures for the approximate cluster centres are defined using the tools 
provided by Erdas, and read from an Erdas signature binary description (SBD) file (Erd 
1991). The next step performed by the algorithm is to randomise the level of membership 
for each pixel in each cluster. This is done by calculating a series of uniformly distributed 
random numbers, and assigning them to the membership values for each pixel in each 
cluster. 
Having completed the initialisation stages, the algorithm begins an iterative process 
of minimising the objective function. Two equations are used to obtain a local minimum 
for the objective function. The first is used to calculate cluster centres; the second is used 
to calculate the membership values, in effect classifying each pixel. A local minimisation 
of the objective function is one which, given one set of membership values, will produce a 
minimal result from the objective function. Achieving a local minimisation is not sufficient 
and the process must be repeated until a steady state is reached where membership values 
remain constant from one iteration to the next. 
The two equations that minimise the objective function form the basis for optimising 
the cluster centres and are described in Section 4.3.2. A third step calculates the maximum 
change in membership level for each iteration. When the maximum change drops below 
a predefined level the membership values are assumed to have reached a steady state, 
the objective function is minimised, and the partitioning of the feature space has been 
optimised. 
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The levels of membership for each pixel are output as grey-scale raster images. One 
image is produced for each cluster, and a pixel in the image represents the same area 
covered by the corresponding pixel on the original SPOT image. The value of a pixel 
represents the level of membership of that area to the cluster associated with the image 
to which the pixel belongs. 
The flow diagram in Figure 4.3 illustrates the overall FCM process. 
I Load image data I 
t I Load initial cluster centre signatures I 
t I Calculate random memberships I 
t 
I Calculate cluster centres I 
t I Calculate memberships I 
t I Check the maximum change I 
"' Save membership matrix for each cluster 
Figure 4.3: Flow diagram of FCM algorithm. 
Reversing the order in which cluster centres and membership values are calculated 
removes the need to randomise the membership values before performing the first iter-
ation. Reversing the order can be achieved by calculating approximate values for the 
membership values rather than using random values. Experimental results in Table 4.1 
show that, for certain data, calculating membership values first results in fewer iterations 
being needed to achieve an optimal partition. Two factors were found to influence the 
number of iterations required to achieve an optimal partition: 
• the existence of clusters in the data, 
• the choice of initial cluster centres. 
As discussed in Section 4.2, clustering assumes the existence of structure in the data 
being clustered. Data that are uniformly distributed with no distinct clusters require a 
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greater number of iterations to produce an optimal partition than is required for data 
that contain obvious clusters. When partitioning data with indistinct clusters and calcu-
lated initial membership values, the choice of initial centres can significantly increase or 
decrease the number of iterations required to reach an optimal partition. 
Table 4.1 shows the results obtained from clustering a set of random numbers using 
the FCM algorithm. The first major column headed "Structured" refers to the distribution 
of the random numbers to be clustered. The structured data were generated by apply-
ing a function to uniformly distributed random numbers. The function modified the 
distribution of the random numbers, causing two distinct clusters to appear in the data. 
The non-structured data were generated from the same uniformly distributed random 
numbers, without applying the distribution modifying function, thus ensuring that there 
were no clusters. Within each of the major columns there are two sub-columns labelled 
"Random" and "Calculated". These labels refer to the method used to compute the initial 
membership values for each pixel. 
The FCM algorithm was repeatedly executed with the same data set, but different 
initial cluster centres, until all possible centres had been used. The aim was to observe 
what effect varying the initial cluster centres would have on the number of iterations 
required to reach an optimal partition of the data set. For each set of cluster centres 
the number of iterations required was recorded. The maximum, minimum, and average 
number of iterations required to cluster the data are presented in the table below. 
Structured Not Structured 
Iterations Random Calculated Random Calculated 
Minimum 7 2 9 4 
Maximum 7 6 9 10 
Average 7 5.94 9 8.63 
Table 4.1: Comparison of the orderings for the steps in FCM. 
It can be seen from these results that, when initial membership values are generated 
randomly, the number of iterations is constant, independent of the initial cluster centres 
provided by the user. In the case where initial membership values are calculated before the 
clustering process begins, the initial cluster centres can influence the number of iterations 
required to reach an optimal partition. When the data being clustered have no distinct 
clusters, and the initial cluster centres provided by the user are significantly different 
from the optimal centres, calculating initial membership values based on the erroneous 
cluster centres may result in an even greater number of iterations than if the membership 
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values were random. 
4.3.2 Optimal partitioning with FCM 
As discussed in the previous section, the FCM algorithm uses an objective function based 
on the weighted least squares function. Given that there are N pixels to be classified into 
c clusters, multiple passes are made over the data, each time refining the cluster centres 
to minimise the objective function: 
N c 
L L(Uik)m(Yk- Vi) 2 (4.1) 
k=l i=l 
where Uik is the level of membership for the kth pixel, Ykt in the ith cluster, Vi· The variable 
m is an exponent weight, which can be used to "tune out" noisy pixels from the objective 
function. If a pixel has a low level of membership for all clusters its contribution to the 
objective function can be reduced by increasing the value of m. It should be remembered 
that Yk and Vi are vectors defined by their spectral signatures in the feature space of the 
image, and so Yk - Vi is also a vector. 
A local minimum of the FCM objective function can be computed for given uu ... UNc 
and v1 ... Vc with the following two equations: 
N N 
Vi= L(Uik)mYk/ L(Uik)m; 1 :S i :S C (4.2) 
k=l k=l 
(~ (Yk- Vi) 2/(m- 1)) - 1 Uik= ~ j=1 Yk- Vj 1 :S k :S N; i :S i :S c. (4.3) 
These equations result in new values for the cluster centres Vi, and the membership 
values Uik· By repeatedly applying (4.2) and (4.3), a state will be reached where the mem-
bership values for each pixel remain constant between iterations. When the algorithm 
reaches this steady state, the resulting cluster centres and membership values provide a 
minimum for the objective function (Windham 1982). 
Calculating cluster centres is similar to calculating the centre of gravity for a set 
of masses, except that membership values are used rather than masses, and distance 
is measured in terms of the difference between spectral signatures of the pixels. The 
difference between spectral signatures is measured in terms of vectors within the feature 
space. 
Membership values are inversely proportional to the distance from a pixel to a cluster 
centre relative to the distance to all other clusters as plotted in the feature space. Hence, 
equation (4.3) is similar to that used for calculating weights for linear interpolation. 
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4.4 The approximate fuzzy c-means classifier 
A problem associated with the FCM algorithm is the large amount of computation re-
quired to find the cluster centres and to classify each pixel. For each pixel, the distance to 
each cluster centre must be calculated, followed by several exponentiations to determine 
cluster membership. The approximate FCM (AFCM) algorithm (Cannon et al. 1987) was 
designed to avoid the problem of calculating many computationally intensive formulae. 
The AFCM algorithm reduces the number of calculations performed per iteration by 
creating several look-up tables to replace the most costly calculations. 
Three calculations were identified by Cannon et al. (1987) as having the greatest effect 
on overall classification time: 
• Yk - Vi, the distance from a pixel Yk to a cluster centre Vi, as measured in the multi 
dimensional feature space. 
• Uikf the membership value for pixel Yk in cluster i. 
• vi, the centre of cluster i within the feature space. 
A number of assumptions were made by Cannon et al. (1987), namely that (i) the 
source data (reflectance values) would take discrete values from the set 0 ... 255, (ii) that 
the precision of cluster centres vwere limited to one decimal place multiplied by 10 to 
ensure that the tables were limited to a tractable size; and (iii) membership values Uik' 
which are normally in the range [0.0, 1.0], were rounded to three decimal places and 
multiplied by 1000 to produce approximations in the range [0, 1000]. These assumptions 
were reflected as constants in the equations used to calculate the tables. 
For the sake of simplifying the description of the tables, these constants have been 
removed in the following discussion, and the tables as defined below differ slightly from 
those described by Cannon et al. (1987). Six tables are used to approximate the equations 
required for the three major calculations. Of these tables, one must be recalculated for 
each iteration of the clustering algorithm, and the others are calculated once, before the 
iteration process begins. The AFCM algorithm also differs from FCM in that cluster 
centres are updated after membership values are computed. The following three sections 
describe the six tables in greater detail. 
4.4.1 Approximate Yk - vi 
Two tables are used to approximate Yk -Vi, the distance from a pixel to the cluster centres. 
This distance can be in one or more dimensions. Because the cluster centres move with 
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each iteration of the loop, the first of these tables must be calculated at the beginning of 
each iteration. If vil is the value in the lth dimension (band) of the ith cluster centre, the 
squared difference between y and Vi in band l is stored in the table: 
Table..A[i, l, y] = (y- Vic) 2 ; 1 ~ i ~ c; 1 ~ l ~ p; 0 ~ y ~ 255. 
The second table replaces the square root calculation in the distance component of 
Equation (4.3). Values obtained from Table A for each dimension are summed and 
normalised by p. Normalising by p reduces the necessary size for Table B. Assuming 
most distances will be less than or equal to 10000, square roots for these values are stored 
in Table B, while square roots for distances greater than 10000 are calculated by calling a 
library function: 
Table_B[y] = ..fij; 0 ~ y ~ 10000. 
By combining Table A and Table Bin Equation (4.4) the distance between a pixel and 
a cluster centre in the feature space can be calculated from p + 1 table look-ups and one 
division operation: 
(4.4) 
4.4.2 Approximate Uik 
In order to calculate the membership value for one pixel in one cluster, a division is 
performed for every cluster in the data set. The division operation can be replaced by the 
difference of the logs of the two numbers being divided, and raising 10 to the power of 
the result. Table C provides the logarithm values to be subtracted, and Table D provides 
values for 10 raised to the power of suitable numbers such that the range of possible 
results from the subtraction is covered. It is assumed that m will always be greater than 
1.01. 
Table_C[y] = (2/(m- 1) logy); 0 ~ y ~ 255 
Table_O(y] = 10Y; -200 ~ y ~ 482. 
Membership values, UikJ can now be calculated with one division operation and 2c + 1 
table look-ups: 
1 
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4.4.3 Approximate vi 
A literal interpretation of the FCM classification method requires N exponentiation and 
multiplication operations to calculate one coordinate for a cluster centre. To calculate 
the location of all cluster centres in the feature space would require N.p.c exponentiation 
and multiplication operations. Table E provides logarithm values which can be used to 
replace (uik)m from Equation (4.2). The value Xkl is replaced by a corresponding value 
obtained from Table F: 
Table_E[y] = m log(y); 0 ~ y ~ 1 
Table_F[y] = log(y); 1 ~ y ~ 255. 
Together the values obtained from Tables E and F are used to calculate an index for 
Table D. These three table look-ups and one addition operation replace the exponentiation 
operation that formed the numerator of Equation (4.2). The denominator of Equation 
(4.2) is similarly replaced by two table look-ups. In contrast to the literal interpretation 
of Equation (4.2), the AFCM interpretation replaces two exponentiation operations with 
one addition operation and four table look-ups: 
"Ef:-1 Table_D[Table-E[uik] + Table_F[ykl]] ~= N . 
'Ek=l Table_D[Table_E[uik]] 
Cannon et al. (1987) obtained results that showed AFCM is approximately six times 
faster than FCM. The data sets used for the comparison were a collection of 256 x 256 pixel 
images, composed of nine bands. The FCM algorithm was used to identify 10 clusters for 
which each pixel's level of membership was calculated. 
Figure 4.4 shows several results obtained from the classification of the Purau image 
using an implementation of the AFCM algorithm. The images show the variation that 
resulted from changing the value of m. The image was classified into three classes, 
resulting in three membership rasters. The colour of each pixel is calculated by mapping 
the membership value for each class to a particular colour component. The pine class 
is mapped to red, the grass class is mapped to green, and the water class maps to blue. 
When m is equal to 1.1, the classification is very "crisp", with each pixel being one of the 
three primary colours: red, green, or blue. Increasing m has the effect of reducing the 
cluster sizes in the feature space. This reduces the level of membership in each cluster for 
each pixel, except those pixels that are very close to a cluster centre, causing more detail 
of the variation to be revealed. 
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m = 2.5 
Figw·e 4.4: Example of varying the exponent. 
4.5 Summary 
• The FCM and AFCM algorithms are designed to locate cluster centres, and to cal-
culate membership values for each pixel based on the distance separating the pixel 
and the cluster centre in the feature space. Because membership values are based 
on distances within the feature space, clusters are assumed to be circular in shape 
when the feature space is two dimensional, and spherical when the feature space 
is three dimensional. FCM and AFCM therefore produce inaccurate membership 
values when clusters form shapes other than circles or spheres. Attempts have been 
made by Bezdek (1981) to use fuzzy sets to measure within-cluster variability, thus 
providing a way of modelling cluster shape. 
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• The AFCM algorithm can be used to to perform a supervised classification, as 
described in Section 3.2.2, where optimal cluster centres are not calculated, and 
pixels are classified relative to the initial cluster centres provided by the user. If 
only one pass is performed over the image, the cluster centres that are provided 
by the user are not modified. Hence the resulting membership values are based 
entirely on the cluster centres. Note that this will only produce reliable results if the 
algorithm calculates membership values before updating cluster centres. 
• The value of m determines the contrast of the classification. By changing the value 
of m, it is possible to move from a hard classification (m = 1) to increasingly 
fuzzy classifications. As m increases, pixels with similar levels of membership in 
all clusters have less effect on the calculation of membership values and cluster 
centres. Pixels that have higher levels of membership in a particular cluster have 
greater influence as m is increased. This has the effect of decreasing the extent of 
each cluster, leading to noisy results as pixels no longer clearly belong to one or 
other clusters. Commonly accepted values for m range from 1.5 to 2.0 (Bezdek 
1981, Bezdek et al. 1984, Cannon et al. 1987, Pathirana 1992). As m increases above 
3 the resulting classification becomes too noisy to be of use. A value for m must 
be chosen that will allow enough variation in membership values to identify the 
change that occurs at boundary regions, without allowing so much variation that 
removing redundant pixels may be difficult. 
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Figure 4.5: Effects of varying m. 
Figure 4.5 shows the membership values for uniformly distributed random numbers 
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between 1 and 100 after they have been clustered into three classes using FCM. Two 
. clusterings were performed in this research, the first with m = 1.1, and the second 
with m = 2.0. The reduction in the extents can clearly be seen in the way that 
membership values drop away faster as the value for x moves away from the 
cluster centres. 
• Section 3.1 discussed how membership functions can be defined and plotted for 
fuzzy sets. The membership functions for each of the three clusters identified by 
the FCM algorithm in the Purau image can also be plotted. A pixel's level of 
membership in each cluster is determined by the three values that make up the 
pixel's spectral signature. By plotting each pixel according to its membership in 
each of the clusters, the resulting graph in Figure 4.6 is comparable to those shown 
in Section 3.1. The colour of each pixel is determined by mapping the pixel's level 
of membership in the pine cluster to the red component, mapping membership in 
the grass cluster to green, and mapping membership in the water class to blue. 
Figure 4.6: Example AFCM results (m = 2.0). 
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The change from one class to another class can be seen by the gradual change of 
colour from one cluster to another. The colour of a pixel is indirectly related to its 
spectral signature by way of the classification algorithm. 
• Vast amounts of data are produced by the FCM family of classifiers (Leung, Good-
child & Lin 1992). Chapter 5 describes several approaches to reducing the amount 
of data to a manageable size by identifying critical information. Chapter 6 will 
discuss alternative methods of representation for the critical data. 
Chapter 5 
Reducing Data Volume Without 
Losing Information 
This chapter describes four methods by which data obtained using the FCM algorithm 
can be filtered to remove information that is of little or no use. The FCM algorithm 
produces membership values for each pixel in a satellite image. Each pixel has a level 
of membership in every class that the user defines. One membership raster is therefore 
produced by the FCM algorithm for each class. Where there are large areas in the original 
image that are of the same class, the FCM algorithm will produce membership values 
that are the same or similar for each pixel in the membership raster. The pixels at the 
boundaries of regions will exhibit greater variation in their membership values. 
The previous chapter finished by describing several problems with the FCM algorithm, 
including that of the large volume of storage space required. This chapter continues that 
theme by describing various ways of reducing the data produced by the FCM algorithm 
while retaining the important information. Chapter 6 describes a suitable data structure 
for storing the critical data points identified by the methods described in this chapter. 
Each raster produced by the FCM algorithm has similar characteristics to the raster of 
a digital elevation model (DEM). In both DEM and membership rasters, each pixel has 
assigned to it a single value: height in the case of a DEM raster; a membership value in 
the case of a raster produced by the FCM algorithm. Maintaining this layer of values for 
every class used in the FCM classification requires too much storage space. In order to 
help overcome this problem each FCM-generated raster can be represented by a triangular 
irregular network (TIN). 
A TIN allows irregularly spaced points. When used for a terrain model, a TIN 
has many points in areas of rough terrain and few points in areas of smooth terrain. 
36 
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For a membership raster, a TIN will require few points where there are large areas of 
the same class, and many points at the boundaries of regions. Because surfaces can 
usually be represented with a TIN using many fewer points than a raster-based DEM, the 
TIN provides a more efficient form for storage. Similar savings should be possible for 
membership rasters. Existing methods that have been developed for use with TINs can 
also be exploited for manipulating membership values. Methods used to reduce a raster 
to a TIN are now described. 
5.1 What is important information ? 
The FCM classifier produces n membership rasters, where n is the number of classes, 
resulting inn times as much data as those classifiers that place a pixel into one of n possible 
classes. Some form of data reduction is required to remove redundant information, and 
decrease computer memory requirements. First, some method must be used to identify 
the points to be included in the TIN. The question of which pixels in a membership raster 
should be considered worthy of inclusion depends on several factors: 
o the source data structure used to represent membership values, 
• the data structure used for the final representation, 
• the type of processing to be performed on the final representation. 
The source data, in this case a membership raster, provide a grid of membership 
values. This format influences the way in which important pixels can be differentiated 
from those which are not important. For example, techniques used for image processing 
can be adapted and used on membership rasters because the rasters are essentially grey 
scale images. The data structure into which information is to be placed will affect what 
is considered important, and how to decide if a specific datum is important. Finally, 
if the way in which important information is identified is not considered during later 
processing the results can be unpredictable. 
Having decided to represent each membership raster using a TIN, the term "important 
information" can be defined more precisely. A TIN is composed of many points, each 
being a vertex of one or more triangles. Few points are required to represent areas of 
gradual change. As the surface described by the membership values becomes more 
variable, the number of points required to represent accurately the variation increases. 
Constructing a TIN requires location of critical points or pixels in the membership raster 
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such that, when used to form vertices in a TIN, there will be a good approximation to the 
original membership surface. 
5.2 Information theory 
Information theory has been used in the field of text compression to calculate the infor-
mation content of data. In this chapter the possibility of applying information theory to 
spatial data is considered, not for the purpose of compression, but also for identifying 
critical points from a membership raster. These critical points are then used as the vertices 
to form a TIN, while other points are discarded. 
For text compression, information theory has been used to calculate how many bits 
should be used to represent each character. This calculation is based, for each character, 
on the probability of that character occurring in a message. Fewer bits should be used to 
represent characters that are likely to occur, while characters that occur only rarely should 
be represented using a greater number of bits. The less likely a character is to occur, the 
greater the amount of information that the character conveys. 
This theory can be applied to the problem of locating critical points in a membership 
raster. For example, if a particular membership value is present only once in a large 
membership raster, then the pixel could be said to contain a high level of information and 
should therefore be used as a vertex in the triangulation of the surface. Alternatively, the 
value of the pixel could be considered to be noise, due to a poor classification, in which 
case labelling it as a critical point would be incorrect. Poor classifications are usually 
the result of setting the value of the weighting exponent m, greater than 3.0. Based on a 
survey of relevant literature, there is no method currently available to determine if a pixel 
is noise or real information. In some cases a membership value that occurs infrequently 
may represent a discrete feature such as a building. In other cases infrequently occurring 
membership values could be some form of noise. Section 4.5 includes a discussion on 
choosing a value for m. 
5.2.1 Entropy 
Given the set of all possible membership values between 0 and 255, with associated prob-
abilities po,Pl, ... ,p255, the entropy E of this set measures how much choice is involved 
in the selection of one membership value from the set (Bell, Cleary & Witten 1990). If 
probabilities are skewed so that one membership value is highly likely to occur and all 
other membership values are unlikely to occur, then there is very little choice available. 
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If membership values occur with equal probability then the amount of choice is at a 
maximum. 
The equation 
N 
E =- LPi log2 pi (5.1) 
i=l 
where N is the number of possible membership values, and Pi is the probability of 
membership value i occurring in the membership raster, can be used to calculate the 
average entropy for a pixeL The average entropy is a measure of how much choice is 
available for the pixel. If one membership value has a high probability of occurring, and 
all other membership values have low probabilities, then the amount of choice is low. If 
all membership values have equal probability of occurring, then the level of choice is at 
its greatest. Probabilities for each membership value can be estimated by maintaining 
a frequency count of how many times each membership value occurs over the whole 
membership raster. Because the probabilities are calculated over the entire raster, the 
entropy will be the same for each pixel. 
Of more interest than the average entropy for each pixel is the entropy of each mem-
bership value. The entropy, or amount of information contained in a single membership 
value i, can be calculated using 
(5.2) 
where Pi is the probability of membership value i occurring. Given a membership value 
for a pixel, Equation (5.2) can be used to calculate how much information that pixel 
contains, given that its membership value is i. By the definition of entropy, the greater the 
probability of an event, the less information it contains, while rare events contain greater 
information (Bell et al. 1990). 
To calculate the entropy for each pixel in a membership raster, two passes are made 
over the image. During the first pass, a frequency table is built, with an entry for each 
possible membership value. In the case of the output from the FCM algorithm, the table 
contains 256 entries, covering the range [0, ... ,255] of possible membership values. Each 
time a membership value is encountered during the first pass, its counter is incremented. 
A second pass over the image is then made, calculating the entropy of each pixel using 
Equation (5.2) and the probabilities calculated from the frequency table. An output raster 
is then produced in which each pixel contains the level of entropy of the corresponding 
pixel in the input raster. 
Figure 5.1 shows the output generated from the entropy calculation method. The 
first raster in the figure is one of the membership rasters generated using the AFCM 
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algorithm. Light pixels represent areas of high membership to the "pine" class, while dark 
pixels represent low levels of membership in that class. The second raster represents the 
probability of each pixel's membership value occurring in the membership raster. Pixels 
with membership values that occur often appear light, while pixels with less common 
membership values appear dark. The final raster depicts the information content of each 
pixel. Light pixels have high entropy, dark pixels have low entropy. 
(a) Original (b) Probability (c) Entropy 
Figure 5.1: Three stages of the entropy calculation. 
5.2.2 Context modelling 
In the previous section, it was shown how the probabilities for each membership value 
could be used to calculate the information content of each pixel, with the probabilities 
taken from a frequency count over the entire membership raster. However, the probability 
of a pixel having a particular membership value is influenced by the membership values 
of surrounding pixels (Bell et al. 1990). For example, if a pixel in the membership matrix 
is surrounded by eight pixels with membership values of 0.75, it is highly probable that 
the membership value for the central pixel will be 0.75. 
In the field of text compression, Bell et al. {1990) define an order-0 fixed-context model as a 
model where zero preceding characters are used to predict the next character. The example 
used in the previous paragraph could be described as an order-S two-dimensional fixed-
context model, because the eight surrounding pixels are used to predict the central pixel's 
membership value. Using a context model causes the distribution of probabilities for 
each membership value to be skewed. 
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There have been many approaches to image compression using context models. For 
example, Helman & Langdon (1988) have shown how a simple order-1 context model can 
result in better predictions for pixel values in a grey scale image. Also, Todd, Langdon & 
Rissanen (1985) and Moffat (1991) applied several different high order context models to 
produce significantly better predictions for similar grey scale images. 
A problem associated with using context models with grey scale images is the choice of 
context size. For example, using a context of the four adjacent pixels, each having a value 
in the range [0, ... ,255], results in 2564 possible sets of values for the context, though many 
of these combinations may never occur in the image. Helman & Langdon (1988) avoid 
the problem of building very large context models by using buckets, with the possible 
range of membership values split into discrete groups. If the range is subdivided into 
five buckets, there will be only 54 possible values for the context. 
Figure 5.2 is similar to Figure 5.1, except that the probability and entropy for each 
pixel is calculated relative to the pixel's surrounding context. By using a context to 
calculate probabilities for each pixel, changes from areas of high membership to areas of 
low membership can be identified. 
(a) Original (b) Probability (c) Entropy 
Figure 5.2: Three stages of the context-based entropy calculation. 
5.3 Surface trends 
Methods derived from information theory identify information based on probabilities. 
This is appropriate for encoding information for compression, but was found in the 
context of this thesis to be less useful for encoding information in an alternative data 
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structure such as a TIN. The reason is that pixels with high levels of information in terms 
of entropy, are not necessarily those that are needed for building a TIN. For example, a 
membership raster may contain an area of gradual change over three pixels, represented 
by the following membership values: 25, 130, and 235. The membership value of 130 
may only occur once in the entire raster, and as such would in theory contain a high level 
importance. Assuming membership values 25 and 235 are also critical points though, the 
middle pixel is redundant if a TIN is used to represent the gradual change. 
Context modelling can add a spatial component to information theory, as the level of 
information for a pixel is influenced by its neighbouring pixels. The idea of a context is 
similar to the use of a window in the moving average interpolation process (Burrough 
1986). The context size affects the scale at which critical points are detected. Using a 
small context should identify critical points that will produce good approximations of 
small patterns. Contexts that include pixels not adjacent to the central pixel, lose the 
detail of variation in the intermediate pixels. Reducing the context size and the range of 
each value forming the context will result in fewer context parameters. However, large 
generalisations occur when values in the range of 0 to 255 are transformed to the range 0 
to4. 
Context models will adapt to the raster being scanned. If a raster contains a high 
proportion of pixels with membership values that change sharply from one pixel to the 
next, the entropy of a pixel with a membership value similar to the pixel's context values 
is very high. Information theory and context modelling cannot, however, be guaranteed 
to identify those pixels that will produce a close approximation when used to build a TIN. 
5.3.1 In-betweening 
Some of the ideas gained from context modelling, in a way that is useful for identifying 
those points to incorporate into the TIN. The concept of neighbouring pixels influencing 
the membership value of each pixel can be used in a slightly different way, with specific 
consideration of the TIN data structure. 
If three pixels are taken in sequence, it would be expected, with a high level of proba-
bility, that the membership value for the central pixel would fall between the membership 
values for the two neighbouring pixels. If the value of the pixel is not between the two 
adjacent values, then the pixel represents a local maximum or minimum. Pixels that are 
local maximums or minimums represent a significant change in surface slope, and as such 
are critical points in the membership raster. Other pixels, whose membership values fall 
between those of their neighbours, can be considered redundant. The membership value 
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check can be applied to a pixel in four directions: horizontally, vertically, and diagonally 
in two possible directions. 
Table 5.1 shows the percentage of pixels whose membership values fall between those 
of their neighbouring pixels. The table contains a comparison of several check criteria, 
starting with the horizontally adjacent neighbours, followed by the vertically adjacent 
neighbours, a combination of both horizontal and vertical neighbours, diagonally adjacent 
neighbours in both directions, and finally a combination of all four possible directions 
including the two diagonals. The table was obtained by applying the appropriate check 
to each pixel in the membership raster, except pixels on the edge of the image. The 
membership raster used in these tests represents "pine" in the Purau image, and was 
produced using the AFCM algorithm with m = 1.5, as discussed in the previous chapter. 
I Direction 
Horizontal 
Vertical 
Horizontal and vertical 
Diagonal 
All four directions 
I Average% of redundant points I 
80.06 
80.73 
69.26 
65.04 
57.23 
Table 5.1: Comparison of level of redundancy detected by the in-betweening 
method using different checks. 
The results in the table show that as the number of checks is increased the percentage 
of points that can be removed decreases. This is because there is a greater chance of a pixel 
failing one of those checks. The values in Table 5.1 change with the characteristics of each 
membership raster. However, the relative placings of each check criterion should remain 
constant. If the raster contains sharp changes in membership values from one pixel to 
the next, then the number of removable pixels will be low, as the membership values of 
many pixels will fall outside the range defined by their neighbour's membership values. 
Alternatively, if the raster exhibits little variation then it can be represented by a TIN 
using very few points. 
5.3.2 Averaging 
Averaging is similar to the in-betweening process, but has been refined on the assumption 
that most processing on the resulting TIN will use linear interpolation to determine 
membership values for points which are not vertices of a triangle. Rather than simply 
checking that a pixel's membership value is between the membership values of the pixel's 
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neighbours, the average or half-way point between the membership values of the two 
neighbouring pixels is calculated and compared to the value of the central pixel. If the 
value of this pixel is within a pre-specified range from the average value, then the pixel 
contains little information and can be considered a redundant point. If the value of the 
pixel is outside the acceptable range, then the pixel is added to the set of points that are 
used to form the TIN. 
A routine similar to that for the in-betweening process was performed for the aver-
aging method. The only changes necessary were the modification of the check decision 
criteria used in the in-betweening method. The results of this test are presented in Table 
5.2. A pre-specified range of 10 was used in the experiments to produce these results. A 
range of 10 was found to classify over 50% of pixels as removable, yet still produce a close 
approximation to the original membership raster. 
I Direction 
Horizontal 
Vertical 
Horizontal and vertical 
Both Diagonals 
All four direction 
I Average% of removable points I 
81.29 
80.54 
75.06 
70.79 
69.27 
Table 5.2: Comparison of level of redundancy detected by the average method using different checks. 
A possible variation on the averaging approach is to calculate the maximum tolerance 
as a percentage of the difference between the membership values of the adjacent pixels. 
If the left pixel has a membership value of 200 and the right pixel has a value of 50 for 
example, the middle pixel will have an estimated value of 125. If the tolerance is set at 10 
and the middle pixel has a value between 115 and 135, then the difference is not critical 
and the point can be removed. If the tolerance is set at 10 percent of the-difference, then 
the pixel would be non-critical if its value is in the range 110-140. 
Calculating the range of non-critical membership values as a percentage of the range 
defined by the neighbouring pixels may increase the range of non-critical membership 
values, thus producing fewer critical points. Given this, increasing the range may result in 
a TIN that provides a bad approximation of the membership surface. For example, if the 
difference between membership values for neighbouring pixels is great, so is the possible 
range for non-critical membership values. A linear interpolation of the membership 
value for the middle pixel will be the average of the neighbours. Extending the range of 
allowable non-critical points results in a greater potential for error. 
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If an absolute range is used, the question arises of what level of tolerance should 
be used. Figure 5.3 shows, for three different membership rasters, the percentage of 
redundant points in the membership raster with tolerance levels of between 0 and 50. 
Information about the amount of variation present in each raster can be obtained from 
these curves. A steep initial section of the curve and a high starting point indicates a low 
average level of variation over the area covered by the checking matrix. A lower starting 
point and flatter curve indicates greater variation in the raster. The lower line in Figure 
5.3 illustrates such a case. 
90 
Membership Raster 
Pine 
60 Water 
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Figure 5.3: Percentage reduction over membership range for three membership rasters. 
The points that remain after removing redundant points can be processed to form a 
TIN. The process by which a TIN is constructed from critical points is discussed in the 
next chapter. Each TIN is an approximation of the "surface" formed by a membership 
raster. The accuracy of the approximation depends on how many points were removed 
and where they were located in the initial raster. 
A methodology was developed for the purposes of this thesis to test how various 
reduction schemes perform. If the AFCM algorithm is used to classify an image into 
three classes, three membership rasters are produced. If the three membership values are 
summed for any pixel, the result will be 255. When the membership values for each pixel 
are summed, the result will be a raster of pixels, all of which have a value of 255. 
A similar approach can be used to measure a TIN's approximation of a membership 
raster. When the TINs produced for each membership raster are merged they should 
result in a flat surface with a height of 255. Two TINs are merged by interpolating a 
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height from the second TIN, for each vertex in the first TIN. The process is then reversed, 
and heights are interpolated from the first TIN for each vertex in the second TIN. Each 
vertex therefore has two height values, one for each TIN. The height values are summed 
for each vertex, and all the vertices are then combined into one set and re-triangulated. 
For example, if a given point in the original image is a critical point in the membership 
raster for class A but is redundant in the raster for class B, the point will be a vertex in the 
TIN for class A but will not be part of the TIN for class B. Membership values for class 
B must therefore be interpolated from the class B TIN at the location of the point. Both 
membership values for the point are then summed. This process is performed for every 
point in each TIN before all the points are combined and re-triangulated. The process of 
merging several TINs together is explained further in Chapter 6. 
By running the averaging method with various levels of tolerance, the level of error 
at each tolerance level can be quantified. The averaging method was applied to all three 
membership rasters at each tolerance level between 0 and 50. The resulting critical points 
from each raster were used to form three TINs. The TINs were then merged together 
and the level of membership for each vertex in the TIN was output. For each of the test 
rasters, Figure 5.4 shows the minimum, average, and maximum membership values for 
the resulting TIN at each level of tolerance. As the level of tolerance increases, so does 
the level of error as the resulting surface becomes more irregular. 
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Figure 5.4: Amount of error over tolerance range when resulting TINS are added together. 
In effect, a different method from those used in information theory has been used for 
calculating the amount of information that a pixel's membership value would contribute 
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to a TIN data structure. Identifying critical points using probabilities is not appropriate, as 
such methods do not take into consideration the characteristics of a TIN, or the subsequent 
processing of a TIN. 
The difference is that those text compression methods that calculate the entropy of 
a character in a string use only the preceding characters to form the context. Strings 
are usually compressed or encoded sequentially, starting at the first character. The first 
character to be encoded often has no context, thus when the string is de-compressed, the 
first character can be decoded without using a context. The first character then becomes 
the context for the second character, and so on until the entire string is decoded. A 
character cannot be de-compressed until its context is known. Therefore a context can 
only include the character positions that have already been decoded. 
When identifying critical points for encoding a TIN, the prediction of a pixel's mem-
bership value in order to compress the data is not of interest, rather, the point of interest 
is the difference between the predicted membership value and the actual membership 
value of each pixel. For this reason, the context for a pixel can include any of the pixel's 
neighbours. 
5.4 Summary 
For satellite images of areas covered by many small clusters of different vegetation type, 
the membership images produced by the FCM algorithm are difficult to reduce, as there 
is a large amount of variation over the membership rasters. For rasters that contain a high 
level of variation, it may be necessary to leave the data in a raster form and apply no data 
reduction techniques. Many operations are available for processing rasters, including 
equivalents for the TIN operations to be discussed in the next chapter, and possibly 
others that are not available for the TIN data structure. As the number of vertices in a TIN 
increases, the overhead needed to maintain network topology will reduce the benefits of 
reduced storage requirements. 
If a membership raster exhibits significant variation from one pixel to the next over 
the entire raster, there are two possible explanations: there is a large amount of variation 
in the actual environment, with sharp changes from one class to another, or the variation 
is a result of inadequate resolution in the original image. The variation of physical 
features such as the distribution of individual trees, in the area covered by a single pixel is 
averaged by the sensor in the satellite (Pathirana 1992). Therefore a low resolution sensor 
will average a lot of information, losing the detail that would be useful for recording 
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variation. If the finer detail, revealed by using an image of higher resolution, shows that 
there is a gradual change in membership value over several pixels, the detail may be 
discarded, resulting in a collection of critical points similar to that obtained from a coarse 
image. 
Using entropy to determine which pixels should be considered critical was found not 
to be as effective as the average check. Problems arise with the former when dealing 
with rasters containing many small areas that belong to one class, and large areas of 
intermediate membership values. Because entropy is a function of the probability of a 
pixel having some value, the entropy of a pixel representing one small area of a given 
class may be very high, as such areas are out-numbered by the pixels that constitute the 
boundary regions. The entropy of a pixel in the boundary region, between the many 
small areas of maximum membership value, may be very low even though the pixel is in 
a region of greater variation. 
The number of pixels that can be removed without losing information, using the 
techniques described, is primarily dependent on the amount and direction of variation 
from one pixel to the next. If membership values increase or decrease slowly over the 
distance of several pixels, the methods described in this chapter identify many pixels 
as being redundant. Membership rasters containing sharp changes in value may be 
represented more effectively using different methods. However, other methods may 
require the data to have other properties such as a regular pattern of spatial distribution. 
Chapter 6 discusses other approaches to representing a membership raster. 
The method used to reduce the amount of data will affect results from later processing. 
Analysts should be aware of the effects of the various methods, and any consequences 
for further processing. Linear interpolation is a fast and efficient method for obtaining 
values for intermediate locations on a triangulated surface. It has a disadvantage in that 
each side of a triangle represents a discrete change in slope (Watson 1992). Because linear 
interpolation is a popular "first off" method for surface manipulation, and the averaging 
method produces good results based on this fact, the averaging method appears to be the 
most useful. 
Chapter 6 
Storing and Processing Critical 
Information 
The previous chapter described methods for removing redundant information from a 
membership raster so that the remaining pixels could be used to produce a triangular 
irregular network (TIN). This chapter is concerned with the reasons for using a TIN 
data structure to represent membership rasters, and other issues relating to the TIN 
data structure, such as triangulation algorithms, indexing, merging, and contouring. A 
description is given of a method for combining several TINs, similar to the overlaying of 
polygons or multiple rasters, so that the value at a given point is the sum of the values 
for the corresponding point on all the contributing TINs. 
6.1 Surface modelling 
The membership rasters produced by the fuzzy c-means (FCM) algorithm described in 
Chapter 4 are similar to rasters of other single-variable continuous field data, such as 
temperature, elevation, and ozone layer densities. This type of data can be represented 
using several quite different approaches, including: 
• mathematical approximation using high order polynomials, 
• rasters, and 
• point interpolation. 
The best approach often depends on the nature of the data. Methods used to represent 
terrain differ significantly from those used to represent ozone layer density. Certain 
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characteristics of a feature being measured may not be representable using some models. 
For example, a sharp change in elevation at a cliff face is difficult to represent using a 
polynomial, while ozone levels in the stratosphere change very gradually over space and 
can therefore be represented very efficiently by mathematical approximation using very 
few parameters. 
6.1.1 Polynomials 
High order polynomials and Fourier analysis have been used extensively by engineers 
for compressing both one and two dimensional waveforms. A classic example is the use 
of Fourier analysis to construct high order polynomials using combinations of sine and 
cosine functions to approximate analogue audio waves. Calculating polynomials, and 
Fourier analysis, are computationally intensive. For this reason, specialised digital signal 
processing (DSP) chips have been developed to perform the calculations in hardware 
rather than in software. 
Polynomial approximations are suited to applications where the data being approx-
imated follows a general pattern. If data contains a large amount of irregular variation, 
approximations using polynomials may produce additional variation due to the unpre-
dictable oscillations of the polynomials (Petrie 1990). Because high order polynomials are 
designed for use with continuously varying surfaces, they provide no easy method for 
incorporating features such as break-lines, boundaries and holes in the representation. 
Terrain features such as cliffs and lakes are therefore difficult to represent using a polyno-
mial approximation. Several polynomial patches could be combined in one surface, with 
the joins between patches forming sharp changes in slope. 
6.1.2 Rasters 
The raster model has traditionally been the data structure of first choice for representing 
information collected over a continuous area. The popularity of the raster model also has 
benefited from the integration of satellite imagery and remote sensing into GIS. 
Because a raster is composed of discrete pixels, it is difficult to combine several 
data sets from different sources unless the pixel sizes are consistent. Hence it may be 
an inefficient representation of continuous change at any resolution. The problem of 
inconsistent pixel sizes can be solved by re-sampling each raster using a common pixel 
size. Re-sampling involves converting a raster from one resolution to another. The 
conversion averages pixel values if the resolution of the final raster is lower than that 
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for the initial raster, or interpolates new values if the resolution is to be increased. Re-
sampling in this manner can introduce errors, and result in misinterpretation of the level 
of accuracy of the data. The size of each pixel must be small enough to accurately represent 
the variation across the surface, resulting in redundant pixels for large areas of similar 
value (Milne 1992). Given that a spatial pattern exists, for example, one tree surrounded 
by an area of grass, Carter (1988) states that the spatial pattern, in this case the tree, will 
be lost in a raster if the pixel size is greater than half the period of the spatial pattern. 
Second generation rasters are often produced by classifying pixels in a satellite image, 
or from field data collected from sample points in a regular grid. A raster can also be 
produced from irregularly sampled data by interpolating values for each pixel from the 
values of neighbouring points. One commonly used method for performing the interpo-
lation is known as Kriging (Burrough 1986). Once a raster has been interpolated from 
the original sample points, those original points are discarded. The spatial distribution 
of the pixels in the raster bear no relationship to the distribution of the original sample 
points collected from the field. Original sample points may be densely clustered in areas 
where there is evidence of rapid or irregular change, and sparsely distributed where little 
change is expected. Because the raster model is composed of a regular grid of pixels, the 
distribution of pixels is dependent solely on the resolution of the raster. 
6.1.3 Point interpolation 
Triangular irregular networks, when used for digital elevation models (DEM), are in-
cluded in the family of point-interpolated surfaces, for which a height for any location on 
the surface can be interpolated from known heights of surrounding points. Each vertex 
in a triangulation corresponds to a sample point in the field or to a vertex on a contour 
line. The process of triangulating the points provides a framework for identifying which 
of the vertices of the triangulation should be used to interpolate values for any unknown 
point. In the case of a linear interpolation, the triangle in which a point falls is found to 
determine the vertices and their elevations, from which an elevation for the point can be 
interpolated. Interpolation methods are discussed further in Section 6.2. 
The principal advantage of using a triangulation approach is that the location of 
triangle vertices can be controlled to minimise the number of triangles needed to give a 
good approximation of the surface. Where there is little variation in the surface, few points 
are required to represent the changes. In areas where a surface exhibits greater variation, 
more points can be sampled to capture this variation. By using a TIN, the necessary detail 
can be captured in some areas, while other areas remain sparsely covered by vertices. 
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This avoids having to store large amounts of information for an entire region when a 
large amount of detail is required for only one small area of the region. 
Surface representations based on triangles can use every sample point directly, without 
performing any re-sampling to produce regular grids or patterns. In some cases, using 
every sample point is not desirable; membership rasters are one such case as they may 
contain redundant information. In these situations, techniques similar to those described 
in Chapter 5 can be used to determine which of the sample points should be used to 
construct triangles. Other methods for surface representation, a raster for example, often 
discard the original data points after the new raster representation has been generated 
(Petrie 1990, Milne 1992). In this way, the spatial distribution of the triangle vertices 
reflects the characteristics of the surface being represented better than the regular pattern 
of a raster. 
The previous chapter described methods for removing redundant pixels from a mem-
bership raster, leaving an irregular collection of pixels. These methods were designed so 
that the set of pixels (or critical points) selected should provide a good approximation of 
the original membership raster from which the pixels were taken. Critical points were 
identified by measuring the difference between the membership value of a pixel and the 
average membership value for the surrounding pixels. Many points are identified as crit-
ical where the surface is rough and there is a difference between the average membership 
value and the central pixel's value. Fewer points are identified where the membership 
value of a pixel is the same or similar to the average value of its neighbours. 
A large amount of field data such as soil nutrient levels may also be collected as point 
samples. Such samples are usually of natural features that exhibit continuous change. 
These samples are often processed into polygon or raster representations. Many features 
cannot be measured using satellite remote sensing; some examples are subterranean 
features, and invisible characteristics such as temperature and air pressure. These phe-
nomena are valuable for many types of analysis, from crop growth potential to erosion 
analysis, and can easily be represented over a continuous-space using a TIN. 
By representing continuous information using triangulations of critical points or point 
samples, and accepting the overhead of constructing and maintaining a TIN, data collected 
at different resolutions and scales can be easily incorporated into one set, without any 
modification to the original values. The problems associated with the raster model, such 
as re-sampling data to common resolutions, are avoided when using TINs. Provided 
that the sample locations are specified using a common spatial coordinate system, a 
requirement also of the raster model, points from two separate field surveys can be 
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combined by triangulating them in one TIN. Certain restrictions remain, such as that 
the data should have been collected within a time frame that would have prevented any 
significant changes in conditions occurring between the collection of sample values. 
When representing information that changes continuously over an area, a TIN can be 
considered half way between a raster representation and a vector based representation. 
Raster models consisting of a single, regular grid of pixels or cells can be divided into two 
types: those where each pixel contains a value quantifying some characteristic or feature; 
and those where the value of a pixel reflects which of several characteristics or features 
is present at that location. DEMs and membership rasters fall into the former type, while 
the results generated from a traditional classification are of the second type. The TIN 
representation provides a means by which the first type of raster can be converted to a 
polygon representation. 
DEMs and membership rasters can easily be converted to TINs via critical point 
identification, and TINs can be converted to rasters by interpolation. A raster containing 
pixels, each of one of several classes, can be converted to a polygon representation directly. 
TINs can be converted to a vector representation, and vectors to TINs, via contouring and 
triangulation. Converting from polygons to TINs is difficult and may result in significant 
distortions of the data. Because a polygon structure represents data in a processed state 
where information about variation over space is not available, the conversion is not likely 
to produce accurate results. 
The following sections in this chapter discuss reasons for and against using TINs to 
represent the surfaces produced by the fuzzy c-means classification algorithm. Topics 
discussed include: 
• generation of TINs, 
• issues of storage efficiency, 
• combining of multiple data sources, and 
• functions that can be applied to TINs. 
6.2 Delaunay triangulation 
There are several approaches to creating a triangulation from a collection of points. Early 
triangulation methods were slow, and often resulted in different triangulations depending 
on which point was selected as a start position (Petrie 1990). When building a triangu-
lation there are two main objectives: to build triangles that are as equilateral as possible; 
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and to minimise the length of each side of the triangles. Algorithms that achieve these 
two objectives avoid producing triangulations that contain elongated triangles. Such 
triangles can produce inaccurate results when values are interpolated from tl1e vertices. 
The Delaunay triangulation of a collection of points fulfills these two requirements. 
Delaunay triangulation is associated with Thiessen polygons. Given a set of vertices, 
Thiessen polygons define the region influenced by each vertex. A polygon is constructed 
around a vertex such that any point within the polygon is closer to the central vertex than 
any other vertex outside the polygon. 
- -- Thiessen polygon 
Figure 6.1: Thiessen polygon for a vertex. 
6.3 Triangulation efficiency 
Although triangular structures are an efficient means of storing irregular gridded data, 
processing of these structures can be inefficient due to the overhead of maintaining the 
topological relationships of the triangular network. A TIN is a much more complex data 
structure than a raster. Triangles must be created by linking vertices together in such a 
way that edges do not cross, and all vertices have at least two connecting edges. These 
topological conditions must be maintained when points are inserted and removed from 
the TIN. Implementing a data structure to represent this topology introduces a storage 
space overhead for each point in the triangulation. The task of maintaining this structure 
also adds to the processing time for TIN operations. 
The exact overheads involved with preserving a topological structure depend on the 
data structure used for storing the links between vertices. Some suitable data structures 
include doubly connected edge lists, as described by Preparata & Shamos (1985) and used 
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by De Floriani & Puppo (1992), and the triangle array method as used by Hayton (1992). 
The number of vertices in a TIN may reach some level such that the cost of extra memory 
requirements and processing time cancel out the effect of the reduced number of points 
required for a TIN to represent membership values for an area. 
6.4 Indexing triangular structures 
Indexing irregular triangular structures is difficult because the shapes formed by triangles 
do not follow a regular pattern. When some form of area indexing scheme is introduced, 
such as quad-trees, there will be some overlap of triangles from one quadrangle to the next. 
It is usually impossible to build a series of non-overlapping quads such that each triangle 
is completely included within a single quadrangle, unless the triangles are constructed 
from vertices sampled on a regular grid. Similar problems are also encountered when 
using irregular shapes for the index (De Floriani 1989). 
Possible solutions have been offered, all of which have advantages and disadvantages. 
The following three sections describe several methods that can be categorised into one of 
the following classes: 
o uniform grid, range search, 
• irregular triangles, 
• guided search. 
6.4.1 Uniform grids and range searches 
Use of uniform grids and range searches involves placing an imaginary grid over the 
spatial domain of the data set. A list is maintained, for each grid cell, of points and 
triangles that fall within or overlap that cell. The grid cells form an index into the entire 
data set. When new points are to be added to the triangulation, the cell containing 
the location of the point can be found quickly, and the number of triangles to search is 
significantly reduced. 
Alternatively, the grid lists can be built prior to the triangulation process. When 
triangulation begins, the grid can be used to locate points that are close together. This is 
useful when forming triangles, as the grid lists significantly reduce the number of points 
to be searched (Huang 1989, Fang & Piegl1993). The effectiveness of using a regular grid 
depends on the spatial distribution of points within the TIN. If certain parts of the TIN 
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are densely populated with points, and other parts of the TIN remain sparsely populated, 
some grid cells will have a very long list of associated points while other cells will have a 
very short list of points. Hence, where there is high local variation, this method will have 
significant overhead. 
6.4.2 Irregular triangles 
The problem of irregularly distributed data points can be addressed by using irregular 
shapes to index triangular structures. Indexing structures can be balanced so that there is 
approximately the same number of points contained in each cell of the index. In this way, 
the search time to find any point is constant, and independent of the spatial distribution 
of points. Such indexing schemes require extra processing when points are inserted 
and deleted from the TIN, as the underlying indexing structure must be updated and 
balanced with each insertion or deletion. The Cell Tree described by Gunther (1988) is 
a good example of a spatial index that uses irregular shapes. With a quadtree, an area 
is recursively subdivided into smaller and smaller squares but, for a cell tree, irregular 
shapes are used for each cell. 
De Floriani (1989) described a slightly different method based on recursively indexing 
one triangulation with another triangulation that contains fewer points. This indexing 
scheme was later used by De Floriani & Puppo (1992) to increase the speed of an on-line 
algorithm, where the triangulation could be built without spatially sorting vertices before 
processing. Two different criteria can be used to select which points from the detailed TIN 
should be used to form the indexing TIN: spatial distribution or surface accuracy. The 
indexing TIN can be created in such a way that the distribution of points within the index 
can be evenly spread over all indexing triangles. Alternatively, points from the original 
triangulation can be chosen in such a way that the indexing TIN, although containing 
fewer points, can be used to produce an acceptable approximation of the original TIN. 
6.4.3 Oriented-walk search 
The oriented-walk search, described by Hayton (1992), requires no indexing data struc-
tures but does not adapt to the spatial distribution of points within a TIN. The search 
traverses a TIN, checking each triangle to see if it contains the point being inserted or 
deleted. The algorithm traverses the TIN in a way that significantly reduces the number 
of triangles that must be searched. 
When a triangle containing some point must be found, the oriented walk is begun at 
an arbitrary triangle. The edges of the triangle are traversed in a clockwise direction. If 
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the point is located to the right of all three edges, then the triangle must contain the point. 
If, during this test, the point is found to lie to the left of an edge, the algorithm moves to 
begin searching the triangle adjacent to the edge that failed the test. The algorithm can 
be improved if we can assume that points are likely to be inserted in some known spatial 
order. Each new search can then be started where the previous search finished. If this 
assumption is valid, search times can be greatly reduced. 
6.5 Interpolation 
Interpolation is the process by which an estimate of the value of a function at some 
location is obtained from known values of the function at surrounding points (Watson 
1992). A surface may be described by a function, where the surface value is a function of 
the (x,y) location. For example, in the case of a function representing elevations across a 
field, the height of some given point can be estimated by using the function representing 
the surface and the heights of nearby points to calculate a suitable value. There are many 
different approaches to interpolation, but all aim to produce estimates that minimise the 
difference between the interpolated value and the actual surface. 
Each interpolation method is based on some interpretation of how the known value 
of each vertex influences the unknown values in the surrounding region. Once the 
influences are determined, it is possible to estimate values for the unknown locations from 
the vertices. Watson (1992) provides a survey of many different approaches to surface 
interpolation, including several that are specific to irregular triangulations. Methods 
for triangulation can be divided into two distinct types: linear, and nonlinear. Linear 
methods are simple to implement and fast to execute, and produce surfaces within which 
each triangle is a plane with constant slope and aspect and triangle edges represent a 
distinct change in slope. For these reasons, linear interpolation is possibly the most 
commonly used approach when interpolating from triangulated data. 
The non-linear interpolation methods produce smoother surfaces than does linear 
interpolation. Non-linear methods produce surfaces for which there is a gradual change 
in slope from one triangle to the next. These methods usually incorporate an estimate of 
the surface gradient at each data point into the interpolation calculation. By incorporating 
information on gradient, the surface within a triangle can be non-planar, thus allowing a 
smooth change from one triangle to the next. 
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6.6 Resolution independence 
Points can be added to a triangulation to increase resolution and coverage over areas of 
particular interest. If there are areas for which it is important to have closely spaced sample 
points, these can be added to a TIN by incorporating extra points into the triangulation. 
To perform a similar task using a single raster is difficult. Nesting one raster inside 
another, in a similar manner to quad trees, could provide an alternative method. However, 
maintaining a structure such as this also creates overheads, and unless irregular shaped 
rasters are supported there will still be some amount of redundancy. Because a raster 
contains a collection of identically sized pixels, to increase the density of samples over a 
small area would involve increasing the density over the entire raster. By re-sampling a 
raster at a higher resolution, areas that have small changes in membership value will be 
represented by a greater number of pixels. The changes from one pixel to the next may 
be so insignificant as to cause the extra pixels to be redundant. 
Because the location of points within a TIN can be stored with arbitrary precision, data 
from various sources can be incorporated into the same triangulation, the only require-
ment being that the data is spatially referenced using a common projection. Collections of 
sample points from several surveys of the same characteristic can be combined to form a 
single data set. Alternatively, several collections of sample points with values for different 
characteristics can be processed simultaneously to produce a resulting triangulation that 
is a function of one or more of the characteristics being processed. The processing of 
several TINs representing different characteristics is discussed in the following section. 
6.7 Merging triangulations 
The overlay of several TINs is similar to forming the union of several sets of polygons. 
For a raster, there is grid arithmetic. We can add values in one grid to values in another, 
for example. Other grid operations can be done, such as subtraction, multiplication, or 
division. TIN overlay provides a method for performing the same functions for TINs. The 
process of adding two TINs should result in a surface that is the sum of values from each 
contributing surface. For example, if a given point in one triangulation has a value of 100 
and the value at the same location in another triangulation is 75, then the corresponding 
point in the resulting TIN should have a value of 175. 
Determining the best area in which to grow a particular crop provides an example of 
how operations on TINs can be useful. The growth rate of some crop may be dependent 
on three main variables: soil moisture, temperature, and nutrient levels. Sttppose that 
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each of these characteristics is measured over the study area, and the values normalised 
to fall in the range 0 ... 255. Fuzzy classification is one possible method that could be used 
to obtain such measurements. Each characteristic plays an important role in the growth 
rate of the crop, although some characteristics will be more important than others. For 
this reason each characteristic is assigned a weighting factor between 0 and 10, as shown 
in Table 6.1, that reflects their importance for a given crop. 
I Characteristic I Weight I 
Soil moisture 7 
Temperature 6 
Nutrient 9 
Table 6.1: Weighting factors for each characteristic. 
Each surface can be multiplied by its weighting factor and then added to the other 
surface. Peaks in the resulting surface represent areas that are most suitable for growing 
that particular crop, while troughs represent areas that are unsuitable. 
Overlaying of multiple TINs is relatively simple, and can be split into three steps: 
• interpolate corresponding values, 
• perform the mathematical operation, and 
• re-triangulate the points. 
(a) TIN A (b) TINB (c) Overlay of A 
and B 
Figure 6.2: Merging two triangulations. 
(d) Triangulation of 
the overlaid TINs 
The process of merging two TINs is shown in Figure 6.2. The first step is to take 
each point in TIN A and to interpolate a value for the same location in TIN B. The same 
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interpolation operation is performed for TIN B, but values are interpolated from the 
first TIN (A) instead. In some cases, vertices from one TIN will fall outside the convex 
hull of another TIN. The convex hull of a TIN is the polygon formed by line segments 
connecting all the outer vertices of the TIN, and defines the region for which points can 
be accurately interpolated. When points fall outside the convex hull, the value for the 
point is extrapolated from the value of the nearest neighbours. After the interpolation 
process, each point has two values, one for each surface. These two values can be added, 
subtracted, divided, or multiplied as the user specifies, to produce a final value. Once the 
the total value for each point has been calculated, the points can be re-triangulated. 
In a series of experiments undertaken on combining multiple TINs into one, all the 
TINs were generated from membership rasters produced from the same satellite image. 
Hence, each vertex originated from the same regular grid and where one characteristic 
changed, it was likely that others would also change. This is because characteristics 
such as soil type and vegetation are often correlated with each other, or with another 
characteristic such as the type of terrain. For these reasons, when three TINs (representing 
membership levels in: pine, water, and grass) produced by identifying critical points in 
the membership rasters generated by the FCM algorithm were merged, there was a very 
high degree of overlap in the sets of points that make up each TIN. 
The original three TINs were generated from critical points identified using the aver-
aging method described in Section 5.3.2, with the tolerance levels ranging from 1 to 50. 
Figure 6.3 shows how the number of points in the resulting TIN increased as the tolerance 
level was increased. The curve shows the percentage increase in the number of vertices 
from the largest of the source TINs to the resultant TIN. At a tolerance level of 10, the TIN 
produced by merging the three TINs contains approximately 3% more vertices than the 
largest source TIN. At low levels of tolerance, very few points in the membership rasters 
from which the TINs were generated are redundant. Therefore each TIN contains a large 
number of points. These points are usually located in different positions in each TIN. 
Hence, there is a greater number of unique points in each TIN, which explains the high 
level of increase for low levels of tolerance. 
Figure 6.4 shows how membership surfaces representing two separate hypothetical 
classes can be merged, with membership values summed, to produce a third surface. 
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Figure 6.3: Percentage increase in resulting TIN size. 
6.8 Contouring 
Section 6.1.3 described the TIN model as being between the raster model and the polygon 
model. Chapter 5 described methods by which data can be extracted from a raster and 
used to construct a TIN. We now describe how a fuzzy set operator, the alpha cut, can be 
used to produce polygons from a membership surface. 
The alpha cut operator was described in Section 3.1.2, as applied to a one-dimensional 
membership function. The alpha cut is the process of intersecting a membership function 
at a specified membership level, and is therefore equivalent to drawing a contour line on 
a membership surface. An alpha cut can therefore be used to produce polygons from a 
membership surface. Each polygon will contain points that have at least the same level 
of membership as the cut level. 
Other features of the TIN model that are used when representing terrain can also be 
useful for TIN models that represent membership values. Break-lines and boundaries are 
often used in terrain models to accurately represent ridge lines, gullies, lakes and coast 
lines. A TIN representing class membership values may also have to include lines at 
places where there are sudden changes in membership value. Such changes can occur at 
features such as roads or shorelines. 
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Figure 6.4: "Adding" two membership TINs together. 
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6.9 Summary 
Information that is measured on a continuous scale and over a continuous area can be 
represented efficiently, and to a reasonable level of accuracy using a TIN data structure, 
provided that the amount of variation from one sample point to the next is small. The TIN 
model provides a flexible framework for combining data from several sources, avoiding 
the problems associated with re-sampling. Although other methods, such as the use of 
high order polynomials or the raster model may allow data to be processed faster, the 
models may not easily produce an accurate approximation of the data being represented. 
The majority of functions available for processing other models can also be implemented 
for a TIN. Because many of the characteristics being measured are dependent on terrain 
and surface topography, using a data structure similar to that used to represent terrain is 
appealing. 
Chapter 7 
Conclusions 
Most land classification methods are based on some form of Boolean classification theory. 
Any area is in one of two possible states with respect to a land use class; either it is a 
member of a particular class, or not a member of that class. Classifying an area in this way 
removes information about the way in which class membership varies across the spatial 
domain of interest. Incorporating fuzzy logic into the process of classifying pixels in a 
remote sensed image can retain information that is useful for representing geographic 
features with indistinct or fuzzy boundaries. 
Calculating class membership on a continuous scale significantly reduces the amount 
of classification error when compared to the Boolean membership values produced by ear-
lier classification methods. By calculating membership values in each class for each pixel, 
a high level of information can be represented describing the transition zone between two 
regions. 
A fuzzy classification algorithm produces a membership raster for each class in the 
classification. Each pixel in such a raster contains a membership value indicating the 
level of membership for that pixel in the class represented by the raster. This results in a 
large amount of data having to be stored for later processing. 
Membership rasters are similar to raster-based digital elevation models in that each 
pixel has a single value, in this case a membership value rather than a height as in the 
case of aDEM raster. In the same way that TINs are used to represent DEMs, TINs can 
be used to represent membership rasters. Representing membership rasters in this way 
reduces the amount of storage space required, and allows algorithms developed for the 
TIN model to be used for processing data about continuously varying features. 
A practical example has been given in this thesis, showing how a multi-spectral satel-
lite image can be classified using the fuzzy c-means algorithm to produce membership 
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values for each pixel in each class. Membership rasters produced by the FCM algorithm 
were processed using four different methods to identify critical points in the data set. Two 
of the methods described use information theory and context modelling to identify crit-
ical points, while simple in-betweening and an averaging process were used in the final 
two methods. Essentially, critical points were chosen by calculating their usefulness in 
constructing a TIN to represent the membership raster to some desired level of accuracy. 
Each critical point is used as a vertex in the TIN. Identifying and removing non-critical 
points can result in an 80% reduction in the number of points needed to represent a 
membership raster to some desired level of accuracy. The exact amount of reduction that 
can be achieved does however depend on how much membership values change from 
one pixel to the next, and the level of tolerance specified by the user. Together, these two 
variables influence how much information is lost in the reduction process. 
An example was also given of how multiple TINS can be overlaid and the surface 
values summed to form a new TIN. Overlaying is not an operation normally performed 
on TINs that represent terrain. Overlaying such TINs has little practical use, except 
possibly in GISs that are designed specifically for dealing with three dimensional data, 
such as those systems used in mining and geological applications. However, because 
membership TINs are usually generated for several classes over the same area, the overlay 
operation becomes an important analytical tool. Overlaying membership TINs is similar 
to overlaying lines and polygons in a vector-based model where attribute values from 
each of the features being overlaid are combined for use in later database queries. 
The overlay operation was used to measure the accuracy of surface approximations 
constructed from critical points identified using the four methods described in this thesis. 
By overlaying the membership TINs for three classes over the same area, the resulting 
surface should be flat, and have a total membership level of approximately 1.0. By 
varying the methods used to identify critical points, and performing this test on the 
resulting TINs, the accuracy of each method was compared. It was found that the best 
method for identifying critical points was to identify those pixels with membership values 
that were not similar to the average membership value of surrounding pixels. 
Clearly, it is a good idea to represent features that vary continuously over a spatial do-
main by using fuzzy logic to calculate membership values. The likelihood of classification 
error or source error being introduced into the data is very low. The principal problem 
of using a membership raster for every class is the high storage space requirements. This 
research has shown that storage requirements can be significantly reduced by using a TIN 
data structure to replace each membership raster. 
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Appendix A 
One Dimensional Fuzzy C-Means 
Implementation 
This appendix includes a program listing, written in the C programming language, of 
the author's implementation of the fuzzy c-means classification algorithm. The program 
listed here is used for clustering data based on a single variable. A complete implemen-
tation, capable of clustering data in any number of dimensions, was used to cluster pixels 
in a SPOT image. 
#include "math.h" 
#include "values.h" 
#include "stdio.h" 
#define MAX_N 20000 
#define MAX_C 10 
double data_value[MAX_N]; 
double membership[MAX_N] [MAX_C); 
double center[MAX_C]; 
double center_old[MAX_C]; 
int N; 
int C; 
I* 1-dimensiona1 data values *I 
I* membership for elmt. N in set c *I 
I* center for set c *I 
I* original centres *I 
I* number of data values *I 
I* number of clusters *I 
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I* 
* Initialise the membership values. 
*I 
void init_memberships(void) 
int n; 
I* 
* 
*I 
int c; 
double f; 
double *p; 
p = (double *)malloc(C * sizeof(short)); 
for (n = 0; n < N; n ++) 
f = 0.0; 
for (c = 0; c < C; c ++) 
p[c] = (double)random() I MAXINT; 
f += p[c]; 
for (c = 0; c < C; c ++) 
membership[n] [c] = p[c] I f; 
free (p); 
Dump out the table of cluster centers. 
void dump_centers(void) 
int c; 
I* 
* 
*I 
for (c = 0; c < C; c ++) 
fprintf(stdout, "center[%d] 
Dump out the membership table. 
void dump_memberships(void) 
int n; 
int c; 
%6.2f\n", c, center(c]); 
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I* 
for (n = 0; n < N; n ++) { 
fprintf(stdout, "data_value[%d] = %4.lf" 
"mem = ", n, data_ value [n]); 
for (c = 0; c < C; c++) 
fprintf(stdout, "%6.4f " membership[n] [c]); 
fprintf(stdout, "\n"); 
* Read in the centers and the data values. 
*I 
void read_data(char *centers, char *data) { 
FILE *c__ptr; 
I* 
* 
FILE *d__ptr; 
I* Read the initial cluster centers *I 
c__ptr = fopen(centers, "r"); 
c = 0; 
while (!feof(c__ptr)) 
fscanf(c__ptr, "%lf\n", &center[C]); 
center_old[C] = center[C]; 
c ++; 
fclose (c__ptr); 
I* Read the data to be clustered *I 
d__ptr = fopen(data, "r"); 
N = 0; 
while (!feof(d__ptr)) 
fscanf(d__ptr, "%lf\n", &data_value[N]); 
N ++; 
fclose (d__ptr); 
Write value and membership. 
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*I 
void write_data(char *out) { 
FILE *o_ptr; 
I* 
int n; 
int c; 
o_ptr = fopen(out, "w"); 
for (n = 0; n < N; n++) 
fprintf (o_ptr, "%lf " data_ value [n]); 
for (c = 0; c < C; c ++) 
fprintf(o_ptr, "%lf " membership(n] [c]); 
fprintf ( o_ptr, "\n") ; 
fclose (o_ptr); 
* Calculate the cluster centers based on the data values and 
* existing membership values. (Equation 3) 
*I 
void new_cluster_centers(double m) 
double weighted; I* weighted membership value *I 
I* 
double top; 
double bot; 
int c; 
int n; 
for (c = 0; c < C; c ++) { 
top 0.0; 
bot 0.0; 
for (n = 0; n < N; n ++) { 
weighted= pow(membership[n] (c], m); 
top+= (weighted* data_value[n]); 
bot += weighted; 
center[c] top I bot; 
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* 
* 
*I 
Calculate the new memberships for each data value for each 
cluster. (Equation 4) 
double new_memberships(double m) { 
double top; 
double bot; 
double sum; 
double 
double 
double 
double 
int c; 
int cc; 
int n; 
p; 
eps; 
leps; 
seps; 
p = 1. 0 I (m - 1. 0) ; 
leps 0.0; 
seps 0.0; 
for (c = 0; c < C; c ++) 
for (n = 0; n < N; n ++) 
top data_value[n] - center[c]; 
sum 0; 
if (top != 0.0) 
for (cc 0; cc < C; cc ++) { 
bot data_value[n] - center[cc]; 
if (bot == 0. 0) 
break; 
sum+= pow(pow(top I bot, 2.0), p); 
else { 
sum 1. 0; 
bot 1. 0; 
if (bot ! = 0. 0) { 
else 
eps = fabs(membership[n] [c] - (1.0 1 sum)); 
membership[n] [c] = 1.0 I sum; 
eps = fabs(membership[n] [c] - 0.0); 
membership[n] [c] = 0.0; 
seps += eps; 
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if (eps > leps) 
leps = eps; 
return leps; 
void dump_stats(int r) { 
float d; 
int c; 
d = 0.0; 
for (c = 0; c < C; c++) 
d += fabs(center[c] - center_old[c]); 
fprintf(stdout, "%f %d\n", d, r); 
int main(int argv, char **argc) { 
double m; 
double e; 
int R; 
int r; 
if ( argv ! = 8 ) { 
fprintf(stderr, "Usasge: %s <weight> <iterations> <centers> " 
"<data_in> <data_out> <mlc>\n", argc[O]); 
exit(l); 
sscanf(argc[l], "%lf", &m); 
sscanf(argc[2], "%d", &R); 
read_data(argc[3], argc(4]); 
if (*argc[6] == 'c') 
init_memberships(); 
else 
new_memberships(m); 
r = 0; 
while (r < R) { 
new_cluster_centers(m); 
e = new_memberships(m); 
r++; 
if (e < 0.001) 
break; 
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dump_stats(); 
write_data(argc[5]); 
return 0; 
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