Abstract -Quantification of positron emission tomography (PET) images using compartmental models requires the estimation of the tracer concentration in plasma as a function of time. Estimating this function directly from PET images, by measuring the tracer concentration on the carotid arteries, is an attractive alternative to the invasive gold-standard method of arterial cannulation of the radial artery. Nevertheless, most image-derived input function methods still rely on extracting a small number of blood samples to correct for partial volume effects, metabolites and plasma fraction (blood-based). In this work, we assess two non-invasive image-derived input function techniques (blood-free). The two blood-free methods were first applied to a computational phantom and compared with a well established blood-based method. Using image-derived input functions, parametric maps of the binding potential were obtained for [
INTRODUCTION
In PET studies, physiologically active compounds are labeled with a positron-emitting isotope and administered to the patient intravenously. Through the measurement of the annihilation radiation using a coincidence detecting technique, it is possible to track and quantitatively measure the compound and study its biochemical and physiological properties in vivo. After data reconstruction, PET images provide 4D data of radioactivity concentration as a function of time, which is assumed to be proportional to the ligand concentration. Nevertheless, there is no discrimination between signals arising from specific binding, non-specific binding, free tracer or tracer in plasma. Compartmental models place the focus on the isolation of the signal of interest. Various such models and related graphical analysis methods have been proposed, with different model and experimental designs as well as varying degrees of invasiveness [1] , [2] . As a common trait, all these quantification methods require added information, notably an arterial plasma input function (AIF). The gold standard in PET quantification is using cannulation of the radial artery to take arterial blood and determine the AIF. Unfortunately, this is not ideal practice mostly because of its invasive nature. Although it rarely leads to significant adverse effects, it discourages healthy volunteers from participating in clinical studies, complicates the logistics and increases the radiation exposure for the technical staff [3] .
Few alternatives to cannulation are available. Reference region based compartmental models use as input the activity of a region where it is assumed there is no specific radiotracer binding [4] . However, a reference region is not always available. Another possibility is deriving the AIF directly from the PET image. Image-derived input function (IDIF) methods aim to acquire the AIF from the dynamic PET data by looking into intra-cranial blood vessels such as the internal carotid arteries. Several difficulties need to be addressed. Due to the fact of the diameter of the carotids (5mm) being close to the spatial resolution of most PET scanners, the occurrence of partial volume effects (PVE) is a common issue. In addition, some PET tracers produce a considerable amount of metabolites and interact with the blood cells, thus affecting the tissue uptake of tracer. The PET image does not allow distinguishing between the parent compound of radiotracer and its metabolites, nor between the radiotracer bound to blood cells or free in plasma. As a consequence, a small amount of blood samples is sometimes used to determine the plasma and metabolites fraction of radiotracer and to correct the time-activity curve (TAC) for PVE [3] .
In the literature, the methods used to determine an IDIF from the internal carotid arteries for brain PET studies typically require four steps: 1) carotid identification, 2) wholeblood time activity curve (raw-TAC) estimation from the carotid area, 3) correction for PVE and 4) correction for metabolites and plasma fraction.
In this work the focus was placed on implementing and assessing totally non-invasive methods, i.e., not requiring the extraction of blood samples (hereby denoted as blood-free methods). We propose a computational phantom, based on reported [
11 C]-Raclopride data and on curves generated using compartmental models, to compare two blood-free methods to a well-established IDIF method that requires using three late venous blood samples. The blood-free methods are also applied to real [ 11 C]-Raclopride PET data to estimate the AIF. Using the latter as input, the data is quantified and the binding potential (BP) obtained. The BP estimates derived using the IDIF methods are compared against a validated solution obtained using a reference region TAC as input for a reference region based compartmental model.
II. METHODS

A. Computational Phantom
To allow assessing IDIF methods, we start by proposing a simple computational phantom meant to represent a portion of one carotid artery, below the Circle of Willis. The phantom is characterized by its geometry and by the time varying concentration of radiotracer within each voxel.
A 23x23x5 matrix of voxels is considered for each time frame. Each voxel of the simulated PET image is assumed to be a cube of side length 2mm. In the phantom, the carotid artery is a cylinder with 5 mm of diameter, see Fig. 1 . To assign concentration values to the voxels at each frame, perfect concentration curves were generated using compartmental models and resorting to [ 11 C]-Raclopride PET data reported in the literature, notably a plasma concentration curve for [ 11 C]-Raclopride, CP, displayed as a plot in [5] together with kinetic parameters for high-binding and lowbinding regions [6] . Three concentration curves were generated: an uncorrected whole-blood curve (CB) for the carotid area expressing the values of concentration of radiotracer in blood, a high-binding tissue curve and a lowbinding tissue curve, to simulate two different situations for the tissue surrounding the carotid arteries.
Two situations were simulated: in one, the concentration in voxels containing tissue was assumed to be characterized by the low binding tissue curve whilst in the other by the high binding curve. For each situation, for the voxels which contain both carotid and tissue, their TACs were computed as a weighted average of blood concentration and tissue concentration, according to the areas of tissue and carotid inside the voxel. The framing sequence considered was the same used in the [ 11 C]-Raclopride PET images, described below.
Finally, noise was added at each voxel of the phantom following [7] and the phantom was filtered with a 3D Gaussian filter for each time frame.
For the first step, at each frame, a noise term is added to each voxel so that a noisy voxel concentration CN is obtained from the original voxel concentration C using Equation 1 .
Here, G(0,1) is a pseudo-random number from Gaussian distribution with zero mean and standard deviation of one, n is a constant that determines the noise level and dt the length of the frame. In the simulations, n was made to vary between 0.5 and 10, by considering steps of 0.1. For each value of n, the process of adding random error to the perfect curves, generating a phantom, applying the IDIF methods and determining the corresponding error was repeated 100 times. The error associated to the application of a method to a phantom was assumed to be well characterized by the difference between the CB curve extracted from the carotid and the true CB curve introduced in the phantom to create it. The peak error (typically the most difficult region to correctly extract) and the tail error between those curves are the parameters we will look into. We define the former as being the relative difference between the maximum values between the two curves, the reference curve being subtracted. The latter is defined as the average relative difference between the curves, between t = 700 and t = 5400 seconds. For each error level, the differences are averaged over the 100 values corresponding to the different realizations of the noise.
All the implementations done in this project were made using Matlab (The Mathworks, Inc., USA).
B. Subjects and [
C]-Raclopride PET Images [
11 C]-Raclopride PET data were obtained from ongoing patient studies aiming at fingerprinting the causes of Parkinsonism disorders, in ICNAS. The data were obtained from 13 randomly selected participants using a Philips Gemini GXL 16 2009 model. The total scanning time was 90 minutes. The data was reconstructed using a LOR-RAMLA algorithm, the framing sequence being 4 × 15 s, 4 × 30 s, 3 × 60 s, 2 × 120 s, 5 × 240 s and 12 × 300 s and corrected for motion effects on SPM8. For each patient, two IDIF blood-free methods, described below, were applied to extract the AIF. The PET images were quantified resorting to the two-tissue compartmental model and the Logan plot [2] , [5] . The IDIFs were taken as input in both cases; for the Logan plot the cerebellum was additionally taken as a reference region. Binding potential estimates were generated for both a volume of interest (VOI) of the striatum, which is the target zone for Raclopride, and voxel-wise. The images were also quantified using a reference region method, the Simplified Reference Tissue Model (SRTM), taking the cerebellum as the reference region, as proposed in [4] . Finally, the BP estimates generated using the IDIFs as input were compared with the BP estimates obtained with the SRTM, a validated method for [ 11 C]-Raclopride.
C. Image-Derived Input Function Methods 1) Chen's Method:
The method proposed by Chen et al. has been widely reproduced in IDIF studies. In the phantom study, we compare the performances of our two blood-free methods with that of Chen's method, which uses 3 late venous blood samples to correct the extracted TAC from the carotids for PVE [8] .
It consists of summing the earliest PET frames, which match the peak of the concentration of radiotracer in the carotids, thus enhancing their visibility, and manually defining the regions of interest (ROIs) for slices where they are identifiable. A tissue ROI is also defined, in a region close but not adjacent to the carotid ROI. Subsequently, a PVE correction is applied to the raw-TAC extracted from the carotid, which is assumed to be a linear combination of the true concentration of radiotracer in blood and of the concentration from the surrounding tissue:
Here, Cmeasured is the dynamic data obtained from the carotid ROI, Ctrue is the true radioactivity concentration in the carotid and Ctissue is the concentration in the tissue surrounding the carotid and the time invariant constants R and S are to be determined. The three late venous blood samples are drawn to provide an approximation for Ctrue. Using the equation above, the raw-TAC is corrected for PVE effects for all frames. In the phantom study, the values of concentration attributed to the carotid are used to surrogate for blood samples.
2) Hybrid Chen Method:
We propose a blood-free method which consists of a combination of Chen's method and Su's method [9] , hereby denoted as Hybrid Chen Method (HC). The carotid is segmented in the early summed frames, for 6 consecutive planes corresponding to planes bellow the Circle of Willis, in order to avoid spill-in activity from regions closer to the brain. The segmentation is performed by manually placing ROIs in the visually identified carotids area for each plane. The set of all ROIs defines a VOI containing the voxels belonging to each of the carotids. The PVE correction follows Chen's approach. As late venous blood samples are not available, the concentrations of the hottest voxel inside the carotid VOI, measured over the three frames that best correspond to the input function peak, are used as an approximation. The correction coefficients derived are applied to correct the whole raw-TAC.
3) Hottest Four Voxels Method:
This method proposes selecting the 4 hottest voxels in the carotids VOI drawn in the summed over image (following the same process described for the HC method) and averaging the TACs corresponding to each of them. This allows obtaining the sought raw-TAC which is assumed to be free of partial volume effects. This method, which is similar to what was proposed in [10] , will be referred to as the Hottest Four Voxels Method (H4V).
D. Correction for Metabolites and Plasma Fraction
For the quantification of real [ 11 C]-Raclopride PET images it is necessary to isolate the unchanged radiotracer concentrated in plasma [3] , [9] . In this study, the correction for metabolites was made using a parent fraction curve determined from the literature [6] . The final IDIF, the plasma metabolite-corrected arterial input function derived from the PET image, was computed as described in Equation 3 .
Here, CB is the whole-blood PVE corrected curve extracted from the carotids using the methods above, PF the parent fraction curve determined from the literature and the hematocrit HCT was taken to be 0.5.
III. RESULTS
We start by evaluating how the blood-free methods H4V and HC differ from Chen's method, which uses blood samples to correct for PVE. For this purpose, we use both versions of the aforementioned computational phantom where the tissue surrounding the carotid is assumed to be of high-binding and where it is assumed that there is low-binding in that region. Fig. 2 displays the peak and tail errors associated to Chen's method (blue), the H4V method (green) and the HC method (red). These are plotted as a function of n, the parameter expressing the noise level in Equation 1 . Evaluating Chen's method performance alone, the peak seems to be more sensitive to error variation than the tail, both in term of the magnitude of the average differences and the corresponding standard deviations. Blood-free methods seem to be more robust than Chen's to noise level variation in the peak in the sense that they provide lower standard deviations, but both of them underestimate the peak true values by around 20%, see Fig. 2(a) and Fig. 2(b) . When considering the tail, results overestimated by around 40% were achieved with both blood-free methods for the phantom filled with high-binding tissue surrounding the carotid, see Fig. 2(c) . A better result was achieved using the low-binding tissue curve for both methods, achieving an underestimation of less than 20%, see Fig. 2(d) .
Comparing between the blood-free methods, one notices that despite similar underestimations of the peak, the HC method produces slightly less underestimated results. When it comes to characterizing the tail of the concentration curve for the phantom filled with high-binding tissue surrounding the carotid the HC method performed worse than the H4V because besides the similar overestimation of 40% also has a high standard deviation, see Fig. 2(c) . On the other hand, when using a low-binding tissue curve, errors associated to the HC method were found to be closer to zero than those of the H4V method, see Fig. 2(d) .
As mentioned before, we made use of [ phantoms as function of the noise parameter n, for blood-based Chen's method (blue) and for the blood-free HC method (red) and H4V method (green). Plot (a) corresponds to the extracted TACs' peak error and (c) the TACs' tail error when using the high-binding tissue curve to fill the voxels around the carotid; Plot (b) corresponds to the extracted TACs' peak error and (d) the TACs' tail error when using the low binding tissue curve to fill the voxels around the carotid.
By applying the methods to the PET images, the H4V method produced for all subjects IDIFs with maximum peak values that were lower than the maximum peak values of the IDIFs extracted using the HC method, with an average relative difference of -14.4±11.23 %. The same happened for eleven of the thirteen subjects in the tail of the curves, with an average relative difference of -43.70±8.93%.
The difference between the tissue activity and the carotid activity was measured for late frames and the carotid activity was superior to the tissue activity for all subjects, in average by +28.31±12.38%.
The BP was generated for a VOI of 20 voxels of the striatum for each subject, using both the two-tissue compartmental model and the Logan plot and, in both cases, the IDIFs computed using the HC and the H4V method as input, see Table 1 . In this, values for the BP over the striatum of each subject computed using SRTM are also included. Using the two-tissue compartmental model, the resulting BP values showed a high dispersion, with a tendency to be overestimated for both the HC and the H4V methods. Better results were achieved with the IDIFs generated by the HC method, with an average BP error of +16.55 ± 87.13%. For the case of the IDIFs determined using the H4V method the error was quite high: +97.05 ± 165.34%. Using the Logan plot to determine the BP, significantly better results were achieved for both IDIF extraction methods, see Table 1 . In this case, BP values were on average underestimated by -6.92 ± 5.69% for the HC method and -6.51 ± 4.46% by the H4V method, using again the SRTM values as reference.
Parametric images, in which the BP is determined for each voxel individually, were obtained using the two-tissue model and the Logan plot, using the IDIFs as input functions. The resulting BP parametric images were compared with the BP parametric images generated by the SRTM, which in turn took the reference region TAC as input. The voxel-wise quantification was performed, for each subject, for one slice coincident to the zone we are particularly interested in quantifying, the striatum.
On one hand, generating parametric images by solving the two-tissue model was found to yield acceptable results for only 3 subjects: subject one, seven and eleven (23% of the subjects). For those three subjects, only the IDIFs estimated using the HC method provided good results. In general, the parametric images determined with the two-tissue model had the tendency to overestimate the BP in each voxel. On the other hand, using the Logan plot it was possible to generate acceptable BP parametric images for all subjects, using the IDIFs extracted from both IDIF methods.
In Fig. 3 the resulting parametric images for subject 1, generated using the SRTM (left) and the ones determined using the two-tissue compartmental model (center) and Logan plot (right) are represented. In Fig. 4 a correlation between each voxel from the parametric image determined with the Figure 3 . Parametric images generated for subject 1. On the left, the parametric image generated using the SRTM and the reference region TAC as input. On the center, the parametric image generated using the two-tissue model and the IDIF as input. On the right, the parametric image generated using the Logan plot and the IDIF as input. The IDIFs used were extracted with the HC method. SRTM and the corresponding voxel determined using the twotissue model is illustrated. A good correlation between the BP values determined using the two different methods was found, with a slight tendency for the two tissue model to overestimate the BP, especially for low-binding zones, as is noticeable in Fig. 3 . Similar results were found for the two other subjects. It is also represented a correlation between each voxel from the parametric image determined with the SRTM and the corresponding voxel determined using the Logan plot. It is possible to observe a good correlation between the BP values, with a slight tendency to underestimate the BP.
Subject
IV. DISCUSSION
In the first place, the phantom simulation highlighted the efficacy of Chen's method and the clear advantage of using blood samples to calibrate the curve extracted, as expected. It is noteworthy that this method is more prone to errors in the IDIF peak definition rather than in the tail. This is likely due to the fact that it uses late blood samples to derive the timeinvariant correction coefficients. These results are in agreement with [11] , who obtained IDIFs with underestimated peak maximums and a good tail estimation, by comparison to curves obtained by arterial sampling.
On the other hand, blood-free methods showed a lower standard deviation than Chen's. However they underestimated the peak by about 20%, as seen in Fig. 2(a) and 2(b) . Underestimated values were expected for the peak using blood-free methods because both of them rely on spill-out affected early image data. When considering the tail, there is also a tendency for underestimation for when low-binding tissue was considered, as seen in Fig. 2(d) , but a very different performance was obtained for high-binding tissue with highly overestimated results observed, as seen in Fig.  2(c) . This suggests that different surrounding tissues can affect the performance of the IDIF blood-free methods. For the H4V method, which does not depend on any PVE correction, the overestimated results at the tail suggest that the voxels selected were very affected by spill-in from the surrounding high-binding tissue. In the case of the HC, the values are not only overestimated, as also the dispersion is high. This is probably related to the fact of the HC method determines the correction coefficients in the early frames, where there is low uptake by brain tissue. Therefore, there will be an underestimation of the spill-in activity from the late frames. These results are in agreement with the ones found by [11] .
Focusing on comparing the blood-free methods between each other, the HC method demonstrated to have slightly better performance than the H4V method, except for the tail in the situation of using high-binding tissue. This is consistent with how the HC method depends on the calculation of the correction coefficients. It is also suggested that considering the hottest voxel as being less affected by PVE estimation and then as a good estimation for the real CB value may be a good assumption, although possibly noisy.
Although the tail seems to be very challenging to obtain in the high-binding tissue situation, it is also true that when considering real data the surrounding tissue should not take such high values. The receptor-rich regions of the [
11 C]-Raclopride are far away from the area where the carotids VOI selection should be made. Though this simulation evaluated different situations of tissue uptake, it is more realistic, in this sense, to consider the results with low-binding tissue.
In addition to the phantom study, the two blood-free IDIF techniques were applied to [
11 C]-Raclopride images to estimate the binding potential. The estimation of the BP from a striatum VOI for each subject using the two-tissue model lead to a considerable dispersion of the values, in general overestimated, when taking the ones generated using SRTM as the reference solution. That happened using the IDIFs of both the HC method and of the H4V method. In the literature it is possible to find relationships between underestimation of the AIF and overestimation of the quantification parameters. In [11] , it was observed an underestimation of the of the AIF peak and tail, in both phantoms and in clinical studies, which further lead to overestimated cerebral metabolic rate of glucose values. Together with the phantom study, results suggest that the underestimation of the PVE was a major factor.
On the other hand, by using the Logan plot to determine the BP of the striatum VOI, good accuracy was achieved using both IDIF methods. The Logan plot is known to be more robust to IDIF errors [3] , being particularly sensitive to errors in the tail of the input curve. On average, the BP values were slightly underestimated in comparison to the ones determined using the SRTM. The generation of parametric BP images, by individually quantifying each voxel, is more demanding, since the TAC of each voxel is more noisy than the averaged VOI TAC. Using the two-tissue compartmental model to obtain voxel-wise quantification, results close to the reference parametric maps were observed for three subjects. In all cases, the IDIFs had been obtained using the HC method. Since the two-tissue compartmental model has been shown to be considerably sensitive to AIF errors, it is very likely that the three IDIFs were good estimates of the true AIF. In general, the other quantified images using this model revealed overestimation and dispersion of BP voxel estimates, from which reliable results were not obtainable. Similarly to the results obtained using the striatum VOI, the overestimation of the voxel-wise BP values are probably related to an underestimation of the true input function.
On the other hand, using the Logan plot, it was possible to quantify images for all the subjects, and high correlations between the SRTM quantified voxels and the voxels quantified with the Logan plot and IDIF were found. The slopes of the linear correlation equations revealed that in general, the BP of the voxels was slightly underestimated. It is important to note that the Logan plot indirectly makes use of a reference region. Also, as it computes a ratio between two distribution volumes, it would be important in future studies to assess how each individual distribution volume is affected by error.
Taken together, although relying on possibly noisy estimates of the true input function, the HC method achieved better results than the H4V method. On one hand, BP values closer to those computed using SRTM were estimated for the striatum VOI using the two-tissue compartmental model. On another hand, three parametric images were good estimates. On the phantom study, both methods produced underestimated peaks and tails, with slightly better results being achieved by the HC method. In fact, for the [ 11 C]-Raclopride data the H4V method produced for all subjects IDIFs that were under-valued when compared to the IDIFs extracted using the HC method.
As studied in the phantom, the possibility of the source of error being overestimation of the tails, because of spill-in from the surrounding tissue in the late frames, was discarded since the tissue values were controlled and the carotid activity was superior for all subjects.
It is also important to consider that several approximations were made for the real data study. The parent fraction of radiotracer was not measured from blood samples; it was instead derived from the literature. Additionally, the plasma fraction was not measured, it was determined assuming a reasonable hematocrit value instead. And, most importantly, this was a totally non-invasive study that did not use blood samples to correct for PVE. In addition, it is important to mention that most studies that rely on the maximum carotid voxel values performed improvements in the reconstruction algorithm. Even with such improvements, reliable results are not always achieved. In the study [10] , accurate IDIFs were obtained for [ 11 C]-Flumazenil relying on the four hottest voxels per plane, together with reconstruction improvements and blood samples used solely to correct the function for plasma fraction and metabolites.
V. CONCLUSION
The results suggest that relying on totally non-invasive IDIF methods for estimation of the AIF limits the possibility of obtaining good quantification estimates using the two-tissue compartmental model. The biggest obstacle seems to be the underestimation of the spill-out effects, which could be improved by using some blood samples to calibrate the extracted TAC, according to the literature. Nevertheless, the HC method, although relying on a noisy approximation of the real concentration value, provided IDIFs which were closer to the real input function curves by providing a better estimation of the spill-out effects than the H4V method.
