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Abstract—With millimeter wave bands emerging as a strong
candidate for 5G cellular networks, next-generation systems may
be in a unique position where spectrum is plentiful. To assess the
potential value of this spectrum, this paper derives scaling laws
on the per mobile downlink feasible rate with large bandwidth
and number of nodes, for both Infrastructure Single Hop (ISH)
and Infrastructure Multi-Hop (IMH) architectures. It is shown
that, for both cases, there exist critical bandwidth scalings above
which increasing the bandwidth no longer increases the feasible
rate per node. These critical thresholds coincide exactly with the
bandwidths where, for each architecture, the network transitions
from being degrees-of-freedom-limited to power-limited. For ISH,
this critical bandwidth threshold is lower than IMH when the
number of users per base station grows with network size. This
result suggests that multi-hop transmissions may be necessary to
fully exploit large bandwidth degrees of freedom in deployments
with growing number of users per cell.
Index Terms—Wideband communications, capacity scaling
laws, relaying, cellular networks, millimeter wave radio
I. INTRODUCTION
New technologies in the millimeter wave (mmW) bands
between 30 and 300 GHz may move networks to a new regime
where spectrum is up to 200 times current cellular allocations,
with further spatial degrees of freedom made available by very
high-dimensional antenna arrays [1], [2]. From a theoretical
perspective, the possibility of vast quantities of spectrum raises
two broad fundamental questions: What is the ultimate value of
very large bandwidths, and how can networks be best designed
to exploit them?
It is well-known that links in wideband regimes become
limited by power rather than bandwidth, particularly with
channel fading [3], [4]. In these scenarios, multi-hop relaying
transmissions can increase the received power by shortening
the distance of each link, thereby potentially increasing the
overall capacity. Unfortunately, in current cellular network
implementations, the gains of multi-hop relaying have been
limited [5]: Since links tend to be bandwidth-limited, the ben-
efits of increased received power from relaying are generally
outweighed by the loss in degrees of freedom from half-duplex
constraints. However, in wideband regimes where power is
the dominant constraint and degrees of freedom are plentiful,
multi-hop relaying may provide much greater value.
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To assess this hypothesis, this paper evaluates the perfor-
mance of multi-hop relaying through the framework of scaling
laws, following the classic analysis of Gupta and Kumar [6].
Specifically, we consider a sequence of wireless networks
undergoing fading, indexed by the number of single antenna
nodes, n. The number of base stations (BSs), BS antennas,
network deployment area, and bandwidth are assumed to scale
by a function of n. The goal is to evaluate how the per node
data rate R(n) that is simultaneously achievable at all nodes,
which we call feasible rate, scales. For ease of exposure, we
only consider downlink transmissions; similar results for up-
link can be derived and will be reported elsewhere. Within this
framework, we compare two protocols: Infrastructure single
hop (ISH), where transmissions are made directly between the
BSs and nodes as in traditional cellular networks today, and
infrastructure multi-hop (IMH) where communication takes
place through a sequence of relayed transmission with user
nodes acting as relays. Analysis of upper bounds, hierarchical
cooperation protocols, and comparison with ad-hoc networks
are left for future work.
We derive new scaling laws that govern the feasible rate
R(n), for both ISH and IMH in the downlink. The scaling
laws reveal that there are three key regimes of operation:
1) When bandwidth per node scaling is relatively small, both
ISH and IMH are degrees-of-freedom-limited and their
rates scale with bandwidth.
2) When bandwidth scaling per node is sufficient to make
ISH transmissions power limited, ISH cannot exploit the
increasing bandwidth. However, the IMH protocol may
still exploit the full bandwidth when the number of nodes
scales faster than number of BS.
3) Finally, for very large bandwidth scalings, both IMH and
ISH become power-limited and R(n) ceases to increase
with bandwidth for either system. However, the exponent
of R(n) as a function of n for IMH remains above that for
ISH when the number of nodes scales faster than number
of BS.
The existence of these three regimes has immediate conse-
quences on the capacity of next-generation networks. Tra-
ditional cellular systems with very limited bandwidth will
remain in the first regime – confirming the general observa-
tions that relaying provides few benefits in current bandwidth-
constrained networks. On the other hand, mmW systems with
very wide bandwidths and large number of antennas per base
station can potentially enter the second or third regimes. Thus,
multi-hop relaying may play a valuable role in cellular network
evolution with increasing number of nodes per BS if very large
bandwidths are used, as in mmW.
A. Prior Work
The original Gupta-Kumar result [6] considered the capacity
of ad-hoc networks with no fixed infrastructure. Subsequent
works considered hierarchical cooperation [7] along with
mobility, broadcast, and infrastructure; see [8] for a compre-
hensive review. Our model for networks with infrastructure is
based on [9]. We model infrastructure similarly, but we only
consider a simpler node data flow model to and from the BS
separately.
The main novelty of our model is including the impact of
very large bandwidths in infrastructure capacity scaling. Most
scaling analyses consider a finite bandwidth; however in such a
setup overspreading as in [3] never occurs, because bandwidth
may be sliced arbitrarily thin as the number of nodes grows.
Another approach would be to let W →∞ for every finite n,
and then let n grow, as in [10]; but this forces the network to be
always power-limited and provides no insights in the interplay
between critical bandwidth and network architecture. To find
out what happens in between, we let W and n increase with
n polynomially with an arbitrary exponent
ψ := lim
n,W→∞
logW
logn
, (1)
where the two special cases above are ψ = 0 and ψ =∞. By
introducing this new parameter, bandwidth scaling becomes
W = W0n
ψ
, and different protocols can be compared in terms
of how the critical bandwidth scales.
A key feature of our analysis is that we can model the power
overhead for channel estimation in the wideband regime.
Recent experimental measurements have demonstrated that
mmW outdoor links often rely on diffuse reflections with
multiple NLOS paths [1], [11]. These diffuse reflections will
present new channel coefficients as bandwidth grows, so the
wideband fading models described in [3], [4] apply. Me´dard
and Gallager [3] showed that mutual information decreases to
zero as channel estimation errors increase when a finite power
is spread over an excessive bandwidth (i.e. overspreading).
Lozano and Porrat [4] argued that for non-peaky1 signaling
the maximum achievable rate lies within a constant factor to
the capacity of the AWGN channel at infinite-bandwidth, and
the critical bandwidth where this happens grows linearly in
power. Our feasible rate estimates account for these critical
bandwidth and overspreading effects.
II. SYSTEM MODEL
We consider an infrastructure cellular wireless network as
in Fig. 1, with n single-antenna nodes uniformly distributed
1Signals with finite fourth moment, or equivalently a finite-power signal that
is not constituted by averaging over time a flash pulse of infinite instantaneous
power.
BS
Figure 1. Detail of network model, only one cell and its neighbors are shown.
in area A. The network is supported by m infrastructure
nodes, or BSs, with ℓ antennas each, and communication takes
place over an increasing bandwidth W . Nodes have transmit
power constraint P and BSs have power constraint PBS. The
network is organized regularly in cells with radius rcell. Signal
attenuation with distance follows path-loss exponent α and
channels experience random small scale fading (not neces-
sarily Rayleigh, as overspreading occurs for any distribution
[3]). Channel state information is not a priori available to the
terminals. We only study the downlink from the BS to the
nodes; uplink can be considered similarly.
We study the feasible rate R(n) scaling as n → ∞. The
scaling relation between n and network parameters is defined
in Table I. The exponents of the number of BSs and BS
antennas follow from [9]. The constraint β + γ < 1 ensures
that the number of infrastructure antennas per node does not
grow without bounds. The scaling of the network area is as
proposed by [7] to model a continuum between dense (ν = 0)
and extended (ν = 1) networks. We introduce the bandwidth
scaling exponent ψ to relate the growth of bandwidth to the
number of nodes. Note that ψ < 1 suggests bandwidth per
node decreases as the number of nodes increases, while ψ > 1
represents asymptotically infinite bandwidth per node.
The feasible throughput definition, adapted from [6] to the
infrastructure case, is given below.
Definition 1. A throughput of R(n) bits per second per node is
feasible in the downlink for a given spatio-temporal scheduling
Table I
SCALING EXPONENTS OF NETWORK PARAMETERS
Exponent Range Parameter (vs. No. of nodes n)
ψ [0,∞) Bandwidth W = W0nψ
ν [0, 1] Area A = A0nν
β [0, 1] No. of BSs m = m0nβ
γ [0, 1− β] No. of BS antennas ℓ = ℓ0nγ
protocol in an infrastructure network if all nodes can receive
from the BS at least R(n) bits per second.
In this paper, we do not characterize the capacity scaling
of the network, that is the scaling of supremum feasible rate.
We focus on illustrating the impact of bandwidth in scaling
of two classic protocols. We leave open for future work the
discussion of upper bounds, the adaptation of hierarchical
cooperation [7] to the cellular case, and the comparison with
ad-hoc networks [9]. In particular, we characterize the feasible
rate of the following two protocols:
• In the Infrastructure Single Hop (ISH) protocol, BSs
directly transmit to each destination node. Signals that
propagate between different cells are treated as interfer-
ence. There are n
m
nodes uniformly distributed within
each cell. The ℓ BS antennas are used for multi-user
MIMO (MU-MIMO): the BS can transmit ℓ spatially
separated streams at the same time. The feedback channel
for channel state information that would be needed to
implement the MU-MIMO system is not explicitly taken
into account. In each stream n
mℓ
nodes are allocated in
orthogonal bandwidths Wu = Wℓmn to each user node
u. This is always possible because γ < 1 − β, so there
are always more nodes than antennas if n is sufficiently
large. Also, the rank of the multi-user channel matrix is
at least ℓ when nodes are separated at least a quarter
of a wavelength and far-field assumptions hold. The BS
transmits with node power allocation Pu = PBSmn .
• In the Infrastructure Multi Hop (IMH) protocol, each
cell is subdivided regularly into smaller regions of area
Ar called routing sub-cells, and information is forwarded
from the BS via multi-hop communication using a node
in each routing sub-cell as relay as shown in Fig 2.
For multi-hopping, the routing cells must have at least
one node with high probability which results in Ar >
A
m
2 log( n
m
)
n
m
[9]. The BS uses MU-MIMO to start up to
ℓ routing paths per transmission opportunity at the same
time. For the remaining sub-cells, one node forwards data
of a single path. Each hop covers distance d bounded
by sub-cell radius (rsubcell), d ≤ 4rsubcell ∝
√
Ar. Sub-
cells alternate in becoming active using a non-scaling (i.e.
constant) time or frequency division scheduling to avoid
collisions and satisfy the half- duplex constraint.
Remark 1. The use of orthogonal bandwidth allocation in each
stream of ISH with MU-MIMO is sufficient to obtain the best
feasible rate scaling for ISH. More advanced strategies have
higher capacities but the same scaling. This can be shown by
modifying the results in [4] for the MIMO broadcast channel
and arguing that the inner and outer bounds for the capacity
region have the same scaling. The full proof is omitted due to
space limitations.
For both protocols we assume that nodes treat out-of- (sub-)
cell interference as additional Gaussian noise, and allocations
are uniform in frequency so that the links will experience the
average interference Power Spectral Density (PSD). Therefore
BS
Figure 2. Routing in IMH. Only one cell is shown.
each receiver experiences an equivalent AWGN with PSD
given by
NI =
∑
i∈I PI
Wℓt
+N0, (2)
where N0 is the thermal noise PSD, W is the total bandwidth,
I is the interferer set which depends on the protocol, and
ℓt is the number of transmit-antennas. We use ℓt = ℓ in
BS transmissions and ℓt = 1 when relays transmit in IMH
because the BS divides its power between ℓ streams but the
amount of interference power captured is not divided. When
lim
n→∞
∑
i∈I PI
Wℓt
=∞, NI is asymptotically interference-limited;
when the same limit converges to 0, it is asymptotically noise-
limited and overspreading may occur.
Due to the fact that the protocols separate ℓ streams using
MU-MIMO (only first hop for IMH), but otherwise use
orthogonal bandwidth allocations with fixed power allocations
and interference is modeled as AWGN, each transmission in
the network can be separately analyzed using the point-to-
point results in [4]. The following lemma, adapted from [4],
describes the feasible rate scaling and critical bandwidth of
each transmission in the network as a function only of its
allocated bandwidth and power.
Lemma 1. The orthogonal transmission on the link serving
node u achieves scaling
Ru =
{
Θ(Wu) Wu < W
∗
u
Θ
(
Pru
NI
)
Wu ≥W ∗u
(3)
where Wu is the bandwidth allocated to the link u, that scales
as Wu = W
mℓ
n
for each user in ISH and as Wu = W in each
hop of IMH. Also, Pru is the average received power for that
link and W ∗u ∝ Θ
(
Pru
NI
)
is the critical bandwidth.
III. RESULTS
This section describes the feasible rate scaling laws for
downlink in both protocols. The proofs are relegated to Section
IV. It is possible to obtain equivalent theorems for uplink with
minor modifications.
Theorem 1. Downlink ISH feasible rate per node scales as
RISH(n) ∼ Θ
(
nβ−1+min(ψ+γ,(β−ν)
α
2 )
)
(4)
In ISH, when ψ + γ < (β − ν)α2 , effective noise PSD
(NI in (2)) becomes asymptotically dominated by interfer-
ence. Feasible rate of the network is limited by degrees of
freedom, determined by number of BSs, transmit antennas
and bandwidth. Conversely, when ψ + γ > (β − ν)α2 , NI
is asymptotically dominated by noise and rate is power-
limited with receive power determined by path-loss, node-
BS distances and BS density, but not inter-node distance,
bandwidth or number of transmit antennas.
Theorem 2. Downlink IMH feasible rate per node scales as
RIMH(n) ∼ Θ
(
nβ−1+min(ψ+γ,(1−ν)
α
2 )
)
(5)
In IMH, when ψ + γ < α2 (1− ν), effective noise PSD (NI
in (2)) becomes asymptotically dominated by interference in
BS-node links within the BS routing subcell. Feasible rate of
the network is limited by degrees of freedom, determined by
number of BS, transmit antennas and bandwidth. Conversely,
when ψ+γ > (1−ν)α2 , NI is dominated by noise and feasible
rate is power-limited with receive power determined by path-
loss, inter-node distances and BS density, but not BS-node
distance, bandwidth or number of transmit antennas.
The main difference between ISH and IMH is the re-
placement of BS-node distance with inter-node distances in
the power-limited regime. This results in a power gain for
IMH that increases the critical bandwidth, postponing the
switch from the degrees-of-freedom-limited to the power-
limited regime in the multi-hop protocol. Note that IMH routes
start by the BS broadcasting to the nodes in its subcell, and
continue by inter-node point-to-point links. In both types of
communication power is spread over bandwidth and distances
are on the same scale, but in the first one power is also spread
between antennas and multiple signals for different receivers,
becoming the bottleneck for feasible rate scaling.
Figure 3 compares the feasible rate scaling for the two
protocols. The horizontal axis is the sum of the exponents
of bandwidth and number of transmit antennas, ψ+ γ, which
represents the scaling of BS transmitted signals degrees of
freedom. The vertical axis represents the exponent of feasible
node rate log(R(n)). Infrastructure per node is finite β+γ ≤ 1.
In the degenerate case β = 1, γ = 0, each node can have
a non-scaling dedicated channel to a BS, scaling is trivially
linear and the protocol is irrelevant. For β < 1 (i.e. increasing
number of users per BS), the feasible rate scalings in IMH
outperforms that of ISH for all bandwidth exponents ψ + γ.
Note that
• For ψ + γ < α2 (β − ν), IMH and ISH are both degrees-
of-freedom-limited. The rates of the two protocols do not
differ in terms of scaling.
• For ψ + γ > α2 (β − ν), IMH strictly surpases ISH. In
the range α2 (β − ν) < ψ + γ < α2 (1 − ν) IMH re-
mains degrees-of-freedom-limited although ISH is power-
limited. The rate of IMH still grows with the bandwidth
exponent, but this is not true for ISH.
• For ψ+γ > α2 (1−ν), both IMH and ISH are power lim-
ited. The rate of IMH ceases to grow with the bandwidth
exponent but its exponent is larger than that of ISH since
IMH obtains a power gain due to shorter transmission
range.
IMH
ISH
Figure 3. Scaling exponents for downlink ISH and IMH.
IV. PROOFS
A. Proof of Theorem 1
The proof relies on the following two ideas
1) The exponent of NI for ISH is
NI,ISH ∼ Θ
(
nmax(
α
2 (β−ν)−ψ−γ,0)
)
(6)
2) In ISH asymptotically all links become degrees-of-
freedom limited when NI is interference limited, and
power limited when it is noise limited. In other words,
when NI is dominated by interference (noise) the proba-
bility of overspreading tends to zero (one) as n→∞.
To prove the first point, we consider for each node u the
interferer set IISH containing all BSs except the one that serves
u. We get
NI,ISH =
1
Wℓ
∑
i∈IISH
r−αi,u PBS +N0. (7)
where ri,u is the distance from user u to BS i,. Note that we
can lower bound ri,u by the distance between i and the border
of the cell. In the hexagonal tessellation of the plane there are
6k cells that form a ring at exactly 2k − 1 cell radii from
node u. The network is finite and a maximum k exists, but
we can get rid of border effects by extending the sum of these
interfering rings by having k →∞.
∑
i∈IISH
r−αi,u ≤ r−αcell
∞∑
k=1
(6k)(2k)−α
≤ 6(2rcell)−αζ(α− 1)
(8)
where ζ(α − 1) is the Riemann Zeta function evaluated in
α− 1, which is just some constant for any fixed α > 2. This
shows that interference power scales as nα2 (β−ν), while noise
PSD is constant, so (7) scales as (6).
To prove the second point we use the definition of critical
bandwidth W ∗ in [4]. We express the critical bandwidth for
each user u as a function of its distance from the BS ru,
received power of the user Pu = PBSmn , and relative fraction
of bandwidth allocated to each user m
n
ℓ.
W ∗(ru) ∝ PBS
ℓNI
(ru)
−α (9)
Instead of comparing the bandwidth limitation W ∗(ru) and the
actual bandwidth W one user at a time, we compute the crit-
ical distance from the BS, r∗, that marks the border between
the region where users do not see overspread transmissions
and where they observe overspread transmissions with the
allocated power and bandwidth. The critical distance of ISH
scales as
r∗ISH ∼ Θ(n
(−ψ−γ)
α ). (10)
We divide the cell in two areas: an inner circle containing
nodes at less than the critical distance and an outer ring
containing the nodes at more than the critical distance. The
fraction of nodes inside the circle
fISH = min
(
2π(r∗ISH)
2
A0nν−β
, 1
)
∝ n−2(γ+ψ)α +(β−ν), (11)
converges to one when −2(γ+ψ)
α
+ (β − ν) > 0 (interference-
limited case), and to zero otherwise (noise-limited case).
The rates feasible in each regime are given by Lemma 1:
Θ(Wu) =
mℓ
n
W in the degrees-of-freedom-limited case and
Θ(
Pru
NI
) ∝ nβ−1+α2 (β−ν) in the power-limited case. Putting
everything together we have Theorem 1.
B. Sketch of Proof of Theorem 2
In the first hop of each route, the BS-node feasible rate can
be analyzed similarly to ISH replacing β = 1, Wu = W and
Pu =
PBS
ℓ
. Further hops in each route are point-to-point links
with single antenna, hence following a similar analysis results
in scaling as in ISH replacing γ = 0, β = 1. By combining the
analysis of different hops we can distinguish three regimes:
• ψ + γ < α2 (1 − ν), all links are degrees-of-freedom-
limited.
• ψ < α2 (1−ν) < ψ+γ, first-hop links are power-limited,
the following are interference limited. The fraction of
nodes that are not overspread in the first hop converges
to zero and overspreading affects the allocation of ℓW
antennas and bandwidth resources at the BS, but not
usage of bandwidth W when nodes transmit.
• ψ > α2 (1 − ν), all links are power-limited. The fraction
of nodes that are not overspread nodes in second and fol-
lowing hops converges to zero and overspreading affects
all uses of bandwidth.
Using Lemma 1, feasible rates in the first hop are Θ(Wu) =
mℓ
n
W in the first regime and Θ(Pru
NI
) ∝ nβ−1+α2 (1−ν) in the
other two.
In the second and further hops, feasible rates are Θ(Wu) =
W in the two first regimes, and Θ(Pru
NI
) ∝ nα2 (1−ν) in the last
regime. However, these rates are obtained per route and not per
node, so they must normalized multiplying by ℓ simultaneous
routes and dividing by n
m
nodes per cell.
Comparing the rates in all regimes shows that the bottleneck
is always the first hop. Combining, we obtain Theorem 2.
V. CONCLUSIONS AND FUTURE WORK
We have studied scaling laws of infrastructure cellular
networks subject to overspreading effects with simultaneous
scaling of nodes and bandwidth. Traditional cellular archi-
tectures with only direct transmissions between base stations
and mobile nodes become power-limited in wideband regimes,
unable to fully utilize the bandwidth. In contrast, multi-hop
systems may be able to better utilize large bandwidth or
number of antenna degrees of freedom, provided the number
of nodes per base station is increasing. Although multi-hop
systems have demonstrated limited value in current bandwidth-
limited cellular systems, our finding suggest that multi-hop
transmissions deserve reconsideration for emerging mmW
5G networks where wide bandwidths and large number of
antennas are available.
Our ongoing research investigates the scaling of capacity
upper-bounds and feasible rate of more advanced protocols,
the extension of the wideband scaling model to ad-hoc net-
works, and the integration in new ad-hoc versus infrastructure
comparisons taking into account wideband effects.
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