Gaussian errors are sometimes inappropriate in a multivariate linear regression setting because, for example, the data contain outliers. In such situations, it is often assumed that the error density is a scale mixture of multivariate normal densities that takes the form f (ε) =
Introduction
Let Y 1 , Y 2 , . . . , Y n be independent d-dimensional random vectors from the multivariate linear regression model
where x i is a p × 1 vector of known covariates associated with Y i , β is a p × d matrix of unknown regression coefficients, Σ is an unknown positive definite scale matrix, and ε 1 , . . . , ε n are iid errors. In situations where Gaussian errors are inappropriate, e.g., when the data contain outliers, scale mixtures of multivariate normal densities constitute a rich class of alternative error densities (see, e.g., Andrews and Mallows, 1974; Steel, 1999, 2000; West, 1984) . These mixtures take the form
where h is the density function of some positive random variable. We shall refer to h as a mixing density. By varying the mixing density, one can construct error densities with many different types of tail behavior. A well-known example is that when h is the density of a Gamma( ν 2 , ν 2 ) random variable, then f h becomes the multivariate Student's t density with ν degrees of freedom, which, aside from a normalizing constant, is given by 1 + ν −1 ε T ε − d+ν 2 . Let Y denote the n × d matrix whose ith row is Y T i , and let X stand for the n × p matrix whose ith row is x T i , and, finally, let ε represent the n × d matrix whose ith row is ε T i . Using this notation, we can state the n equations in (1) more succinctly as follows
Let y and y i denote the observed values of Y and Y i , respectively. Consider a Bayesian analysis of the data from the regression model (2) using an improper prior on (β, Σ) that takes the form ω(β, Σ) ∝ |Σ| −a I S d (Σ) where
denotes the space of d × d positive definite matrices. Taking a = (d + 1)/2 yields the independence Jeffreys prior, which is a standard default prior for multivariate location scale problems. The joint density of the data from model (2) is, of course, given by
Define m(y) =
The posterior distribution is proper precisely when m(y) < ∞. Let Λ denote the n × (p + d) matrix (X : y). As we shall see, the following conditions are necessary for propriety:
(N 1) rank(Λ) = p + d ;
(N 2) n > p + 2d − 2a .
We assume throughout the paper that (N 1) and (N 2) hold. Under these two conditions, the Markov chain of interest is well-defined, and we can engage in a convergence rate analysis whether the posterior is proper or not. This is a subtle point upon which we will expand in Section 3. Of course, when the posterior is proper, it is given by
This density is (nearly always) intractable in the sense that posterior expectations cannot be computed in closed form. However, there is a well-known data augmentation algorithm (or two-variable Gibbs sampler) that can be used to explore this intractable posterior density (see, e.g., Liu, 1996) . In order to state this algorithm, we must introduce some additional notation. For z = (z 1 , . . . , z n ), let Q be an n × n diagonal matrix whose ith diagonal element is z
We shall assume throughout the paper that
where h is the mixing density, and we will refer to this condition as "condition M." Finally, define a parametric family of univariate density functions indexed by s ≥ 0 as follows
where b(s) is the normalizing constant. The data augmentation (DA) algorithm calls for draws from the inverse Wishart (IW d ) and matrix normal (N p,d ) distributions. The precise forms of the densities are given in the Appendix. We now present the DA algorithm. If the current state of the DA Markov chain is (β m , Σ m ) = (β, Σ), then we simulate the new state, (β m+1 , Σ m+1 ), using the following three-step procedure.
Iteration m + 1 of the DA algorithm:
Obviously, in order to run this algorithm, one must be able to make draws from ψ(· ; s). When h is a standard density, ψ often turns out to be one as well. For example, when h is a gamma density, ψ is also gamma, and when h is inverted gamma, ψ is generalized inverse Gaussian (see Section 5).
Even when ψ is not a standard density, it is still a simple entity -a univariate density on (0, ∞) -and so is usually amenable to straightforward sampling. In particular, if it is possible to make draws from h, then h can be used as the candidate in a simple rejection sampler for ψ.
Denote the DA Markov chain by Φ = {(β m , Σ m )} ∞ m=0 . The main contribution of this paper is to demonstrate that Φ is geometrically ergodic as long as h converges to zero at the origin at an appropriate rate. (A formal definition of geometric ergodicity is given in Section 3.) Our result is remarkable both for its simplicity and for its scope. Indeed, the conditions turn out to be extremely simple to check, and, at the same time, the result applies to a huge class of Monte Carlo Markov chains. It is well known among Markov chain Monte Carlo (MCMC) experts that establishing geometric ergodicity of practically relevant chains is extremely challenging. Thus, it is noteworthy that we are able to handle so many such chains simultaneously. Of course, the important practical and theoretical benefits of basing one's MCMC algorithm on a geometrically ergodic Markov chain have been well-documented by, e.g., Roberts and Rosenthal (1998) , Jones and Hobert (2001) and Flegal et al. (2008) . In order to give a precise statement of our main result, we now define three classes of mixing densities based on behavior near the origin.
Define R + = (0, ∞), and let h : R + → [0, ∞) be a mixing density. If there is a δ > 0 such that h(u) = 0 for all u ∈ (0, δ), then we say that h is zero near the origin. Now assume that h is strictly positive in a neighborhood of 0 (i.e., h is not zero near the origin). If there exists a c > −1 such that
then we say that h is polynomial near the origin with power c. Finally, if for every c > 0, there exists an η c > 0 such that the ratio h(u) u c is strictly increasing in (0, η c ), then we say that h is faster than polynomial near the origin.
Every mixing density that is a member of a standard parametric family is either polynomial near the origin, or faster than polynomial near the origin. Indeed, the gamma, beta, F , Weibull, and shifted Pareto densities are all polynomial near the origin, whereas the inverted gamma, log-normal, generalized inverse Gaussian, and Fréchet densities are all faster than polynomial near the origin. We establish these facts in Section 5. Here is our main result. This result is more substantial than typical convergence rate results for DA algorithms and Gibbs samplers in the sense that it applies to a huge class of mixing densities, whereas typical results apply to relatively small parametric families of Markov chains (see, e.g., Pal and Khare, 2014) .
Note that, outside of the polynomial case, the only regularity condition in Theorem 1 is the rather weak requirement that
Thus, for example, Theorem 1 implies that if h is generalized inverse Gaussian, log-normal, inverted gamma (with shape parameter larger than d/2), or Fréchet (with shape parameter larger than d/2), then the DA Markov chain converges at a geometric rate.
Another notable consequence of Theorem 1 is the following. Suppose that h satisfies the conditions of Theorem 1, and let B > 0. Note that we can alter h on the set [B, ∞) in any way we like, and, as long as condition M continues to hold, the corresponding Markov chain will still be geometrically ergodic.
When h is polynomial near the origin, there is an extra regularity condition for geometric ergodicity that can be somewhat restrictive. For example, take the case where h is the gamma density with shape and rate both equal to ν/2 (so the error density is Student's t with ν degrees of freedom). In this case, Theorem 1 implies that the DA Markov chain will converge at a geometric rate as long as is necessary. A couple of special cases of Theorem 1 have appeared previously in the literature. In particular, the result for the gamma mixing density described above was established by Roy and Hobert (2010) in the special case of the independence Jeffreys prior where a = (d + 1)/2. Also, Jung and Hobert (2014) showed that, when d = 1 and the mixing density is inverted gamma with shape parameter larger than 1/2, the Markov operator associated with the DA Markov chain is a trace-class operator, which implies that the corresponding chain converges at a geometric rate.
It is often possible to convert a DA algorithm into a Haar PX-DA algorithm that is theoretically superior to the underlying DA algorithm, yet essentially equivalent in terms of simulation effort (see, e.g., Hobert and Marchev, 2008; Liu and Wu, 1999) . In fact, Roy and Hobert (2010) developed a Haar PX-DA variant of the DA algorithm described above for the special case in which a = d+1 2 . It turns out that, when a = d+1 2 , an additional regularity condition on h is required in order to define this alternative algorithm. In particular, the Haar PX-DA algorithm can be defined only when
for (almost) all z ∈ R n + . An argument similar to one in used Roy and Hobert (2010, Section 3) shows that (4) holds if
Note that (5) always holds when a = d+1 2 . Now assume that (4) holds, and define a parametric family of density functions, indexed by z ∈ R n + , that take the form
As with the parametric family ψ(· ; s), when h is a standard density, ξ often turns out to be standard as well. For example, if h is gamma, inverted gamma, or generalized inverse Gaussian, then ξ turns out to be a member of the same parametric family. If the current state of the Haar PX-DA Markov chain is (β * m , Σ * m ) = (β, Σ), then we simulate the new state, (β * m+1 , Σ * m+1 ), using the following four-step procedure.
Iteration m + 1 of the Haar PX-DA algorithm:
Note that the only difference between this algorithm and the DA algorithm is one extra univariate draw (from ξ(· ; ·)) per iteration. Hence, the two algorithms are virtually equivalent from a computational standpoint. Theoretically, the Haar PX-DA algorithm is at least as good as the DA algorithm, both in terms of convergence rate (operator norm) and asymptotic efficiency (Hobert and Marchev, 2008; Khare and Hobert, 2011; Liu and Wu, 1999) . Moreover, there is a great deal of empirical evidence that the Haar PX-DA algorithm can be far superior (see, e.g. Meng and van Dyk, 1999; van Dyk and Meng, 2001 ). The following corollary to Theorem 1 is an immediate consequence of the fact that, in general, the norm of the Markov operator of a Haar PX-DA chain is no larger than that of the underlying DA chain. The remainder of this paper is organized as follows. Section 2 contains a brief description of the latent data model that leads to the DA algorithm, as well as a formal definition of the DA Markov chain. Section 3 contains a drift and minorization analysis of Φ that culminates in a simple sufficient condition for geometric ergodicity that depends only on h. This result is used to prove Theorem 1 in Section 4. In Section 5, we consider the implications of Theorem 1 when h is a member of one of the standard parametric families, and we also develop conditions under which a mixture of mixing densities leads to a geometric DA Markov chain. Finally, the Appendix contains the definitions of the inverse Wishart (IW d ) and matrix normal (N p,d ) densities.
The latent data model and the DA Markov chain
In order to formally define the Markov chain that the DA algorithm simulates, we must introduce the latent data model. Suppose that, conditional on (β, Σ),
are iid pairs such that
Denote the joint density of
where the right-hand side is the joint density of the data defined at (3). Now define a (possibly improper) density on
and note that
It follows that π(β, Σ, z y) is a proper density if and only if the posterior distribution is proper. Importantly, whether π(β, Σ, z y) is proper or not, conditions (N 1) and (N 2) guarantee that the corresponding "conditional" densities, π(β, Σ|z, y) and π(z|β, Σ, y), are well-defined. Indeed, π(β, Σ|z, y) = π(β|Σ, z, y)π(Σ|z, y), and routine calculations show that π(β|Σ, z, y) is a matrix normal density, and π(Σ|z, y) is an inverse Wishart density. (The precise forms of these densities can be gleaned from the algorithm stated in the Introduction.) It is also straightforward to show that
where
The DA algorithm simulates the Markov chain Φ = {(β m , Σ m )} ∞ m=0 , whose state space is X := R p×d × S d , and whose Markov transition density (Mtd)
We suppress dependence on the data, y, since it is fixed throughout. Note that π(β, Σ|z, y) and π(z|β, Σ, y) are both strictly positive on Z = {z ∈ R + : h(z) > 0}, and Z has positive Lebesgue measure. Therefore, k β, Σ β ,Σ is strictly positive on X × X, which implies irreducibility and aperiodicity. It's easy to see that (6) is an invariant density for Φ. Consequently, if the posterior is proper, then the chain's invariant density is the target posterior, π * (β, Σ|y), and the chain is positive recurrent. In fact, it is positive Harris recurrent (because k is strictly positive).
We end this section by describing an interesting simplification that occurs in the special case where a = (d + 1)/2 and n = p + d. Roy and Hobert (2010) show that when a = (d + 1)/2, we have
, which is not necessarily integrable in z, because the posterior is not necessarily proper (see, e.g., Fernández and Steel, 1999) . However, when n = p + d, Λ is square and non-singular (because of (N 1)), and we have the stunningly simple formula
Consequently, when a = (d + 1)/2 and n = p + d, the posterior distribution is proper, and if we are able to draw from the mixing density, h, then we can make an exact draw from the posterior density by drawing sequentially from π(z|y), π(Σ|z, y), and π(β|Σ, z, y), and then ignoring z.
In the next section, we develop a condition on h that implies geometric ergodicity of the DA Markov chain, Φ.
A Drift and Minorization Analysis of Φ
Here we analyze the DA Markov chain via drift and minorization arguments. For background on these techniques, see Jones and Hobert (2001) and Roberts and Rosenthal (2004) . Suppose that the posterior distribution is proper. Then the DA Markov chain Φ is geometrically ergodic if there exist M : X → [0, ∞) and ρ ∈ [0, 1) such that, for all m ∈ N,
where k m is the m-step Mtd. The quantity on the left-hand side of (7) is, of course, the total variation distance between the posterior distribution and the distribution of (β m , Σ m ) conditional on (β 0 , Σ 0 ) = (β,Σ). Here is the main result of this section.
Proposition 1. Let h be a mixing density that satisfies condition M. Suppose that there exist
for every s ≥ 0. Then the posterior distribution is proper, and the DA Markov chain is geometrically ergodic.
Proof. We will prove the result by establishing a drift condition and an associated minorization condition, as in Rosenthal's (1995) Theorem 12. We begin by noting that the drift and minorization technique is applicable whether the posterior distribution is proper or not. (In more technical terms, it is not necessary to demonstrate that the Markov chain under study is positive recurrent before applying the technique.) Moreover, the DA Markov chain cannot be geometrically ergodic if the posterior is improper (since the corresponding chain is not positive recurrent). Hence, conditions that imply geometric ergodicity of the DA Markov chain simultaneously imply propriety of the corresponding posterior distribution. Our drift function, V : R p×d × S d → R + , is as follows
Part I: Minorization. Fix l > 0 and define
We will construct ǫ ∈ (0, 1) and a density function f * :
This is the minorization condition. We note that it suffices to construct ǫ ∈ (0, 1) and a density functionf :
Indeed, if such anf exists, then for all (β,Σ) ∈ B l , we have
We now buildf .
, and note that
Now, for any s ≥ 0, we have
By definition, if (β,Σ) ∈ B l , then n i=1r i ≤ l, which implies thatr i ≤ l for each i = 1, . . . , n. Thus, if (β,Σ) ∈ B l , then for each i = 1, . . . , n, we have
Hence, our minorization condition is established. Part II: Drift. To establish the required drift condition, we need to bound the expectation of V (β m+1 , Σ m+1 ) given that (β m , Σ m ) = (β,Σ). This expectation is given by
Calculations in Roy and Hobert's (2010) Section 4 show that
It follows from (8) that
where λ ′ := λ(n − p + 2a − 1) ∈ [0, 1) and L ′ := (n − p + 2a − 1)nL. Since the minorization condition holds for any l > 0, an appeal to Rosenthal's (1995) Theorem 12 yields the result. This completes the proof.
Remark 1. A straightforward argument shows that, if the mixing density h(u) satisfies the conditions of Proposition 1, then so does every member of the corresponding scale family given by
In the next section, we parlay Proposition 1 into a proof of Theorem 1. The key is to show that h satisfies (8) as long as it converges to zero at the origin at an appropriate rate.
Proof of Theorem 1
In this section, we prove three corollaries, which, taken together, constitute Theorem 1. There is one corollary for each of the three classes of mixing densities defined in the Introduction.
Case I: Zero near the origin Corollary 2. Let h be a mixing density that satisfies condition M. If h is zero near the origin, then the posterior distribution is proper and the DA Markov chain is geometrically ergodic.
Proof. Fix s ≥ 0, and recall that h(u) = 0 for u ∈ (0, δ) for some δ > 0. Hence,
Thus, the conditions of Proposition 1 are satisfied and the proof is complete.
Case II: Polynomial near the origin
Fix λ ∈ [0, ∞) and let A(λ) denote the set of mixing densities, h, for which there exists a constant, k λ , such that
for every s ≥ 0. For each mixing density, h, we define
If h is not in A(λ) for any λ ∈ [0, ∞), then we set λ h = ∞. Here is an example. Suppose that h is a Gamma(α, 1) density. If α > 1/2, then routine calculations show that
So, in this case, λ h = 1 2α−1 . On the other hand, if α ∈ (0, 1/2], then λ h = ∞. Our next result shows that λ h is determined solely by the behavior of the density h near 0.
Lemma 1. Suppose that h andh are two mixing densities that are both strictly positive in a neighborhood of zero. If
Proof. Assume that λh < ∞. We will show that λ h ≤ λh. Fix λ ∈ (λh, ∞) arbitrarily. Let
∈ (0, ∞), there exists η > 0 such that
for every u ∈ (0, η], where C 1,η , C 2,η ∈ R + satisfy
Consequently,
for every s ≥ s η . It follows from (10) and (11) that for every s ≥ s η ,
Sinceh ∈ A(λ * ), there exists k such that
for every s ≥ s η . Our assumptions imply that R + 1 √ uh (u) du < ∞. Together with (10), this leads
it follows from (12) that h ∈ A(λ). Hence, λ h ≤ λ. Since λ ∈ (λh, ∞) was arbitrarily chosen, it follows that λ h ≤ λh. Now assume that λ h < ∞. We can show that λh ≤ λ h by noting that
and reversing the roles of h andh in the above argument. We have shown that λ h < ∞ if and only if λh < ∞, and when they are finite, they are equal. Proof. We can write
where h * (u) is the mixing density that is proportional to u . (Note that (N 2) implies that c ′ > 0, so the integral in the numerator on the right-hand side of (13) is finite.) Leth be the Gamma(c ′ + 1, 1) density, which is clearly polynomial near the origin with power c ′ . Then,
Thus, (9) and Lemma 1 imply that λ h * = λh = 1/(2c ′ + 1), and the result now follows from Proposition 1 since 
(14) Now define two more densities as follows
It follows from (14) that
it follows from Lemma 1 that λ h = λ hη and λh = λh η .
Corollary 4. Let h be a mixing density that satisfies condition M. If h is faster than polynomial near the origin, then the posterior distribution is proper and the DA Markov chain is geometrically ergodic.
Proof. Again, define h * (u) to be the mixing density that is proportional to u
In light of (13), it suffices to show that λ h * = 0. First, note that h * is faster than polynomial near the origin. Fix c > 0 and defineh(u) = (c + 1) u c I (0,1) (u). Clearly, λh = 1 2c+1 . Since h * is faster than polynomial near the origin, there exists η c ∈ (0, 1) such that
is strictly increasing in (0, η c ).
Thus, Lemma 2 implies that λ h * ≤ λh = 1 2c+1 . But c was arbitrary, so λ h * = 0. The result now follows immediately from Proposition 1.
Taken together, Corollaries 2, 3 and 4 are equivalent to Theorem 1. Hence, our proof of Theorem 1 is complete.
Examples and a result concerning mixtures of mixing densities
We claimed in the Introduction that every mixing density which is a member of a standard parametric family is either polynomial near the origin, or faster than polynomial near the origin. Here we provide some details. When we write W ∼ Gamma(α, γ), we mean that W has density proportional to w α−1 e −wγ I R + (w). By W ∼ Beta(α, γ), we mean that the density is proportional to w α−1 (1 − w) γ−1 I (0,1) (w), and by W ∼ Weibull(α, γ), we mean that the density is proportional to w α−1 e −γw α I R + (w). In all three cases, we need α, γ > 0. It is clear that these densities are all polynomial near the origin with c = α − 1. Moreover, condition M always holds. Hence, according to Theorem 1, if the mixing density is Gamma(α, γ), Beta(α, γ) or Weibull(α, γ) with α > n−p+2a−d+1 2
, then the DA Markov chain is geometrically ergodic. By W ∼ F(ν 1 , ν 2 ), we mean that W has density proportional to Proof. Since Proposition 2 implies that λ h = 0, the arguments in the proof of Corollary 4 can be applied to prove the result.
