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ПАРАЛЕЛЬНИЙ АЛГОРИТМ РОЗВ’ЯЗУВАННЯ  
КРАЙОВИХ ЗАДАЧ НА ОСНОВІ ГІБРИДНИХ СКІНЧЕННО-
ГРАНИЧНОЕЛЕМЕНТНИХ АПРОКСИМАЦІЙ  
Розглядається використання паралельних обчислень при 
розв’язуванні задач теорії пружності методом декомпозиції 
області. Формулюється гетерогенна числова модель. В одній 
частині підобластей використовуються апроксимації методу 
скінченних елементів, а в іншій — прямого методу граничних 
елементів. Для розв’язування системи лінійних рівнянь розро-
блено паралельний алгоритм на основі методу спряжених гра-
дієнтів. Наведено результати апробації запропонованого під-
ходу на модельному прикладі.  
Ключові слова: метод декомпозиції області, паралельні 
обчислення, метод скінченних елементів, метод граничних 
елементів, паралельний метод спряжених градієнтів. 
Вступ. Серед сучасних числових методів розв’язання крайових за-
дач математичної фізики найпоширенішими є метод скінченних різниць, 
метод скінченних елементів (МСЕ) і метод граничних елементів (МГЕ). 
Кожен із методів має свої характерні переваги та недоліки, що зумов-
люють область його застосування. Відтак для розв’язування задач, які 
містять підобласті з різними фізико-механічними чи геометричними ха-
рактеристиками та властивостями, доцільно використовувати комбіно-
вані методи скінченних та граничних елементів у рамках однієї чисель-
ної моделі, що поєднує переваги обох методів. Окрім того, однією із ос-
новних вимог до сучасних чисельних алгоритмів є можливість їх ефек-
тивного розпаралелювання та організації розподілених обчислень. По-
будові такого підходу присвячена дана робота. 
Постановка задачі. Розглядається крайова задача в області  . 
Область   представляється як об’єднання pn  підобластей, тобто 
1 2 , , , , 1, pn i j pi j i j n           . Пропонується 
для розв’язування задачі використовувати у частині підобластей 
,i MCEi I   — МСЕ, а в іншій групі підобластей ,i МГЕi I   — МГЕ. 
Поділ області   на підобласті i  зумовлюється специфікою задачі 
(наявність локальних неоднорідностей, зон концентрацій напружень і 
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т. п. ) і відповідно віднесення їх до конкретної групи з майбутнім ви-
користанням МСЕ чи МГЕ. Для побудови комбінованої чисельної 
схеми розв’язування крайової задачі на основі МСЕ і МГЕ необхідно 
сформулювати відповідну гетерогенну модель [1, 3]. 
Формулювання задачі для гетерогенної моделі. Нехай 
2R   — обмежена область з Ліпшицевою границею    . 
D N    , де D  і N  — частини границі, на яких задані кінема-
тичні та статичні граничні умови, відповідно. Розглядається змішана 
крайова задача лінійної теорії пружності: 
     0u u grad divu         у  , (1) 
 
D
u g  , (2) 
  
N
p u h  , (3) 
де u  — поле переміщень,   — Лапласіан,   і   — сталі Ляме, 
     2
N
ij j
up u x divu rotu n
n
   
      — оператор зусиль, 
, ,  D N D N        n  — вектор одиничної зовнішньої  
нормалі до  . 
Для простоти викладу та побудови гетерогенної чисельної схеми 
вважатимемо, що область   розбивається тільки на дві підобласті, а 
саме F  — підобласть, у якій розв’язок знаходиться МСЕ і B  — 
підобласть, у якій розв’язок знаходиться МГЕ. C  — спільна грани-
ця підобластей F  і B , на якій задаються умови нерозривності 
u u
C B C F    , p p 0C B C F      (рис. 1). 
 
Рис. 1. Декомпозиція області на підобласті для застосування МСЕ і МГЕ 
Введемо позначення: 
F
Fu u  , BBu u  , BD B D    
BN B N    , FD F D    , FN F N    . 
Енергетичний простір пробних функцій позначимо 
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     1 1 : 0 при     D F F F F FDH v H v x      . (4) 
Зазначимо, що  1 Bu H   , її слід  1 2 Bu H  , а 
 1 2 Bp H    — простору, спряженому до  1 2 BH  . Скалярний 
добуток у  1 2 BH  , або відношення двоїстості між  1 2 BH   і 
 1 2 BH   , запишемо у вигляді 
  , , ,
B
p u p u d

   (5) 
де  ,   — скалярний добуток в nR . 
Уведемо також підпростір  
    0 1 2 1 2: : ,1 0 , 0 ,B BH H r           
де r  — радіус-вектор точки. 
Уведемо простір мортарних функцій 
        1 2 11 2 1: , : : infBB B H Hu H w w x w H i w w             
і простір-добуток 
       1 1 2, : ,F F B F Cw w H H w w x          (6) 
з нормою 
      1 1, : inf , , , ,F F F BHw w w w H w w x i w w x         . 
Простір пробних функцій визначимо як 
     1, : 0,D F F F BDv v v H i v x        . (7) 
Оскільки   — оператор задачі Ляме є симетричний та додат-
новизначений, то слабке формулювання для гетерогенної чисельної 
схеми можна записати так:  
знайти  
       1 2 1 2,, ,F B B B Bu u u p H H      (8) 
при  
 , , ,F FD BDu g x u g x    , (9) 
що задовольняє варіаційне рівняння  ,F Dv v   
  , ,
F B
FN BN
F F B Fa u v p v hv d hvd 
 
       , (10) 
умови спряження  
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   0
B
B Bu u d

     для  1 20B BH     (11) 
та граничне інтегральне рівняння 
  1 201 , , ,2 B
B
B B B B B BI K u Vp H   

         (12) 
У рівнянні (12) V  і K  — граничні інтегральні оператори пруж-
ного простого та подвійного шару, відповідно. 
Постановка задачі (8)–(12) дозволяє використовувати апроксимації 
МСЕ і МГЕ у відповідних підобластях. Для розв’язування цієї задачі у 
роботах [1, 3, 4] розроблено паралельні та послідовні ітераційні алгорит-
ми методу декомпозиції області (МДО), досліджено збіжність ітерацій-
них схем, продемонстрована їх ефективність на модельних задачах.  
Метод розв’язування. Незважаючи на велику кількість різних 
формулювань гібридних гранично-скінченноелементних методів у 
численних наукових публікаціях, відомо два основні способи реаліза-
ції МДО, тобто методів поділу області без налягання підобластей. 
Прямі методи [5] передбачають формування єдиної глобальної сис-
теми рівнянь для всієї області і їх, у свою чергу, можна поділити на 
дві підгрупи. У першому випадку підобласть для МГЕ трактується як 
один скінченний суперелемент (макроелемент). Рівняння МГЕ, які 
пов’язують переміщення і зусилля, перетворюють у рівняння зв’язку 
між силами та переміщеннями, як у МСЕ. У другому підході, шляхом 
відповідних перетворень, записують рівняння для підобласті МСЕ у 
вигляді, подібному до рівнянь МГЕ. Результуюча матриця системи 
лінійних рівнянь (СЛАР) при цьому втрачає властивість розрідженос-
ті і, у загальному випадку, симетричності. Альтернативою прямим 
методам є побудова ітераційних алгоритмів [1, 4], в яких рівняння 
для підобластей розв’язують окремо. У ітераційному процесі, грани-
чні умови на спільній межі підобластей оновлюються, до тих пір по-
ки не виконається умова збіжності. У [1, 4] досліджено ефективність 
застосування паралельних і послідовних ітераційних схем МДО для 
розв’язування різних задач, а також проведено аналіз їх збіжності. 
У даній роботі розглядається підхід паралельної реалізації МДО 
на pn  процесорах, суть якого полягає у формуванням єдиної глоба-
льної системи рівнянь для всієї області де підобласті для МГЕ трак-
туються як окремі скінченні суперелементи. У випадку послідовного 
алгоритму всі етапи розв’язування виконуються послідовно: введення 
вхідних даних; побудова сітки МСЕ чи МГЕ; обчислення локальних 
(елементних) матриць; формування матриць системи 
 ,Ax b  (13) 
розв’язування системи лінійних алгебричних рівнянь (13). 
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У запропонованому підході глобальна система рівнянь для всієї 
області не формується. Алгоритм грунтується на представленні мат-
риць і векторів для всієї області через локальні матриці та вектори 
для підобластей з використанням булевих матриць зв’язності, які ві-
дображають співвідношення між локальними степенями вільності та 
незалежними невідомими для всієї області.  
Позначимо через iA  матрицю жорсткості, ix  — вектор невідо-
мих, ib  — вектор правих частин підобласті i  без вкладів з сусідніх 
підобластей, а через iA , ix , ib  ті ж величини, але з вкладами з сусід-
ніх підобластей у глобальніо розподіленому форматі. Також допус-
тимо, що нумерація невідомих у підобласті здійснена від 1 до in , а 
N  — розмірність системи (13). Глобальну матрицю жорсткості A  
можна представити, використовуючи булеву матрицю in NiC   
(матрицю зв’язності), формулою 
 
1
.
pn
T
i i i
i
A C A C

    (14) 
Аналогічно глобальні вектори x  і b  можна представити через 
глобально розподілені вектори ix  і ib  
 , ,i i i ix C x b C b   (15) 
або через локально розподілені вектори xi  і bi  
1 1
x C x , b C b
p pn n
T T
i i i i
i i 
    .   (16) 
Відповідно локально розподілені вектори ix  і ib , використову-
ючи формули (15), (16), можна перетворити у глобально розподілені 
вектори ix  і ib  за формулами 
 
1 1
, .
p pn n
T T
i i i i i i i i
i i
x C C x b C C b
 
     (17) 
Необхідно відзначити, що саме обчислення за формулами (17) 
вимагають комунікації між процесорами, тобто здійснення обміну між 
процесорами частинами векторів ix  і ib , які необхідні для обчислення 
xi  і bi . Позначимо процедуру перетворення ix  у ix  і ib  у ib  як  
 ,i ii i i ix x b b
 
     . (18) 
Паралельний алгоритм розв’язування системи лінійних рів-
нянь методом спряжених градієнтів. Наступним етапом, який вима-
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гає розпаралелення обчислень між pn  процесами, є розв’язування 
системи лінійних рівнянь. Подамо алгоритм на основі методу спря-
жених градієнтів (МСГ), який не вимагає побудови глобальної мат-
риці жорсткості та дає можливість ефективно використовувати пара-
лельні обчислення. Основні кроки алгоритму: 
1.1. Вибрати початкове наближення 0 ( 1, )i px i n  і точність об-
числення 0  . 
1.2. Обчислити 0 0i i i ir b A x   . 
1.3. Перетворити 0ri  у 0 ii ir x   . Для цього здійснюється пе-
ресилка між процесорами тих частин векторів 0ir , які роблять вклад у 
сусідні області з подальшим їх сумуванням. 
1.4. Задати 0 0i ip r   і 0k   (номер ітерації). 
1.5. Обчислити 0
2
r . Для цього використовуються елементи ве-
ктора 0ir . Ті частини вектора, які належать декільком областям i  
враховуються тільки один раз. 
2.1. Обчислити скалярний добуток  
1
,
pn
k k
k i i
i
r p

   . Для цього 
кожний процес обчислює  ,k ki ir p . Дальше проводиться сумування 
результатів з усіх процесів з відправкою на процес з номером 0, а 
потім розсилка k  на усі процеси. 
2.2. Обчислити k ki i iq A p  .  
2.3. Аналогічно до кроку 2.1 обчислити  
1
,
pn
k k
k i i
i
q p

   . 
2.4. Обчислити kk
k
  . 
2.5. Обчислити нове наближення 1k k ki i k ix x p   . 
2.6. Обчислити 1k k ki i k ir r q     . 
2.7. Аналогічно до кроку 1.3 обчислити 1kir  . 
2.8. Обчислити 1
2
kr   (аналгічно до кроку 1.5). 
2.9. Здійснити перевірку збіжності 1 0
2 2
kr r   . Якщо 
«так», то припинити алгоритм, інакше продовжити обчислення. 
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3.1. Обчислити  1
1
,
pn
k k
k i i
i
g r q

   .  
3.2. Обчислити kk
k
g  . 
3.3. Обчислити 1 1k k ki i k ip r p   . 
3.4. Збільшити k  на одиницю і перейти до кроку 2.1. 
Тестовий приклад. Апробація запропонованого підходу до роз-
паралелення обчислень у методі декомпозиції області проводилась на 
кластері Львівського національного університету імені Івана Франка, 
який складається з 14 обчислювальних вузлів і сервера. Обчислюва-
льні вузли — AMD® Athlon II 2х із частотою 2,9 ГГц, 8 Гб ОЗП, 
500 Гб HDD. GPU — Nvidia GTS450 (CUDA 2.1). Операційна систе-
ма: Scientific Linux 6.2 (ядро 3.6.6). Усі обчислювальні вузли для об-
міну даними між паралельними процесами користувацьких задач 
об’єднані мережею Ethernet 1 Гбіт/с.  
Дослідження проводились на одному (послідовний алгоритм), двох 
і чотирьох вузлах. Для цього область   розбивалась на дві ( 2pn  ) і 
чотири підобласті ( 4pn  ). Розбиття всієї області і кожної підобласті 
здійснювалось таким чином, щоб розмірність СЛАР була однаковою у 
всіх трьох випадках, тобто для послідовного алгоритму, паралельного на 
двох процесорах і паралельного на чотирьох процесорах. У таблиці 1 
наведено результати обчислень для різної кількості розбиття на елемен-
ти. У першому стовбці таблиці наведено розмірність СЛАР, стовбці таб-
лиці 4 і 6 містять відношення часу обчислення на одному процесорі до 
відповідного часу на кожному з двох або чотирьох процесорів, тобто 
ефективність використання паралельних обчислень. 
Таблиця 1 
Результати обчислень 
розмір-
ність 
СЛАР 
послідовний 
алгоритм 
(час) 
2
процесори 
(час) 
2 процесори 
(прискорен-
ня) 
4
процесори 
(час) 
4 процесори 
(прискорен-
ня) 
1 268 1.49 0.51 2.92 0.38 3.96
7 132 142.99 38.24 3.74 14.46 9.89
14 300 884.45 227.24 3.89 60.28 14.67
 Висновки. Запропонована гетерогенна числова модель дозволяє 
використовувати в одній частині підобластей апроксимації методу 
скінченних елементів, а в іншій — прямого методу граничних еле-
ментів. Такий підхід особливо ефективний у випадку наявності у за-
дачі локальних неоднорідностей. Розроблений паралельний алгоритм 
розв’язування СЛАР на основі методу спряжених градієнтів дозволяє 
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не формувати глобальну матрицю у МДО, що значно скорочує зага-
льний час розрахунку задачі. Як видно з результатів таблиці 1 у за-
лежності від розміру задачі та структури сітки зменшення часу об-
числень становило від 3-4 до 10-14 разів. 
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