Résumé. Soit K le corps des séries de Laurent formelles F 2 ((T −1 )). Nous calculons en particulier des sommes exponentielles dans K de la forme degY ≤k−1 degZ≤s−1 E(tY Z) où t est dans la boule unité de K, en démontrant qu'elles dépendent seulement du rang de matrices persymétriques avec des entrées dans F 2 qui leur sont associées. ( Une matrice [α i,j ] est persymétrique si α i,j = α r,s pour i+j = r+s ). En outre nousétablissons des propriétes de rang d'une partition de matrices persymétriques. Nous utilisons ces résultats pour calculer le nombre Γ i de matrices persymétriques sur F 2 de rang i. Nous retrouvons en particulier une formule générale donnée par D.E.Daykin. Notre dmonstration est, comme indiqué, très différente, puisqu'elle se fonde sur les propriétés de rang d'une partition de matrices persymétriques. Nous montronségalement que le nombre R de représentations dans F 2 [T ] de 0 comme une somme de formes quadratiques associées aux sommes exponentielles degY ≤k−1 degZ≤s−1 E(tY Z) est donné par une intégralé etendueà la boule unité et est une combinaison linéaire des Γ i . Nous calculons alors explicitement le nombre R. Des résultats similaires sont egalement obtenus pour les K-espaces vectoriels de dimension n+1. Nous terminons notre article en calculant explicitement le nombre de matrices de rang i de la forme A B , où A est persymétrique.
Abstract. Let K be the field of Laurent Series F 2 ((T −1 )). We compute in particular exponential sums in K of the form degY ≤k−1 degZ≤s−1 E(tY Z) where t is in the unit interval of K, by showing that they only depend on the rank of some associated persymmetric matrices with entries in F 2 . ( A matrix [α i,j ] is persymmetric if α i,j = α r,s for i+j = r+s ). Besides we establish rank properties of a partition of persymmetric matrices. We use these results to compute the number Γ i of persymmetric matrices over F 2 of rank i. We recover in this particular a general formula given by D. E. Daykin. Our proof is as indicated very different since it relies on rank properties of a partition of persymmetric matrices. We also prove that the number R of representations in F 2 [T ] of 0 as a sum of some quadratic forms associated to the exponential sums degY ≤k−1 degZ≤s−1 E(tY Z) is given by an integral over the unit interval, and is a linear combination of the Γ ′ i s. We then compute explicitly the number R. Similar results are also obtained for n+1 dimensional K -vector spaces.We finish the paper by computing explicitely the number of rank i matrices of the form can be expanded in a unique way in a convergent Laurent series t = −v(t) j=−∞ t j T j where t j ∈ F 2 . We associate to the infinity valuation v = v ∞ the absolute value | · | ∞ defined by |t| ∞ = |t| = 2 −v(t) .
We denote E the Character of the additive locally compact group F We denote P the valuation ideal in K, also denoted the unit interval of K, i.e. the open ball of radius 1 about 0 or, alternatively, the set of all Laurent series
and, for every rational integer j, we denote by P j the ideal {t ∈ K| v(t) > j} . The sets P j are compact subgroups of the additive locally compact group K. All t ∈ F 2 1 T may be written in a unique way as t = [t] + {t} , [t] ∈ F 2 [T ], {t} ∈ P(= P 0 ). We denote by dt the Haar measure on K chosen so that P dt = 1. Definition 1.1. We introduce the following definitions in K.
• A matrix D = [α i,j ] is said to be persymmetric if α i,j = α r,s whenever i+j = r+s.
• We denote by P ersym n×m (F 2 ) the set of all n × m persymmetric matrices over F 2 .
• Let Γ s×k i denote the number of persymmetric s × k matrices over F 2 of rank i. We can assume without restriction that s ≤ k, since obviously the transpose of a persymmetric matrix remains persymmetric.
• Set t = i≥1 α i T −i ∈ P and let (l, n, m) ∈ N * × N * × N * . We denote by D l n×m (t) the following n × m persymmetric matrix • We denote by ker D the Nullspace of the matrix D and r(D) the rank of the matrix D.
• Let h s,k (t) = h(t) be the quadratic exponential sum defined for rational integers s, k ≥ 1 by
• Let g s,k (t) = g(t) be the quadratic exponential sum defined for rational integers s, k ≥ 2 by t ∈ P −→ degY =k−1 degZ=s−1 E(tY Z) ∈ Z.
• We denote by P l−1 /P l+n+m−2 a complete set of coset representatives of P l+n+m−2 in P l−1 . Obviously the sums h(t) and g(t) are constant on cosets of P k+s−1 .
• Consider the following partition of the matrix D l n×m (t), obtained by drawing a horizontal line between the (n-1)th and the nth row and drawing a vertical line between the (m-1)th and the mth column in the matrix D l n×m (t).
to be the cardinality of the following set
It is easy to see that (t,
We denote by d((t, η 1 , η 2 , . . . , η n ) = dtdη 1 dη 2 · · · dη n the Haar measure on K n+1 chosen so that the measure on the unit interval of K n+1 is equal to one, that is
we denote χ the Character on (K n+1 , +) defined by
We introduce the following definitions in the (n+1) -dimensional K-vectorspace.
• We denote by P/P k+m × (P/P k ) n a complete set of coset representatives of P k+m × P n k in P n+1 .
•
We denote by D n 1+m ×k (t, η 1 , η 2 , . . . , η n ) the following (1+n+m)×k matrix, where the submatrix obtained by delating the n last rows form a (1 + m) × k persymmetric matrix, and the n last rows form a n × k matrix over the finite field 
• Let g m,k (t, η) = g(t, η) be the exponential sum defined for rational integers m ≥ 0, k ≥ 1 by
• Let f m,k (t, η) = f (t, η) be the exponential sum defined for rational integers m ≥ 0, k ≥ 1 by
Introduction (refer to Section 1 and Section 3)
The rational function field F 2 (T ) is completed with respect to an appropriate valuation to a field K (i.e. the field of Laurent Series). The unit interval of K, that is, the open ball of radius 1 about 0, is a compact additive group. We shall use the Haar integral on this group. The paper is based on the proof of the following formula of the number Γ i of s × k persymmetric matrices over F 2 of rank i, that is
We remark that David E. Daykin [1] has already proved this result over any finite field F with the number 2 in the formula replaced by |F|, and the number 3 replaced by |F| 2 − 1. Our proof is very different since it relies on rank properties of a partition of persymmetric matrices, and is proper to the finite field with two elements. Besides, in order to establish the formula (2.1), we obtain several results concerning exponential sums in K and persymmetric matrices, which seem to have an intrinsic interest. The paper is organized as follows:
In Section 1, are introduced main notations and definitions. In Section 3, we state the main theorems in the (n+1) dimensional Kvector spaces. In Section 4, we establish in particular results on exponential sums in P of the form h(t), g(t) and we show that they only depend on rank properties of some corresponding persymmetric matrices with entries in F 2 . The proof of these results is based on the following identity (2.2)
From (2.3), observing that h(t) is constant on cosets of P k+s−1 , we prove that the number R of representations in F 2 [T ], of 0 as a sum of quadratic forms is given by an integral over the unit interval of K, and is a linear combination of the Γ ′ i s. More precisely we prove
By calculating the square of g(t) and using (2.3) we obtain
In Section 5, we study rank properties of a partition of persymmetric matrices by considering the following partition of the matrix D s×k (t) 
We prove
This result is deduced from the fact that
Actually, this result holds for any matrix.
These equalities are consequence of rank properties of submatrices of persymmetric s × k matrices.
By combining (2.6),(2.7) and (2.8) we obtain (2.9)
From (2.9) we get
In Section 6, we compute exponential sums in P 2 associated to a matrix of the form
, where A is a (m + 1) × k persymmetic matrix over F 2 and b − a 1 × k matrix with entries in F 2 .
In particular we prove that the number of rank i matrices of the form
denotes the number of persymmetric (1 + m) × k matrices of rank j ). In fact we prove that (2.11)
The proof of (2.11) is based on the following identity (2.12)
We proceed as follows :
By (2.12) we obtain (2.13)
By squaring g(t, η) we obtain g 2 (t, η) = g(t, η)·h(t) where h(t) = deg≤k−1 degZ≤m E(tY Z). By recurrence on q we get (2.14)
By integrating g q (t, η) over the unit interval of K 2 , observing that g(t, η) is constant on cosets of P k+m × P k and using (2.13), we obtain (2.15)
Integrating g(t, η) · h q−1 (t) over the unit interval of K 2 , we get by Fubini's theorem (2.16)
Comparing (2.15) and (2.16), using (2.14), we get
We obviously have
From (2.17) and (2.18) we easily get (2.11).
Besides we prove, similarly to (2.3) and (2.4) that
In Section 7, we prove formula (2.1) by induction on s (≤ k) and by using
and the two following equations
In Section 8 we prove Theorem 3.3 by showing that the solutions of the system (2.21)
are given by (2.22)
In Subsection 9.1, we show that Theorem 3.4 follows from (2.3) and (2.4). (2.10).
In Subsection 9.3, we show that Theorem 3.6 follows from (2.13) and (2.15).
In Subsection 9.4, we show that Theorem 3.7 follows from (2.19) and (2.20).
In Subsection 9.5, we show that Theorem 3.8 follows from (2.11) and (2.1) with s → 1 + m.
In Subsection 10.1 , we show that Γ ] such that A is a (1 + m) × k persymmetric matrix and B is a n×k matrix with entries in F 2 and Γ (1+m)×k i−j the number of (1 + m) × k persymmetric matrices of rank i-j. Precisely we show by induction on n (2.23)
where a (n) j satisfies the linear recurrence relation
In Subsection 10.2 , the explicit value of a 
Recalling that Γ n 1 ×k i denotes the number of (n+1)×k matrices with entries in F 2 of rank i,we get by combining (2.24) and [3, George Landsberg]
from which, we deduce
The formula for a
given in Lemma 10.2 then follows. In Subsection 10.3 , we obtain Theorem 3.9 from (2.23) and the explicit value of a (n) j . In Subsection 10.4 , we get Corollary 3.10 by computing a
In Subsection 10.5 , we generalize (2.19) and (2.20). of persymmetric s × k matrices over F 2 of rank i is given by
Statement of results
Remark 3.2. David E. Daykin has already proved this result over any finite field F with the number 2 in the formula replaced by|F|, and the number 3 replaced by |F| 2 − 1, see [1] . Our proof is different and proper to the finite field with two elements.
be the quadratic exponential sum in P defined by
Let R denote the number of solutions
satisfying the degree conditions
0 otherwise ,
Theorem 3.8 (See Definition 1.2). We have the following formula for all
0 ≤ i ≤ inf(k, 2 + m) Γ 1 1+m ×k i = (2 k − 2 i−1 ) · Γ (1+m)×k i−1 + 2 i Γ (1+m)×k i . The case k = 2 Γ 1 1+m ×2 i =      1 if i = 0, 9 if i = 1, 2 4+m − 10 if i = 2. The case m = 0 , k ≥ 2 Γ 1 1 ×k i =      1 if i = 0, 3 · (2 k − 1) if i = 1, 2 2k − 3 · 2 k + 2 if i = 2. The case m = 1 , k ≥ 3 Γ 1 1+1 ×k i =          1 if i = 0, 2 k + 5 if i = 1, 11 · (2 k − 1) if i = 2, 2 2k+1 − 3 · 2 k+2 + 2 4 if i = 3.
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The case of rank i such that A is a (1 + m) × k persymmetric matrix and B is a n × k matrix over F 2 , and where
where
We set
Corollary 3.10. We have the following formulas for n = 1,2,3,4,5 : 
Then the number denoted by R q (n, k, m) of solutions
1 , U
2 , . . . , U
of the polynomial equations
Observing that f m,k (t, η 1 , η 2 , . . . , η n ) is constant on cosets of P k+m × P n k , the above integral is equal to
Example. The number R q (0, k, m) of solutions (Y 1 , Z 1 , . . . , Y q , Z q ) of the polynomial equation
is equal to the following integral
Example. The number Γ 1 1+2 ×3 i of rank i matrices of the form
The number R q (1, 3, 2) of solutions (Y 1 , Z 1 , U 1 , . . . , Y q , Z q , U q ) of the polynomial equations
Example
The number R 3 (5, 4, 2) of solutions
is equal to the following integral over the unit interval in K
Exponential sums formulas on K
In this section we compute exponential quadratic sums in P and show that they only depend on rank properties of some associated persymmetric matrices. The following propositions are proved in [2] .
Proposition 4.1. The following holds
• For every rational integer j , the measure of P j is 2 −j .
Proposition 4.2. Let j be a rational integer and u ∈ K, then
Proposition 4.3. Let j be a rational integer and let
Proof. Lemma 4.4 follows from Proposition 4.3 with u = tY and j = s -1. 
Therefore ν({tY }) ≥ s if and only if
Lemma 4.6. Let t ∈ P and let q be a rational integer ≥ 1, then
Proof. By Lemma 4.4 and Lemma 4.5 we obtain
Observing that h(t) is constant on cosets of P k+s−1 , we obtain by integrating h q (t) on the unit interval of
(s+k−i)·q
Lemma 4.7. Let t ∈ P and g s,k (t) = g(t) = degY =k−1 degZ=s−1 E(tY Z), then g 2 (t) = g 1 (t) · g 2 (t) where g 1 (t) = degY ≤k−2 degZ=s−1 E(tY Z) and g 2 (t) = degY =k−1 degZ≤s−2 E(tY Z).
Proof. Observe that
Then we obtain
Lemma 4.8. Let t ∈ P, then Proof. Observe that
By Lemma 4.6 we obtain
In the same way we obtain
and Lemma 4.8 is proved.
Lemma 4.9. We have the following equivalences
Proof. Lemma 4.9 is obtained by combining Lemma 4.7 and Lemma 4.8
Lemma 4.10. Let t ∈ P, then g s,k (t) = g(t) is given by
Proof. We see that
E(tY Z).
By Lemma 4.9 [See Definition 1.1 ]. In this section we establish rank properties of a partition of the following s × k persymmetric matrix, obtained by drawing in the matrix a horizontal line between the (s -1)th and the sth row and drawing a vertical line between the (k-1)th and the kth column 
Proof. Recall that by Lemma 4.7
. . .
By Proposition 4.2 with j = 0
Proof. We define
By lemma 4.10 we have by observing that g(t) is constant on cosets of P k+s−1
This completes the proof.
We consider the following partition of the matrix D s×k (t) 
We are going to show that
which obviously contradicts
By (5.3) there exists t 0 ∈ P/P k+s−1 such that
Consider the following partition of the matrix
Consider now the matrix
We get
We now have proved that
We repeat this procedure and obtain after finitely many steps
we obviously get
Arguing in the same way with the transpose of D s×k (t), observing that the rank of a matrix is equal to the rank of its transpose, yields
Lemma 5.5. We have
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Lemma 5.6. We have (see Definition 1.1)
Proof. From Lemma 5.2, by observing that g(t) is constants on cosets of P k+s−1 , we obtain
which prove Lemma 5.6.
Exponential sums in
In this section we compute exponential sums in P 2 , associated to a matrix of the form
, where A is a (m+1)×k persymmetic matrix over F 2 and b − a 1 × k matrix with entries in F 2 .
Proof. By lemmas 4.4, 4.5 with t −→ η and s = 1 we have
Lemma 6.2. Let (t, η) ∈ P × P and set
Proof. Consider the matrix [see Definition 1.2] 
By Lemmas 4.4, 4.5 and 6.1 we obtain EXPONENTIAL SUMS AND RANK OF PERSYMMETRIC MATRICES OVER F2 33
Proof. Obviously we get
By recurrence on q we get g q (t, η) = g(t, η) · h q−1 (t).
Lemma 6.4. We have
Proof. Recall Definition 1.2, then Lemma 6.2 gives, by observing that g(t, η) is constant on cosets of
Lemma 6.5. Equally
Proof. From Lemma 6.3 and Lemma 4.6 with s = m+1 we get by Fubini's theorem
Proof. Lemma 6.4 and Lemma 6.5 give
Lemma 6.7. For all 1 ≤ i ≤ inf (k, 2 + m) we have
Proof. Consider the matrix 
Clearly Lemma 6.6 yields
Proof. From Lemmas 6.6, 6.7 we get
Proof. By using Lemma 4.4 and Lemma 4.5 we obtain
Then we have, by observing that f (t, η) is constant on cosets of P k+m × P k
Proof of Theorem 3.1
We prove Theorem 3.1 by induction on s ( recall that s ≤ k). Set h s,k (t) = degY ≤k−1 degZ≤s−1 E(tY Z). Let s = 2 and consider the matrix D 2×k (t), that is
We have
By Lemma 4.6 with s = 2 and q = 1
On the other hand
From (7.2) and (7.3) we obtain (7.4) 2Γ
From (7.1) and (7.4) we deduce
Let s = 3 and consider the matrix D 3×k (t)
By Lemma 5.5
Using (7.5) and (7.6), we get
By Lemma 4.6 with s = 3 and q =1
On the other hand (7.9)
From (7.8) and (7.9) we obtain (7.10) 2Γ
From (7.7) and (7.10) we deduce
Let s = 4. In the same way we obtain
Assume that for k ≥ s − 1 we have
From (H) and Lemma 5.5 it follows (7.11) Γ
Consider the following partition of the matrix D s×k (t) 
. By (7.11) we get (7.12)
which implies (7.13) Γ
From Lemma 4.6 it follows with k −→ k − 1 and q = 1 (7.14)
On the other hand (7.15)
From (??) and (7.15) we obtain
In view of (7.11) (7.17)
From (7.16) and (7.17) (7.18) 2Γ
By (7.11), (7.13) and (7.18) we deduce for k ≥ s + 1
Proof of Theorem 3.3
The proof of Theorem 3.3 is based on the relation between Theorem 3.1 and the following Lemmas.
Proof. It suffices to reproduce carefully the proof of Lemma 5.5.
Proof. Follows from (8.1) and (8.2).
Lemma 8.3. We have
Proof. The assertion follows immediately from Theorem 3.1. 
The proof in the case 3 ≤ k ≤ 1 + m is similar. 
