An Optimal Linear Attitude Estimator (OLAE), is presented for the case of a singlepoint real-time estimation of spacecraft attitude using the minimum-element attitude parametrization: Rodrigues (or Gibbs) vector g. The optimality criterion, which does not coincide with the Wahba's constrained criterion, is rigorously quadratic and unconstrained. The singularity, which occurs when the principal angle is π, can easily be avoided by one rotation. The attitude accuracy tests show that the proposed method provides a precision comparable with those fully complying the Wahba optimality definition. Finally, computational speed tests demonstrate that the proposed method belongs to the class of the fastest optimal attitude estimation algorithms.
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I. Introduction
Even though spacecraft orientation depends on only three independent parameters, the spacecraft attitude is usually expressed by means of the singularity-free but redundant four-element quaternion (more precisely, the Euler-Rodrigues symmetric parameters). However, three-element attitude parameterizations have recently found increased interest in the attitude determination problem for two main reasons: 1) because they allow the development of faster algorithms, and 2) because the method of sequential rotations [1] [2] [3] not only guarantees avoiding the geometric singularity, but also places the algorithm closer to its optimal working conditions. It is a well known fact that the attitude estimation problem consists of finding the proper orthogonal 3 × 3 matrix C such that the following is true:
where b i and r i are the i th observed and associated reference directions, respectively. These equations hold in the ideal case of perfect measurements (observations b i ). When the real case is considered, an optimality criterion must be introduced to estimate a spacecraft attitude as close as possible to the true one. In particular, the criterion introduced by G. Wahba in 1965 4 has been widely adopted as the optimality definition par excellence and a variety of "optimal" attitude estimators have been developed based on this criterion. These algorithms, which differ by small speed and robustness advantages/disadvantages, provide identical attitude accuracy because they fully comply with the same optimality definition. The method proposed in this paper, by contrast, does not make use of the standard Wahba optimality definition.
In this paper, a new optimal three-parameter attitude estimation algorithm (partially already introduced in Ref. 5 ) is presented which reformulate the inherently nonlinear constrained attitude estimation problem as a rigorously linear, unconstrained problem to solve the single point optimal attitude estimation problem. This is achieved thanks to the Cayley Transformation that represents the direction cosine matrix by the Rodrigues (or Gibbs) vector g. The new optimality criterion is identical to the Wahba's optimality criterion in the absence of any errors in observed and references vector directions.
The structure of the paper is as follows: first, an Optimal Linear Attitude Estimator (OLAE) is proposed for the determination of the single point spacecraft attitude in terms of the Gibbs vector g. In the next section, the method of sequential rotations is discussed to avoid the singularity associated with the Gibbs vector for π rotation about the principal axis. Next, a detailed covariance analysis is presented to quantify the approximation error of the OLAE estimates. Finally, numerical tests are conducted to quantify and compare the accuracy of the OLAE with Wahba compliant algorithms.
II. Optimal Linear Attitude Estimator
The method here proposed is developed from relationships equivalent to Eq. (1), but written in terms of the Rodrigues vector. This is obtained by mapping the attitude matrix C to a minimum-element attitude parametrization, expressed by the skew-symmetric Rodrigues matrix G, using the Cayley Transform.
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In general, the Cayley Transformation represents an important and elegant mathematical tool in matrix analysis. In particular, for the attitude estimation problem, it allows the transformation of the most important attitude parametrization (the attitude matrix C) into the minimum number of elements describing the attitude (and vice versa). The Cayley Transformation (Cayley Conformal Mapping) consists of following forward
and inverse transformations
where G is a skew-symmetric 3 × 3 matrix, which is related to the elements of the Rodrigues vector g,
Substituting the second term of Eq. (2) into Eq. (1) we obtain the relationship:
Now, defining the sum s i b i + r i , and difference
This equation, which is equivalent to Eq. (1), shows how the skew-symmetric matrix [g×] can take the place of the attitude matrix C. Now, since the matrix [g×] also represents the matrix performing the 3-D vector cross-product, the previous equation can be re-written as
Note that the three elements of Eq. (7) are not all independent. In fact, it is easy to see that the third component can be obtained just by summing the first component multiplied by −s i (1)/s i (3) with the second one multiplied by −s i (2)/s i (3) and using the fact that d T i s i = 0, ∀i. This suggests that the problem can be simplified just by taking the two components of Eq. (7) with the greatest corresponding d i (k) values and disregarding the k th component corresponding to min
It is a well known fact that the skew-symmetric constraint for the G matrix
is sufficient to satisfy the orthogonality constraint, CC T = I, as well as the condition det(C) = +1 required of attitude matrices. In other words, the off-diagonal elements of G (which are the only non-zero elements of the Rodrigues matrix) do not need to satisfy any particular constraint. This implies the well known condition that the three Rodrigues parameters, which are the unknowns of Eq. (7), are all independent. It is important to outline the actual advantages in using Eq. (7) instead of Eq. (1): 1. the unknown attitude g does not have to satisfy any constraint, and 2. the vectors s i and d i , which fully substitute the unit-vectors r i and b i , are orthogonal (s
An apparent disadvantage is the fact that the Rodrigues vector, g = e tan(Φ/2), where e and Φ are the principal axis and angle, respectively, is a singular attitude representation (g → ∞ for Φ → π). However, as is explained in Refs.
2, 3, 9 and as will be explained in the next section, the use of only one sequential rotation completely avoids this singularity. Eq. (7) cannot be satisfied by all the n measurements due to the presence of sensor noise. In particular, we assume that the observed body vectors are given by the following expression:b
where, ν i is a zero mean white noise vector. Therefore, any given attitude (Rodrigues vector g) will affect the i th measurement by the error:
where,s i =b i + r i andd i =b i − r i . Therefore, any given solution g has the associated error vector e = {e 1 e 2 · · · e n } T . This allows us to introduce a new optimality criterion for spacecraft attitude; we define the optimal attitude estimate as the unique Rodrigues parameter vectorĝ which minimizes the following quadratic cost function
where the diagonal matrix Ξ contains the weights ξ i = Ξ(i, i), i = 1, . . . , n, associated with the observations. It is important to mention that the above introduced cost function L m does not coincide with Wahba's cost function
This means that the "optimal" attitude which minimizes L m generally differs from that minimizing L w . This also implies that the associated attitude accuracy may be different and, therefore, the problem of how much b Note that to disregard the least significant component of Eq. (7), which speeds up the procedure, implies a small loss of information that, in turn, implies a small loss of accuracy. A further step towards the fastest algorithm would be to find a way to replace the observed and reference unit-vectors with their polar coordinates.
c It is easy to show that s
they differ from each other has to be quantified by analysis or accuracy tests. The weights ξ i , introduced in Eq. (11) are here assumed to be relative weights ( i ξ i = 1) such as those used in the most classic attitude determination algorithms satisfying Eq. (12) . Since the unknown vector g consists of three independent parameters, the minimization of L m is an unconstrained minimization problem. In contrast, the minimization of L w is a constrained minimization problem, because CC T = I must be satisfied. Further, Eq. (11) can be re-written as
and therefore,
where
Since this is an unconstrained minimization, and g is contained quadratically without approximation, the stationarity condition to minimize Eq. (11) yields
and thus, the optimal least square estimate of g, denoted byĝ, is found by solving the following rigorously linear normal equationM
whereM m is a real, symmetric, negative definite matrix for n ≥ 2. Hence, the second derivative of the cost function L m with respect to the Rodrigues vector g, given as follows, is a positive definite matrix.
Therefore, we can conclude that the OLAE estimate given by Eq. (17) correspond to the global minimum of the cost function L m . It is a well known fact that the Rodrigues vector represents the three vector components of EulerRodrigues symmetric parameters, divided by the scalar component. Therefore, the optimal quaternionq opt is simply obtained by normalizingq = {ĝ
This represents a new algorithm for attitude determination from vector observation, which is here identified as the "Optimal Linear Attitude Estimator" (OLAE). A fast variant of this algorithm, named OLAE-f , evaluates the symmetricM m matrix by disregarding the least significant line of Eq. (7), as explained earlier.
Some useful properties and relationships can be shown by analyzing the structure of the matrixM m and the vectorṽ. The vectorṽ can be written as
while the matrixM m can be expanded to obtain
Now, using the property (valid for unit vectors) [x×] [y×] = xy T − (x T y)I, where I indicates the 3×3 unit matrix, Eq. (21) becomes
Under the assumption that the weights ξ i = α i , where i α i = 1, and introducing the attitude profile matrix B and the vector z as follows, we have
Eqs. (20) and (22) become
which implies that one needs to solve the following algebraic equations simultaneously for the OLAE algorithm:
We mention that although OLAE is a rigorously linear optimal attitude estimation algorithm, it suffers from the singularity associated with the π rotation about the principal axis e. In the next section, we discuss the method of sequential rotations to avoid this singularity.
A. Singularity
The singularity associated with the OLAE algorithm, due to the use of the Rodrigues vector, can be easily avoided by applying the Method of Sequential Rotations as introduced in Ref. [1] for the QUEST algorithm in order to avoid the singularity associated with π rotation about the principal axis. Recent developments given in Refs. [3, 9, 10] have demonstrated that, thanks to some inequalities concerning the principal angle, it is possible to know in advance if-and-which sequential rotation is needed in order to place the algorithm far enough from its singular working position, here occurring at Φ = π. The singularity [see Eq. (17)] occurs only when the determinant of theM m matrix becomes too small, since the vectorṽ cannot diverge because it is a weighted sum of terms involving finite cross products.
In Ref [9] it has been demonstrated that the following inequality
holds for the matrixM w , whereM
Analogously, the inequality
holds for matrixM m . The inequalities given in Eq. (26) and Eq. (28) can be adopted to calculate an upper bound value for the principal angle Φ, assuring us that Φ < π. In particular, Ref. [9] has shown that using the inequality given in Eq. (26) with the method of sequential rotations, the condition Φ ≤ 2π/3 is guaranteed. , and f w (Φ) and f m (Φ) (continuous), obtained in N = 10, 000 random tests, each one constituted by n random observations, whose random precision ranges from 0 to 0.3 deg (3σ), and for n = 2 and 2 ≤ n ≤ 5 case, respectively. These figures highlight that f m (Φ) provides a lower bound for Φ lower than f w (Φ). The random attitudes are created with random principal axis and a principal angle Φ uniformly distributed from 0 to π. We mention that the Eq. (27) can easily be obtained by partitioning the q-Method solution equation Kq opt = λ max q opt (see Refs. [11, 12] ), as explained in Refs. [3, 13] , and approximating the maximum eigenvalue λ max to 1.
Note that, Eq. (27) does not provide the same result for g as Eq. (25), since these equations are derived from two different optimality criteria. However, if measurements are error-free, then Eqs. (25) and (27) provide the same result for g. In particular,M
Solving for g from Eq. (27) and substituting in Eq. (25), we get
Adding and subtracting S/2 inside the square bracket gives
Further, substituting for B from Eq. (23) in the above Eq. (31), we obtain the following condition for the OLAE and Wahba estimates to be identical
It should be noticed that the two sides of the above equation will certainly be equal ifd T i g = 0 for every measurement. But for perfect error-free measurements This is zero because attitude matrix C changes neither the magnitude nor the direction ofĝ, which is along the rotation axis. As a consequence of this, Eqs. (25) and (27) provide the same result forĝ if measurements are error-free. Further, from a practical point of view, the difference in two solutions is so small that it is possible to approximateM m byM w . This approximation allows us an easy application of the sequential rotation technique because the rotated matricesM w can easily be obtained fromM w and z with no additional computation. In fact, setting p = tr[B] + 1, m = tr[B] − 1, and S = B + B T , then Eq. (27) can be written as followsM
Using the sequential π rotations about the coordinate axes, the rotated matricesM w and the rotated vectors z becomeM
which identify the transformed normal equations when a sequential rotation is applied to the x, y, or z coordinate axis, respectively. Note that, when approximate a priori attitude information is available, as in most common fast recursive applications, then the best sequential rotation can directly be read from the a priori quaternion q = {q 1 q 2 q 3 q 4 } T . In fact, the smallest (the greatest) absolute element |q k | indicates also the greatest (the smallest) principal angle associated with the π sequential rotation applied about the kth coordinate axis (k = 4 means no rotation).
B. Covariance Analysis
In the previous section, we have shown that in case of error-free measurements, the OLAE estimates are identical to any optimal estimator fully complying with Wabha's optimality definition. In this section, we present a detailed covariance analysis which helps us in quantifying the approximation error of the OLAE estimate.
Substitutings i = s i + ν i into the expression for matrixM m gives
and where the two matrices
contain only linear and quadratic terms in ν, respectively. A similar substitution into the expression for the vectorṽ givesṽ
Now the exact vector of Rodrigues parameters is given by
and the OLAE estimate is given (to first order in ν i ) bŷ
}. Now, in the small error approximation, the error angle vector is given (to first order in ν i ) by
Therefore, the covariance matrix P θθ = E{θθ T } has the following expression
Now, assuming the "QUEST" measurement model 1 for observations, i.e.,
and the relative weights to be α i = σ
(which makes Wahba's optimal problem a Maximum Likelihood problem), we obtain
Further, we can express the final result entirely in terms of the vectors g and s i by using following two identities:
that can be easily derived from Eq. (6) . Substituting the first of these into the expression for W i gives
Now, using the above expression for W i , we can write:
Also, using the following two identities
we can further simplify the expression in Eq. (52)
where the last step uses the identity
from which we can derive the identity
Finally, substituting Eq. (55) into Eq. (49) we obtain the final form for the covariance matrix:
Note that s i × g has a finite limit as g becomes infinitely large, so N remains finite in this limit. Further, a major simplification happens for g = 0. In fact, in this case
, N = 0, and
which is the optimal Wahba covariance. Thus, we see that OLAE complies with Wahba optimality at the identity attitude and we have already shown that, for error-free observations, the OLAE estimate is same as any Wahba optimality compliant attitude estimation algorithm.
Special Case, n = 3 Let us consider the special case that there are n = 3 measurements with equal weights along the spacecraft body axes. Therefore, b i takes the three values {1 0 0}
T , {0 1 0} T , {0 0 1} T . After a significant amount of algebra (that we do not include here), we obtain:
from which we derive
and therefore
Once again, for g = 0 the OLAE covariance matrix P θθ = 1 2 σ 2 I, i.e., the OLAE estimates are compliant with Wahba optimality criteria for the identity attitude. Also, notice that P θθ g = 1 2 σ 2 g, so this is an eigenvector of the covariance with the optimal Wahba eigenvalue. The other two eigenvalues of X (associated with directions perpendicular to g) are
If g is parallel to {1 1 1} T , both of these eigenvalues are equal to g 2 /3, and the eigenvalues of P θθ perpendicular to g are found to be equal to 1 2
In particular, for g = {1 1 1} T , both the eigenvalues perpendicular to g are found to be 1 2 σ 2 (1.12). Further, if g is along a coordinate axis, both of these eigenvalues of X are zero, and the eigenvalues of P θθ perpendicular to g are found to be 1 2
. This seems to be a worst (least optimal case) for the assumed measurement geometry.
Note that as g becomes infinitely large, the covariance is never worse than twice the optimal value. We can use sequential rotations to limit the rotation angle to 120
• , so g 2 ≤ 3 and the covariance to no greater than 1.36 times the optimal value.
In the following section the accuracy provided by OLAE is numerically quantified and tested using MATLAB software.
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III. Numerical Results
The accuracy tests compare OLAE with the solution provided by the QUEST algorithm 1 as one of the algorithms that fully comply with Wahba's definition of the optimal attitude. Any other optimal algorithm would provide identical accuracy results. This means we are here comparing the optimality definition of Eq. (11) with that of Eq. (12) . The accuracy provided by the proposed method, which has been already analytically estimated in the covariance analysis section, is here quantified with a Monte Carlo numerical analysis.
There are different ways to highlight the accuracy achieved by an attitude estimator. These are:
1. Attitude error angle Φ, defined as the principal angle of the corrective attitude matrix CĈ T , where C is the true attitude andĈ its estimation. This angle, which represents the maximum direction error, can be easily evaluated 15 using quaternions (q, q) or Rodrigues parameters (ĝ, g), as follows
2. Attitude error vector that, for Rodrigues parameters, is defined as
3. Covariance matrix P (elements comparison). This gives a detailed and complete picture on how the error is distributed in each of its components. The "error", however, is here defined accordingly with the error model selected. Unfortunately, most of the time the error as defined in the "error model" is a residual and not the attitude error itself. This is important because it means that covariance matrix highlights the behavior of residuals and not the attitude error.
4. Square root of the trace of the covariance matrix, tr(P ). This give a global picture on the selected error model quantification. This parameter allows us to define upper bounds of the attitude accuracy for a specific selected error model.
For simulation purposes, the measurement data and attitudes are N = 10, 000 times randomly produced using sensor noise with 10 −3 rad. (3σ), and for a number of the observed directions n varying from 3 to 10. The results of these tests are plotted in Fig. 3. Figs. 3(a) and 3(b) show the plots of δθ m and δθ w respectively, with corresponding 3-σ bounds for different Monte-Carlo runs. From these results, it is clear that (1) the computed estimates are compatible with covariance analysis presented in the previous section, and, (2) OLAE optimality criterion (Eq. (11)) provides an attitude accuracy almost identical with that derived from the Wahba cost function (Eq. (12)). Further, to test the robustness of the algorithm with respect to sensor noise, the true measurement data is corrupted by zero mean sensor noise with standard deviation between 10 −1 rad. to 10 −6 rad. For simulation purposes, N = 10, 000 sets of measurements for a number n of observed direction varying from 3 to 10 were randomly produced using sensor noise of 10 set of m = 10, 000 random tests, Φ is computed for OLAE and for the QUEST algorithm, giving Φ m and Φ w , respectively. The measurement data are randomly produced using sensor noise with 10 −3 rad. (3σ), and for a number of the observed directions n varying from 3 to 10. The results of these tests are plotted in Fig. 5 and Fig. 6 , respectively. As expected, the difference between OLAE estimates and Wahba compliant QUEST estimates is negligible for all practical purposes. Thus, either criterion can be expected to give excellent practical results.
IV. Conclusions
This paper introduces the new Optimal Linear Attitude Estimator (OLAE) for spacecraft attitude which makes use of Cayley conformal mapping, a general mathematical tool relating orthogonal and skew-symmetric matrices. The relationship between observed and reference directions is transformed into a linear equation relating the sum and the difference between observed and reference directions (orthogonal to one another). The new relationship is shown to be linear if the unknown attitude is expressed in terms of the Rodrigues (or Gibbs) vector, and allows us to define a cost function whose minimization introduces a new optimality criterion for spacecraft attitude. The minimization is unconstrained, and the solution (the optimal attitude) requires the inversion of a 3×3 symmetric matrix only. The Rodrigues vector singularity, which occurs when the principal angle is close to π, is avoided using at most one sequential rotation. Further, it is shown that for error-free observations the OLAE estimate is equivalent to the Wahba compliant estimates. However, in general, the OLAE attitude estimate does not mathematically comply with the Wahba's optimality definition and therefore, the OLAE attitude estimation accuracy is numerically quantified by using a Monte Carlo approach. The accuracy provided is compared with the optimal attitude fully complying with Wahba condition, and the differences between the two estimates are insignificant in a practical attitude estimation application.
