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１　はじめに
　“ 京スーパーコンピュータ ” の写真をご覧になった方はお
そらくその大きさに驚かれたのではないだろうか．体育館の
ようなところにラックと呼ばれる洋服箪笥ぐらいのサイズの
箱が 1000 個近くも並んでいる．このコンピュータ群はネッ
トワークで繋がれていて，１秒間に１京回（京＝兆の１万倍）
という途方も無い量の計算が出来る．とてつもない計算が出
来るのだが，それにも拘わらず現在ポスト “ 京 ” プロジェク
トというものが立ち上がっていて， “ 京 ” を遥かに凌ぐスー
パーコンピュータ（以下 “ スパコン ”）が計画されている．
こんな巨大なコンピュータが必要なのか？と思われると思う
方も多いと思う．スパコンの主要な用途の一つにシミュレー
ションがあるが，シミュレーションには莫大な計算が必要に
なる．なぜ莫大な計算が必要か，特にミクロの世界を対象と
するシミュレーションについて考えてみる．
　シミュレーションにより目に見えない世界で何が起きてい
るか知ることができる．例えば物が破壊されるときの破壊の
され方や電池の中で何が起こっているかを知ることができ
る．それにより壊れにくくするとか，電池の容量を大きくす
る方法のヒントが得られる．このようなシミュレーションの
ためには分子間に働く力である分子間力の計算が必要だがこ
れが非常に膨大になる．物が壊れる時のことを思い浮かべれ
ば必要性が理解できると思う．つまり，分子の動きを計算す
るためには分子同士の間に働く力を計算する必要なのだ．
　しかしこの分子間力の計算が大変なのだ．例えば 5 個の物
体があるとしよう．これらが相互に影響を与え合うとする
と，その影響の数は 10 個になる（図１）．
図１
　これは上図で 10 本の矢印があることを意味する．このよ
うに 5 つの対象は全部で 10 個の影響を与える．この数は対
象が増えると急激に大きくなる．
　N 個の対象の間に働く力は  となる．この式
から分かることは，対象の数が 100 倍になれば計算量は大体
その２乗，すなわち約 10000 倍になるということである．こ
のように急激に計算量が増えるので，スパコンの性能がどれ
ほど向上しても十分な数の分子の計算をすることは難しい．
例えば鉄でできた一辺が 0.1mm の立方体（針の先ほど？）
があるとしよう．これは目に見えないほど小さいが，ここに
は約 10 京個の Fe 原子が含まれている．先ほどの式からこ
れらに働く相互作用の数はその２乗個ぐらい（10 京× 10 京）
になり（本当はその定数倍くらい），全く手に負えないこと
が分かる．おそらく地球の年齢である４６億年くらいかかっ
ても無理だろうと思われる．愚直に計算していてはとても
じゃなが大きな計算（大きいと言っても針の先ほどですが）
はできない，そこで分子間力の，このような膨大な計算負荷
を減らすため多くの計算技術が開発された．（もっとも，遠
くからの影響は無視する，というのが一番簡単ですが，それ
ができない，しない場合について考えています．）
　その中でも特に L. F. Greengard により考案された高速多
重極展開は画期的なものである．Greengard は，対象の数
の２乗に比例して増える計算量を，対象の数に比例する計算
量（  と書く）で済ませる方法を見出した１）．この方
法は近似値ではあるが計算量を圧倒的に減らすことができる
画期的方法で，20 世紀の 10 大アルゴリズムの一つとされて
いる２）．
この方法は非常に素晴らしいものであるが，しかしその割に
は使われていないように感じている．その理由はおそらく，
アルゴリズムの複雑さとともにそこで使われる Legendre の
陪多項式が何だかよく分からんからではないかと思われる
（そうではないかもしれないが，自分にはそう思える）．こ
の Legendre の陪多項式  は
で定義されるものである．ただしここに現れる， 
は
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で与えられる．え？何だかさっぱり分からん？そりゃそうで
しょう．書いている自分も本当に腑に落ちてはいないのだか
ら．三角関数の和公式程度に当たり前には感じない．そこで
その代わりとなるものを見つけられないか？というのが研究
の動機です．このよく分からんものを分からないまま道具と
割り切って使うことはできますが，何ともわかった気がしな
い，気分が悪いので，もっと感覚的に腑に落ちる方法を見つ
けたい，と思って考えた結果が以下の話です．式をあまり書
いても誰も読まないと思うので，なるべく概念的なお話をし
ようと思います．
　以下で書くのは，Legendre の陪多項式による多重極展開
を使わずに済ます方法です．少し前にそのような方法を見
つけ，それを元に高速多重極展開（Fast Multipole Method 
(FMM)）プログラムを書き直し実際にシミュレーション実
験しました．その結果既存のものよりも簡単で早く計算で
き，自分としては嬉しかったのですが，，，残念ながら似た結
果が存在していました３）．ただ，全く同じなのではなく，
方法が違うため自分の方法の方が応用が効く部分もあります
（劣った部分もある）．以下この方法ののうち自分の考えた
部分を中心に概説したいと思います．
２　方法
２−１　今までの方法
高速多重極展開において，
１）ある領域に含まれる電荷をまとめる
２）まとめられた物をさらにまとめる（UPWARD PASS, 
DOWNWARD PASS）
の二つが重要なプロセスになります．今までの方法でこの二
つをどのように扱ったかについて簡単に書きます．
２−１−１　電荷をまとめる
　全体の領域，つまり対象となるものが分布している領域を
分割し（図３の上の左とその隣のように），分割された領域
に含まれる対象の影響をそれぞれまとめます（仮に分割が
１６あれば，１６個のまとめができます）．この “ 影響 ” は
普通は電荷です．つまり電気的な引力斥力です．
　プラスの電気を持ったもの同士，マイナスの電気を持った
もの同士は反発し，プラスとマイナスは引き合う．静電気で
ものがくっ付くような力と考えても良いでしょう．この力は
減衰が遅い（重力も遠く離れれば弱くなるように電気的力も
減衰しますが，ゆっくりとしか減衰しないのです）ものです．　　
　これらを計算するために高速多重極展開においては，まず
Multipole expansion と呼ばれるものを用いて分割された集
団の電荷を，それぞれ（集団ごとに）まとめて式で表現する
ということをします．この “ まとめ ” と後に記す “ まとめを
さらにまとめる ” という処理により計算負荷を  に落と
すことができるのです．
図2
　“ まとめる ” ということを説明するための簡単な図が図２
です．左上の赤玉の集団が，右下の青玉の集団の各粒子に与
える影響を考えることにします．必要なものは，ここの電荷
が全体の電荷から受ける力ですのでこれを考えるのです．赤
玉と青玉の相互作用は，それぞれ４つの対象があるので 16
本の矢印が書かれます（同じ色同士の相互作用はここでは考
えないことにします）．  個ずつの対象がある場合は  個
の矢印が書かれます（これが最初に書いた計算量が２乗に比
例するということです）．ところが例えば赤い対象全てが青
の粒子（というより赤からある程度離れた粒子に）に与える
影響を一つの式で書くことができれば，それを用いることに
より計算量を  に比例する量に落とすことができます（２
乗と１乗の違いです）．　　
　例えば赤い対象が青い対象のそれぞれに及ぼす作用を式 
 で表すことができたとします．ここで  は青い対
象のそれぞれを意味します（この場合は  となりま
す）．式の形が問題ではなく，ここではそのように表される
ということが大事です．すると青い対象に及ぼす影響の計算
は  を  の４つで計算すれば良いので４回の
計算になります．つまり 16 回の計算量が 4 回になったので
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す．なんだ，4 分の 1 か？大したことないと思われるかもし
れませんが，そうではありません．16 回の方は  であっ
て，4 の方は  回ということです．ここでこの式  を
求める計算量が  の一次でないとダメですが，一次になり
ます（  が一次式という意味ではありません．計算の
負荷が粒子数に比例するということです）．実は説明のため，
ゴマカシがありますが，気持ちとしてはこのようなことです．
　言い換えて説明すると，一番下の青玉それぞれに赤玉全部
（ここでは４つ）が与える影響を計算するためには４回計算
する必要があります（赤玉が４つなので）．その隣の青玉に
対する赤玉全部の影響を計算する時にも同じく４回計算する
必要があります．一番下の青玉への影響の計算と同種の計算
であるにもかかわらず，この計算を流用できないのです．似
たような計算を栗前さないとならない．しかし赤玉全体を一
つの式にまとめられれば，同種の計算の繰り返しを避けるこ
とができるのです．
　なお，粒子数  に比例する計算量の計算を２回行っても，
その計算量は  ではなく  になり，  に比例することに
なります．これは全く違います．
このまとめて式で表すという所で Legendre の陪多項式が用
いられます．一度多項式の形にされると，それを用いること
により，そしてそれを非常に上手に加え合わせることにより 
（比例の計算量）にすることができるのです． 
２−１−２　まとめられた電荷をさらにまとめる
　Legendre の陪関数を用いて電荷をまとめることができた
としてもそれだけでは足りない．上に書いたように上手く
足し合わせる必要があります．そもそも多重極展開自体は 
Greengard 以前からあり，この上手い足し合わせ方のとこ
ろが２０世紀の Top10 アルゴリズムと認められたのだと思
います．Top10 というくらいだから簡単に書くことはでき
ませんが，自分の方法との関係の説明上必要なところを，非
常に大雑把ではありますが説明します．以下に “ さらにまと
める ” とはどのようなことなのか書きます（以下の①〜③）．
なお，④はまとめの後，最後にしなければならないことです．
図 3
①小さい四角形（直方体）中の電荷をまとめる
　このアルゴリズムでは，まず最初に図３の左上のように電
荷が散らばった領域を分割し，その一つ一つの四角形（３次
元なら直方体）内部の電荷を Legendre の陪関数を用いてま
とめる．この時その領域の中心点に関してまとめられます．
テイラー展開をご存知の方は，そこで展開するイメージと考
えれば解りやすいと思います．これが右上図に表されたもの
です．右上図には四角形中心に点が一つだけあるが，この点
に関して Legendre の陪関数展開を使って電荷をまとめるの
です．
② UPWARD PASS
　次にこれを一回り大きな四角形の中心でまとめる．これは 
upward pass と言われるものです．この時には Legendre の
陪関数をずらす（shift）が行われます．例えば４つの四角形
の電荷をまとめて一回り大きい部分の展開を求める時には，
小さな４つの展開４つを shift してその中心（４つ集めた四
角形の）のおける展開にして加え合わせます．
③ DOWNWARD PASS
　この DOWNWARD PASS と呼ばれるプロセスでは，ある
一つの電荷（対象）に対する外部の電荷の影響を計算するた
めの準備をします．ここである “ 一つの ” と書きましたが，
その計算は全ての対象に対して行うことになります．この準
備までの計算が，粒子数（対象の数）に比例するなら，最終
的な計算も含めて粒子数に比例することになります．
　具体的には，ある一つの対象  に対する周りの電荷の影
響を考える時，  から遠い電荷に対しては大きな四角形をま
とめた式で計算し，近くの電荷に対しては小さい四角形内の
電荷をまとめた式を使います．この時も影響は式にまとめら
れ，それは local expansion と呼ばれます．なお，非常に近
い粒子の場合には次に説明するように直接計算することにな
ります．
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図4
これをまとめたものが図４です．左上の図の（図４中の），
緑色の矢印のお尻がくっついている四角形中に電荷 x があ
るとします．これから遠い電荷に対しては大きな四角形を用
い（大きな四角形とは，ここでは緑色の矢印が指しているの
と同じサイズです），近くの電荷に対しては右上図のように
小さな四角形をまとめた式で計算します．
ここのところがおそらく一番解りにくいところですが，上図
４左上の部分（図では７つあります）をまとめた式は矢印の
集まっているボックス以外でも用いられます．そしてそれ
に，図４右上とは異なる小さなボックスを加えたりもしま
す．ここは非常に巧妙に無駄を省いているのですが，それだ
けに難しいところ思います．
この辺り（①〜③）を描いたものが図５です．
図5
④直接計算
　対象  と非常に近い電荷の影響は直接計算します．近い
粒子は少ないので，計算負荷はそれほど大きくありません．
一定の領域の電荷を式でまとめましたが，この式は近くの粒
子に対しては誤差が大きくなってしまい（オリジナルのもの
では発散する場合もあります），使えない．例えば
と書くことができますが，この等式は  で有効で，  が
1 に近づくと右辺の収束が悪くなります．
説明がたりませんので何だか分からないかと思いますが，雰
囲気だけでも感じ取っていただけたらと思います．
 
２−２　新たな方法
　Legendre の陪関数を用いたのは，それにより一定の集団
が他の集団に属する対象一つ一つに及ぼす影響を簡単な式
で書くためでしたが，新たな方法ではその部分で Legendre 
の陪関数を使わない方法を考えます．“ さらにまとめる ” 部
分のアルゴリズムはオリジナルと同じです．さてそれでは 
Legendre の部分をどう書き換えれば良いだろうか？
　自分の考えたやり方（それは残念ながら参考文献 3 に似た
方法があるのだが）は， Legendre の陪関数という特殊な関
数を用いる代わりに，単純な関数をいくつか空間中に配置す
ることにより Legendre の代わりができないか？　というも
のです．実は Legendre の陪関数を用いる方法では級数の収
束というような面倒なことが問題になるのですが，上記の方
法が上手くいけば収束というようなこと（これは結構デリ
ケートな問題です）を考えなくても済むのです．
以下でこの方法を説明します．本来は空間中での問題です
が，簡単のためまず１次元で考えてみます．
２−２−１　電荷をまとめる−１次元の場合
　今まで “ 影響 ” と言ったり電荷と言ったりしてきました
が，ここでは説明の都合上（抽象的に書くより解りやすいと
思うので），２つの物体間にその距離に反比例する量が，そ
の “ 影響量 ” であるとします．なんのことやら？と思われる
と思いますが，例えば二つの間の距離が 10 であれば，働く
影響量は ，すなわち 0.1 となり，もし距離が 100 なら影
響量は , すなわち 0.01 となります．離れれば離れるほど
影響が減るというのは分かりやすいと思いますが，重力，電
気的または磁気的力はこのようなものになります（距離の２
乗に反比例すると思われるかもしれませんが，ここでは位置
エネルギーを考えているのでそれを積分したもの，すなわち
距離の逆数  になります．）
　それでは距離に反比例するとして考えることにします．
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図6
これは図６で考えると，  を計算することになります．（P
は下の方にあります．この点 P と A を結んだ線分の長さの
逆数という意味です．）距離に反比例ということなので距離
の逆数です．この  を 4 つの距離の逆数  
で表すことを考えます．なんじゃ？？？物事を複雑にしてい
るのか？と思われそうであるが，   においては P の位置は
様々だけれども，それをあらかじめ決められた 4 つの点を用
いて表現する，ということが簡単化につながります．つまり
（式１）
という形に表現できれば（ここに実は誤差が入りますがここ
では無視します．４つでなく，個数を増やせば誤差は少なく
なります），それらを加えあわせてもやはりこの４つで表現
できることになります．ここで  が何な
のか？そもそもこのような物があるのか？が問題になります
が，これは以下のようにして求めることができます． 
　まず  の展開を用います．以下の最初の横の行が  
の展開です．ここで  というのは  の多項式であり， 
 です．（  は，実は Legendre の多項式と呼
ばれるものです．なんだ，やっぱり Legendre 使うのか？　
インチキ！と言われそうですが，陪関数と多項式では全然違
います．それに式の導出では使いますが，導かれた式には出
てこないです．つまり説明には使うけれど，計算プログラム
中には Legendre の多項式は全く現れません．）
　最初の式が  の展開で，他は  等の同様の展開です．
見てわかるように点線部分の後ろの式は同じ式が出てきてい
ます．こう表されれば，下の 4 つで上の一つ  を書くこと
は単なる一次方程式を解くことに帰着されます．それをする
と，  は次のようになります．
　ここまで来て，何やら見た式であることに気づきました．
これは Lagrange （陪関数の Legendre ではありません．
少し綴りが似ていますが，，，ルジャンドルではなく，ラグ
ランジュです）の補間法に出てくる式じゃないか？ この
Lagrange の補間法というものは形を変えて入試問題にも使
われる（少なくとも自分が高校生だった時には）よく知られ
たものです．そのような馴染みのある式が出て来たのであっ
た．これが現れたので，ここで Lagrange の補間法を前面に
出す方針にしても良いのだが，自分の好みで Lagrange の補
間法ではなくこのまま計算することにした．
　１次元の場合の方法は大体このようなものです．以下 
 など展開の中心となる点を代表点と呼ぶことに
します．
２−２−２　電荷をまとめる−２次元の場合
　２次元の場合は１次元の場合を組み合わせれば良いのです
がかなり複雑になる（１次元でも？）．と書いたが実は一見
複雑でも，実は規則性があり分かり易いものです．ですが慣
れてないと複雑に見えると思うので，簡単に概略を記すこと
にする．
　１次元の場合には４つの  を用いて表し
たが，２次元の場合にはこれを平面上に 個配置
します．この代表点の個数は，増やせば誤差が減るが，しか
し計算コストが増加するという類のものですが，以下の２次
元での説明では見栄えも良いので 個の点を使う
多重極展開を用いない “ 高速多重極展開 ”
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ことにします．
さらに，上記では  のように書いていた距離の逆数を，一
般性を含めて書くために（距離の逆数以外でも使えるので）
 という式で書くことにします．  と考
えても問題ありません．
図7
　上記のように２次元平面上に代表点  があるとしま
す．図では  です（5 まででなく  となっ
ていますが，これも一般的な書き方をするためです）．これ
に対しても（式１）と同様な表式を求めると，
（式２）
となります．ただしエラーは無視しました（以下でも誤差項
は書かないことにします）．ここで
であり，
です．また，X を Y にしたものも同様に定義されます．複雑
に見えるかもしれませんが，実は１次元の時の式をそのまま
２次元にしただけのものです．
◎ 使い方
　以上の方法をどのように使うか，ということを簡単に書き
ます．図７で考えますが，この四角の中にある電荷が  個
あるとします．それらを  とします．それらに
対して（式２）における  を計算します．ここで 
 は  の座標であり，  個あることになり
ます．それらを全部加え合わせると（電荷をかける必要があ
りますが省略しました），この図７の四角中の全電荷が点 Q
に及ぼす影響（力やポテンシャル）が 16 個の  の
線型結合で書けることになります．こうして一つの四角形（以
後ボックスと書きます）中の電荷をまとめることができまし
た．
　２次元の場合ができたら次は３次元ですが，これは２次元
の場合と同様なので省略します．一応式だけ書くと
（式３）
というようになります．（式２）とそっくりなことが分かり
ます．
　多重極展開のアルゴリズムでは，もう一つやらなければな
らないことがあります．2-1-2 で書いたことですが，一つの
領域（図２の赤，または青のような）に対して得られたこ
のような表現をまとめる必要があります．これは UPWARD 
PASS として説明しました．
２−３　まとめられた物をさらにまとめる
UPWARD PASS
　ここではボックスに対してまとめられたものを合わせる必
要があります．このアルゴリズム自体はオリジナルと同じよ
うなものですが，少し違います． 
　 詳 し く は 書 け ま せ ん が， オ リ ジ ナ ル の 方 法 で は，
Legendre の陪関数を結びつける変換は結構面倒で分かりに
くいものですが，自分のやり方では非常にシンプルになりま
す．
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図8
　どのような点がシンプルになるかというと，例えば図８を
用いて考えれば，一番小さな右下のボックス内をまとめたも
のというのは，やはりこのボックス内の点（図が汚くなるの
で４つだけしか書いてありません）で表されていたのだか
ら，それをその上のボックス（ここでは赤いボックス）内で
見て，赤いボックスにおける点（やはり４つ）で表現し直し
てやれば良いのです．これを shift と呼んでいますが，この
変換は今まで  を  で表現していたところ
を，P の代わりに一つ前の小さいボックス中の代表点
（ のような）を取ってやれば良いのです．具体的には
次のようになります．
ただし，
です．ここで  は青で描かれた一番小さいボックス，  
はそれらを合併した赤いボックスを意味しています．顕著な
ことはここで現れている係数  というものが，ど
のレベルの拡大でも不変であるということです．つまり，
青ボックスから赤ボックスに変換する時の  と赤
ボックスからその外の黒ボックスに変換する時の式が同じな
のです．これは計算上非常に有利になります．また，オリジ
ナルの場合と違って収束を気にする必要もなく，その点でも
優れています．複雑な式に見えると思いますが，実は単純
な式が何度も出てきているだけであり，そういう意味では
Legendre の陪関数より分かりやすいものです．
２−４　まとめられた物をさらにまとめる
DOWNWARD PASS
　2-1-2 で書いたように DOWNWARD PASS という処理が
続きます．オリジナルの方法では，local expansion という
違う形の式に変換していましたが，ここで説明している方法
ではそのような必要はありません．全く単純にそのままです．
ま た， こ こ で も shift の 作 業 が 必 要 に な り ま す が，
UPWARD PASS の shift と全く同じであり，簡単です．こ
の shift を，図５に似ていますが参考のために図示したもの
を示します．
図９
図10
　図９および図１０はそれぞれ UPWARD PASS および
UPWARD PASS と DOWNWARD PASS をまとめた図で
す．ここで
多重極展開を用いない “ 高速多重極展開 ”
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としました．
２−５　最後の計算
　DOWNWARD PASS で得られたものは，各ボックス（最
小サイズの）内の代表点に対する一定以上離れた外部の点
（電荷）の影響です．系全体のポテンシャルを計算するので
あれば，この最小ボックスの UPWARD PASS で得られて
いた各代表点のデータと掛け合わせれば良い．もしこのポテ
ンシャルがもたらす力を計算するのであれば，（式１）中に
現れる  などの微分を掛け合わせれば良い．
なお，最初の  のところに，最初から
などとすれば，x 方向の力の計算をすることができる．他の
方向でも同じことをすれば力の計算をすることができるが，
計算量が部分的にではあるが３倍になる．ただしその代わり
精度は結構良い．
３　計算結果
　オリジナルの FMM と，これまで説明した方法とで同じ
対象に対して電荷の計算を行い，かかった時間を調べた．計
算方法に関係しない時間（直接計算部分や最初のセットアッ
プなど）を除いたものを表にしたのが次のものである．なお，
計算は全て MPI を用いて並列計算した．例えば 2*2*2 と書
いてあるのは x, y, z の方向で２分割したという意味であり，
2500*8 は 2500*8=20000 個の電荷を計算したという意味であ
る．
comm up downoriginal 4.2×10–2 4.3×10–3 4.1×10–2NEW 5.2×10–3 4.8×10–3 2.8×10–2
2*2*2, 2500*8
comm up downoriginal 4.8×10–1 5.1×10–1 8.2×10–1NEW 3.6×10–1 4.6×10–1 6.2×10–1
4*4*4, 12500*8
comm up downoriginal 6.3×10–1 6.4×10–1 9.6×10–1NEW 4.7×10–1 4.6×10–1 6.3×10–1
4*4*4. 22500*8
　ここで comm, up, down はそれぞれ，MPI による通信
（communication），upward pass, downward pass でかかっ
た時間です．なお，通信とは，分割された領域間でのデータ
の転送のことです．京スーパーコンピュータは多くのコン
ピュータを繋ぎ合わせたようなものでしたが，スパコンを用
いる時には必要な計算を複数のコンピュータに分担させ計算
させます．具体的には全体の粒子をその存在領域でいくつか
に分割し，それを異なるコンピュータに計算させるのです
が，その時それぞれのコンピュータ間でデータを教えあう必
要があります．それにかかる時間です．なお，計算に使っ
たコンピュータは Intel Xeon E5-2698v3(16core)*2 を用いて
Intel Fortran Compiler を使いました．
計算の精度はオリジナルとほとんど変わりません．
なお，計算の精度を表す式は複雑で，望ましくないのですが
Mathematica を用いて数値による評価をしました．次のよ
うな面白いグラフ（ある式をグラフにしたところ面白いこと
に不思議な門のようなものがたくさん現れました．作品に使
えるかな？）などを評価し，精度はオリジナルと変わらない
と分かりました．
３　結果と議論
　以上の説明は Greengard のオリジナルの理論を知らない
とわかりにくかったかと思いますが，以上で示したことは
（１）陪関数を使わずに FMM を構成した．
（２）それを用いてシミュレーションしてかかった時間を調
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べたということでした．この（２）に関しては，表を見てわ
かるように，２割くらいは時間が短縮されています．時間の
短縮が目的ではなかったのですが，簡単化したことにより時
間が短くなったようです．少し触れたようにもっと短くでき
る可能性もあります．
　また，これは代表点の取り方にも関係します．これについ
ては代表点の個数が重要ですが，これが多いほど精度は高く
なりますが，計算時間は増えます．また，この代表点の位置
としてどこにとるか？という問題もあります．ここら辺がま
だ様々な可能性があり，議論の余地がありますが，この点に
関しては十分に詰められていません．
　さらに参考文献３との類似に関しては，同じではない部分
を利用して（参考文献３の方がカチッとしていて融通が利来
にくいと思います．自分の方法の方が洗練されていないの
で，形を変えやすいのです），新たな FMM の改良版を考え
ています．この詳細に関しては時期を見て発表したいと思っ
ています．
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