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a b s t r a c t
A Newmark-diffusive scheme is presented for the time-domain solution of dynamic
systems containing fractional derivatives. This scheme combines a classical Newmark
time-integration method used to solve second-order mechanical systems (obtained for
example after finite element discretization), with a diffusive representation based on
the transformation of the fractional operator into a diagonal system of linear differential
equations, which can be seen as internal memory variables. The focus is given on the
algorithm implementation into a finite element framework, the strategies for choosing
diffusive parameters, and applications to beam structures with a fractional Zener model.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The importance of fractional calculus for modeling viscoelastic material behavior has been recognized by themechanical
scientific community since the pioneering work of [1]. The merits of using fractional differential operator lie in the
fact that few parameters are needed to accurately describe the constitutive law of damping materials and the resulting
model can be easily fitted to experimental data over a broad range of frequencies. The numerical approximation of such
dampedmechanical systems is today intensively studiedwith a special interest concerning the implementation of fractional
constitutive equations into a finite element framework.
The resolution methods are classically either based on time discretization of the fractional dynamics (see e.g. [2–4]), or
on diffusive representations (cf. [5–7]). For large scale systems, the first method proves memory consuming because it is
necessary to store the whole displacement history of the system due to the non-local character of the fractional derivatives.
The second method, based on diffusive realizations of fractional derivatives, is numerically more efficient because it has no
hereditary behavior, thus avoiding the storage of the solution from all past time steps.
In this second group ofmethods, a coupled Newmark-diffusive scheme has recently been proposed by [8]. The developed
algorithm has been analyzed through a single degree-of-freedom example and the numerical results have been compared to
those obtainedwith an original closed-form solution. Here, we propose to extend our approach tomore complexmechanical
systems.
In this paper, the focus is given on the algorithm implementation compatible with finite element method, various
strategies for choosing the diffusive parameters, and applications to beam structures.
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2. Model under study
The main goal of this paper is to study fractionally damped oscillators using diffusive representations combined with
a Newmark integration scheme. The equation of motion of N-degrees-of-freedom mechanical systems with fractional
damping can be expressed as
Mu¨(t)+ Cu˙(t)+ Cα(dαu)(t)+ Ku(t) = f(t) (1)
with appropriate initial conditions.
In (1) the mass, damping and stiffness matrices M, C, Cα and K are symmetric and positive, M being positive definite.
Moreover, for 0 < α < 1, dαu = I1−αu˙ is the Caputo derivative of order α ∈ (0, 1), and I1−α is the Riemann–Liouville
fractional integral of order 1− α defined by
I1−αv(t) := 1
0(1− α)
∫ t
0
1
(t − τ)α v(τ )dτ . (2)
where 0 is the Euler gamma function. When α = 1, the classical damping term is defined separately Cu˙. For 1 < α < 2,
dαu is understood as dα−1u˙.
3. A coupled Newmark-diffusive numerical scheme
3.1. Diffusive representation for fractional models
The diffusive representation is based on the following identity:
∀t > 0, 1
0(1− α) t
−α =
∫ ∞
0
sinαpi
pi
1
ξ 1−α
e−ξ tdξ, (3)
which can be derived as follows: 0(α) = ∫∞0 xα−1e−xdx = tα ∫∞0 ξα−1e−tξdξ , thanks to the change of positive variables
x = t ξ . The classical formula 0(α)0(1 − α) = pi/ sin(αpi) helps to recover the numerical coefficient in formula (3). The
main advantage of this representation is that it allows the important interpretation: convolution by a fractional power-law
is nothing but the continuous superposition of convolution by decaying exponentials (as solutions of first-order differential
equations); the weight of this superposition is the function µ1−α(ξ) = sinαpipi ξ−(1−α) for ξ > 0.
We now study the two cases (0 < α < 1 and 1 < α < 2) separately.
3.1.1. Standard case: 0 < α < 1
Following e.g. [5,6,9,10], letting v = u˙, the term dαu = I1−αv can be represented by a family of first-order systems
indexed by ξ > 0:
∂tϕ(ξ , t) = −ξ ϕ(ξ , t)+ v(t), ϕ(ξ , 0) = 0, (4)
observed through the continuous superposition:
(I1−αv)(t) =
∫ ∞
0
µ1−α(ξ)ϕ(ξ , t)dξ, (5)
where µ1−α(ξ) = sinαpipi ξ−(1−α).
The previous diffusive representation, which is exact, can be approximated by stable numerical schemes using standard
interpolation, i.e.∫ ∞
0
µ1−α(ξ)ϕ(ξ , t)dξ ≈
K∑
k=1
µk ϕ(ξk), (6)
where K is the number of approximation nodes, ξk a sequence of angular frequencies in the frequency range of interest, and
µk the corresponding interpolated or optimizedweights.
It is important to note that this finite-dimensional representation is only approximate and the quality of the
approximation depends on the choice of these three parameters (see Section 5).
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3.1.2. Extended case: 1 < α < 2
With the same family of first-order systems (4), we consider an extended observation as follows:
(dα−1v)(t) =
∫ ∞
0
µ2−α(ξ)[v− ξ ϕ(ξ , t)]dξ, (7)
where µ2−α(ξ) = sin(2−α)pipi ξ−(2−α).
As in the standard case, the extended diffusive representation is exact, and can be approximated by stable numerical
schemes, such as:∫ ∞
0
µ2−α(ξ)[v− ξ ϕ(ξ , t)]dξ ≈
K∑
k=1
µk[v− ξk ϕ(ξk)], (8)
but some care must be taken, see [7] for more technical details.
In particular, other possible discretizations would not respect discrete energy balances, which prove most useful in the
stability analysis of coupled schemes, see chapter 3 of [11].
Note also that the density which is being used is µ2−α for the extended case, instead of µ1−α for the standard case.
3.2. Time-integration coupled scheme
Using the previous diffusive representation, a predictor–corrector algorithm based on the Newmark integration scheme
(see e.g. chapter 9 of [12]) is proposed for the dynamic response of a fractionally damped system.
Some remarks can be made on the algorithm, which is detailed below:
• in the Newmark scheme, we use β = 1/4 and γ = 1/2 corresponding to the average acceleration method, which is
unconditionally stable and second-order accurate for non-dissipative linear systems;
• the prediction velocity vector vpr is frozen as input of the diffusive sub-scheme 2(b).
• only the diffusive components ϕnk for 1 ≤ k ≤ K at time step n1t are stored, but the previous vectors need not be stored
(ϕn−1 . . .).
1. Initialization
S = M+ γ 1t C+ β 1t2 K
u(0) = u0, v(0) = v0
ϕk(0) = 0 for 1 ≤ k ≤ K
a0 = M−1(f0 − Ku0 − C v0)
2. Enter time step loop
(a) Prediction
un+1pr = un +1t vn + (0.5− β)1t2 an
vn+1pr = vn + (1− γ )1t an
(b) Evaluation of ϕn+1k for 1 ≤ k ≤ K
ϕn+1k = exp(−ξk1t)ϕnk + 1−exp(−ξk 1t)ξk vn+1pr
(c) Evaluation of an+1
Let θn+1 := fn+1 − Kun+1pr − Cvn+1pr , then
in case 0 < α < 1:
S an+1 = θn+1 − Cα
K∑
k=1
µk ϕ
n+1
k ,
or, in case 1 < α < 2:
S an+1 = θn+1 − Cα
K∑
k=1
µk [vn+1pr − ξk ϕn+1k ].
(d) Correction
un+1 = un+1pr + β 1t2 an+1
vn+1 = vn+1pr + γ 1t an+1
3. Update time step and return to step 2
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4. A closed-form solution in fractional power series
In order to evaluate the efficiency of the previous algorithm, a closed-form solution has been developed for the following
fractionally damped single degree-of-freedom (SDOF) equation:
mu¨(t)+ cu˙(t)+ cα(dαu)(t)+ κ u(t) = f (t) (9)
with the initial conditions u(0) = u0, u˙(0) = v0 and where α = pq ∈ (0, 2), p ∧ q = 1.
The solution of (9) is proposed in three cases (in [4], only case (c) with c = 0 was studied):
(a) the free vibration due to an initial displacement:
f (t) ≡ 0, u0 6= 0, v0 = 0;
(b) the free vibration due to an initial velocity:
f (t) ≡ 0, u0 = 0, v0 6= 0;
(c) the dynamic response under a constant load:
f (t) = f 0H(t), u0 = v0 = 0,
where H is the Heaviside function.
It can be noted that (b) and (c) correspond to impulse and step responses, respectively.
The key point is to write this exact solution in terms of fractional power series as
u(t) =
∞∑
j=0
Uj t j/q (10)
where the jth coefficients Uj, obtained after some analytical calculations, are defined by:
• for j ≤ 2q, the Ujs are zero except the following:
(a) U0 = u0, U2q = − κ2m u0;
(b) Uq = v0, U2q = − c2m v0;
(c) U2q = 12m f 0;• for j > 2q, the Ujs are evaluated recursively by:
Uj = − 1m
q2
j(j− q)
[
κ Uj−2q + c
(
j− q
q
)
Uj−q + cα
0
(
j+p−q
q
)
0
(
j−q
q
) Uj+p−2q].
Since u can be linearly decomposed into 2qMittag-Leffler functions, see e.g. [5], and since the latter are entire functions,
we know that the radius of convergence of the above series solution is infinite. In the sequel, it will be used to evaluate the
accuracy of the Newmark-diffusive scheme for fractionally damped systems.
5. Strategies for choosing diffusive parameters
Based on Bode diagrams, a heuristic choice for the {ξk}1≤k≤K is given by a geometric sequence on a frequency range of
interest.
Then, various choices are available for the {µk}1≤k≤K , see e.g. [6]. Let us give some more details on these choices and
compare them on an example: only the standard case (0 < α < 1) is considered in this section.
5.1. Interpolation method
We first focus on the analytical evaluation of µk, using the hat functionsΛk(ξ) of P1-interpolation,
Λk(ξ) =

0 if ξ ≤ ξk−1 or ξ ≥ ξk+1
ξ − ξk−1
ξk − ξk−1 if ξk−1 ≤ ξ ≤ ξk
ξk+1 − ξ
ξk+1 − ξk if ξk ≤ ξ ≤ ξk+1
which gives
µk =
∫ ∞
0
µ1−α(ξ)Λk(ξ)dξ
= sinαpi
(1+ α)αpi
[
ξk+1
(
ξαk+1 − ξαk
ξk+1 − ξk
)
− ξk−1
(
ξαk − ξαk−1
ξk − ξk−1
)]
.
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Fig. 1. Evolution of µk versus ξk (1 ≤ k ≤ K ) for α = 0.25.
Fig. 2. Exact and approximated Bode plots for α = 0.25: analytical and optimal (K = 15 and ξk ∈ [10−4, 104]).
5.2. Optimization method
A second possibility consists in optimizing the µk with respect to a weighted (Wl) least-squares criterion, see e.g. [13]:
C(µ) =
L∑
l=1
Wl
∣∣∣∣∣ K∑
k=1
µk
iωl + ξk −
1
(iωl)(1−α)
∣∣∣∣∣
2
,
where {ωl}1≤l≤L are angular frequencies, and L K .
5.3. Comparison of the two methods on an example
Fig. 1 shows the analytical and optimal (with L = 10 K andWl = 1) values ofµk, for geometrically spaced ξk in [10−4, 104]
and forK = 10, 15 and 20.Weobserve oscillations of the optimalµk around the analytical values, especially at the endpoints
of the interval; even negative values can be found, which could be a problem for a further stability analysis.
The approximated Bode plots corresponding to K = 15 are shown in Fig. 2 and compared with the exact solution for
which the magnitude behaves like−6(1− α) dB/oct and the phase is locked to∓(1− α)pi/2 rad.
6. Analysis of the SDOF case
This section concerns the analysis of the Newmark-diffusive algorithm for the fractionally damped single degree-of-
freedom equation. We consider the impulse response (cf. case (b) in Section 4) of Eq. (9) with the initial conditions u0 = 0,
v0 = 1 and the mechanical parametersm = 1, c = 0, cα = 0.5 and κ = 1.
Fig. 3 presents the time displacement and the phase diagram for α ∈ (0, 1). One can observe the continuity of the
behavior from the undamped (α = 0) to the viscous case (α = 1).
The closed-form solution presented in Section 4 is now used to evaluate the accuracy of the proposed algorithm. Note
that a geometric sequence of ξk in conjunction with optimal values of µk (K = 15, L = 10 K andWl = 1) are used in this
analysis.
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Fig. 3. Displacement versus time (left) and phase diagrams (right) for various fractional orders α. Case (b) with v0 = 1,m = 1, c = 0, cα = 0.5, κ = 1.
Fig. 4. Displacement error versus K (number of ξk) for four different ranges of frequencies and three time step size. Case (b) with v0 = 1, m = 1, c = 0,
cα = 0.5, κ = 1.
The displacement error for the SDOF with α = 0.25 is presented in Fig. 4. These results show the influence of
1. the number of ξk,
2. the chosen frequency range of interest,
3. the time step size of the scheme.
From the results of the numerical experiments displayed in Fig. 4, the following points can be highlighted:
• for a given frequency range [ξmin, ξmax], the slope of the error clearly changes for a particular value of K ; oscillations occur
in the second regime (due to the optimal choice of µk); eventually, a saturation of the error appears, which is due to the
value of the time step (clearly observed in the case1t = 8× 10−2 for K ≥ 60).
• for a given number K , the choice of frequency range [ξmin, ξmax] which ensures the smallest error can be determined as
follows: the smallest range [10−3, 103] has to be chosenwhile K . 10, and the biggest range [10−6, 106] has to be chosen
when K & 25; the optimal choice being less straightforward for 10 ≤ K ≤ 25.
• a smaller time step gives a smaller asymptotic displacement error, as K increases, whatever the chosen frequency range.
Even if the previous comments pertain to case (b), the same kind of results can be derived for the two other cases (a) and
(c), not shown here.
Note that at this stage, an error analysis is still to be carried out at a theoretical level, and will be investigated in future
works. This will help define an optimal strategy in choosing the simulation parameters1t, K , [ξmin, ξmax].
7. Extension to viscoelastic beams
We propose here to extend our approach to amulti-degree-of-freedom system. The objective is to simulate the transient
dynamic response of viscoelastically damped structures using the finite element method (FEM). As a first step, we consider
a viscoelastic beam whose constitutive equation is defined in terms of fractional derivative operators.
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7.1. Viscoelastic constitutive equations
The one-dimensional fractional Zener model is adopted to describe the behavior of the viscoelastic material
σ(t)+ τ α(dασ)(t) = Eoε(t)+ E∞τ α(dαε)(t) (11)
where σ and ε are the stress and the strain, Eo and E∞ are the relaxed and non-relaxed elastic moduli, and τ is the relaxation
time.
This four-parameter fractional derivative model has been shown to be an effective tool to describe the weak frequency
dependence of most viscoelastic materials (see e.g. [1,14]).
After calculating the Fourier transform of Eq. (11), one obtains the expression of the elastic complex modulus
Ê(ω) = σ̂ (ω)
ε̂(ω)
= Eo + E∞(iωτ)
α
1+ (iωτ)α (12)
where σ̂ and ε̂ are the Fourier transforms of σ(t) and ε(t), respectively. Its behavior in the frequency domain is described
between two asymptotic values: the static modulus of elasticity Eo = Ê(ω→ 0) and the high-frequency limit value of the
dynamic modulus E∞ = Ê(ω→∞).
It is important to emphasize that the previous complex modulus has successfully been used to fit experimental data for
a wide variety of materials, see e.g. [14].
7.2. Fractional Zener model as a diffusive model
The causal fractional Zener model defined by the frequency response (12) corresponds to the following transfer function
in the Laplace domain:
E(s) = Eo + E∞(τ s)
α
1+ (τ s)α =
Eo
1+ (τ s)α +
E∞
1+ (τ s)−α , (13)
at least in some right-half plane,Re(s) ≥ 0, and we have E(iω) = Ê(ω).
Following the computations of diffusive representations for fractional differential systems, as introduced in [5], it is
possible to find a diffusive representation for the E0 part, and for the E∞ part separately.
For the E0 part, we compute (when τ = 1):
µ(ξ) = sin(αpi)
pi
ξα
1+ 2 cos(αpi)ξα + ξ 2α , (14)
and for the E∞ part, we compute (when τ = 1):
ν(ξ) = µ(ξ)
ξ
= sin(αpi)
pi
ξα−1
1+ 2 cos(αpi)ξα + ξ 2α . (15)
Finally, we use the following identity:
E(s) = E0
∫ ∞
0
1
τ s+ ξ µ(ξ)dξ + E∞
∫ ∞
0
τ s
τ s+ ξ ν(ξ)dξ, (16)
which we readily interpret as follows: the fractional Zener model (11)–(13) is a positive linear combination of
• a standard diffusive model w.r.t E0 defined by positive density µ, given analytically by (14),
• an extended diffusive model w.r.t E∞, defined by positive density ν, given analytically by (15).
This fundamental decomposition which, as far as we know, appears for the first time in this paper, proves that this
model can be easily represented, analyzed and discretized, and that it fulfills positivity properties compatible with the
second principle of thermodynamics, as already emphasized in [15]; to some extent, the relaxation spectrum and the
diffusive representation are one but the same thing, up to a change of variables of the form ξ = τ−1: the main idea is that
fractional derivatives can be transformed into internal memory variable models, the exact model possesses a continuum of
memory variables ϕ(ξ , .) indexed by ξ , whereas any approximate model has finitely many memory variables, say ϕ(ξk, .)
for 1 ≤ k ≤ K .
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7.3. Finite element considerations
For the sake of brevity, the finite element formulation is not presented in this paper. For details, the reader is referred
to [3].
The discretized governing equation to be solved can be written is the following form
Mu¨(t)+ fint(t) = fext(t) (17)
where M is the mass matrix, u is the degrees-of-freedom vector, fint and fext are the internal and external force vectors,
respectively.
Note that the internal force vector is defined, at the elementary level, by
feint(t) =
∫
Ωe
BTσ(t)dΩ (18)
where B corresponds to the discrete strain–displacement operator (defined in terms of the derivatives of the shape
functions), and σ contains the generalized stress components involved in the beam model (which are linked to the axial
and shear strain – and consequently to the dofs – via the fractional derivative model (11)). Let us recall that, if the beam is
elastic, this term is evaluated only once and is written feint = Keue where Ke is the elementary stiffness matrix and ue the
elementary degrees-of-freedom vector.
Here, due to fractional derivative constitutive equation of the viscoelastic beam, two strategies can be considered for the
evaluation of the internal force vector at each time step of the Newmark time-integration method:
1. the first one, described in [3], consists of using a discrete time scheme for the fractional derivative (e.g. Grün-
wald–Letnikov approximation). This method implies the storage of the anelastic displacement variables on the whole
history;
2. the second one, which is being used in this work, is based on the diffusive representation of the constitutive relation. In
this case, the model is nothing but a generalized Maxwell viscoelastic constitutive equation whose material coefficients
are directly linked to the diffusive parameters ξk and µk.
In the next subsection, some preliminary results are presented in order to show the potentialities of the method. Of
course, further investigations will be needed to accurately compare the two previous approaches and show the better
performance of the Newmark-diffusive scheme.
7.4. Preliminary results
Consider a viscoelastic cantilever beam of length L = 150 mm, width b = 25 mm and thickness h = 5 mm, dis-
cretized with 10 finite elements. The mechanical characteristics of the fictitious viscoelastic material are: mass density
ρ = 1000 kg/m3, Poisson’s ratio ν = 0.5, relaxed elastic modulus Eo = 1 MPa, non-relaxed elastic modulus E∞ = 50 MPa,
relaxation time τ = 1 ms and the fractional derivative order α = 0.5.
The beam is subject to a transversal load at its free end such that
F(t) =
{
Fot/t1 for 0 ≤ t ≤ t1
Fo for t ≥ t1 (19)
where Fo = 0.01 N, t1 = 50 ms and simulation time T = 1 s. Additionally, for the Newmark scheme we use a constant time
step1t = 2 ms.
In Fig. 5, the transient responses of the damped viscoelastic beamare presented. The evolution of the tip displacement and
the phase-space diagram are plotted in this figure. As expected, we observe that the oscillations of the viscoelastic beam are
damped. It should be pointed out that these preliminary results show the versatility of the scheme since its implementation
is easy and the numerical costs are greatly reduced compared to classical time discretization of the fractional derivatives.
8. Conclusion and perspectives
With this approach, complex mechanical systems with fractional damping can be efficiently simulated (in comparison
to [3]) thanks to an appropriate finite element space discretization. As original example it is shown that the 4-parameter
fractional Zener model fills in the framework of diffusive representations; and the positivity of the weights proves
compatibility with the second law of thermodynamics.
Evaluation of the µk, which is a key point of the method, must be further investigated following the optimal approach.
Moreover, a stability analysis of our coupled scheme has to be carried out, using energy balances, as fully detailed in [11];
moreover, specific discretization techniques, such as those developed in [7] which separate the local in time part from the
historical part, could efficiently be implemented and further analyzed on our model.
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a b
Fig. 5. Damped responses of the viscoelastic beam: (a) Tip displacement versus time; (b) Phase-space diagram.
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