We apply an approach based on the Fokker -Planck equation to study the statistics of optical soliton parameters in the presence of additive noise. This rigorous method not only allows us to reproduce and justify the classical Gordon -Haus formula but also leads to new exact results.
Therefore knowledge of the whole PDF, including tails, is absolutely crucial for a correct estimate of the bit-error rate. And, as we show below, these tails are not Gaussian even for small propagation distances, when the bulk of the PDF can still be considered as such.
In this Letter we study soliton statistics, rigorously deriving the Fokker-Planck equation governing the PDF for the four soliton parameters. As the principal example we examine the nonlinear Schrödinger equation with additive white Gaussian noise. First we show that the Gaussian statistics can be justified for short enough propagation distances (apart from the tails). For large distances the Gaussian approximation breaks down, and we illustrate this by calculating explicitly the PDF of the soliton amplitude.
In the presence of amplif ied spontaneous emission noise the propagation of solitons in optical fibers is described by the perturbed nonlinear Schrödinger equation:
Here the normalization and units are taken from Ref. 10 . In Eq.
(1), q is an envelope of the electric field, t and z are the time and propagation distance, respectively, and n is the additive white Gaussian noise term. The amplified spontaneous emission is modeled with the following statistics:
Without the noise term n͑t, z͒ 0, the fundamental soliton solution of Eq. (1) is
where
where the constants A 0 , V 0 , f 0 , and T 0 are the values of A͑z͒, V͑z͒, f͑z͒, and T ͑z͒, respectively, at z 0.
In what follows, without loss of generality, we assume that T 0 V 0 f 0 0.
Since the noise intensity D is always small, one can apply adiabatic soliton perturbation theory (see, for instance, Refs. 8 and 10-12). In the f irst order of perturbation theory, the slow changes of the soliton parameters are decoupled from the background excitations. Equations (5)- (8) acquire noisy perturbation terms 10 :
where the noise terms are projections of the additive white Gaussian noise n onto four perturbation functions g i :
We emphasize that parameters A, f, V, and T on the right-hand side of Eqs. (13)-(16) are the current parameters of the soliton that themselves depend on the noise. Therefore Eqs. (9)- (12) form a set of Langevin equations with multiplicative noise, since the functions g i on the right-hand side depend on the random soliton parameters themselves. Note that, if we neglect the fact that functions g i depend on the current values of the parameters and substi-
we arrive at the Langevin equations with additive Gaussian noises. The statistics then is obviously Gaussian and reproduces the classical Gordon -Haus result for the variances. However, this procedure is not justified for large z, and the exact system (9)- (12) should be analyzed instead. For such a system it is possible to derive the Fokker -Planck equation for joint distribution function P ͑A, f, V, T jz͒. Using the standard Stratonovich procedure (details will be published elsewhere), we obtain
Equation (17) should be provided with the initial condition, which is P ͑A, f, V, T j0͒ d͑A 2 A 0 ͒d͑f͒d͑V͒d͑T͒. The distribution function should decrease rapidly for jVj !`, jT j !`. The PDF is also a periodic function in phase f. The boundary conditions related to the (positive) amplitude A are as follows: The PDF tends to zero as A !`, and the probability f lux through the boundary A 0 is equal to zero. For Eq. (17) it implies that P ͑0, f, V, T jz͒ 0. We must point out, however, that in the limit of ultrasmall amplitudes, A ! 0, the assumption of the smallness of the noise breaks down and the model def ined by Eqs. (9)-(12) in this limit gives only extrapolation of soliton statistics. This must be taken into account when one is applying Eq. (17) to problems for which low-amplitude statistics is important, e.g., the problem of creation of a soliton from noise.
Equation (17) can be rewritten in the canonical form for the multidimensional Fokker-Planck equation:
where D i are the components of the drift vector and D ij are the elements of the diffusion matrix. Let us first consider the case when propagation distance z is small. Then, because of the initial condition the PDF still displays a sharp peak, while the coefficients D ij are fairly smooth functions of their arguments. Therefore we can substitute the diffusion coefficients for their initial values, D ij ͑Q͒ D ij ͑Q 0 ͒. This assumption does not provide us with the correct tails, since we have expanded the diffusion and drift coefficients near the head of the PDF, but it works rather well when we consider integral characteristics of the distribution such as, for instance, variances. Under this assumption, Eq. (17) is substantially simplified. In particular, we can integrate off amplitude and phase, using the boundary conditions and arrive at the following equation for the marginal timingfrequency PDF:
Equation (19) has a standard form of Fokker-Planck equation for the Ornstein -Ulenbeck process.
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Its solution is well known and is Gaussian. We may now calculate the covariance matrix of this Gaussian distribution. One can verify that the diagonal components of the covariational matrix are found to be exactly the same as in the classical Gordon -Haus effect. So we have obtained classical results as a near limit of small propagation distances.
For large propagation distances the whole solution of Eq. (17) is clearly non-Gaussian. We illustrate this by calculating the exact form of the joint PDF for soliton frequency and amplitude. Integration of the general Fokker -Planck equation (17) over phase f and T yields the autonomous equation for P ͑V, Ajz͒: (12)] have been neglected, resulting in a different equation for P ͑A͒. We stress, however, that these terms are highly relevant, since they contribute to the drift coeff icient of the soliton amplitude. These terms must be kept to obtain correct expressions for both joint P ͑A, f, V, T ͒ and marginal P ͑A͒ PDFs. Applying the Fourier transform in V and the Laplace transform in A, we arrive at an equation that can be solved with the method of characteristics. Omitting the details, we present the joint PDF in the form
I 1 is the modif ied Bessel function, z 0 ͑D͞2͒z, and a k k͞ p 3. Integrating Eq. (22) over frequency, we obtain the PDF for the soliton amplitude jitter P ͑A͒ R P ͑V, Ajz͒dV:
Equation (23) represents an explicit form of the non-Gaussian PDF P ͑A͒. Using an asymptotic expansion of the Bessel function, one can verify that it has an exponential tail, as calculated in Ref. 8:
By use of the exact PDF (23) it is easy to compute higher-order momenta ͗A n ͘ z 0n n! L n 1 ͑2A 0 ͞z 0 ͒, where L n 1 are the generalized Laguerre functions. In particular, ͗A͘ A 0 1 Dz, which represents a systematic increase of the soliton amplitude due to noise, as was pointed out in Ref. 8 .
We can now justify the classical result for the Gordon-Haus jitter (see, for instance, Ref. 10 ) that has been obtained formally under the assumption of Gaussian statistics. The significant deviations from the classical formulas as a result of non-Gaussian corrections occur for large enough distances Dz . . 1 (provided that A 0 ϳ 1). That this is so means that beyond the critical distance, z cr ϳ D 21 , the classical formulas for the variances of soliton jitters become inapplicable. However, one must also take into account another important scale, z rad , the distance at which the continuum radiation becomes coupled to the soliton degrees of freedom and the adiabatic perturbations theory that was used to derive Eqs. (9)- (12) needs modif ication. The continuum radiation becomes important at distances z rad ϳ D 21͞2 ,, z cr (see Ref. 8) . this means that within the region of applicability of the model the classical results for the soliton jitter require only small corrections. Note, however, the important result given by Eqs. (21) - (24), which assert that the tails of the PDFs are always non-Gaussian even for an arbitrary small propagation distance. Therefore, one has to account for the non-Gaussian shape of the PDF while calculating quantities such as the bit-error rate.
In summary, a Fokker-Planck equation has been derived that can be used to study the nonGaussian statistics of soliton parameters. The classical formulas for soliton jitters are recovered in the limit of small propagation distances z. We have shown that the tails of the PDF are always non-Gaussian and illustrated this by calculating explicitly the marginal PDF for the soliton amplitude and frequency. 
