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ДЛЯ КОНТРОЛЯ МОТОРВАГОННЫХ ПОЕЗДОВ 
 
Предлагается новый подход для обнаружения изменений характеристик систем 
управления моторвагонного подвижного состава, основанный на анализе таксономиче-
ского показателя с использованием нейронных сетей.  
 
Пропонується новий підхід для виявлення змін характеристик систем управління 
моторвагонного рухомого складу на основі аналізу таксономічного показника з викори-
станням нейронних мереж.  
 
Propose new approach discovery of change characteristics of control systems motor-
carriage trains on the basis analyze taxonomical index with use neural networks.  
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Проблема обнаружения изменения характеристик (разладок) от-
дельных систем управления моторвагонного подвижного состава 
(МВПС) и тесно связанная с ней проблема диагностики этих систем 
представляет собой сложную задачу, для решения которой требуются 
высокая квалификация специалистов и трудоемкая обработка резуль-
татов. 
В связи с этим для оценки состояния систем управления МВПС 
предложен новый подход, основанный на анализе таксономического 
показателя. Задачу раннего обнаружения разладок можно решить с 
использованием нейронных сетей, прогнозирующих динамику их из-
менений [1-4]. 
Для определения таксономического показателя используется мат-
рица наблюдений X(t), имеющая n столбцов и m строк:  
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Каждый из столбцов матрицы соответствует одной из измеряе-
мых величин x1, …, xp, xp+1, …, xn. Число m строк матрицы соответст-
вует числу тактов измерений контролируемых величин: 
Все измеряемые величины 1( ),   ,   ( )nx t x tK  матрицы X(t) могут 
делиться на две группы: показатели-стимуляторы 1ˆ ˆ( ,  ,  )px xK  и по-
казатели-дестимуляторы 1( ,  ,  )nx x( (K . Увеличение показателей первой 
группы в общем случае ведет к улучшению состояния объекта, а вто-
рой группы – к его ухудшению. Если деление измеряемых величин на 
два класса затруднено или непринципиально, то его можно и не вы-
полнять. 
Поскольку наблюдаемые параметры или переменные по               
величине могут отличаться на порядки, то исходная матрица наблюде-
ний X(t) преобразуется к стандартизованной матрице наблюдений 
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( ) ( )ji jZ t z t= , 1,  j m= , 1,  i n= . Для определения элементов матри-
цы Z(t) предварительно рассчитывают оценки математических ожида-
ний и дисперсий для каждого из наблюдаемых показателей: 
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= ∑ , 1,  i n= ;                                      (2) 
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Затем, используя выражения (2) и (3), рассчитывают элементы zij 
матрицы Z(t): 
( )( ) i j iji ji
i
x t x
z z t
σ
−
= = .                                         (4) 
Исходная матрица наблюдений X(t) и соответствующая ей стан-
дартизованная матрица наблюдений Z(t) могут соответствовать разви-
тию во времени или одного из множества объектов, или одного из 
возможных сценариев поведения единственного объекта. Очевидно, 
что в том и другом случае их можно рассматривать как точки в (n×m)-
мерном пространстве возможных матриц, в котором можно опреде-
лить и точку, соответствующую эталонной матрице наблюдений Z*(t):  
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где 
T
* * *
1( ) ( ),  ,  ( ) ,    1,  i i i mZ t z t z t i n= =K  – столбцы матрицы Z*(t); 
)(ˆ* ji tz , 1,  i p=  – максимальные элементы столбцов матрицы Z*(t), 
содержащих данные по показателям-стимуляторам; *( )q jz t( , 
1,  q p n= +  – минимальные элементы столбцов матрицы Z*(t), со-
держащих данные по показателям-дестимуляторам; p,  n – p – соот-
ветственно число показателей стимуляторов и показателей дестимуля-
торов, характеризующих объект. 
Близость матриц Z(t) и Z*(t) соответственно наблюдаемого и эта-
лонного объектов можно характеризовать с помощью расстояний 
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где ( )jr t  – расстояние между наблюдаемым и эталонным объектом в 
момент времени tj ( 1,  j m= ); ( )r t  – среднее расстояние между на-
блюдаемым и эталонным объектами в интервале времени [t1, tm].  
Расстояния (6) используются для определения таксономического 
показателя объекта 
( ) 1 ( ) / ( )j jd t r t r t= − % ,                                       (7) 
где 
)(2)()(~ tStrtr += , 0)(~ ≠tr ,                                  (8) 
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m j
j
S t r t r t
m
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= −∑ .                             (9) 
Чем меньше расстояния (6), тем ближе наблюдаемый объект к 
эталонному и тем ближе к нулю отношение ( ) ( )jr t r t%  в выражении 
(7), и тем ближе к единице таксономический показатель объекта 
( )jd t . Уменьшение показателя ( )jd t  может свидетельствовать об 
отклонении динамики наблюдаемого объекта от оптимальной и необ-
ходимости соответствующих управляющих воздействий на наблюдае-
мый объект. 
Непосредственное использование соотношений (5)-(9) для посто-
янного контроля динамики объектов в реальном времени громоздко, 
поскольку требует работы с матрицами наблюдений с изменяющимся 
числом строк и запоминанием больших объемов информации. В связи 
с этим рациональнее использовать расчет соотношений (5)-(9) в рекур-
рентной форме. 
Получим рекуррентные соотношения для случая, когда в  матрице 
(1) добавилась (m+1)-я строка: 
 
1 1 1 1 1 1 1ˆ ˆ( ) ( ( ),  ,  ( ),  ( ),  ,  ( ))m m p m p m n mX t x t x t x t x t+ + + + + += ( (K K .      (10) 
Нетрудно видеть, что в рекуррентной форме соотношения (2)-(5) 
с учетом выражения (10) принимают вид: 
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Выражение (6), позволяющее вычислить расстояние между эта-
лонным и наблюдаемым объектами в любой момент времени tj 
( 1,j т= ), преобразуется к рекуррентной форме 
1
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которая дает возможность вычислять расстояние только для текущего 
момента времени t = tm+1. 
Имея выражение (17), нетрудно получить рекуррентные соотно-
шения и для характеристик 1( )mr t + , 1( )mS t + : 
1 1
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1m m m m
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.          (19) 
Используя выражения (17)-(19), из соотношения (7) получим и 
рекуррентную форму таксономического показателя: 
1
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1
( )( ) 1 ( )
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m
m
r td t
r t
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%
,                                 (20) 
где  
1 1 1( ) ( ) 2 ( )m m mr t r t S t+ + += +% .                           (21) 
Таким образом, благодаря тому, что таксономический показатель 
обладает обобщающим свойством оценки состояния объекта с боль-
шим количеством разнотипных характеристик, его использование по-
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зволяет качественно оценивать процессы, протекающие в системе 
управления МВПС. Предложенный подход для обнаружения разладок 
отдельных систем управления обеспечивает повышение оперативности 
работы, поскольку анализ функционирования определяется не множе-
ством наблюдаемых переменных на экране дисплея, а по одной обоб-
щающей переменной. 
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SWOT-АНАЛІЗУ ДЛЯ УПРАВЛІННЯ РИЗИКАМИ ІННОВАЦІЙНИХ 
ПРОЕКТІВ У СИСТЕМІ ЖИТЛОВО-КОМУНАЛЬНОГО  
ГОСПОДАРСТВА 
 
Розглядається специфіка застосування методу SWOT-аналізу для управління ри-
зиками інноваційних проектів, які реалізуються у системі житлово-комунального госпо-
дарства України. Визначено переваги та недоліки застосування методу. 
 
Рассматривается специфика применения метода SWOT-анализа для управления 
рисками инновационных проектов, реализуемых в системе жилищно-коммунального 
хозяйства Украины. Определены преимущества и недостатки применения метода. 
 
The specific of application of method of SWOT-analysis is examined for a risk man-
agement of innovative projects, realized in the system of municipal economy of Ukraine. Ad-
vantages and lacks of application of method are certain. 
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На сьогодні перед державою постала нагальна проблема прове-
дення подальшого реформування системи житлово-комунального гос-
подарства (ЖКГ), яка перебуває у кризовому стані. Комунальні під-
приємства не можуть надавати публічні послуги відповідно до вимог 
