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We apply scaling and the theory of the fundamental limits of the second-order molecular suscepti-
bility to identify material classes with ultralarge nonlinear-optical response. Size effects are removed
by normalizing all nonlinearities to get intrinsic values so that the scaling behavior of a series of
molecular homologues can be determined. Several new figures of merit are proposed that quantify
the desirable properties for molecules that can be designed by adding a sequence of repeat units,
and used in the assessment of the data. Three molecular classes are found. They are characterized
by sub-scaling, nominal scaling, or super-scaling. Super-scaling homologues most efficiently take
advantage of increased size. We apply our approach to data currently available in the literature to
identify the best super-scaling molecular paradigms with the aim of identifying desirable traits of
new materials.
PACS numbers: 42.65.An, 33.15.Kr, 11.55.Hx, 32.70.Cs
I. INTRODUCTION
The quest for making materials with ever-larger
nonlinear-optical response is fueled by the promise of
next generation devices of diverse applications such as
electro-optic circuit imaging, phase and intensity mod-
ulators, harmonic generators, entangled photon genera-
tion, and second-harmonic bio-imaging. Larger nonlin-
earities are being reported each day, making new appli-
cations possible. For example, Jiang et al. have reported
on coupled porphyrins with a huge first hyperpolariz-
ability of 11, 300× 10−30esu.[1] Van Cleuvenberger et al.
have found record-high (intrinsic) first hyperpolarizabil-
ity from disubstituted poly(phenanthrene) polymers.[2]
Coe et al. have investigated the second-order nonlinear
optical response of Helquat Dyes with large static first
hyperpolarizabilities.[3] Al-Yasari et al. have character-
ized donor-acceptor organo-imido polyoxometalates with
static first hyperpolarizabilities that exceed those of com-
parable compounds.[4] Can we expect continued improve-
ments? How do we know which molecular paradigms are
best for future improvements? How can we compare the
performance of molecules of different size?
The strength of the nonlinear optical response of a
molecule is limited by the number of electrons, reach-
ing the fundamental limit only when they are optimally
arranged.[5–8] The performance of a molecule is evalu-
ated by comparing its response with that of the opti-
mal structure that uses the same number of electrons
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(the quantum limit). An analysis based on the quantum
limit theory applied to experimental data allows one to
determine the mechanisms that dominate the nonlinear
optical response at the molecular level,[9–18] introduce
new paradigms for optimization,[14, 19–24] and estab-
lish fundamental scaling laws.[25, 26] In this paper we
introduce a new analysis that we apply to experimen-
tal data in the literature to identify the best molecular
candidates for the largest second-order nonlinear optical
response. The extension to the third-order nonlinear op-
tical regime is straightforward and will be presented in a
follow-up paper.[27] More importantly, our approach pin-
points structural properties that lead to super scaling so
that simply making the molecule larger leads to drastic
enhancements.
The starting point is the identification of the simple
scaling rules that determine how the size of a quan-
tum system drives the strength of the nonlinear-optical
response.[26] This size dependence is called simple scal-
ing, and must be removed to determine the intrinsic
nonlinear-optical response, a measure of the molecule’s
intrinsic performance that is unbiased by its size. The in-
trinsic nonlinear-optical response as a function of length
thus yields a performance metric that places molecules
into three classes: those that increase less with length
than predicted by scaling – called sub-scaling; those that
scale according to predictions – called nominal scaling;
and those whose nonlinear response increases at a higher
rate than predicted – called super-scaling.
Most molecules fall into the sub-scaling class, so pro-
posed design paradigms based on smaller molecules usu-
ally disappoint when they are made larger. Since most
2molecules fall far below the fundamental limits, those
that scale at or less than predictions will loose ground
as they are made larger. Though the nonlinear-optical
response may be larger with size, the electrons in the
larger molecules are being used less effectively, thus mak-
ing them fall further short of their potential. Molecules
that have the largest intrinsic nonlinearity and super-
scale have the potential for hitting the fundamental lim-
its. One goal of the present work is to identify molecules
that super scale and are members of homologues that
already have been synthesized and can be made larger
to effectively take advantage of their nonlinear response.
A goal as important is the development of a technique
that can be applied to both making better materials and
understanding the structural properties associated with
a large nonlinear-optical response. This paper describes
both.
After introducing limit theory and scaling, we propose
several figures of merit that apply to a group of homo-
logues – which quantify the type of scaling, the extrapo-
lated molecule size that hits the fundamental limit, and
the nonlinearity at saturation. These benchmarks are
applied to many molecular classes with second-order sus-
ceptibilities, and are used to identify singular systems.
II. APPROACH
The molecular property of interest is the first hyper-
polarizability, β, a third rank tensor. Since we are in-
terested in the largest nonlinear optical response, and
the largest is usually a diagonal component, we call the
largest first hyperpolarizability tensor components sim-
ply β. The fundamental limit of β is calculated using the
sum rules and is given by:[5]
βmax =
4
√
3
(
eh¯√
m
)2
N3/2
E
7/2
10
, (1)
where e and m are the charge and mass of the electron, h¯
is the reduced Plank constant, N is the effective number
of electrons, and E10 is the energy difference between the
first and the ground state. Using esu units we can ex-
press the coefficient of Equation 1 numerically for simple
evaluation, giving
βmax
[
cm5
statvolt
]
= 1, 186×10−30N3/2/E10 [eV ]7/2 , (2)
where the quantities in brackets are the units. The con-
version between energy of a photon in eV and its associ-
ated wavelength λ in nanometers is λ[nm] = 1240/E[eV ].
The fundamental limit defines an absolute maximum,
so the ratio of the measured nonlinearity to the limit is
a dimensionless parameter of magnitude less than unity.
We define the intrinsic first hyperpolarizability as this
ratio:[12, 28]
βint =
β
βmax
. (3)
It has been demonstrated that in general, the first hy-
perpolarizability scales in the same manner as the fun-
damental limits:[26]
β ∝ N
3/2
E
7/2
10
. (4)
This is called “simple scaling”. Clearly, while the abso-
lute first hyperpolarizability follows simple scaling, the
effect is eliminated by computing intrinsic quantities.
Therefore, the intrinsic first hyperpolarizabilities is said
to be scale invariant.
It can be shown rigorously that the Schro¨dinger Equa-
tion is invariant under transformations in which the
lengths are re-scaled by a factor ǫ if the energies are
simultaneously re-scaled by a factor 1/ǫ2.[12, 25] This
same re-scaling leaves the intrinsic polarizability and hy-
perpolarizabilities unchanged. We can expand this idea
to the case of molecules and classify them in terms of
their scaling behavior. We define a molecular “class” as
a collection of homologue molecules of varying sizes. If
the intrinsic nonlinearities of the molecules within a class
are the same (i.e. the intrinsic nonlinearity does not de-
pend on the length), then the class obeys simple scaling.
If the intrinsic nonlinearity increases with length the class
is said to be super-scaling. Finally, if the intrinsic nonlin-
earity decreases with length, the class obeys sub-scaling.
Clearly, molecular classes with a large second-order non-
linear response that super scale are the target paradigm.
This work seeks to apply such an analysis to identify the
best molecules.
III. RESULTS AND DISCUSSIONS
Figure 1 shows the molecular classes whose first hy-
perpolarizabilities are studied. In each case, the base
molecule is shown, and the class is defined by varying
the number of repeat units, n. The calculation of the
intrinsic first hyperpolarizability requires as an input the
measured first hyperpolarizability, the effective number
of electrons, N , and the energy difference between the
ground and first electronic excited states, E10, so that
Equation 3 can be evaluated using Equation 1.
The absolute first hyperpolarizabilities are determined
from measurements reported in the literature, the en-
ergy differences E10 are determined from the wavelength
of maximum absorption, and the effective number of elec-
trons are determined according to:
Nβ =
(∑
i
N
3/2
i
)2/3
. (5)
where the sum is over each contiguous conjugated
path.[29] For a single conjugated path, there are two elec-
trons per double or triple bound, and the effective num-
ber of electrons is simply the total number of π-electrons
3FIG. 1. The molecular classes with measurements of the absolute first hyperpolarizability (βexp) considered in this work
in the conjugated path. The number of effective elec-
trons is calculated using the exponent of N in Equation
1. The values of E10 and N for all the molecular classes
considered in this study are tabulated in Table I.
Figure 2 shows a composite log-log plot of the intrin-
sic hyperpolarizability (βint) as a function of the mea-
sured absolute hyperpolarizability (βexp) for all molecu-
lar classes. The data points for each molecular class are
shown with a distinct color. The error bars are experi-
mental uncertainties and the curves represent linear fits
to the data of the form:
βint(n) = c · βexp(n) + d, (6)
using weighted fitting, where points with smaller uncer-
tainty carry a heavier weight. The color of the curves are
the same as the data points to which they correspond.
Linear fits are chosen for simplicity and most of the data
is consistent with linearity. The values of the fitting pa-
rameters for each molecular class are listed in Table I.
Visual inspection of the plot identifies the range of βint
and βexp, the trends within each series of molecules, and
the type of scaling. Generally, the intrinsic nonlinear re-
sponse is flat or grows with the experimental absolute
hyperpolarizability. The obvious exceptions are classes
B2 and B15. Small molecules generally have smaller
absolute hyperpolarizabilities than larger ones. For ex-
ample the absolute hyperpolarizabilities of the smallest
molecules are about 1 × 10−30esu while the largest ones
are about 1, 500 × 10−30esu, a range of three orders of
magnitude. In contrast, the intrinsic hyperpolarizability
varies by just over an order of magnitude.
The intrinsic hyperpolarizability removes the effects of
the molecular size due to simple scaling, while the abso-
lute hyperpolarizability is dependent on size. Therefore,
it is no wonder that the range of the intrinsic nonlinear-
optical response is narrower than the range of the abso-
lute hyperpolarizability. This narrower range of intrinsic
hyperpolarizabilities illustrates how the optimization of
the absolute hyperpolarizability can easily be dominated
by simple scaling strategies (i.e. strategies based on elon-
gation of the conjugated path). For example, bond length
alternation,[30] a tool used by many chemists as a guide
to making better molecules, is a property that mostly
determines the effective size of a molecule.[9]
Since the absolute hyperpolarizability depends on size
as well as variations due to other factors that represent
the molecule’s intrinsic ability to interact with light, we
remove simple scaling effects to obtain βint, a direct mea-
sure of this intrinsic ability and then classify the scaling
into the three types of scaling. If βint does not change
with the number of repeat units, we call it “simple scal-
ing”. Otherwise the class follows “sub-scaling.” Ff βint
decreases with the number of repeat units and “super-
scaling” if it increases with the number of repeat units.
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FIG. 2. Plot of the intrinsic hyperpolarizability (βint) as a
function of the measured absolute hyperpolarizability (βexp)
for the 18 molecular classes considered in this study. The fit
is to the function βint = cβexp + d and the fit parameters are
given in Table I. Notice that the scales for the horizontal and
vertical axis are logarithmic, and thus, the linear fits appear
as curves.
Figure 3 shows plots of the experimentally-determined
intrinsic hyperpolarizabilities as a function of number of
repeat units (red points) and weighted linear fits (blue
lines). The linear fits are of the form:
βint(n) = a · n+ b. (7)
The green points are outliers that have not been included
in the fits. Each row shares the same βint axis except for
the shaded figure, where the right axis shows its values.
The linear fits are a good approximation to the data and
the pattern is similar to the one observed in Figure 2,
though some of the points are shifted. The values of a
and b are listed in Table I together with the values of the
minimum number of repeat units, n′, and the number of
repeat units of the largest molecule in the series, nmax.
Notice that a quantifies the degree of scaling, and b the
hyperpolarizability in the limit of no repeat units. In
particular,
a =
∂βint
∂n
, (8)
and
b = βint|n=0 . (9)
Figure 4 plots a and b for all the molecular classes.
On the horizontal axis, the classes are ranked based on
the value of the highest value of βint in the class, β
max
int
(also listed in Table I). Molecular classes with negative
a are in the sub-scaling group (B1, B2, B4, B5, B6, B7,
B8, B12, B15 and B18). Molecular classes with a ≈ 0
follow simple or nominal scaling (B03, B10, B11, B16
and B17). Molecular classes with positive a follow super-
scaling (B13 and B14). The value of b for a class is its
intrinsic hyperpolarizability in the zero-repeat unit limit.
Although class B18 has the largest value of b, increasing
the length will not result in larger intrinsic nonlinearity,
since B18 belongs to the sub-scaling group.
We argue that there are three criteria that define a
molecular class that is a suitable paradigm for ultra-large
nonlinear-optical response: (1) the absolute magnitude
must be large; (2) scaling should be at least nominal so
that longer homologues will have a hyperpolarizability
that grows as a power law with length thus; (3) the ideal
system should show no signs of saturation so that the
large nonlinearity can be made bigger by simple scaling.
Since scaling should be at least nominal, a possible
figure of merit is the number of repeat units required
to attain an intrinsic hyperpolarizability βint = 1, when
the nonlinear response saturates (βexp = βmax). The
number of repeat units required to saturate the absolute
hyperpolarizability, nSAT , can be derived using Equation
7:
nSAT =
1− b
a
. (10)
The better the molecular class, the smaller the value of
nSAT . The inset in Figure 4 shows the saturation length
for the nominal and super-scaling classes (we have not
included class B3 as a could be negative due to the large
error bars). Once again, classes B13 and B14 are the
best.
However, the first criteria is that the absolute hyperpo-
larizability is large as the number of repeat units reaches
saturation, where βint → 1. Figure 5 shows the predicted
absolute hyperpolarizability when the number of repeat
units saturates, βSAT , as a function of the class rank.
The class rank is determined from the value of βmaxint , the
highest value of βint within the class. Although nSAT
is not defined for classes that sub-scale, their saturation
hyperpolarizability is well defined: since they sub-scale,
the intrinsic hyperpolarizability will become zero as the
number of repeat units is increased. The nominal and
super-scaling classes are bunched into two groups. The
first group is bunched around βSAT ≈ 500 × 10−30 esu
(B3, B13 and B14), and the second group are classes with
βSAT ≈ 12500×10−30 esu (B09, B10, B11, B16 and B17).
Figure 6 shows the absolute hyperpolarizability when
the number of repeat units saturates, βSAT , as a func-
tion of nSAT for the nominal and super-scaling classes.
The relationship between the two is approximately lin-
ear. Classes B13 and B14 (which were ranked best for
their values of nSAT ) have the smallest values of βSAT .
The best absolute hyperpolarizability (16300×10−30 esu)
would be achieved by class B10 with 50 repeat units.
It is highly unlikely that a molecule will retain its scal-
ing properties once the length becomes long enough for
environmental influences to interfere with conjugation. It
is more reasonable to penalize the molecular classes with
longest saturation length, nSAT . Thus, a more appropri-
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FIG. 3. A plot of βint as a function of the number of repeat units, n. The fit function is βint(n) = a · n + b and the fit
parameters are given in Table I. The green points are outliers that have not been included in the fits. Notice that each row
shares the same vertical scale for βint, except for the shaded figure.
ate figure of merit is given by:
FOM =
βSAT
nSAT
. (11)
Figure 7 shows a plot of the figure of merit (FOM)
as a function of saturation length for nominal and super-
scaling classes. All classes are found to share almost the
same figure of merit within experimental uncertainties
(between 150 and 250× 10−30 esu), an illustration of the
intimate relationship between these classes. This could
be due to the fact that they all share a similar repeat
unit based on the conjugation of carbon molecules.
The figure of merit (Equation 11) is obtained from
values extrapolated at the saturation length. Perhaps
a more telling quantity is the incremental addition to
the absolute hyperpolarizability with each repeat unit:
∆βexp = βexp(n)−βexp(n−1), which applies to all lengths
(it is the same for any value of n). Combining Equations
6 and 7, ∆βexp can be expressed as a simple ratio of the
6TABLE I. The scaling parameters for the first hyperpolarizability molecular classes. The listed value of E10 is the one for
the molecule with the least number of repeat units in the class, denoted by n′. N is the number of effective electrons of the
molecule with the least repeat units. a, b, c and d are the linear fitting parameters (βint = an+ b and βint = cβexp + d). β
max
int
is the value of the best intrinsic hyperpolarizability in the class, for the molecule that has nmax repeat units. βn=1 is the value
of the absolute first hyperpolarizability for the molecule with n = 1 repeat units in the series. βSAT is the predicted value of
the absolute hyperpolarizablity at the saturation length, FOM is the proposed figure of merit (Equation 11) and ∆βexp is the
incremental addition to the absolute first hyperpolarizability per repeat unit (Equation 12).
Class E10 n′ N a b βmaxint nmax c (esu
−1) d βn=1 βSAT FOM ∆βexp
(eV) ×10−3 ×10−3 ×10−3 ×1027 ×10−3 ×10−30 ×10−28 ×10−30 ×10−30
esu esu esu esu
β1[31] 3.351 1 8 -5 ± 1 21 ± 3 12 ± 2 2 2.0 ± 0.2 -8 ± 2 4.5 - -
β2[31] 4.106 1 8 -6 ± 1 23 ±3 17 ± 3 1 -5.00 ± 0.02 31.0 ± 0.1 3.2 - -
β3[32] 4.429 0 8 2 ± 3 17 ±5 24 ± 5 3 0.4 ± 0.5 16 ±6 7 - -
β4[32] 3.229 0 8 -1.0 ± 0.3 17.0 ± 0.7 16 ± 3 1 -0.20 ± 0.07 18 ± 1 12.5 - -
β5[31] 3.647 1 16 -1.0 ± 0.2 13.0 ± 0.4 12 ± 3 1 -0.30 ± 0.09 15± 1 10.1 - -
β6[31] 3.483 1 16 -1.0 ± 0.8 10.0 ± 0.2 9 ± 2 1 -0.40 ± 0.06 12 ± 6 8.8 - -
β7[31] 3.298 1 16 -0.9 ± 0.3 13.0 ± 0.1 13 ± 3 1 -0.20 ± 0.08 15± 2 14.9 - -
β8[31] 2.884 1 16 -0.9 ± 0.4 12 ± 1 11 ± 2 1 -0.1 ± 0.1 14 ± 4 21.2 - -
β9[30] 2.768 0 12.5 22 ± 5 21 ± 12 90 ± 20 3 0.080 ± 0.005 25 ± 2 150 122 273 275
β10[30] 2.375 0 12.5 19 ± 3 16 ± 6 77 ± 15 3 0.06 ± 0.02 20 ± 1 186 163 315 317
β11[30] 2.460 0 12 14 ± 4 16 ± 9 55 ±10 3 0.09 ± 0.02 20 ± 6 100 109 155 156
β12[33] 2.510 1 13.42 -1 ± 1 14 ± 3 13 ± 3 1 -0.01 ± 0.05 13 ± 3 31 - -
β13[34] 2.510 1 4 90 ± 10 23 ± 30 378 ± 80 4 0.30 ± 0.03 118 ± 17 66.8 29 271 300
β14[34] 2.2828 1 4 65 ± 5 28 ± 11 220 ± 44 3 0.40 ± 0.09 84 ± 21 46.8 23 153 162
β15[35] 4.106 1 8 -9 ± 2 35 ± 3 27 ± 5 1 -3.00 ± 0.02 41.0 ± 0.1 5.1 - -
β16[35] 2.799 0 12 27 ± 5 43 ± 13 160 ± 30 4 0.090 ± 0.003 53 ± 2 195 105 297 300
β17[35] – 0 10 22 ± 2 59 ± 8 170 ± 30 5 0.070 ± 0.009 68 ± 9 195 133 311 314
β18[1] 3.41 1 38 -5 ± 3 63 ± 6 60 1 -0.01 ± 0.01 61 ± 7 248 - -
fitting parameters a and c:
∆βexp =
∆βint
c
=
a · (n)− a · (n− 1)
c
=
a
c
. (12)
Figure 8 shows a plot of this incremental change as a
function of b, the intrinsic hyperpolarizability in the limit
of the base molecule, i.e. with n = 0. Within experi-
mental uncertainty, each of the super-scaling molecules
(shown as black points with red error bars) have the same
incremental contribution - not surprising given that each
has the same conjugated bridge. The last three columns
in Table I summarize all the various relevant quantities
needed to assess nominal and super-scaling systems.
Having a polyene bridge, however, is not a guaran-
tee that the incremental hyperpolarizability will be large.
Many of the nominal scaling and sub-scaling molecules
(those clustered near a/c ≈ 0) have this type of bridge
but have much smaller incremental hyperpolarizability
due to the effects of the end groups.
The best molecule with highest saturation hyperpo-
larizability, best figure of merit and largest incremental
hyperpolarizability is B10. Interestingly, with the excep-
tion of molecule B16 - which has the lowest saturation
hyperpolarizability of the group, all molecules (B09, B10,
B11, and B17) with a polyene bridge and at least one of
the end groups found in molecule B10 have the largest
figure of merits. Thus, we conclude that the combina-
tion of a polyene-like bridge with one of the special end
groups found in molecule B10 work synergistically to en-
sure that the hyperpolarizability super-scales and reaches
the largest saturation hyperpolarizability.
B13 and B14 are the two molecules with the simplest
structure, essentially a quasi one-dimensional wire that
acts as a conduit for charge movement from one end of
the molecule to the other during excitation. These two
molecules are anomalous in their large intrinsic hyperpo-
larizability, which is much larger than all others. They
also super-scale and saturate at 10 to 15 repeat units,
a number of units feasible for synthesis by chemists. In
contrast, the next best molecule requires over 30 repeat
units to reach saturation. The absolute hyperpolarizabil-
ity, however, is not as large as what is attainable by the
other structures. If more electrons could be added to this
system while maintaining super scaling, this molecule
class would have the potential for ultra-high hyperpo-
larizability.
Such organometallic structures warrant further inves-
tigation. Coe and coworkers have studied two different
classes of Ruthenium(II) Ammine complexes shown in
Figure 9.[36] Class A is composed of 4 homologues: A1
(n = 0), A2 (n = 1), A3 (n = 2) and A4 (n = 3).
Class B is also composed of 4 homologues: B1 (n = 0),
B2 (n = 1), B3 (n = 2) and B4 (n = 3). A plot of
the intrinsic hyperpolarizability (βint) as a function of
the measured absolute hyperpolarizability (βexp) for each
class is shown in Figure 10. In general, a linear trend
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FIG. 4. Plot of a (The incremental addition to the intrin-
sic hyperpolarizability per repeat unit) and b (the instrinsic
hyperpolariability for no repeat units, i.e. n = 0). On the
horizontal axis, the classes are ranked based on the value of
the highest value of βint in the class, β
max
int (listed in Table
I). The inset shows the saturation figure of merit nSAT that
gives the number of repeat units at which βint = 1 for the
nominal and super-scaling classes.
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FIG. 5. Plot of βSAT , the expected absolute hyperpolarizabil-
ity that would be achieved when the number of repeat units
is saturated so that βINT = 1. On the horizontal axis, the
classes are ranked based on the highest value of βint in the
class, βmaxint (listed in Table I).
is not followed when all the data is considered. If we
look at the dependence of the intrinsic hyperpolarizabil-
ity on the number of repeat units, as shown in Figure
11, we can identify the outliers from each series (showed
as filled symbols). The linear fit βint = a · n + b (Equa-
tion 7) for Class A yields a = (−3.78± 0.01)× 10−3 and
b = (3.347± 0.002)× 10−2. Therefore Class A belongs to
the sub-scaling group with βSAT = 0. The dependence
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tion of the number of repeat units needed to reach satura-
tion. The expected absolute hyperpolarizability for classes
that sub-scale (not shown in the plot) is zero.
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FIG. 7. The figure of merit (FOM) defined as the ra-
tio βSAT /nSAT as a function of the number of repeat units
needed to reach saturation.
of βint as a function of βexp is not linear and can not be
fitted through Equation 6.
ClassB on the other hand follows nominal scaling. The
linear fit βint = a · n+ b (Equation 7) yields a = (7.88±
0.02) × 10−3 and b = (2.545 ± 0.002) × 10−2. There is
also a linear dependence between βint and βexp (Equation
6), which yields c = (1.150 ± 0.007) × 10−4(1030esu−1)
and d = (1.3 ± 0.6) × 10−2. From these values, we
can compute the saturation length (Equation 10) to be
nSAT = (123.7 ± 0.4) ≈ 124. This value is an or-
der of magnitude larger than the values found for the
other organometallic classes B13 (nSAT ≈ 11) and B14
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polarizability per repeat unit, ∆βexp, as a function of b (the
intrinsc hyperpolarizability in the limit of the base molecule,
i.e. with n = 0).
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FIG. 9. The two organometallic classes of Ruthenium(II) Am-
mine complexes considered in this work. Class A consists of
4 homologues: A1 (n = 0), A2 (n = 1), A3 (n = 2) and A4
(n = 3). Class B consists of 4 homologues: B1 (n = 0), B2
(n = 1), B3 (n = 2) and B4 (n = 3).
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FIG. 10. Plot of the intrinsic hyperpolarizability (βint) as a
function of the measured absolute hyperpolarizability (βexp)
for the two classes of organometallic Ruthenium(II) Ammine
complexes.
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FIG. 11. Plot of the intrinsic hyperpolarizability (βint) as a
function of the number of repeat units n for the two classes of
organometallic Ruthenium(II) Ammine complexes. The filled
symbols are outliers that have not been included in the linear
fitting βint(n) = a · n+ b (showed with dotted lines).
(nSAT ≈ 15). It is also larger (more than double)
than for any of the nominal and super-scaling classes.
The absolute hyperpolarizability at the saturation length
is predicted to be βSAT = 86 × 10−28 esu, which is
better than for classes B13 (βSAT = 29 × 10−28 esu)
and B14 (βSAT = 23 × 10−28 esu), but lower than
the other nominal and super-scaling classes (Figures 5
and 6). However, the figure of merit (Equation 11) is
FOM = 69.4 ± 0.2) × 10−30 esu, which is lower than
the ones from the rest of the nominal and super-scaling
classes (Figure 7). Finally, the incremental addition to
the absolute hyperpolarizability per repeat unit (Equa-
tion 12) is given by ∆β = (68.5± 0.6)× 10−30 esu, which
is again, the lowest when compared wit the other nomi-
nal and super-scaling groups. This explains why so many
more units are needed in order to reach the saturation of
the first hyperpolarizability.
The theory of the quantum limits can be used to study
the nature of the nonlinear response. Using the three-
level ansatz, the diagonal component of the absolute first
hyperpolarizability in the off-resonance regime is simpli-
fies to
β(E,X) = βmax · f(E) ·G(X), (13)
where βmax is the quantum limit (Equation 1), and the
functions f(E) and G(X) are defined as
f(E) =
1
2
(1 − E)3/2(2 + 3E + 2E2) (14)
and
G(X) =
4
√
3X
√
3
2
(1−X4). (15)
9These functions are expressed in terms of the dimension-
less parameters E and X defined as:
E =
E10
E20
(16)
and
X =
|x01|√
h¯2N
2mE10
, (17)
where En0 is the energy difference between the excited
state |n〉 and the ground state |0〉, while |x01| represents
the magnitude of the transition dipole moment between
states |0〉 and |1〉. Notice that E and X can only range
between 0 and 1. f(E) and G(X) are optimized sepa-
rately, achieving maximum values when E → 0 and X =
4
√
1/3, with fmax = f(0) = 1 and Gmax = G(
4
√
1/3) = 1.
The values of E10 and |x01| can be obtained experimen-
tally through linear absorption spectroscopy. This allows
one to compute X using Equation 17 followed by substi-
tution into Equation 15 to obtain G(X). Then f(E) is
computed according to[9–11]
f(E) =
βexp
βmax ·G(X) =
βint
G(X)
. (18)
Once f(E) is determined from the experimental data,
we can invert Equation 14 to find the predicted ratio of
energies E and solve for E20. This value can be compared
with the value of E20 gathered through linear absorption
spectroscopy, in order to determine how well the response
is described by only three states. It is important to note
that in a system with many levels, the energy function
f(E) and the ratio of energies E act as a proxy for the
energy-level spacing of the molecule: the closer f(E) is to
1, the better the arrangement of energies in the molecule.
Detailed linear absorption spectroscopy was performed
for the two collections of organometallic molecules,[36–
40] so we can apply the quantum limits analysis to
Classes A and B. The values of X , G(X), f(E) and
other relevant parameters for the two classes are summa-
rized in Table II. Figure 12 plots G(X) as a function of
E10 for each compound of the two classes, and Figure 13
plots f(E) as a function of E10.
A general trend for all the other molecular classes is
that the value of E10 decreases as the number of repeat
units increases.[26] This trend is not followed by class A
and class B. In fact, the values of E10 are very similar
for all the compounds, within the range of 2.1(±0.1) eV.
The values of X and G(X) are similar and fall within
the typical range for this type of molecule (0.2 ≤ G(X) ≤
06).[9–11] With regards to the behavior of f(E), for class
A the values are all similar with the exception of the
outlier A3.
For class B, f(E) increases slightly with the number of
repeat units (if we ignore the outlier B4). In general, the
values of f(E) for these types of molecules are found be-
tween f(E) ≈ 0.01 and f(E) ≈ 0.10, while the values for
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FIG. 12. Plot of G(X) as a function of E10 for each compound
of the two classes of organometallic Ruthenium(II) Ammine
complexes (Class A and Class B).
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FIG. 13. Plot of f(E) as a function of E10 for each compound
of the two classes of organometallic Ruthenium(II) Ammine
complexes (Class A and Class B).
these molecules are all near f(E) ≈ 0.07. Thus, the quan-
tum limits analysis suggests that the molecules of these
two classes behave similarly. We notice that
√
h¯2N
2mE10
in-
creases as the number of repeat units increases, so the
fact that X remains approximately constant implies that
the experimental value of |µ10| does also increase. Al-
though the variations of f(E) are also very small, we can
conclude that changes in the length of these molecules re-
sult in more or less favorable energy distributions, while
keeping a similar transition dipole moment distribution.
However, the predicted values of E20 are far from the
experimental values, and hence, the experimental data
indicate that more than tree levels contribute to the re-
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TABLE II. The relevant parameters for the quantum limits analysis applied to the two classes of organometallic Ruthenium(II)
Ammine complexes (Class A and Class B).
Compound E10 n βexp βint X G(X) f(E) Predicted Experimental
(eV) (repeat units) (10−30 esu) (10−2) E20 (eV) E20 (eV)
A1 2.1 0 123 ± 18 3.3 ± 0.5 0.268 ± 0.004 0.431 ± 0.007 0.07 ± 0.01 2.29 4.6
A2 2.08 1 142 ± 21 3.0 ± 0.4 0.255 ± 0.004 0.441 ± 0.007 0.07 ± 0.01 2.26 3.9
A3 2.1 2 372 ± 56 6.6 ± 1.0 0.263 ± 0.004 0.423 ± 0.006 0.16 ± 0.03 2.46 3.5
A4 2.18 3 131 ± 20 2.2 ± 0.3 0.249 ± 0.004 0.401 ± 0.006 0.06 ± 0.01 2.33 3.2
B1 2.06 0 100 ± 15 2.5 ± 0.4 0.274 ± 0.004 0.441 ± 0.007 0.06 ± 0.01 2.21 4.6
B2 2.05 1 168 ± 25 3.3 ± 0.5 0.262 ± 0.004 0.421 ± 0.007 0.08 ± 0.01 2.34 3.9
B3 2.09 2 237 ± 36 4.1 ± 0.6 0.268 ± 0.004 0.459 ± 0.006 0.09 ± 0.01 2.29 3.5
B4 2.18 3 175 ± 26 3.0 ± 0.4 0.290 ± 0.004 0.466 ± 0.006 0.06 ± 0.01 2.35 3.1
sponse, so the validity of the three-level analysis is lim-
ited.
IV. APPROACH TO ANALYZING
MOLECULAR SERIES
The importance of the present work is no sot much in
the results that we have presented, which serve as an ex-
ample, but in the protocols that we define for a method-
ology that identifies the promising series of molecules for
further study and optimization for scale-up. Based on
the examples above, we propose the following approach.
The goal is to find the ideal unit that can be scaled up
by linking the units together. The simplest units are ones
that connect to form linear changes, but others are pos-
sible, including the formation of dendrimers, space filling
structures, or any other novel shapes. The units can be
stand alone; used to link two ends together, thus hav-
ing the type of ends as an additional degree of freedom;
or can be formed into fractal-like dendrimer units with
multiple external units and joints.
The process proceeds as follows:
1. Identify a structure type that includes repeat units
and end/exterior units that is expected to show
promise based on semi-empirical calculations or in-
tuition
2. Choose end/exterior units and keep them fixed and
synthesize a series of structure of varying length
between 1 and 4 or 5 repeat units.
3. Measure the linear absorption spectrum for each to
determine βmax, and then measure β as a function
of the number of repeat units to determine βint.
4. From a linear fit of βint versus βexp and βint versus
n, determine nSAT , βSAT and the figure of merit.
5. If the figure of merit for β is larger than 2 ×
10−28esu then make structures with a large number
of repeat units. Otherwise, go to Step #2.
6. If the scaling law breaks down for longer units, start
again at Step #1
This procedure identifies useful paradigms that have
the potential for ultra-large second-order nonlinear-
optical response. Since making lager molecules is a more
involved process, the proposed methodology identifies a
series that is worth the effort.
V. CONCLUSION
Making a direct comparison of the nonlinear-optical
response of two molecules is problematic because they
may be of differing sizes, so differences may be due solely
to simple scaling and not to the intrinsic nonlinear re-
sponse of the molecule. The size of a molecule is not well
defined from the quantum perspective because molecules
do not have sharp boundaries. However, the difference
in energy between the first excited state and the ground
state, E10, and the effective number of electrons, N , de-
fine a size, which is embodied in the fundamental limit of
the second-order nonlinear response, βmax, a function of
only N and E10. Dividing the nonlinear response by the
fundamental limit defines the intrinsic response, which is
a scale invariant property that can be used to compare
molecules of disparately different sizes. Indeed, the range
of the intrinsic nonlinearity is much smaller than the ab-
solute nonlinearities because much of the difference is due
to size effects.
Using the idea of scale invariance, we have introduced
a protocol and defined a figure of merit that can be used
to compare a series of molecules that differ mostly in
their lengths. This protocol can be used to identify new
paradigms that are scalable; that is, longer versions of the
molecule return a nonlinearity that is far larger than one
would attain if it were due only to the increased length.
We have shown how this method can be used to analyze
which material classes are the most promising for second-
order nonlinear optical applications. We find that that a
simple polynene bridge with complex cyclic end groups
as embodied in class B10 is the ideal structure. This
molecule, and minor modifications of it, shows promise
for ultra-large nonlinearity if it can be scaled up.
More importantly, our work uses a review of the liter-
ature to illustrate a new approach for identifying better
11
molecular classes. Using this type of well defined proce-
dure may be required to make the next big leap in the
design of new molecules.
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