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Multiple sinks competition is investigated for a walker diffusing on directed complex networks.
The asymmetry of the imposed spatial support makes the system non transitive. As a consequence,
it is always possible to identify a suitable location for the second absorbing sink that screens at most
the flux of agents directed against the first trap, whose position has been preliminarily assigned. The
degree of mutual competition between pairs of nodes is analytically quantified through apt indicators
that build on the topological characteristics of the hosting graph. Moreover, the positioning of the
second trap can be chosen so as to minimize, at the same time the probability of being in turn
shaded by a thirdly added trap. Supervised placing of absorbing traps on a asymmetric disordered
and complex graph is hence possible, as follows a robust optimization protocol. This latter is here
discussed and successfully tested against synthetic data.
PACS numbers: 89.75.Hc 89.75.Kd 89.75.Fb
INTRODUCTION
Probing the stochastic diffusion on a complex directed
network defines a topic of paramount importance and
inter-disciplinary breath [1, 2]. Depending on the spe-
cific realm of investigation, and the associated degree
of abstraction, one can often identify putative micro-
scopic entities which execute erratic motion inside the
region of pertinence. In many cases, the hosting spa-
tial support results in a intricate skeleton of interlinked
pathways, which can be effectively mimicked in terms of
heterogeneous graphs. The crowded world of cells [3–5]
is for instance shaped by microtubules, mutually cross-
ing routes that define a nested labyrinth of trails. On
a different scale, human mobility flows on veritable net-
works with asymmetric edges between nodes, as often
roads can be trodden in one direction only. Information
flows on Internet, the cyberspace being de facto schema-
tized as a network with asymmetric routing of the links
[6]. In robotics, swarm of automa [7] interacts via lo-
cal and long-ranged exchanges so as to coordinate their
respective action. Swarming behaviors mediated by the
diffusive sharing of resources, are also encountered in bi-
ological studies of insects [8], ants [9] and other fields in
nature [10, 11].
Individual constituents, be they molecules, animals or
bits of information, stochastically diffusing on the embed-
ding graph should often head to specific targets, ubicated
on selected nodes. A promotor protein searching for its
binding site on DNA [12–14], a web surfer crawling on a
chain of hyperlinked pages to reach a given topic of inter-
est [15], a molecule hunting for the deputed reaction site
in topologically tortuous nano-reactors [16, 17] or porous
media [18], exciton and electron hole recombination or
trapping relevant to photonics and solar-energy science
[19], these are all examples that testify on the widespread
significance of devising optimized searching schemes for
a stochastic walker on complex geometries assimilated to
networks [20–27].
Even more importantly, multiple target sites might co-
exist and mutually interfere with each other, by screen-
ing the flux of incoming ligand particles. Given these
premises, it is often decisive to elaborate on viable strate-
gies that could yield the most advantageous positioning
of a set of target loci (in terms of their associated captur-
ing ability), given a preexisting population of homologous
destination sites. The implications of this fundamental
question are twofold. On the one side, smart positioning
of absorbing traps, as target nodes are commonly referred
to, could translate in efficient man made solutions to a
large gallery of technological problems. On the other,
it might provide a clue to adaptive plasticity in natural
phenomena, as shaped by evolution.
To address this topic we shall consider the stochastic
dynamics of a walker bound to explore a directed graph,
modified with the inclusion of absorbing traps. As we
shall argue, the intransitivity of the examined process is
a key ingredient to the forthcoming analysis. For peda-
gogical reasons, we will specialize on a simplified setting
where just two traps are considered, although the analy-
sis will extend straightforwardly to graph endowed with
an arbitrary number of absorbing sinks. Assume the first
trap to be set a priori on a specific node of the hosting
network: is it possible to position the second trap so as to
obscure as much as possible the first, and so limiting its
capacity to absorb diffusing agents? At the same time,
can one minimize the risk that the newly added trap gets
in turn weaken by the successive insertion of further ab-
sorbing sinks? Inquiring on the aforementioned items im-
plies addressing an optimization problem, that we shall
here solve analytically. As we shall argue, the sought op-
timum depends on the topological characteristics of the
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2scrutinized network, the relevant mathematical quanti-
ties depending on the eigenfunctions of the associated
discrete Laplacian. The theory will be discussed with
reference to a specific family of graphs, which displays
the small world effect [28]. While the optimization prob-
lem is trivial and largely uninteresting on directed reg-
ular lattices of discretionary connectivity, it is definitely
relevant for system hosted on a disordered graph, with
long range jumps assigned with a prescribed probability
of relocation. Surprisingly, a relatively modest density of
long range jumps suffices to yield a meaningful solution
to the optimal problem.
To clarify the potential interest of our conclusions,
imagine two competitors that are willing to advertise
their own products by flagging them on a node of a com-
plex asymmetric network, e.g. a page on the internet.
The first makes her choice and promotes the activity on
a specific site, which configures therefore as an absorb-
ing trap for agents (clients) unawarely surfing around.
Following our recipe, the second investor can place the
second trap on a designated node which (i) limits the
number of visitors that can reach the site flagged by the
opponent and (ii) secure a strategic positioning to reduce
the risk of being shaded by other competitors that might
join the venture. On a different level, strategies for opti-
mal integration of multiple reactive sites might have been
at play, from biology to chemistry, to shape the world the
way we know it.
As already mentioned, the optimization scheme to
which we alluded above exploits a fundamental property
which ultimately stems from having assumed an asym-
metric, hence directed, spatial support. In the context of
game theory this property is termed intransitivity [29].
Non-transitive games produces at least one loop of prefer-
ences: if strategy A is to be preferred over strategy B, and
strategy B outperforms strategy C, then strategy A is not
necessarily preferred over strategy C. This is for instance
the case for the classical rock, paper, scissor game, which
is deliberately constructed to yield a three steps loop.
A more subtle implementation of non transitive game is
provided by the so called Penney’s game [30], a head and
tail sequence generating game. The first player bets on
a binary sequence of assigned length, and discloses it to
the second player, who selects in turn another sequence of
identical length. A string is produced by successive toss-
ing of a fair coin, and the player whose sequence appears
first, as consecutive readings of the toss outcomes, wins.
Provided sequences of at least length three are used, and
because of the emerging intransitivity, the second player
statistically wins over the starting player: for any given
sequence of length three (or longer), another sequence
can be always found that has higher probability of oc-
curring first. Mathematically, the Penney game can be
reformulated as a problem of stochastic diffusion on a di-
rected network, whose nodes are the different sequences
of fixed length which can be assembled with a binary al-
phabet. Remarkably, the non-transitivity relates to the
asymmetry of the underlying graph, but the two concepts
are to some extent different, as we shall argue in the fol-
lowing. As a matter of fact, the analytical treatment here
proposed will materialize in a macroscopic indicator to
quantify the global intransitivity of the examined asym-
metric graph, enabling one to establish a priori if one
contendent can outperform the other or, equivalently if
optimal strategies can be played.
The paper is organized as follows. In the next Sec-
tion, we will consider the problem of traps competitions
for a walker diffusing on a regular asymmetric lattice.
Operating the continuum limit the problem is mapped
into a standard Fokker-Planck equation, in one dimen-
sion, subject to two absorbing boundary conditions. The
discussion has mainly a pedagogical interest as it sets
the stage for the forthcoming generalization. As we shall
clarify in the following, the optimal problem returns, in
this case, a trivial solution. Then, we will turn to analyti-
cally investigate the competition between fully absorbing
traps, positioned on a generic graph, as specified by its
adjacency matrix. We will in particular derive closed an-
alytical expressions for the asymptotic density absorbed
on each of the mutually competing traps, and so imme-
diately assess their respective victory rate, in the spirit
of non-transititive games. This information will form the
basis for defining the optimization strategy mentioned
above. The proposed approach will be exemplified for a
class of graphs of (directed) Watts-Strogatz type with a
variable long-ranged relocation probability. Finally, we
shall sum up and conclude. Technical details are illus-
trated in Materials and Methods.
RESULTS
Competition between traps on asymmetric regular
lattices
Assume a walker to hop randomly on a one-
dimensional directed regular lattice made of N nodes and
subject to periodic boundary conditions. Each node is
solely connected to its adjacent nearest neighbors. De-
note by a (resp. b) the probability of jumping towards
the right (resp. left). Here, a and b are positive real
numbers chosen to match the condition a + b < 1. The
stochastic N × N matrix which controls the diffusive
process is therefore circulant, with entries specified by
Mi,i−1 = b, Mi,i = 1 − a − b, Mi,i+1 = a in such a
way that
∑
iMi,j = 1, ∀j. Notice that in this prelimi-
nary example the edges among connected nodes are sym-
metric. The asymmetry that makes the graph directed
comes from the probability which controls microscopic
jumps. In the following Section we shall turn to consider
graphs that are topologically asymmetric, namely graphs
that present an heterogeneous distribution of links. In all
3j
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FIG. 1: A schematic illustration of the diffusion process on a
asymmetric lattice, subject to periodic boundary conditions
is provided. The two competing traps are located on nodes
i and j, respectively. The problem can be equivalently refor-
mulated, by studying the flux of particles inside two adjacent
intervals, composed by n and N − n nodes and constrained
to match absorbing boundary conditions at the edges.
cases, for the sake of simplicity, we shall refer to direct
or, equivalently, asymmetric networks.
In the continuum limit, assuming that nodes are
densely distributed on the circle, the probability of see-
ing the walker in a specific spatial location (identified by
the continuum variable x) si governed by:
∂tp(x, t) = −v∂xp(x, t) +D∂2xp(x, t) (1)
where v = b− a and D = (a+ b)/2 respectively denotes
the drift velocity and the diffusion constant[33]. Work-
ing in this context, and given any fixed pair of nodes, i
and j, we aim at evaluating their relative scores in terms
of visits of independent and mutually transparent ran-
dom walkers. More specifically, we imagine i and j to
act as fully absorbing traps. Starting from a uniform
distribution (nodes are equally populated at time t = 0),
we wish to estimate the number of paths that take a
walker to i (without hitting j) and viceversa. This anal-
ysis translates into a scalar indicator Vij , positive and
smaller than one, if properly normalized, that weights
the probability of i to win over j. Conversely, Vji will
measure the probability of j to prevail over i. Clearly,
Vij +Vji = 1, as it follows from the obvious conservation
of the total probability. In the end, a N × N matrix V
can be obtained that quantifies the probability of every
node to win against any other selected competitor site.
The diagonal elements of V are arbitrarily set to zero.
To determine explicitly the matrix V we first position
two fully absorbing traps in respectively node i and j.
Then, we divide the circle (regular lattice under peri-
odic boundary conditions) into two distinct domains, as
schematically depicted in Figure 1. One domain is consti-
tuted by the n nodes encountered when circulating from
i to j, clockwise. The ensemble made by the comple-
mentary N −n nodes (from j to i, clockwise) defines the
second set. To quantify the asymptotic density of walkers
that fall on each trap, we need to solve the Fokker-Planck
equation (1), inside both domains and subject to absorb-
ing boundary conditions at their respective edges. More
specifically, we will consider the general solution of the
Fokker-Planck equation defined on a one dimensional seg-
ment [0, L], with p(0, t) = p(L, t) = 0. Further, we shall
begin by assuming as initial condition a Dirac delta cen-
tered in x0 = αL, with 0 < α < L. Following [31] (see
Materials and Methods), the sought solution reads:
p(x, t) =
Γ
2L
e
v
2D (x−αL)− v
2
4D t (2)
where
Γ ≡
[
θ3
(
pi
2
(α− x
L
), z(t)
)
− θ3
(
pi
2
(α+
x
L
), z(t)
)]
(3)
and:
θ3(r, q) ≡ 1 + 2
∞∑
k=1
cos(2rk)qk
2
z(t) ≡ e−pi
2Dt
L2 . (4)
Here θ3(·, ·) stands for the Jacobi theta function. We
are now in a position to evaluate the probability current
J(x, t) = −D∂xp(x, t) + vp(x, t), flowing to the bound-
aries, namely J(L, t) e J(0, t). As outlined in Materials
and Methods, one eventually gets:
J→(t) ≡ J(L, t) = Dpi
2L2
e
v
2DL(1−α)− v
2
4D tθ′3
(
pi
2
(α+1), z(t)
)
(5)
J←(t) ≡ −J(0, t) = −Dpi
2L2
e−
v
2DαL− v
2
4D tθ′3
(
pi
2
α, z(t)
)
(6)
where θ′3(r˜, q) = ∂rθ3(r, q)|r=r˜, and where we have in-
troduced the positive quantity J→(t) (resp. J←(t)) to
denote the current flowing from the right (resp. left)
boundary. The probability that particles get absorbed
to either right ( J→) or left ( J←) boundary is obtained
by respectively integrating J→(t) and J←(t) to yield:
J→(L) =
∫ ∞
0
J→(t)dt =
1− e−αvLD
1− e− vLD (7)
J←(L) =
∫ ∞
0
J←(t)dt =
e−
αvL
D − e− vLD
1− e− vLD (8)
To estimate the relative performance of the two traps i
and j, we have to generalize the analysis to the case of an
4initial uniform distribution of the walkers on the lattice.
For this reason, we shall integrate the above expressions
over the allowed interval in α to yield:
V→ =
∫ 1
0
J→dα = 1
1− e− vLD −
D
vL
(9)
V← = 1− V→ = 1− 1
1− e− vLD +
D
vL
. (10)
These preliminary relations will be used to assess the
relative performance of the two traps i and j. We recall
that the circular lattice that defines the spatial back-
ground of the model has been split into two distinct do-
mains: the first formed by the n nodes, visited when
going from i to j, clockwise. The second domain is con-
stituted by the remaining N−n nodes, encountered when
circulating the ring clockwise from j to i. With reference
to the former, V→ stands for the flux of particles that
eventually hits j, while V← refers to the particles that
are eventually attracted towards i. For the other domain,
the situation is clearly specular. Hence, the probability
Vij that a diffusing agent is eventually attracted to node
i instead of node j (i.e. without passing from node j) is
the sum of two terms: V← calculated for L = n and V→
with L = N − n. The first term should be weighted by a
factor n/N to reflect the average over the initial uniform
distribution, while the second needs to be multiplied by
a factor (N − n)/N . In formulae:
Vij =
n
N
V←(n) + N − n
N
V→(N − n) =
=
n
N
− n
N
1
1− e− vDn +
N − n
N
1
1− e− vD (N−n) .
(11)
With analogous consideration one gets:
Vji =
n
N
V→(n) +
N − n
N
V←(N − n) =
=
N − n
N
+
n
N
1
1− e− vDn −
N − n
N
1
1− e− vD (N−n) .
(12)
For v/D ' 0 diffusion prevails over drift: on average,
half of the particles are expected to fall on trap i and
the remaining ones to get absorbed by trap j. This is in
turn the limit of a symmetric adjacency matrix for the
investigated stochastic dynamics, that yields Vij = Vji =
1/2. At variance, for large values of the ratio v/D, the
exponential functions in equations (11) and (12) can be
neglected and one eventually obtains Vij ' 1−n/N , and,
obviously Vji ' n/N .
The intransitivity ultimately stems from the underly-
ing network asymmetry, here implemented through un-
balanced jumping rates. Although related, the concepts
of asymmetry and intransitivity are however subtly dif-
ferent. When the adjacency matrix is asymmetric, it is
not a priori guaranteed that, for any selected node i, at
least another node j exists that wins over i. Stated differ-
ently, for a generic random walker hopping on a directed
graph, the entries of a given column(s) of matrix V can
be in principle smaller than 1/2. In the following, we
are interested in identifying a specific subclass of asym-
metric networks, that we shall term globally intransitive.
For these networks, any trap i can be always (statisti-
cally) outperformed, in terms of its ability to absorb, by
at least another trap, positioned on a given node j. To
formally classify the asymmetric network according to
this scheme, we introduce an index of global intransitiv-
ity, η, calculated via the following procedure. We select
the maximum from each column of V , and then identify
the global minimum among collected values. This latter
quantity is then shifted by −1/2, to yield the index η,
which is therefore bound to the interval [−1/2, 1/2]. If
η is positive the system is globally intransitive, accord-
ing to the definition evoked above. Classical measures of
networks intransitivity rely on triad census. The tran-
sitivity coefficient of a network, often termed clustering
coefficient, is the ratio of the number of loops of length
three and the number of paths of length two [2]. In other
words, the clustering coefficient quantifies the frequency
of loops of length three in the network. The parameter η
returns instead a more general estimate of the intransitiv-
ity degree, as it does require assuming a priori a specific
size of underlying loops.
For the case under scrutiny of a regular asymmet-
ric lattice, η → 0, when the drift is virtually silenced
(v/D → 0) and the process approaches the symmetric
limit. Conversely, for v/D 6= 0, η > 0 and it approaches
the limiting value η → 1/2 for v/D →∞. The process of
asymmetric particles’ hopping on a regular lattice with
short ranged connections is therefore globally intransitive
for any v/D 6= 0.
Since the process is always globally intransitive, a sec-
ondly added trap can always be found that wins over the
first, by attracting more walkers. Is it however possi-
ble to position the second competing trap (j) on a node
that reduces as much as possible the risk of being ob-
scured by yet another trap, the third of the sequence,
while still performing better than the first (i)? To an-
swer this question, we take advantage of the composite
information stocked inside matrix V . We introduce in
fact an additional indicator, called σij and defined as fol-
lows:
σij =
∑
k 6=i Vjk
N − 2 (13)
The larger the value of σij the less the average screen-
ing on trap j (selected after trap i), as exerted by an
hypothetical third trap, installed in one of the remaining
5N − 2 nodes of the network. Notice that, by definition,
σij stays in the interval [0, 1].
Building on the above we are now in a position to de-
fine a supervised strategy for optimizing the selection of
trap j, given the pre-defined location of trap i and for
a stochastic diffusion process, taking place on a globally
intransitive graph. For fixed i, the key idea is to select j
in such a way that it both maximizes Vij , the factor that
quantifies direct competition versus i, and σij , a mea-
sure of competition against the residual bulk. In Figure
2 Vij is plotted versus σij for regular one-dimensional
asymmetric lattices, characterized by increasing values of
v/D amount. Different symbols refer to different choices
of v/D. In carrying out the analysis we considered all
possible combination of i and j. As it can be clearly ap-
preciated by visual inspection, the data align on a almost
vertical line, the value of σij being, for practical purposes,
constant. The larger the value of v/D, the wider the ver-
tical band. Optimizing the selection of node j, given i,
proves therefore a trivial exercise, when the system is
made to diffuse on a regular directed lattice: the best
choice is to select the node j which maximizes the Vij
score, irrespectively of the corresponding σij . The newly
introduced trap will be manifestly fragile, as concerns the
successive intrusion of additional traps. As we shall see
in the following section, complex asymmetric networks,
that accomodate for directed long-range jumps to dis-
tant sites, yield however a definitely richer scenario and,
consequently, more intriguing optimization protocols.
Before concluding this Section, we remark that, in the
limit v/D → ∞, the matrix element Vij ' 1 − n/N .
Hence, σij as defined in (13) can be calculated analyti-
cally to return σij = (N − 3)/(N − 2)/2 + n/(N − 2)/N ,
where n refers to the number of sites entrapped in be-
tween node i and j, see Figure 1. This latter estimate
accurately explains the peculiar distributions as seen in
Figure 2.
Traps on a directed disordered network and the
optimization problem
We here aim at extending the above analysis to the
case of a walker that is randomly diffusing on a generic
directed network. The entries of the adjacency matrix are
one, if two nodes are mutually connected, or zero other-
wise. Hence, at variance with the case considered above,
the asymmetry of the support is topological, namely re-
lated to the distribution of assigned edges, while the
probability of individual jumps is constant and set to one,
without loss of generality. In the following, we shall de-
note with M the stochastic matrix obtained by dividing
the columns of the adjacency matrix by the associated
nodes connectivity.
As discussed above we are interested in resolving the
degree of mutual interference between two distinct traps,
σij
0.49 0.50 0.51
V i
j
0
0.5
1
FIG. 2: (Color online) Vij vs. σij as obtained for regular
asymmetric lattices of the type schematized in Figure 1. Vio-
let squares refer to v/D = 0.01, red diamonds to v/D = 0.02
and blue circles to v/D = 2. As v/D gets larger the distribu-
tion of points stretches vertically. To favor visualization we
have chosen to plot a subset of the full data points list, for
each choice of v/D. Notice the horizontal scale: the points
align almost vertically.
respectively located in i and j. Walkers can reach the
absorbing traps, but cannot escape from them. To ac-
commodate for this effect we replace the i-th and j-th
columns of matrix M with zeros, except for the diago-
nal elements which are instead set to one. The obtained
matrix is hereafter referred to as to M [i,j]. The master
equation that governs the evolution of pk, the probability
of detecting a particle on node k, reads [34]:
p˙k(t) =
∑
l
M
[i,j]
kl pl(t)−
∑
l
M
[i,j]
lk pk(t) =
∑
l
L
[i,j]
kl pl(t)
(14)
where L
[i,j]
kl = M
[i,j]
kl − δkl is the Laplacian opera-
tor in presence of absorbing traps. The last equal-
ity in (14) follows immediately from the normalization
condition
∑
lM
[i,j]
lk = 1. To solve the linear problem
(14) we need to develop the time dependent probabil-
ity on a proper basis, which diagonalizes the Laplacian
operator. The associated eigenvalue problem takes the
form
∑
l L
[i,j]
kl ψ
(α)
l = λ
(α)ψ
(α)
k where λ
(α) and ψ(α) de-
fine, respectively, the eigenvalue and its associated, N -
dimensional, eigenvector. It can be proven that two
eigenvalues of the discrete Laplacian operator exist which
are identically equal to zero and that reflect the imposed
absorbing traps. Importantly, and because of the asym-
metry of the network, all remaining eigenvalues are com-
plex, and bear a negative real part. The eigenvectors
that correspond to null eigenvalues have a rather sim-
ple structure: all their components are zero, except for
the entry identified by the consonant trap index. This
latter component is equal to one. The eigenvectors as-
sociated to the Laplacian operators are linearly indepen-
6dent, but they do not constitute an orthonormal basis,
as it instead happens when the underlying graph struc-
ture is supposed to be symmetric. To solve the linear
equation (14) we shall preliminarily define an appropri-
ate orthonormal basis {u(β)}, expressed in terms of the
original eigenvectors ψ(α) of the Laplacian operator. As
we shall see, the request of dealing with an orthogonal
basis is fundamental to carry out the forthcoming deriva-
tion. Mathematically, one can always find a linear trans-
formation such that u
(β)
k =
∑
α Cαβψ
(α)
k , where C is the
N ×N matrix that specifies the change of basis. We can
hence set:
pk(t) =
∑
β
pˆβ(t)u
(β)
k (15)
where pˆβ represents the coefficients of the expansion on
the introduced orthonormal basis. Inserting the above
ansatz into equation (14) and carrying out the calcula-
tion, that we discuss in some details in the Materials and
Methods Section, one eventually obtains the following
explicit solution:
pk(t) =
∑
l
pl(0)
∑
β
(u
(β)
l )
∗∑
α
Cαβψ
(α)
k e
λ(α)t. (16)
The asymptotic solution p∞k that is relevant for our pur-
poses can be readily obtained, by performing the limit
for t→∞ in (16), and so yielding:
p∞k =
∑
l
pl(0)
∑
β
(u
(β)
l )
∗
[
Ciβψ
(i)
k + Cjβψ
(j)
k
]
(17)
where use has been made of the fact that two eigenvalues
(those associated to the traps) are zero and all the other
have negative real parts (their contributions, stored in
the exponential, fade away in the large time limit). In
the above equation (·)∗ stands for the complex conjugate.
Recall now that ψ
(i)
k = δik e ψ
(j)
k = δjk, which allow to
further simplify equation (17) as:
p∞k =
∑
l
pl(0)
∑
β
(u
(β)
l )
∗
[
Ciβδki + Cjβδkj
]
(18)
Eventually the walker has to land either on site i or
j, where the absorbing sinks are located. The relative
ability of i and j to trap stochastically diffusing entities
is quantified through the following elements of matrix V :
Vij =
∑
l
pl(0)
∑
β
(u
(β)
l )
∗Ciβ (19)
and
Vji =
∑
k
pl(0)
∑
β
(u
(β)
k )
∗Cjβ (20)
with pl(0) = 1/N , in the relevant case where the initial
condition is assumed to be uniform. Having determined
the elements of the matrix V , we are in the position to
estimate both the global intransitivity index η and the
parameter σij as defined in the preceding Section. As
we will demonstrate in the following, the optimization
problem discussed above admits a non trivial solution,
when the hosting graph is heterogeneous, and as opposed
to the simplified setting where the diffusion occurs on a
regular asymmetric lattice [35].
To prove our claim we consider a family of directed
graphs generated via a straightforward procedure which
is adapted from the Watts-Strogatz recipe. Assign the
desired number of nodes N and be K their assigned
constant degree (connectivity). We then construct a K-
regular ring lattice, by connecting each node to its K
nearest neighbors, on one side only. Then, for every node
i, we select all its associated edges and rewire them with
a given probability p ∈ [0, 1]. Rewiring implies replacing
the target node, with one of the other nodes, selected
with a uniform probability from the ensemble of possible
destination sites. The rewiring is directed and the outgo-
ing connectivity is preserved. In Figure 3 we report η as
a function of the connectivity K, for (i) the K-ring lat-
tice, and the corresponding disordered graph obtained by
imposing a different probability of rewiring, respectively
(ii) p = 0.02 and (iii) p = 0.2. In all cases the index
η is positive, hence implying that the system is globally
intransitive, a prerequisite condition for the optimization
protocol to be applicable. Moreover η decreases as K is
increased and, more importantly, as p gets larger. The
more disordered the graph, the less intransitive the net-
work appears at the global scale, a reasonable result as
rewiring amounts to breaking the perfect asymmetry of
the initial lattice and so enforcing a macroscopic sym-
metrization in the topology of the hosting support.
We now turn to consider the optimization process, fol-
lowing the approach illustrated in the preceding Section.
We recall that the idea is to select the location of the
second trap j, after having fixed the first one i, so as to
maximize, at the same time, Vij , the measure of direct
competition versus i, and σij , the quantity that controls
the degree of competition against the remaining N − 2
nodes. The results of analysis are reported in Figure 4,
for two different choices of the parameter p (top and lower
panels, respectively). For a given network realization, we
select a generic node i, which identifies the location of
the first trap. The N − 1 symbols scattered in the plane
(σij , Vij) (panels in the left) gauge the performance of
the other nodes, imagined as the competitor trap j.
Performing the same analysis for the limiting case
p = 0, returns a distribution that is substantially uninter-
7FIG. 3: The index of global intransitivity η is plotted as
a function of the (outgoing) connectivity K for the case of
regular K-ring lattices (circles) and disordered graphs, with
p = 0.01 (squares) and p = 0.1 (triangles), respectively. In all
cases N = 100. The data obtained for the disordered graphs
have been averaged over 100 independent realizations. The
errors are the recorded standard deviations. The insets pro-
vide a pictorial illustration of a K-regular lattice (left) and a
disordered network (right)
esting in the perspective of devising a viable optimization
strategy, consistently with the analysis carried out in the
preceding Section (data not shown). For p 6= 0, instead,
the distribution of points gets distorted and progressively
elongates along the bisectrix, as clearly testified by visual
inspection of Figure 4. Remarkably, the more the global
intransitivity index η gets reduced, the more the density
points tend to populate the top-right portion of the pa-
rameter plane, which incidentally identifies the region of
interest for the optimization method here addressed. To
cast it differently, when the graph becomes disordered,
while still being asymmetric, it is definitely possible to
operate a supervised selection of an absorbing sink j,
for any given choices of i, that outperforms the latter in
terms of ability to attract and, still, minimizes the risk
of being in turn buried by successively added traps. The
rightmost panels of Figure 4 display the density plot ob-
tained upon averaging over 20 independent realizations of
the networks, generated with an assigned rewiring prob-
ability p. The trend agrees with the general conclusion
illustrated above for a specific choice of i. It is remarkable
that a modest amount of long-range edges suffice to yield
a significant optimization scenario. This is made clear in
the annexed movie, where the density plots are displayed
for increasing values of p, in a range of definition that
returns a sensible optimization scheme. When p exceeds
a given threshold, the networks is too unstructured to al-
low for a global optimization, even if local strategies can
be played in light of the persistent grade of intransitivity.
Before ending this Section, we wish to assess the effec-
tiveness of the proposed method. With reference to the
choice p = 0.02, we place the second trap in the optimal
position, as identified in the top left panel of Figure 4.
We evolved numerically the stochastic dynamics of the
system, starting from a uniform initial distribution, and
found that trap j captures almost 75% of the diffusing
agents, the remaining ones heading to i. But what is go-
ing to happen when a third trap is introduced into the
competition? Averaging over the N − 2 possible loca-
tions of the third trap, we see that the second trap still
has the lion’s share with about 50 % visits out of the
total. Conversely, when the second trap j is assigned to
the sub-optimal position, as highlithed in Figure 4, it is
solely invested by 15 % of the total flux, the remaining
quota being directed towards the other two competing
sinks. These results are schematically summarized in the
insets of the top-left panel of Figure 4. For the case
p = 0.2, a similar scenario holds: the optimal trap j
scores 85 %, while trap i displays only 15 %. Inserting
the third trap proves mainly at the detriment of the first
sink, the second winning the competition with a final 60
% score. If trap j is assigned to its sub-optimal configu-
ration, as depicted in Figure 4 (lower-left panel), the final
score is as expected very modest 15 %. The histograms
inserted in the left-lower panel of Figure 4 summarizes
these results. Finally, we varied j, among those nodes
that display similar Vij entries, for i fixed. Reducing σij
is indeed beneficial, as anticipated by our interpretative
scheme.
CONCLUSIONS
Complex webs of interactions between individual con-
stituents are everywhere, from the Internet to epidemic
spreading, via the molecular processes occurring inside
a cell. Hence, studying the stochastic diffusion of mi-
croscopically entities confined on a heterogeneous and
disordered spatial support defines a topic of investiga-
tion of broad applied and fundamental interest. In many
cases, randomly hopping agents are chasing for specific
target sites, where reactions can supposedly take place.
These latter sites configure as absorbing traps. When
multiple sinks are simultaneously present on a given net-
work, they can eventually interfere with each other, and
mutually screen the flux of incoming ligand agents. Op-
timization strategies are in principle possible that could
result on the most advantageous positioning of an en-
semble made of competing traps, so as to minimize their
reciprocal hindrance and favor cooperation. On the other
hand, it could be strategically advantageous to maximize
the mutual competition between traps, so that the lastly
added sink prevails over previously existing ones. Shed-
ding light onto such an issue can contribute to explain
a large plethora of natural phenomena, as shaped by
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FIG. 4: (Color online) Top left panel: (Vij vs. σij) for a specific choice of i, and running j on the remaining N − 1 nodes.
Here, p = 0.02. Two different choices of j are evidenced which correspond to optimal (top-right) and un-optimal (lower-left)
selections, according to the criteria illustrated in the main body of the paper. The histograms report on the performance of
the traps i = 1 and j = 2, when these are the sole sinks present (red thin bars) and when they are competing with trap
number 3 (blues tick bars). The data are calculated by averaging over the N − 2 possible locations for the third trap. The
lower histogram photographs the optimal scenario (rightmost red cross). The upper histogram corresponds to the sub-optimal
condition (leftmost red cross). Top right panel: density plot for (Vij vs. σij), as obtained for a K-ring with p = 0.02, upon
averaging over 20 independent realizations and allowing all possible selection for the first trap i. Lower panels: same as for
the top panels, with p = 0.2. Here, N=100. As it can be clearly appreciated, the distribution of points gets progressively
stretched along the diagonal, making the proposed optimization protocol gradually more effective for increasing value of the
long-ranged distortion p. Notice that a modest probability of relocation p suffices to yield an interesting optimization, an
intriguing observation which can be ascribed to the peculiarities of small world networks.
the evolutionary pressure and devise novel efficient man
made solutions to specific technological problems.
In this paper we have specifically considered the
stochastic dynamics of a walker diffusing on a directed
static graph, endowed with two absorbing sinks. Given
the network, we imagined the location of the first trap to
be assigned a priori. The position of the second trap is
designated so as to obscure as much as possible the first,
upon estimation of a quantitative indicator that charac-
terizes the degree of pair-interference. At the same time,
an optimal location of the second absorbing sink can be
determined that allows to minimize the average screening
due to a newly added (third) trap. Analytical formulae
are derived which implicitly depend on the topology of
the scrutinized network and that enable us to tackle the
above optimization process. For walkers diffusing on a
regular lattice, and subject to a constant drift, the op-
timization protocol is largely ineffective: for any given
trap i, a competitor sink j can always be found that ab-
sorbs a substantial amount of incoming flux of diffusing
agents, at the detriment of i. The average screening com-
ing from an hypothetic third trap is however relevant and
substantially independent on the specific location of the
assigned trap j. As opposed to this conclusion, the pro-
posed optimization strategy is definitely significant when
the random walker is made to diffuse on a disordered di-
rected graph, with long range relocation edges. A modest
degree of disorder suffices to yield an effective optimiza-
tion scheme, as we demonstrated in the paper for spe-
cific family of asymmetric complex networks of the Watts
Strogatz type. Explicit formulae are derived which ma-
terialize in a new class of indicators for the topological
characteristic of complex random graphs. Interestingly,
and as a side result, we also propose a global measure
9for the grade of intransitivity of a network, which pre-
scinds from identifying closed loops of a given size, as
customarily done. The analysis here carried out could be
relevant for a large plethora of applications, where mul-
tiple reactive sites are concurrently at play. Smart po-
sitioning of fully or partially absorbing traps might also
translate in innovative non-invasive strategies to control,
and consequently shape, the response of a dynamical sys-
tems bound to evolve on a complex network-like spatial
support.
MATERIALS AND METHODS
Explicit solution of the 1D Fokker-Planck with two
absorbing boundaries
The solution of the Fokker-Planck equation employed
in the main text follows the derivation by [31], that we
shortly review in the following. Introduce the operator
F = D∂2x− v∂x which is defined on DF = {φ(x) | φ(0) =
φ(L) = 0}∩D2 where D2 identifies the set of twice differ-
entiable functions. If φλ ∈ DF is an eigenfunction of F
associated to the eigenvalue λ, then eλtφλ is a particular
solution of the Fokker-Planck equation (1). The operator
F can be made Hermitian by defining the scalar product
as:
〈φ1|φ2〉 ≡
∫ L
0
e−
v
D xφ∗1(x)φ2(x)dx, (21)
We can therefore find a orthonormal basis formed by
the eigenfunctions of F which read:
φk(x) =
√
2
L
e
v
2D x sin(
kpi
L
x) (22)
The associated eigenvalues are λk = − v24D −D(kpiL )2.
Hence, by denoting with φ0(x) the initial probability dis-
tribution, one can cast the solution of the Fokker-Planck
equation (1) in the explicit form:
p(x, t) =
∞∑
k=1
〈φk|φ0〉φk(x)eλkt. (23)
Assuming the initial distribution to be a delta function
centered in x0 = αL (0 < α < 1) yields
〈φk|φ0〉 = 〈φk|δ(x− αL)〉 =
=
√
2
L
∫ L
0
e−
v
D xδ(x− αL)e v2D x sin
(
kpi
L
x
)
=
=
√
2
L
e−
v
2D x sin
(
kpi
L
x
)
(24)
from which equation (2) immediately follows.
The case of a generic network: details of the
calculation.
By inserting ansatz (15) in equation (14), one gets:
∑
β
˙ˆpβ(t)u
(β)
k =
∑
l
L
[i,j]
kl
∑
β
pˆβ(t)u
(β)
l . (25)
To proceed we make explicit the dependence on the
eigenvectors:
∑
β
˙ˆpβ(t)
∑
α
Cαβψ
(α)
k =
∑
l
L
[i,j]
kl
∑
β
pˆβ(t)
∑
α
Cαβψ
(α)
l =
=
∑
β
ρˆβ(t)
∑
α
Cαβλ
(α)ψ
(α)
k
(26)
Since ψ(α) are linearly independent, one gets:∑
β
˙ˆpβ(t)Cαβ =
∑
β
pˆβ(t)Cαβλ
(α). (27)
which yields:
∑
β
pˆβ(t)Cαβ =
∑
β
pˆβ(0)Cαβe
λ(α)t. (28)
Making use of the above relations we obtain:
pk(t) =
∑
β
pˆβ(t)
∑
α
Cαβψ
(α)
k =
=
∑
α
ψ
(α)
k
∑
β
pˆβ(0)Cαβe
λ(α)t.
(29)
The only quantity that we have to determine is pˆβ(0),
that we wish to express as a function of the initial con-
dition pk(0). To this end we make use of the inverse of
(15):
pˆβ(t) =
∑
l
pl(t)(u
(β)
l )
∗, (30)
that, introduced into equation (29), results in the gen-
eral solution reported in the main text. Finally, let us
verify that equation (30) is indeed the inverse of (15). In
formulae:
pk(t) =
∑
β
pˆβ(t)u
(β)
k =
∑
β
∑
l
pl(t)(u
(β)
l )
∗u(β)k
=
∑
l
pl(t)δkl = pk(t)
where use has been made of the condition∑
β(u
(β)
l )
∗u(β)k = δkl. It is hence clear the impor-
tance of dealing with an orthonormal basis to carry out
the calculation.
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