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Abstract 
In this article we present a two dimensional edge 
extractor which gives the edge position in an 
image with a subpixelic precision. The method 
presented here gives a good accuracy with a low 
computational cost, and its implementation is 
very simple since it is derivated from the well-
known Non-Maxima Suppression method [I, 3]. 
We also justify the method by showing that it 
gives the exact result in a theoretical one dimen-
sional example. We have tested the edge extrac-
tor on several synthetical and real images and 
the results are reported in this paper. 
1 Introduction 
Edge detectors that are commonly used give the 
edge position up to within a pixel, but we re-
ally need more precision when we want to com-
pute some differential properties of a curve such 
as orientation and euclidean, affine, or projec-
tive curvatures. Some attempts were made in 
subpixelic edge detection a few years ago, for 
example A. Huertas and G. Medioni [8] used 
a refinement of the zero-crossing of Laplacian 
but they did not give any results on the accu-
racy of the edge detection. A. J. Tababai and 
0. R. Mitchell [9] did some interesting work in 
the one-dimensional case which was extended 
to two-dimensional images and seemed to work 
properly. An edge relocation mechanism is also 
given in [10] but the required implementation is 
rather complex. 
For these reasons we have made a very simple 
enhancement of the classical local non-maxima 
suppression, that gives a much better estimate 
of the curve position (up to within a tenth of a 
pixel) or the curve orientation without regular-
ization. Using this edge detector, we can also 
calculate higher order differential properties of 
curves with much less regularization than when 
using older methods. 
We present and interpret a wide variety of re-
sults to compare this method with existing edge 
detection methods. We also calculated the local 
edge orientation to show that the result of our 
method can also be used to calculate differential 
properties of the edges. 
2 On edge extraction 
The method we present here for subpixelic edge 
exctraction is based on the suppression of the 
local non-maxima of the magnitude of the gra-
dient of image intensity in the direction of this 
gradient (also called NMS) [5], the other one be-
ing to consider edges as the zero-crossings of the 
Laplacian of image intensity [7, 6]. 
The NMS roughly consists of calculating val-
ues of the gradient norm in the direction of the 
gradient (Figure l) by interpolation and then 
eliminating the pixel from the image if it is not 
a contour point, i.e. if it is not a maximum of the 
gradient norm. The interpolation can be either 
linear (between two near points) or quadratic 
(between three near points). To calculate the 
value of the gradient norm in B in Figure 1 we 
would use values at A3 and A4 for linear in-
terpolation or at A3, A 4 , and A5 for quadratic 
interpolation. After this edge detection process 
one usually does hysteresis thresholding [1] on 
the gradient norm and linking to get chains of 
pixels. 
Our main improvement of the method is very 
simple and consists of only adding one single 
step to the NMS process: if ( x, y) is a local 
maximum then estimate the position of the edge 
point in the direction of the gradient as the max-
imum of a quadratic interpolation on the val-
ues of gradient norm at ( x, y) and the 
ing points. This maximum is simply the maxi-
mum of the parabola passing through the points 
(-1,J(C)), (O,J(A)), (1,J(B)) where A, B, and 
C are the points of Figure 1. 
This is the principle, but we still have to find 
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Figure 1: Checking whether pixel A is a local 
maximum of the magnitude of the gradient in 
the direction of the gradient. 
the interpolation between gradient norm values 
we should apply to find the best position of the 
edge. We will consider a simple quadratic in-
terpolation of the values of the gradient norm 
between the 3 values we have in the gradient di-
rection. One could also try to locally fit a simple 
surface (e.g. biquadratic) on the neighborhood 
of the considered point but we want to keep the 
computations as simple as possible so that the 
implementation is fast and easy. 
The choice of the quadratic interpolation to 
find the maximum can be justified because it 
gives the exact result in the one-dimensional 
case. Let L = { l ( i) i E N} an infinite line of 
pixels with a step edge at position  - co-
ordinate 0 corresponding to the middle of pixel 
l( ). The continuous intensity function for this 
step edge is: 
It - 2 { 0 if t >  - l 
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And let  be a general derivation operator. 
must be antisymmetric so that it can be written: 
+oo 
( l ( i + k) - l ( i - k)) 
k=l 
l ( = - = 
l ( 1) = = g1 
where = 
Since shifting and rescaling the values of the 
three points used to find a maximum of the 
quadratic interpolation do not affect the posi-
tion of this maximum, we can simplify things by 
using C = 0 and = 1: 
a= 
b = = l 
c = 
Considering that the center of the pixels corre-
spond to integer x coordinates, one can find that 
the x position of the maximum of the parabola 
passing through ( -1, a), b ), and ( 1, c) is: 
a-c 
rn = . 
2(a-2b+c) 
(1) 
It can be easily seen that when b a and b c 
this value is bounded, and m 0.5 Since 
integer coordinates correspond to pixel centers 
and pixel width is 1, this means that the sub-
pixelic position of an edge point will always be 
inside the pixel. 
That gives in this case m = - which is ex-
actly the theoretical position of the edge! The 
justification of the choice of the quadratic in-
terpolation in the two dimensional case has not 
been done because it involves too many param-
eters (including the way the values a and c are 
calculated). Equation 1 shows that the edge po-
sition is invariant to additive and multiplicative 
changes in the data. Moreover, this result can 
be extended to any kind of smooth edge, since 
a smooth edge is the result of the convolution 
of a step edge with a symmetric blurring oper-
ator s. The blurring operator s is symmetric so 
the action of the derivation on the ramp edge is 
the same as the action of the convolution of this 
operator with the blurring operator, which can 
be considered as another derivating operator, on 
the corresponding step edge: 
o l)(i) = o s)l(i) = 
i) - gzl(i - 2) - g1l(i - 1) 
+g1l(i + 1) + gzl(i + 2) + 
Some people may want to use the squared gra-
dient norm instead of the gradient norm in this 
Let us apply this general derivation operator process but in this case we find the maximum 
t l h. h  t d b  on locations -1,0, 1: a m = 4"'2_4,._2 w 1c m ro uces a ias on 
the edge position. The maximum of the bias is 
= - - + g1 - (1 - g1 = 0.073 pixels at  = 0.19 and its standard 
deviation is = 0.052, that is more than 
pixel (the same magnitude order as the precision 
we would like to get). In conclusion, using the 
squared gradient norm may reduce significantly 
the precision of the edge extraction. 
Before seeing some results let us see how this 
edge detector can be used in a classical image 
processing chain. 
3 Results 
It seems to us that the qualities that should have 
a good edge detector are first a good estimate 
on the position of the edge, whatever the edge 
position, orientation and curvature; then good 
differential properties of the edge data, i.e. the 
edge orientation should not be biased and have 
a small variance, and higher order differential 
properties should be calculated accurately with 
not too much regularization; and finally all these 
properties should be robust to noise. 
To verify these we used test data consisting 
of two series of images, each one consisting of 
a single edge. The first is a collection of lines, 
with light gray on one side and dark gray on 
the other side, with a wide variety of orienta-
tions. The second is a collection of filled circles 
with radiuses going from 3 to 100 pixels. These 
were 256 x 256 byte images generated with anti-
aliasing, the dynamic of the edge was given, and 
Gaussian noise could be added on the image in-
tensity data. We calculated the gradient of im-
age intensity using a Deriche fourth order Gaus-
sian recursive filter [4, 2). 
We tested many configurations of the edge de-
tector on these images including the classic NMS 
method on squared gradient norm using linear 
interpolation with no subpixelic approximation 
and our method on either real or squared gradi-
ent norm using either linear. or quadratic inter-
polation to find the values of the norm in the 
gradient direction. 
Using the result of edge detection, we calcu-
lated the distance from the calculated pixels to 
the theoretical edge and the difference between 
the theoretical edge orientation and the orien-
tation of the line joining two consecutive edge 
pixels. For each of these measurements and for 
a given configuration of the edge detector we cal-
culated its mean, standard deviation, and max-
imum for different edge orientations, calculated 
over all the edge pixels in the image-(i.e. be-
tween 256 and 350 pixels). 
.l 
.. .... ........... - --
_ _ _ 
15 25 
L 




Figure 3: Standard deviation of the position bias 
as a function of edge orientation. 
3.1 Edge position 
The mean and standard deviation of the posi-
tion bias for the different subpixelic edge detec-
tion methods are presented in Figures 2 and 3. 
The Gaussian derivative filter used for prepro-
cessing had a  of 1.5, which seemed to give the 
best results for edge position. For the classic 
NMS method, the maximum standard deviation 
of the position bias is 0.38 pixels at 41°, and the 
mean bias varies between -0.08 and 0.16 pixels, 
far over the subpixelic methods. We can see with 
these figures that the best method for subpixelic 
edge detection is to use the real gradient norm as 
input and to estimate the gradient norm in the 
direction of the gradient using quadratic inter-
polation between the three neighboring points 
in the direction of the gradient. For a smaller 
computational cost, using the squared gradient 
norm with quadratic interpolation gives a rather 
good estimate. 
We tested the robustness of the best method 
(real norm and quadratic approximation) by ap-
plying Gaussian noise to the image intensity for 
512 x 512 images. The standard deviation of the 
edge position bias was calculated for different 
values of the intensity noise standard deviation 
and the Gaussian derivative filter standard de-
viation .  = 1.5 gives the best results when 
there is not much noise but when the noise stan-
dard deviation is more than 40 the edge is almost 
always cut, so that bigger values of  should be 
used. The same thing happens for  == 2.5 when 
noise is more than 65. 
3.2 Edge orientation 
To prove that this edge detector gives excellent 
results we calculated the edge orientation in a. 
very simple way, as the orientation of the line 
joining two consecutive edge points. This gives 
good results under zero noise conditions (the 
maximum angle bias mean for real norm and 
quadratic approximation is 0.35 degrees for a 
line orientation of 33 degrees and the maximum 
standard deviation is 3.2 degrees for an orienta-
tion of 17 degrees), but when there is noise in 
image intensity or when one needs more p eci-
sion the data must be regularized. These results 
can be compared with figures 8.12 and 8.13 in 
[6). 
To calculate a better value of the edge orien-
tation we propose to take the orientation of the 
line which is the least squares approximation of 
n consecutive points (n = 15 in this case). This 
reduces significantly the standard deviation of 
the measures. We also noticed that using big 
values of  can reduce the precision of angle es-
timation. 
3.3 Other results 
For the best edge configuration we calculated the 
edge position bias and orientation bias mean and 
standard deviation on the circle images. The 
edge position standard deviation is stable with 
the radius and equal to 0.035 pixels whereas the 
bias mean is always negative (-0.14 for r = 4, 
-0.02 for r=20 and -0.006 for r = 100) be-
cause of the shrinking due to Gaussian filtering 
and maybe also because of the edge detection 
method (it is well known that the NMS displaces 
the comers' positions), but this bias is still very 
low. We can notice that the standard deviation 
is in general smaller than those found for the 
straight edges. Curvatures can also be calcu-
lated with a good accuracy but the data needs 
to be regularized first. 
We also present results on a real image of both 
the classic method and our method. One can 
see that some properties that were lost using 
the classic NMS method can be found using our 
Figure 4: Results of the classical NMS algorithm 
(up) and of the subpixelic approximation (down) 
on a part of a real image. 
method, such as the orientation of the letters 
and their shape, and the tangent along the two 
ellipses. The smooth edges are due again to the 
Gaussian derivative filtering. 
4 Conclusion 
In this article we presented an enhancement 
of the Non-Maxima Suppression edge detection 
method which gives us the edge position at a 
subpixelic precision. Since this method is very 
simple it can be implemented in a real-time vi-
sion system and should be used to increase the 
precision and reliability of the vision algorithms 
which use edges as input. 
The result we got on a wide variety of syn-
thetic and real images are very promising since 
they show that the precision of this edge de-
tector is less than 110 of a pixel. In the future 
we plan to use this edge detector to calculate 
some high degree differential properties of the 
curves such as euclidean, affine, or even pro-
jective curvature, and we will try to use it to 
.enhance the precision of existing algorithms of 
stereo on curves. 
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