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Zusammenfassung
Das Studium der Eigenschaften exotischer Kerne ist eine große wis-
senschaftliche Herausforderung in der modernen Kernstruktur- und Astro-
physik. Exotische Kerne sind durch kurze Lebensdauern und winzige Pro-
duktionsquerschnitte charakterisiert und verlangen deshalb aufwendige und
sehr effiziente Experimentiertechniken. Die weltweit einmalige Kombination
des Projektilfragmentseparators FRS mit dem Speicherring ESR erfu¨llt die
gestellten Anforderungen. Beispielsweise ko¨nnen Massen und Lebensdauern
der gespeicherten exotischen Kerne bei einigen Hundert MeV/u (400 MeV/u)
gemessen werden. Bei diesen hohen Energien sind die Kerne vo¨llig ionisiert
oder haben nur wenige Elektronen gebunden. In der isochrononen Einstel-
lung des ESR ko¨nnen auch die kurzlebigsten Kerne untersucht werden.
Ein Hauptteil dieser Arbeit bescha¨ftigt sich mit Untersuchungen und
Verbesserungen des isochronen ESR und des geplanten Kollektorringes
(CR) bei FAIR. Beim isochronen Betrieb eines Speicherringes ist die Um-
lauffrequenz nur noch vom Massen-zu-Ladungsverha¨ltnis abha¨ngig. Die
Geschwindigkeitsabha¨ngigkeit wird durch genau definierte unterschiedliche
Trajektorien eliminiert. Der isochrone Betrieb ist im Rahmen dieser Dok-
torarbeit im Detail mit ionenoptischen Rechnungen und Testexperimenten
untersucht worden. Ein wichtiges Ergebnis ist, dass die erreichbare Masse-
nauflo¨sung stark von der transversalen Emittanz abha¨ngt, dieser Zusammen-
hang kann quantitativ durch eine Skalierung erkla¨rt werden.
Gegenwa¨rtig sind am ESR nukleare Reaktionsexperimente mit exotischen
Kernen stark eingeschra¨nkt, da der Injektionskanal des Speicherringes sehr
geringe Akzeptanz aufweist. Durch ionenoptische Anpassung des Phasen-
raumes (Matching) sind in dieser Arbeit signifikante Verbesserungen erzielt
worden. Die ionenoptischen Rechnungen zum Standard und isochronen Be-
trieb des ESR wurden im Experiment u¨berpru¨ft. Dabei wurden folgende
Verbesserung gemessen: Die Transmission im Standard Modus konnte durch
bessere Phasenraumanpassung von 5% auf 8.2% erho¨ht werden. Im isochro-
nen Betrieb des ESR (γt = 1.4) ist die Transmission generell geringer. Im
Experiment erhielten wir eine relative Verbesserung fu¨r den isochronen ESR
durch Phasenraumanpassung um etwa einen Faktor 10, zusa¨tzlich war die
entsprechende Impulstransmission um 66% erho¨ht. Solch systematische Stu-
dien mit einer Anpassung in der Ku¨hlersektion wurden erstmals in dieser
Arbeit durchgefu¨hrt. Messungen im Rahmen dieser Arbeit zeigen, dass eine
Restdispersion, die kompensiert werden muss, in beiden Betriebsarten des
ESR verbleibt. Vorschla¨ge fu¨r zuku¨nftige Verbesserungen werden ebenfalls
ero¨rtert.
Die verbesserte Transmission des ESR wurde vorteilhaft in einem Lebens-
dauerexperiment mit hoch geladenen 140Pr Ionen genutzt. Der nukleare
Elektroneneinfang wurde in Abha¨ngigkeit vom Ladungszustand untersucht.
Dabei wurden nackte, H- und He-a¨hnliche 140Pr Ionen vom FRS in den
ESR injiziert. Das Experiment zeigte einen neuen Effekt, der in der
Standardbeschreibung des Beta-Zerfalles bisher nicht beru¨cksichtigt wurde.
Dieser neuartige Effekt bewirkt, dass der nukleare Elektroneneinfang im
H-a¨hnlichen Ion schneller als im He-a¨hnlichen oder neutralen Atom ist.
140Pr Kerne mit einem gebundenen Elektron zerfallen um 50% schneller als
solche im He-a¨hnlichen Zustand. Diese Beobachtung kann durch Hyperfein-
Wechselwirkung und quantenmechanischer Drehimpulserhaltung erkla¨rt wer-
den. Dieses Experiment war der Anstoß dafu¨r, dass die allgemeine Beschrei-
bung des nuklearen Elektroneneinfangs von Z. Patyk erweitert wurde. Ein
komplementa¨rer Effekt mit hochgeladenen 64Cu Ionen ist ebenfalls diskutiert
und soll in einem kommenden Experiment untersucht werden.
Die Erfahrungen mit dem gegenwa¨rtigen Speicherring ESR sind eine starke
Motivation fu¨r genaue Untersuchungen der Phasenraumanpassung der Kom-
bination des Super-FRS mit dem Kollektorring CR im Zukunftsprojekt
FAIR. Fu¨r den CR wurde der isochrone Betrieb berechnet und mit dem
Monte-Carlo Programm (ISOCHRON) die Einflu¨sse der transversalen Akzep-
tanz, der Abbildungsfehler, der Streufelder und Magnetfeldqualita¨t auf die
Massenauflo¨sung untersucht. Ein Massenauflo¨sungsvermo¨gen von besser als
105 konnte in den realistischen Simulationen bei einer angenommenen Akzep-
tanz von 10 mm mrad erreicht werden. Bei dieser Rechnung wurden optis-
che Korrekturen mit Sextupol- und Oktupolfeldern vorgenommen. Ebenfalls
wurde der Einfluß der Chromazita¨t auf die erreichbare Isochronie untersucht.
Summary
The properties of exotic nuclei far away from the valley of β-stability are a
key in modern nuclear structure physics and astrophysics research. Exotic
nuclei are characterized by tiny production cross-sections and short half-
lives and therefore, require very fast and extremely efficient experimental
techniques. The combination of the present fragment separator FRS and the
cooler-storage ring ESR at GSI provides such conditions for accurate mass
and unique half-life measurements of exotic nuclei.
A major part of this doctoral work has been devoted to investigations of
the isochronous ion-optical operating mode of the present ESR facility and
the planned Collector Ring (CR) facility at FAIR. In this mode the revolu-
tion frequency of the circulating ions is independent of the velocity spread
and thus depends on the mass-over-charge ratio only. This is the basis for
Isochronous Mass Spectrometry (IMS). A detailed ion-optical study of the
isochronous storage ring with the emphasis on the main parameters has been
done. For example, a simple scaling law providing a quantitative estimate
for the mass resolving power as a function of the transverse acceptance has
been derived.
A bottleneck for present nuclear physics experiments is the low transmission
of the injection part of the ESR. A main task of the present work was to
improve the ion-optical matching of the FRS-ESR facilities. The ion-optical
matching of the FRS-ESR has been calculated and experimentally verified
for both the standard and the isochronous operating modes of the ESR. The
transmission into the ESR has been improved for the standard mode from
5% to 8.2%. The transmission in the isochronous ESR (γt = 1.4) is in general
smaller due to the larger dispersion. In our experimental study, we achieved
a relative improvement for the isochronous mode by roughly a factor of 10.
Moreover, the momentum acceptance of the ESR in the isochronous mode
has been increased by 66%. Such matching investigations of the isochronous
mode have been performed for the first time. In addition, the dispersion
function of a stored ion beam has been measured for both ion-optical modes
at the straight section. The results revealed some inconsistencies between
ion-optical calculations and the real lattice. Perspectives of further possible
improvements are outlined.
The improved setting for higher transmission in the standard mode has been
used in an experiment on the half-life measurements of highly-charged ions.
Orbital electron capture (EC) and/or β+-decay rates of 140Pr ions with zero-,
one- and two- bound electrons have been measured. A new effect has been
discovered: when the number of electrons is reduced from helium-like 140Pr
ions to hydrogen-like 140Pr ions the corresponding EC-decay rate increases by
approximately 50%. The results can be quantitatively explained by taking
into account the conservation of the total angular momentum of the nucleus-
lepton system. A complementary future study of EC-decay in highly-charged
64Cu ions is discussed.
Based on the present experience, the ion-optical matching between the future
in-flight fragment separator Super-FRS and the CR has been calculated. The
isochronous mode of the CR has been calculated. A dedicated Monte-Carlo
code (ISOCHRON) has been developed in order to investigate the influence
of the transverse acceptance, the closed orbit distortions, the fringe fields
of the quadrupoles, the magnetic field imperfections of the magnets on the
mass resolving power. The analytical calculation and Monte-Carlo simula-
tions showed that a resolving power of more than 105 can be achieved for a
transverse acceptance of around 10 mm mrad if a nonlinear correction scheme
is applied. The influence of chromaticity on the isochronicity has been inves-
tigated. The correction of the chromaticity and of second-order isochronicity
has been performed employing sextupole magnets in the arcs of the CR.
The influence of nonlinear field errors and the third-order isochronicity are
corrected with additional sextupole and octupole fields.
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Chapter 1
Introduction
Three of the four fundamental interactions, namely strong, weak, and electro-
magnetic, play a major role in atomic nuclei. The strong force keeps the nu-
cleons (protons and neutrons), the constituents of the nuclei, together. This
force is counteracted by the repulsive electromagnetic force between the posi-
tively charged protons. The weak force transmutes unstable atomic nuclei into
stable nuclei.
The chart of experimentally known nuclides up to uranium is illustrated in
Fig. 1.1. The stable nuclides as found on Earth are indicated with black color.
About 3000 different nuclides are experimentally known. They are indicated in
the figure with different colors corresponding to their main decay modes. How-
ever, about 6000 nuclides are expected to exist which are stable with respect to
spontaneous emission of a nucleon. The borders of nuclear existence (the drip-
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Figure 1.1: The chart of nuclides up to uranium. Experimentally known nuclides are shown
as colored squares at the corresponding proton and neutron numbers. The stable nuclides
are shown in black color. The α, β+, and β− - decaying nuclei are indicated with yellow,
red and light blue colors, respectively. The proton (neutron) shell closures are indicated with
horizontal (vertical) lines. The proton and neutron drip-lines are shown as predicted by the
macroscopic-microscopic Finite-Range Droplet Model (FRDM) [1].
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lines) are indicated in the figure according to the predictions of the macroscopic-
microscopic Finite-Range Droplet Model (FRDM) [1].
Unknown nuclides lie far away from the valley of β-stability and are characterized
by a strong asymmetry in their proton-to-neutron ratio. For these nuclei the
nuclear structure effects established in stable nuclei and nuclei close to stability
can be very different. For instance the size of the nuclei close to drip-lines can
drastically increase due to the so-called halo-effect [2]. Another example is the
evolution of shell closures. It has been experimentally proven that the neutron
magic number N=20 shifts for light neutron-rich nuclides to N=16 [3]. A similar
effect of shell quenching [4] is expected for other magic neutron numbers.
The very exotic yet unknown nuclei are of crucial importance for astrophysical
scenarios of nucleosynthesis in stars. On one side, the rapid neutron capture
process (r-process) proceeds in very neutron-rich nuclei. On the other side, the
rapid proton capture (rp-process) and neutrino capture (νp) processes proceed in
very neutron-deficient nuclei. Any new nuclear structure effect specific for these
nulclides may dramatically influence the astrophysical calculations.
Therefore, exotic nuclei are already studied at present radioactive beam facilities
and more studies are planned in the future where the following topics will be
studied.
• Shell closures and possible shell quenching;
• Matter and charge radii (halo and skin effects);
• Limits of nuclear existence;
• Nucleon-nucleon correlations (pairing, 3N-forces);
• Shape coexistence and new regions of deformation;
• New decay modes (2-proton radioactivity, bound state β-decay);
• Nucleosynthesis in stars (nuclear binding energies, half-lives).
There are three main methods that are used for production and separation of
beams of exotic nuclei [5]. They are briefly discussed below.
• Isotope Separation On-Line (ISOL). The radioactive nuclei are cre-
ated at rest in thick targets that are hit with beams of light stable nuclei
or neutrons. Spallation and fission of target atoms are the main nuclear
reactions. The reaction products diffuse out of the target, are ionized and
post-accelerated to energies up to about 10 MeV/u at present. Mass sep-
aration is usually done with a dipole magnet. One of the examples of an
ISOL facility is ISOLDE at CERN [6]. The produced secondary beams
are characterized by small emittance and high intensity. However, the ex-
traction from the target requires at least several milliseconds and due to
chemical properties not all elements can be extracted out of the target.
• In-flight separation. In this method the heavy projectiles are acceler-
ated to high energies (typically several hundred MeV/u) and impinge on
relatively thin targets. Projectile fragmentation or fission are the main
production mechanisms. The produced fragments are at high energies and
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emerge from the target in forward direction. Electromagnetic separators
are then used to separate the nuclei of interest in-flight. Examples of in-
flight facilities are the RIBF at RIKEN [7] and the FRS at GSI [8]. The
advantage of the in-flight method is that beams of all chemical elements
can be produced. The separation is done in flight and the exotic nuclei are
accessible for experiments after several hundred nanoseconds.
• In-flight separation+gas-filled ion catcher. The method utilizes the
best of the two methods described above. The secondary beams are pro-
duced and separated by the in-flight technique. They are then stopped and
thermalized in a gas cell. The extracted and post-accelerated beams have
the properties of ISOL-beams. This hybrid technique is proposed for the
RIA project [9]. The bottleneck of this technique is presently the low over-
all efficiency of stopping and extracting of secondary beams from the gas
cell.
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Figure 1.2: The layout of the high-energy radioactive beam facility at the present GSI.
The stable primary beams are accelerated by the linear accelerator UNILAC to an energy of
11.4 MeV/u and then by the heavy-ion synchrotron SIS to energies 100-1000 MeV/u. They
impinge on a production target at the entrance of the fragment separator FRS. The beams of
exotic nuclei are separated in-flight and can be provided within a few hundred nanoseconds to
experiments in the three main branches which are indicated by numbers.
The high-energy secondary beam facility at GSI, where the present work has
been performed is of the in-flight type. It is schematically illustrated in Fig. 1.2.
Primary beams of any stable element can be accelerated. They are first acceler-
ated in a linear accelerator UNILAC to energy of about 11.4 MeV/u. The beams
can be used at this energy for low-energy experiments or further accelerated by
the heavy-ion synchrotron SIS [10] up to energies corresponding to the maximum
magnetic rigidity of 18 Tm.
The core instrument for nuclear physics experiments is the FRagment Separator
FRS [8]. Relativistic exotic nuclei with energies of several hundred MeV/u
are produced via projectile fragmentation or fission of primary nuclei in thick–
typically (1-8) g/cm2 9Be production targets. The secondary beams are separated
in flight in the FRS within a few hundred nanoseconds and are provided for exper-
iments in the three branches indicated in Fig. 1.2. The FRS can be operated in
two modes to provide either a cocktail of different nuclei or monoisotopic beams.
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In the first mode the FRS is used as a pure magnetic rigidity analyzer. In the sec-
ond mode the atomic energy loss in shaped energy degraders is used in addition.
This is the so-called Bρ-∆E-Bρ separation method [8].
The direct symmetric branch of the FRS, marked 1 in the figure, is presently
mainly used for γ-spectroscopy [11], decay spectroscopy and search for new iso-
topes and isomers. For example, the two-proton radioactivity [12] in 45Fe ions
and a new doubly-magic isotope 100Sn [13] have been discovered.
The branch 3 of the FRS is used for reaction studies under complete kinematics.
It implies a dedicated reaction setup in order to measure the momenta of all the
reaction products, charged particles, neutrons and photons. The setup includes
the high-acceptance ALADiN magnet [14] which is used to analyze the momenta
of the particles and an efficient large area neutron detector LAND [15]. A high-
light of this experimental program is the observation of the pygmy giant dipole
resonances in 130,132Sn isotopes.
In this work the second branch of the FRS is discussed in detail. In this branch the
FRS is coupled to the storage ring ESR [16], which provides worldwide unique ex-
perimental conditions for studying exotic nuclei. Several experimental programs
with exotic nuclei are proposed or are currently running at the FRS-ESR facility.
The most important research topics are:
• Direct mass measurements of electron cooled exotic nuclei with Schottky
Mass Spectrometry (SMS)[17];
• Direct mass measurements of very short-lived exotic nuclei with Isochronous
Mass Spectrometry (IMS) [18];
• Decay studies of higly-ionized exotic nuclei [19, 20];
• Scattering of exotic nuclei with light hadrons in the internal gas-jet tar-
get [21];
• Direct reactions at energies in the Gamow window of the astrophysical
processes [22].
All the above experiments require that the produced and separated exotic nuclei
are efficiently transmitted and stored in the ESR. For mass measurements this
is essential to reach more exotic nuclei. Whereas for the reaction studies it is
important to reach high luminosities. Therefore, an important part of this work
has been the improvement of the ion-optical matching of the FRS and ESR
facilities in both standard and isochronous operating modes.
Studies with Rare Isotope Beams (RIB) form one of the major research
programs of the future accelerator project—Facility for Antiproton and Ion
Research (FAIR) [23] at GSI. The radioactive beam facility offers worldwide
unique experimental opportunities for this area of research. A superconducting
double-synchrotron SIS100/300 [24], operated at maximum magnetic rigidity of
100/300 Tm in a high-intensity mode (intensity of several 1011 ions per second)
provides primary beam at energies up to 1.5 GeV/u. The secondary beams of
unstable exotic nuclei are produced by fragmentation or fission of a primary beam
followed by in-flight separation in a superconducting magnetic separator Super-
FRS [25]. Compared to the existing fragment separator FRS, more than one
order of magnitude is gained in transmission for fission products due to increased
4
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Figure 1.3: Schematic view of the RIB facility at FAIR with the Super-FRS and its three
experimental branches: 1. The high-energy branch; 2. The low-energy branch; 3. The storage
ring complex (CR-RESR-NESR) with the electron-ion collider (eA).
momentum and angular acceptance. Based on the experience of successful spatial
isotopic separation with the FRS the Super-FRS also uses the Bρ − ∆E − Bρ
method. The Super-FRS consists of a two-stage magnetic system, the pre- and
the main-separator, both equipped with a degrader. The Super-FRS is planned
to operate at a maximum magnetic rigidity of 20 Tm.
The secondary rare isotope beams produced and separated at the Super-FRS can
be delivered to three experimental branches allowing for a diverse and highly
flexible program at particle energies from rest up to 1 GeV/u. The Super-FRS
and its three experimental branches are schematically shown in Fig. 1.3. These
branches are:
• The high-energy branch. At the high-energy branch, an experimental
area has been foreseen for high-energy reaction studies in inverse kinematics
employing an apparatus of highest efficiency and full solid-angle coverage.
For this, the R3B collaboration [26] has designed an experimental setup ca-
pable of fully benefiting from the Super-FRS beams with the characteristics
inherent to the in-flight production method.
• The low-energy branch. At the low-energy branch, it will be possi-
ble to study properties and phenomena of exotic nuclei employing mono-
energetic low-energy beams from the Super-FRS (energies ranging from
about 100 MeV/u down to a few MeV/u, stopped beams, and re-accelerated
beams of a few tens of keV). An ”energy-buncher” [27] allows for a partial
compensation of the beam energy spread induced by the passive slowing-
down process. Four collaborations (HISPEC/DESPEC [26], LASPEC [26],
MATS [26], NCAP [26]) proposed experiments at the low-energy branch.
• The ring branch. The coupled storage rings offer a high collection effi-
ciency for secondary beams. Electron cooling combined with stochastic pre-
cooling results in high-quality (with regard to emittance and momentum
spread) beams within cooling periods of below one second. High luminosi-
ties can be achieved which allow for the first time in-ring nuclear reaction
5
experiments. Hadronic scattering experiments at low momentum transfer
with high sensitivity to transition multipolarity and spin-isospin selectivity
are of prime interest. Moreover an electron-collider ring will be coupled to
the ion storage ring New Experimental Storage Ring (NESR) [28] allow-
ing studies of unstable nuclei by a purely electromagnetic probe. Storage
of antiprotons in the collider ring and studying antiproton-ion collisions is
a further option being considered.
Four collaborations (ILIMA [26], EXL [26], ELISe [26] and AIC [26]) pro-
posed nuclear physics experiments at the ring branch. All proposals take
advantage of the unique capabilities offered by the multi-storage/collider
ring system at FAIR. In particular they benefit from the much improved
beam quality due to stochastic end electron cooling.
The ILIMA experimental program concerns mass and lifetime measurements of
stored bare and highly charged nuclides as well as the access to pure isomeric
beams. Such measurements are relevant both, for nuclear structure and astro-
physics. The ILIMA concept builds on the methods SMS and IMS both pioneered
at the FRS-ESR facility at GSI. The sensitivity of the two methods can substan-
tially be improved at the NESR and the Collector Ring (CR) [29, 30] rings,
respectively.
Thus, the essential part of this work has been dedicated to the investigation of the
isochronous mode of the CR and its an ion-optical matching with the Super-FRS
as well.
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Chapter 2
Basics of Accelerator Physics
Experiments in nuclear and high-energy physics use beams of charged particles as
probes to explore the structure of matter on the smallest known scale. Magnetic
fields are used to guide the beam to and focus it onto the targets. The reaction
products are collected and can be analyzed by additional magnetic fields.
The optics of charged particle beams is the science of using electro-magnetic
fields to bend and direct the path of a group of moving charged particles [31].
A beam of particles can be influenced in a manner analogous to the focusing
of light by an optical lens or the dispersion into colors by a prism. It may be
changed in direction, brought together to a small spot, or have the particles
selected by momentum. For guiding the beam magnets can be used with fields
oriented perpendicularly to the direction of motion of the particle beam.
An ensemble of moving charged particles constitutes a beam when the particles
are all moving in the same direction with nearly the same momentum, and have
a small transverse deviation to the general longitudinal direction of motion. The
range of momenta may vary from few percents in a nuclear physics analyzing
spectrometer, to 10−6 for cooled beams. The angular divergence may be a few
degrees in each transverse direction at tens of MeV or only a fraction of a milli-
radian in a particle beam at hundreds of GeV. Finally, the spatial extent of the
ensemble must be small enough to pass through the apertures of the magnets,
which are used to deflect and focus the beam.
2.1 Introduction to the Optics of Charged
Particles
2.1.1 Guiding Forces
A charged particle in an electromagnetic field with electric field strength (~E) and
magnetic induction (~B) experiences the Lorentz force (~F) which is given by the
expression
~F = q(~E+ [~v × ~B]). (2.1)
Here q is the charge of the particle and v is its velocity. For relativistic velocities
(v ≈ c) (c is the speed of light) a moderate magnetic field of 1 Tesla corresponds
to a huge electric field of 3 ·108 V/m, which is closed to the present technical limi-
tation. Therefore, it is apparent that most beam guidance and focusing elements
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for relativistic particle beams are based on magnetic fields. At low energies, how-
ever, this preference is less clear since the effectiveness of magnetic fields to bend
particles is reduced proportional to the particle velocity (β = v/c).
In a uniform magnetic field, a charged particle whose velocity vector is perpen-
dicular to the field moves on a circular path. The radius ρ of the circle is related
to the momentum p, the charge of the particle q and the strength of the magnetic
field B by
Bρ =
p
q
. (2.2)
The quantity represented by Bρ is called the magnetic rigidity of the beam. The
momentum of the particle is
p = βγm0c, (2.3)
where m0 is the rest mass of the particle and γ is the relativistic Lorentz factor :
γ =
1√
1− β2 . (2.4)
2.1.2 Coordinate System
The description of the particle position and momentum is done in a six-
dimensional phase space [31]. For easier calculation the coordinates are given
as deviations from the path of a reference particle. This path can be of any
arbitrary form as desired by the application and is called the ideal path or the
reference path. The momentum of the reference particle is the reference momen-
tum.
In order to have a description of the particle trajectories in the vicinity of the
once defined ideal path, a moving right-handed coordinate system (x, y, s) is
used in a plane perpendicular to the direction of s, that follows the ideal particle
travelling along the ideal path. This system is shown in Fig. 2.1. At each position
s of the reference particle of the ideal path a local radius of curvature ρ(s) can
be assigned.
reference path
par
ticl
ep
ath
x
y
ρ(s)
X
S
Y
Figure 2.1: The moving curvilinear coordinate system (x, y, s) in ion-optics. The particle
motion is described by a deviation from a reference path.
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At any instant a particle may be displaced horizontally by x and vertically by y
from the ideal position and may have an angle with respect to the reference orbit.
The angles in horizontal and vertical direction can be expressed as the ratio of
transverse to longitudinal components of the momentum, so that:
a =
dx
ds
=
px
ps
and b =
dy
ds
=
py
ps
. (2.5)
The fractional momentum deviation δ is given by
p = p0(1 + δ), (2.6)
where p0 is the reference momentum. The last coordinate which has to be in-
cluded to specify completely the motion in the phase space is l, the difference in
path length between a given trajectory and the ideal trajectory.
2.1.3 Equation of Motion
The motion of a charged particle in a magnetic system is described in linear
approximation by the differential equation [32]:
x′′ + [h2 − k]x = hδ. (2.7)
Here, h is the bending power of a dipole
h =
1
ρ
. (2.8)
The quadrupole strength k is characterized by its field gradient, normalized to
the magnetic rigidity:
k =
1
Bρ
dBy
dx
. (2.9)
If k is positive, the quadrupole is horizontally focusing and vertically defocusing.
Solution of the Equation of Motion
In general, h and k are functions of the path length s along the reference path.
The general solution x(s) is the sum of the complete solution xh(s) of the ho-
mogeneous part and a particular solution xi(s) of the inhomogeneous part of
Eq. (2.7):
x(s) = xh(s) + xi(s). (2.10)
The momentum deviation δ is assumed to be constant. Solving the differential
Eq. (2.7) one gets
x(s) =C(s)x0 + S(s)a0 +D(s)δ,
a(s) =C ′(s)x0 + S
′(s)a0 +D
′(s)δ.
(2.11)
Here, x0, a0 are the initial values of xh(s) and ah(s) at s = s0. C(s) and S(s) are
two independent solutions of the homogeneous equation. D(s) is the dispersion
function. It is the momentum dependent part of the motion. The dispersion can
be calculated from C(s) and S(s) as follows [33]:
D(s) = S(s)
∫ s
0
h(s˜)C(s˜)ds˜− C(s)
∫ s
0
h(s˜)S(s˜)ds˜. (2.12)
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The derivative of the dispersion, or the variation of trajectory angle with mo-
mentum is given by
D′(s) = S ′(s)
∫ s
0
h(s˜)C(s˜)ds˜− C ′(s)
∫ s
0
h(s˜)S(s˜)ds˜. (2.13)
The motion in the vertical direction is described by an equation similar to
Eq. (2.11) but without the dispersion term as we can choose the coordinate
system such that all dipole fields cause only deflection in the horizontal plane.
Matrix Formalism
The solution of the equation of motion can be represented in a matrix form

xa
δ

 =

Cx(s) Sx(s) D(s)C ′x(s) S ′x(s) D′(s)
0 0 1

 ·

x0a0
δ

 ,
(
y
b
)
=
(
Cy(s) Sy(s)
C ′y(s) S
′
y(s)
)
·
(
y0
b0
)
.
(2.14)
Here and further we will also use the notation for the transformation matrix (M)
like for example in Ref. [34]:
Mx(s) =

Cx(s) Sx(s) Dx(s)C ′x(s) S ′x(s) D′x(s)
0 0 1

 ≡

(x|x) (x|a) (x|δ)(a|x) (a|a) (a|δ)
0 0 1

 ,
My(s) =
(
Cy(s) Sy(s)
C ′y(s) S
′
y(s)
)
≡
(
(y|y) (y|b)
(b|y) (b|b)
)
.
(2.15)
The matrix notation is regularly used in practice if h(s) and k(s) are piecewise
constants, because the matrix elements can be expressed analytically. The so-
lution for the complete magnetic system is then just the product of individual
matrices of the optical elements.
2.1.4 Achromatic System
An achromatic magnetic system is a system where both the dispersion and its
derivative vanish at the beginning and at the end of the system. The conditions
for a vanishing dispersion function are [33]:
∫ s
0
h(s˜)C(s˜)ds˜ = 0,∫ s
0
h(s˜)S(s˜)ds˜ = 0.
(2.16)
The physical characteristic of an achromatic lattice is that at the end of the
lattice the position and the slope of a particle is independent of the energy.
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2.1.5 Transverse Beam Dynamics
The solution of the equation of motion allows to follow a single charged particle
through an arbitrary magnetic lattice. However, it is necessary to consider a
beam of many particles and it would be impractical to calculate the trajectories
for every individual ion. Therefore, to describe a beam of particles as a whole
it is treated as a volume in a phase space (x, a, y, b). At first we consider no
coupling between horizontal and vertical planes, and it becomes sufficient to look
at the beam motion in the horizontal phase space only, taking into account that
the motion in the vertical phase space is similar.
Beam Emittance and Liouville’s Theorem
In phase space the beam is considered as a cloud of points within a closed contour,
usually an ellipse (Fig. 2.2). The area A within the contour reflects the emittance
ε of the beam
A = πε. (2.17)
The emittance is conserved, whatever magnetic focusing or bending operation
one does with a beam. This is a consequence of Liouville’s theorem, which states
that under the influence of conservative forces the density of the particles in phase
space stays constant.
Therefore, the transformation matrix M in a Liouvillean system has the prop-
erty, that det(M) = 1 and we can write [33]:
(x|x)(a|a)− (a|x)(x|a) = 1,
(y|y)(b|b)− (b|y)(y|b) = 1. (2.18)
Description of the Phase Space Ellipse
The phase space ellipse (Fig. 2.2) is described by [33]:
γx2 + 2αxa + βa2 = ε, (2.19)
where α, β, γ are called Twiss parameters [33]. They determine the shape and
orientation of the ellipse. The correlation between them due to the geometrical
properties of an ellipse is
βγ − α2 = 1. (2.20)
Twiss parameters at an arbitrary position can be calculated by using the coeffi-
cients of the transformation matrix

βα
γ

 =

 (x|x)2 −2(x|x)(x|a) (x|a)2−(x|x)(a|x) (x|a)(a|x) + (x|x)(a|a) −(x|a)(a|a)
(a|x)2 −2(a|x)(a|a) (a|a)2



β0α0
γ0

 . (2.21)
Eq. (2.21) provides the tool to describe the whole particle beam anywhere along
the beam line starting from the initial values β0, α0, γ0.
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Figure 2.2: Phase space ellipse, where ε is the emittance and α, β, γ are the Twiss parameters.
Betatron Functions and Beam Envelope
In general, α, β, γ are functions of s. They describe the evolution of the phase
ellipse along a beam line. The functions α(s), β(s), γ(s) are called the betatron
functions [33]. The homogeneous solution of the equation of motion for a single
ion (Eq. 2.7) can be written in terms of the betatron functions
x(s) =
√
εβ(s) cos[φ(s)− φ0],
a(s) =−
√
ε
β(s)
(α(s) cos[φ(s)− φ0] + sin[φ(s)− φ0]),
(2.22)
where φ(s) is the phase function with the initial phase φ0
φ(s) =
∫ s
0
ds˜
β(s˜)
+ φ0. (2.23)
The oscillatory motion of a particle along a beam line is called betatron oscillation.
Knowing the emittance at the beginning of the system one may select a single
particle to define a phase ellipse. All particles with smaller amplitudes of the
betatron oscillations will stay within that ellipse. Therefore, a description of an
ensemble of particles is reduced to the description of a single particle.
Maximal amplitudes of the particles, i.e. points along the beam line where the
cosine in Eq. (2.22) is ±1, define an envelope of the beam containing all particles
E(s) = xmax(s) = ±
√
εβ(s). (2.24)
Here the two signs indicate that there is an envelope on either side of the beam
center. The general transformation matrix M(s) described by Eq. (2.15) can be
derived through the betatron functions from Eq. (2.22)
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M(s) =


√
β
β0
(cosµ+ α0 sinµ)
√
ββ0 sinµ
α0−α√
ββ0
cosµ− 1+αα0√
ββ0
sin µ
√
β0
β
(cosµ− α sinµ)

 , (2.25)
where µ = φ(s)− φ0 is the so-called phase advance.
2.1.6 Periodic Systems
A circular accelerator or a storage ring is a periodic lattice with the circumference
being the period length. To simplify the design and theoretical understanding
of the beam dynamics the full circumference is segmented into sectors which are
repeated a number of times to form the complete ring. Such sectors are called
superperiods and include usually all salient features of the ring in contrast to
much smaller periodic segments called cells which include only a few magnets.
The beam dynamics of periodic systems is similar to the dynamics of the beam
transport lines. However, for periodic systems there are important boundary
conditions which must be considered. In the following we will identify a periodic
system on the example of a storage ring.
Hill’s Equation
The reference path in the ring is called the closed orbit around which particles
perform betatron oscillations. The equation of motion in periodic systems is
called Hill’s equation [33, 35]. Let us write the unperturbed part of Eq. (2.7) in
the following form
x′′ +K(s)x = 0, (2.26)
where K(s) = h2(s)− k(s). For a periodic structure K(s) is
K(s) = K(s+ L0). (2.27)
With this condition on K(s) the equation of motion (Eq. 2.7) is called Hill’s
equation. The length L0 is the circumference of the ring lattice. The general
solution of Hill’s equation has been formulated by Floquet’s theorem [33, 36].
Periodic Betatron Functions
The periodic betatron functions are
β(s+ L0) = β(s),
α(s+ L0) = α(s),
γ(s+ L0) = γ(s).
(2.28)
Periodic Transformation Matrix
The periodic transformation matrix M has several properties. For a circumfer-
ence L0 it is
M(s) ≡M(s + L0),
and after n revolutions
M(s) ≡ (M(s+ L0))n.
(2.29)
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For the case of periodic betatron functions the transformation matrix (Eq. 2.25)
for the full period L0 can be written as
M(s+ L0) =
(
(x|x) (x|a)
(a|x) (a|a)
)
=
(
cosµ+ α sinµ β sinµ
−γ sinµ cosµ− α sinµ
)
, (2.30)
where the phase advance µ is independent of s.
A special case of Eq. (2.30) is obtained if the periodic lattice includes a symmetry
point. In this case we define this symmetry point as the start of the periodic
lattice, set α = 0, and obtain
M(s + L0) =
(
cosµ β sinµ
−γ sin µ cosµ
)
. (2.31)
Stability Criterion
The stable beam motion in a periodic system is characterized by the condition [32]
cosµ =
1
2
Tr[M(s+ L0)] < 1. (2.32)
Phase Advance and Tune
The betatron phase advance for a full turn is
µ =
∮
ds˜
β(s˜)
. (2.33)
Dividing this equation by 2π we get the tune Q:
Q =
1
2π
∮
ds˜
β(s˜)
. (2.34)
The tune is equal to the number of betatron oscillations which are done by par-
ticles while traveling once around the ring.
Periodic Dispersion Function
The equation of motion in periodic systems for off-momentum particles is
x′′ +K(s)x = h(s)δ. (2.35)
The closed periodic dispersion function at any point s depends on all bending
magnets of the ring. Its boundary conditions are
D(s+ L0) = D(s),
D′(s+ L0) = D
′(s).
(2.36)
The dispersion is calculated according to Eq. (2.12) by taking into account the
periodicity [32].
D(s) =
√
β(s)
2 sin πQ
∮ √
β(s˜)
ρ(s˜)
cos(µ(s˜)− µ(s)− πQ)ds˜. (2.37)
This equation exhibits a possible fundamental instability of a ring: a finite dis-
persion exists only if the tune Q is different from integer.
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2.1.7 Resonances
Perturbations of the motion in periodic systems can lead to a beam instability
called a resonance. It can occur if perturbations act periodically on a particle and
are synchronized with its betatron motion. The order of the resonance is related
to the order of the multipole which drives the resonance. Dipole errors lead
to integer resonances, quadrupole errors to resonances at half-integer Q values,
sextupole errors to resonances at the third-integer of Q and so on. Resonances
caused by field imperfections of the magnets are called structural resonances.
In reality, betatron motion occurs in both the horizontal and vertical betatron
planes. Perturbations also exist which depend on the coupled betatron motion.
They are called coupling resonances.
Resonance Diagram
The general resonance condition can be written as
kQx + vQy = iN, (2.38)
where k, v, i, are integers and |k| + |v| is the order of the resonance; N is the
superperiodicity of the ring. Plotting all straight lines for different values of k, v, i
one can produce a resonance diagram or tune diagram. The resonance lines are
not infinitely thin lines but exhibit a width which is called the stop band width.
The stop band width depends on the resonance strength, it becomes weaker with
increasing order of the resonance. The density of the resonance lines is reduced
with increased superperiodicity.
2.1.8 Chromaticity
In a storage ring particles of different momenta are focused differently in the
quadrupoles. This leads to a shift in the Q value. The variation of tunes with
momentum is called the chromaticity Q′ and is defined by
Q′ =
∆Q
δ
. (2.39)
Often the relative chromaticity ξ is used
ξ =
Q′
Q
=
1
δ
· ∆Q
Q
. (2.40)
The chromaticity created by the quadrupole magnets only is called natural chro-
maticity ξ0. It is always negative [37].
ξ0 = − 1
4πQ
∮
k(s˜)β(s˜)ds˜. (2.41)
The tune spread caused by the chromaticity can be so large that it is impossible
to accommodate the beam in between the resonance lines in the tune diagram.
Therefore, it is essential to correct the chromaticity. This can be achieved with
sextupole magnets, which have to be placed at locations where the dispersion
function is not zero. The compensated chromaticity is written
ξ = − 1
4πQ
∮
[k(s˜)−m(s˜)D(s˜)]β(s˜)ds˜, (2.42)
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where m is the sextupole strength
m =
1
Bρ
d2By
dx2
. (2.43)
The necessary sextupole correction leads to induced higher-order fields and a
coupling between horizontal and vertical motion. These unfavorable effects can
be minimized by using a large number of sextupoles with moderate strength,
distributed around the ring, rather than a few very strong sextupoles.
2.1.9 Matching
To connect a transfer line with a storage ring one must consider the proper
matching conditions at the point where lattices of the machines connect. Joining
arbitrary lattices may result in an insufficient overlap of the phase space ellipses
of the incoming beam and the ring’s acceptance, as shown in Fig. 2.3a. For the
perfect match of two lattices all beam parameters must be the same at the joining
point
(βx, αx, βy, αy, Dx, D
′
x)tr. line = (βx, αx, βy, αy, Dx, D
′
x)ring (2.44)
In this case the phase space ellipse at the end of transfer line is similar to the
acceptance ellipse at the entrance of the ring. This is illustrated in Fig. 2.3b.
Equality of both ellipses occurs only if the acceptance in both lattices is the
same. The periodic dispersion function of a circular machine has to be matched
with the dispersion of the transfer line.
x
a
x
a
c.) d.)
x
a
a.)
x
a
b.)
Figure 2.3: Phase space ellipses; a.) Mismatched ellipses, b.) Matched ellipses c.) Filamenting
ellipse, d.) Fully filamented ellipse.
16
In reality the nonlinearities of the ring and of the beam line in front distort the
ellipse. This is shown in Fig 2.3c. Liouville’s theorem requires the phase-space
density to be conserved and in a strict mathematical sense this is true. When the
phase space becomes more wound-up the spiral arms become narrower and the
area is indeed constant. However, over many turns the beam is apparently uni-
formly distributed over the matched ellipse and the beam emittance is increased,
as shown in Fig. 2.3d. This is called dilution of phase space by filamentation,
which is present to a greater or lesser extent at the injection into all circular
machines [38]. Since filamentation will quickly transform any beam ellipse into
the matched ellipse in a circular machine, there is no point in using any beam
parameters others than those of a matched ellipse. Other ions will always be lost.
2.2 Isochronicity
An isochronous magnetic system is a system where all particles of one species and
different momenta have the same time-of-flight. The basic definitions concerning
an isochronous system are given. An influence of higher orders is calculated in
detail.
2.2.1 Path Length
The path length of the particle trajectory is taken from the beginning of the
magnetic system until it intersects a plane perpendicular to the reference trajec-
tory at a given value s. The differential path length in the curvilinear coordinate
system is given by [31]
dL2 = dx2 + dy2 + (1 + hx)2ds2. (2.45)
The total path length of the particle in the ring for one revolution is then given
by
L =
∮
dL
ds
ds˜ =
∮ √
a2 + b2 + (1 + hx)2ds˜. (2.46)
Usually the values a, b and hx are≪ 1 and therefore, we may expand the square
root in Eq. (2.46) and by retaining only terms up to second-order get for the path
length variation (∆L = L− L0, where L0 is the circumference of the ring)
∆L =
∮
[hx+
1
2
(
a2 + b2 + (hx)2
)
]ds˜+ O3(a, b, hx). (2.47)
In first-order approximation only the first term inside the square brackets is
significant. From Eq. (2.11), x can be expressed in terms of the initial coordinates
and the characteristic trajectories and, therefore, ∆L can be written as
∆L = x0
∮
Cx(s˜)h(s˜)ds˜+ a0
∮
Sx(s˜)h(s˜)ds˜+ δ
∮
D(s˜)h(s˜)ds˜. (2.48)
The path length difference in the matrix notation can be written as
∆L = (l|x)x0 + (l|a)a0 + (l|δ)δ, (2.49)
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where the length matrix elements in the fifth row of a six-by-six transfer matrix
are [31]:
(l|x) =
∮
Cx(s˜)h(s˜)ds˜,
(l|a) =
∮
Sx(s˜)h(s˜)ds˜,
(l|δ) =
∮
D(s˜)h(s˜)ds˜.
(2.50)
The matrix element (l|l0) is equal to unity since the total path length difference
between an arbitrary trajectory and the reference trajectory is simply the sum of
such differences accumulated in different parts of the beam line and there is no
time difference.
2.2.2 Momentum Compaction Factor
The term (l|δ) describes the deviation of the total path length for an off-
momentum particle from the reference path. For positive dispersion, the total
path length for a higher momentum particle is longer. The momentum com-
paction factor αp is defined by
αp =
1
L0
∮
D(s˜)h(s˜)ds˜. (2.51)
An achromatic ring is characterized (see Eq. 2.16) by:
(l|x) =
∮
Cx(s˜)h(s˜)ds˜ = 0,
(l|a) =
∮
Sx(s˜)h(s˜)ds˜ = 0.
(2.52)
Therefore, for an achromatic ring precisely, and for a ring with small x0 and a0
approximately (see Eq. 2.48), αp can be written as
αp =
1
δ
∆L
L0
=
∆L/L0
∆p/p
. (2.53)
2.2.3 Transition Energy and the Phase-Slip Factor
Particles with different momenta travel along different paths in the ring. Since
the revolution time T is
T =
L
v
, (2.54)
where L, v are the path length and the velocity of the circulating particle. The
fractional change of the revolution time or the revolution frequency f is
∆T
T0
= −∆f
f0
=
∆L
L0
− ∆v
v0
, (2.55)
where index 0 corresponds to the reference particle. Further in the text, except
for special cases, we will skip this index keeping in mind that we always consider
motion with respect to the reference particle.
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For particles that vary only in momentum the velocity difference is
∆v
v
=
δ
γ2
. (2.56)
Therefore, Eq. (2.55) can be rewritten as follows:
∆T
T
= (αp − 1
γ2
)δ = −ηδ, (2.57)
or equivalently as ∆f/f = ηδ. The phase-slip factor η is
η =
1
γ2
− αp = 1
γ2
− 1
γ2t
. (2.58)
Here the transition energy γt is defined as
γt ≡ 1√
αp
. (2.59)
2.2.4 Isochronous System
The revolution time is described up to first-order (see Eqs. 2.49, 2.57, 2.58) as:
∆T
T
=
(l|x)x0
L
+
(l|a)a0
L
+ (
1
γ2t
− 1
γ2
)δ. (2.60)
The first two terms in Eq. (2.60) are precisely the necessary conditions for a
system to be achromatic. An achromatic system becomes isochronous with the
following sufficient condition for the third term:
γ = γt, (2.61)
which is called isochronous condition.
2.2.5 Isochronous Motion in the Ring
Let us consider the motion of two particles with different mass-to-charge ratio
m/q and different momenta in an isochronous ring. Then the fractional momen-
tum can be expressed (based on Eqs. 2.2, 2.3) as
δ =
∆(m/q)
m/q
+ γ2
∆v
v
. (2.62)
Therefore, Eq. (2.55) is transformed for different particle species to the equation
∆f
f
= −∆T
T
= − 1
γ2t
· ∆(m/q)
m/q
+
(
1− γ
2
γ2t
)∆v
v
. (2.63)
At γ = γt, the second term in Eq. (2.63) vanishes and the revolution time (or
revolution frequency) is independent of the particle velocity. Thus, all particles
with the same m/q at different velocities travel rigidly around the ring with
equal revolution times. Therefore, measurements of the revolution times give
the possibility to determine m/q ratios of circulating ions. In other words, the
isochronous ring can be used as a time-of-flight mass spectrometer.
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2.2.6 Path Length in Higher Orders
So far, only the first-order of the path length differences was considered. In order
to investigate the higher-order contributions to the path length in the isochronous
ring we have to consider the remaining term in Eq. (2.47) [39]. The particle ampli-
tudes are composed of betatron oscillation (xβ, yβ), orbit distortions (xcod, ycod)
and off-momentum orbits xδ
x = xβ + xcod + xδ,
y = yβ + ycod.
(2.64)
The derivatives of these are written as
a = aβ + acod + aδ,
b = bβ + bcod.
(2.65)
The dispersion function and its derivative can be expanded with momentum
D = D0 +D1δ +D2δ
2 + . . . ,
D′ = D′0 +D
′
1δ +D
′
2δ
2 + . . .
(2.66)
Therefore, xδ = Dδ can be written as a sum of partial dispersion functions
xδ = D0δ +D1δ
2 +D2δ
3 + . . . , (2.67)
and aδ = D
′δ is therefore
aδ = D
′
0δ +D
′
1δ
2 +D′2δ
3 + . . . (2.68)
Thus, evaluating the integral (2.47) we get the expression for the path length
variation:
∆L
L
= χβ + χcod + χmix + χβδ + χδ + O
3(a, b, hx). (2.69)
The coefficient χβ corresponds to the terms having a dependence on the betatron
oscillations
χβ =
1
2L0
∮
(a2β + b
2
β + h
2x2β)ds˜+
1
L0
∮
hxβds˜. (2.70)
For the isochronous ring the second integral in χβ vanishes (see Eqs. 2.50, 2.52).
The coefficient χcod coincides with the terms, which are dependent only on the
closed orbit distortion (cod).
χcod =
1
2L0
∮
(a2cod + b
2
cod + 2hxcod + h
2x2cod)ds˜. (2.71)
The coefficient χmix conforms with the terms, which are all mixed with the closed
orbit distortion terms.
χmix =
1
L0
∮
[aβacod + bβbcod + acodaδ + h
2xcod(xβ + xδ)]ds˜. (2.72)
The coefficient χβδ corresponds to the momentum deviation and betatron mixing
terms
χβδ =
1
L0
∮
(aβaδ + h
2xβxδ)ds˜. (2.73)
The coefficient χδ represents only momentum dependent terms.
χδ =
1
L0
∮ (
1
2
a2δ + hxδ +
1
2
h2x2δ
)
ds˜. (2.74)
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2.2.7 Nonlinear Momentum Compaction Factor
The term χδ can be expressed in terms of partial dispersion coefficients. Substi-
tuting Eqs. (2.67, 2.68) in Eq. (2.74) we obtain
χδ = (α0 + α1δ + α2δ
2 + α3δ
3 + . . .)δ = αpδ, (2.75)
where αi is a fractional momentum compaction factor
α0 =
1
L0
∮
D0(s˜)h(s˜)ds˜,
α1 =
1
L0
∮ [
1
2
D
′2
0 (s˜) +D1(s˜)h(s˜) +
1
2
D20(s˜)h
2(s˜)
]
ds˜+ O3(δ),
α2 =
1
L0
∮
[D′0(s˜)D
′
1(s˜) +D2(s˜)h(s˜) +D0(s˜)D1(s˜)h
2(s˜)]ds˜+ O3(δ).
(2.76)
Here, we presented the first three terms. A strict mathematical derivation of the
momentum compaction factor terms can be found in [40].
2.2.8 Revolution Time in Higher Orders
So far we considered that γ is constant. However, in reality it changes with
momentum. Let us write Eq. (2.3) in the following form [41]:
δ =
βγ
β0γ0
− 1, (2.77)
where the β0γ0 corresponds to the reference particle. Expressing β and γ in terms
of δ, we obtain
γ
γ0
=
√
1 + 2β20δ + β
2
0δ
2. (2.78)
Combining Eqs. (2.77, 2.78) we get
∆β
β
=
∆v
v
= ̺0δ + ̺1δ
2 + ̺2δ
3 + . . . , (2.79)
where
̺0 =
1
γ20
, ̺1 = −3(γ
2
0 − 1)
2γ40
,
̺2 =
4γ40 − 9γ20 + 5
2γ60
.
(2.80)
We write now the expression for the revolution time (Eq. 2.57) taking into account
higher orders
∆T
T
=
∆L
L
− ∆v
v
= (α0 − ̺0)δ + χβ + χcod + χmix + χβδ + ψδ, (2.81)
where ψδ is
ψδ = (α1 − ̺1)δ2 + (α2 − ̺2)δ3 + . . . =
∑
i=1
(αi − ̺i)δi+1. (2.82)
We may formulate the nonlinear isochronous condition of any order i as:
αi − ̺i = 0. (2.83)
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2.2.9 Frequency Spread in the Isochronous Ring
If we consider only one sort of ions in the isochronous ring then the revolution
frequency signal can be written as a convolution of the different contributions:
f = fβ ∗ fcod ∗ fmix ∗ fβδ ∗ fδ, (2.84)
which indicates that the revolution frequency depends on various types of ion-
optical imperfections of the ring, such as: the higher-order field errors, the chro-
maticity, the fringe fields of all magnets, the closed orbit distortion and the
amplitude of the betatron oscillations.
Therefore, the expression for the revolution frequency of the particles with dif-
ferent m/q in higher orders can be written as:
∆f
f
= − 1
γ2t0
· ∆(m/q)
m/q
+
(
1− γ
2
0
γ2t0
)∆v
v
−
(
δf
f
)
, (2.85)
where γt0 corresponds to the linear momentum compaction factor α0 (see Eq. 2.59)
and (δf/f) is made up of single contributions:
(
δf
f
)
β
=<χβ>,
(
δf
f
)
cod
=<χcod>,
(
δf
f
)
mix
=<χmix>,
(
δf
f
)
βδ
=<χβδ>,
(
δf
f
)
δ
=<ψδ> .
(2.86)
The brackets (< >) denote averaging over many revolutions.
Ions with different m/q can be separated in frequency, if their mean frequency
shift ∆f is larger than the full frequency width of the beam δf :
∆f > δf, (2.87)
where ∆f for the ideally isochronous ring with constant αp is defined by
∆(m/q)
m/q
= −γ2t0
∆f
f
. (2.88)
Another ion will be separated in frequency if its m/q fulfils the following inequal-
ity:
∆(m/q)
m/q
≥ −γ2t0
δfβ + δfcod + δfmix + δfβδ + δfδ
f
. (2.89)
The ratio (δf/f)β depends on the amplitude of betatron oscillations and corre-
spondingly on the ring’s transverse acceptance. The value (δf/f)cod is a combi-
nation of two effects: the misalignments of magnets and the current ripple of the
power supplies. The ratio (δf/f)δ is rather constant for given ring optics and
gives a considerable contribution due to field errors in the magnets. The ratio
(δf/f)mix conforms to the contribution of all terms, mixed with closed orbit dis-
tortion terms. The value (δf/f)βδ corresponds to the contribution of the mixed
betatron and off-momentum terms.
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2.2.10 Emittance vs. Frequency Spread
Eq. (2.70) can be simplified in the form of the particle motion expressions (see
Eq. 2.22). Forming the squares x2β , a
2
β , b
2
β and combining with Eq. (2.20) we get
x2β = εxβx cos
2 µx,
a2β = εxγx cos
2 µx +
εx
βx
(αx sin 2µx − cos 2µx),
b2β = εyγy cos
2 µy +
εy
βy
(αy sin 2µy − cos 2µy).
(2.90)
After averaging over all phases µx, µy and using the simplifying expression
<cos2 µ>≈ 1/2 we can write for the achromatic ring
χβ ≈ 1
4L0
∮
(εxγx + εxh
2βx + εyγy)ds˜. (2.91)
Its average value <χβ> can be written as:
<χβ>=
(
δf
f
)
β
=
εx
4
(
<γx> +Γ <h
2βx>
)
+
εy
4
<γy> . (2.92)
Here, (Γ) is:
Γ =
Ldipole
L0
, (2.93)
where Ldipole is the total length of all dipole magnets in the ring. For further
evaluation we can use the following relationships:
Ldipole =
2π
h
, L0 = 2πR0, <βx>=
R0
Qx
, (2.94)
where R0 is the average radius of the ring. Then Eq. (2.92) can be written as:(
δf
f
)
β
=
εx
4
(
<γx> +
h
Qx
)
+
εy
4
<γy> . (2.95)
The emittance εx,y can be treated as the ring acceptance ε̂x,y. For a rough es-
timate we can consider that the term h/Qx is usually smaller than the average
value <γx> in the ring and γx ≈ γy = γf , ε̂x ≈ ε̂y = ε̂f . Then we can write the
equation for the relative frequency spread depending on the ring acceptance as:
(
δf
f
)
β
≈ 1
2
ε̂f <γf> . (2.96)
The mass resolving power in the ideal isochronous ring where only (δf/f)β exists
in this case is written:
m/q
∆(m/q)
≈ 2
γ2t0 <γf> ε̂f
. (2.97)
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2.2.11 Revolution Time in Matrix Formalism
Often, instead of path length difference l one uses in matrix notation t (time-of-
flight). The revolution time difference in first-order is described by Eq. (2.60),
which in that case is written
∆T = (t|x)x0 + (t|a)a0 + (t|δ)δ. (2.98)
The first two items can be written by other matrix coefficients [42]:
(t|x) = λ · [(x|x)(a|δ)− (a|x)(x|δ)],
(t|a) = λ · [(x|a)(a|δ)− (a|a)(x|δ)], (2.99)
where λ is a constant of inverse velocity dimension [42, 43]. For the isochronous
ring these items in vanish due to the achromaticity condition (see Eq. 2.16). The
contribution from the first-order vertical matrix coefficients is zero due to the
beam deflection only in the horizontal plane.
The expression for the revolution time can be extended by introducing second-
order matrix elements, which are only nine, because of midplane symmetry. In
this case Eq. (2.98) is written as:
∆T = (t|x)x0 + (t|a)a0 + (t|δ)δ + (t|xx)x20 + (t|xa)x0a0 + (t|aa)a20+
+ (t|yy)y20 + (t|yb)y0b0 + (t|bb)b20 + (t|xδ)x0δ + (t|aδ)a0δ + (t|δδ)δ2. (2.100)
Here, we do not want to give expressions for the second-order time matrix coef-
ficients, which are rather complicated. For example, the detailed introduction in
nonlinear matrix formalism can be found in Ref. [39, 44].
The matrix coefficients can be derived from analytical formulas [45] or derived
numerically based on the field distributions [46].
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Chapter 3
FRS-ESR Experiments at GSI
3.1 FRS-ESR Facility
The FRS [8] is an achromatic magnetic spectrometer with a momentum accep-
tance of ± 1% and a transverse acceptance of 20 mm mrad. Heavy-ion beams
with magnetic rigidities from 2 to 18 Tm can be analyzed by the facility. The
system has four independent stages, each consisting of a 30◦ dipole magnet and
a set of quadrupoles before and after the dipole to fulfill first-order focusing con-
ditions. For the correction of second-order aberrations the FRS is equipped with
sextupoles placed in front of and behind each dipole magnet.
The ESR [16] is a symmetric ring with two arcs and two straight sections and a
circumference of 108.36 meters. It consists of 6 dipole magnets (deflection angle
is 60◦) and 5 quadrupole families (20 quadrupoles in total). For the second-order
corrections 2 sextupole families (8 sextupoles in total) are installed in the arcs.
The ESR operates at a maximum magnetic rigidity of 10 Tm which is due to the
dipole magnets used.
The FRS-ESR facility is schematically illustrated in Fig. 3.1. The main compo-
nents are shown in the figure and listed below:
• Production Target (label 1). Here, exotic nuclei are produced via pro-
jectile fragmentation or fission.
• The central dispersive focal plane (label S2). Here, an achromatic
degrader is installed for separation of selected radioactive nuclei from all
other reaction products [8].
• The final achromatic focal plane (label S6) in the ring branch. At
S6 the beam is spatially separated before the selected fragments are injected
into the ESR.
• The injection part (label 2). Magnetic elements from S6 to the middle
of the electron cooler. The ESR dipole magnet and the injection septum
are important components.
• Symmetry plane of the ESR (label 3). Here, the ESR is achromatic
and the beam phase space ellipses are upright.
The FRS-ESR is successfully used for precision mass measurements of exotic
nuclei. For that the ESR is operated in the Standard ion-optical Mode with
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Figure 3.1: Right part: The system of the FRS (length is 96.7 m up to the injection septum)
and the ESR (circumference is 108.4 m) facilities. The following components are indicated: 1.
Production target; 2. The injection part; 3. Symmetry plane of the ESR (the center of the
electron cooler); S2, S6 are focal planes. Left part: The calculated beam envelope for the half
of the ESR in x (upper part) and y (lower part) directions and the dispersion (yellow curve)
as a function of the path length is shown for the standard (upper figure) and the isochronous
(bottom figure) modes. The horizontal envelope includes the influence of the dispersion. The
dashed curve corresponds to the horizontal envelope without dispersion. The envelope is shown
for a transverse emittance of 20 mm mrad in both planes and for a momentum deviation of
±1% (standard mode) and ±0.2% (isochronous mode). The plotted path length starts at the
symmetry plane (label 3).
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cooled beams (ESR-SM) or without cooling in the Isochronous ion-opticalMode
(ESR-IM). Both optics are shown on the left side of Fig. 3.1.
The method of mass measurements is based on Eq. (2.63). If the second term on
the right side of this equation becomes negligible then the revolution frequencies
of two different ions become determinative for their m/q definition. To achieve
this condition two experimental techniques were developed at GSI [17, 18].
3.1.1 Schottky Mass Spectrometry (SMS)
SMS has been proposed by Franzke, Geissel and Mu¨nzenberg in 1987 [47]. In this
method the velocity spread of the circulating ions is reduced by electron cooling
system [48]. The Electron Cooler (EC) is installed in a straight section of the ESR.
In the cooler the ion and electron beams are merged over a few meter distance.
The mean velocity of electrons is well defined by the voltage applied to the cooler
electrodes. The ions are forced by the Coulomb interaction with the electrons to
the same mean velocity. The velocity spread is reduced to 10−7 depending on the
intensity. Thus, the disturbing second term in Eq. (2.63) gets eliminated. The
revolution frequencies are measured by Schottky pick-ups installed in the other
straight section of the ESR. A relative mass accuracy ∆m/m ≈ 1.5 · 10−7 [17]
has been achieved with SMS. The area under the frequency peak is directly
proportional to the number of stored ions. Hence, the masses and the half-lives
can be measurements simultaneously. More details are given below in Chapter 4.
The disadvantage of this technique is that the electron cooling takes at least a
few seconds thus limiting the accessible nuclides.
3.1.2 Isochronous Mass Spectrometry (IMS)
An isochronous ring for the mass measurements was proposed by Wollnik et
al. [49]. In 1994 the isochronous optics of the ESR was developed (see Fig. 3.1)
and first tests have been performed [50]. In the isochronous mode γ of the injected
ions becomes equal γt. Thus, the second term in the right side of Eq. (2.63) also
gets equal to zero and particles become isochronous. The revolution time of
the circulating ions is measured with a time-of-flight (TOF) detector installed
in the straight section of the ring [51]. This detector is equipped with a thin
carbon foil (20 µg/cm2) where the secondary electrons are released at each turn
of the circulating ion. These electrons are then detected by a channel plate
detector. After several tens turns the revolution time can be determined with a
good accuracy. The clear advantage is that cooling is not needed and nuclides
with half-lives down to a few tens µs can be measured. This time includes just
the time-of-flight of nuclides through the FRS and a few turns in the ESR (about
500 ns for each turn). A typical mass accuracy of a 100-500 keV is presently
achievable with the IMS [52, 53].
3.2 FRS-ESR Coupling
A goal of the present work is to improve the ion-optical coupling between the
FRS and the ESR, especially for the isochronous mode.
A beam mismatching leads to reduction of the ring longitudinal and transverse
acceptance. This point is very important for experiments with exotic nuclei,
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Figure 3.2: Scheme of the injection line into the ESR. The entrance septum half-apertures
are: x = 48.5 mm, y = 26 mm; the exit septum apertures are: x = 27.5 mm, y = 26 mm.
which are characterized by small production cross-sections and rates.
Here, the features of the FRS-ESR matching are considered and critical views on
the mismatching are shown.
3.2.1 Matching Arrangement
In the present matching procedure the coupling point of the two magnetic systems
has been chosen at the ESR symmetry plane (label 3 in Fig. 3.1). The geometric
layout of the injection into the ESR has been taken into account. The injection
part is schematically illustrated in Fig. 3.2.
First of all, the injection line goes through the part of the ESR dipole magnet
(see Fig. 3.1), whose magnetic fringe field strongly influences the injected beam.
Its inhomogeneous field acts as a rather strong quadrupole. The influence of this
dipole magnet can be described by a stray field matrix with zero length, which
is based on measurements and numerical calculations made by Schillinger [54].
This matrix was implemented in the calculations:

(x|x) (x|a) (x|δ)(a|x) (a|a) (a|δ)
0 0 1

 =

 1.1430 −0.1066 [ mrad ] 0.01097 [m]0.4750 [ rad
m
] 0.8309 0.04286 [rad]
0 0 1

 ,
(
(y|y) (y|b)
(b|y) (b|b)
)
=
(
0.8629 0.1002 [ m
rad
]
−0.3994 [ rad
m
] 1.113
)
.
Another difficulty is a small aperture of the injection septum. The horizontal exit
half-aperture of 6.5◦ septum is only 27.5 mm which makes the beam transport
very critical. Finally, the beam can be lost in the injection kicker installed in the
arc of the ESR (see Fig. 3.1), which also has an aperture smaller than the ring’s
magnets apertures.
Thus, two new FRS quadupole settings have been calculated1 and experimentally
used for matching the fragment separator and the storage ring in first-order optics.
The optics of the ESR was not changed. In the present calculations it was
assumed that the beam merges the central orbit at the symmetry plane of the
ESR, i.e. the orbit shift of the septum and the kicker were not used. The
calculations have been performed with the ion-optical code GICOSY [45].
1The corresponding input files can be found in appendices C.1, C.2.
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Figure 3.3: The calculated beam envelope for the FRS up to the symmetry plane of the ESR
in x (upper part) and y (lower part) directions and the dispersion (yellow curve) as a function
of the path length. The dispersion line is shown for a momentum deviation of +1%. The path
length axis starts at the production target. The transverse emittance of 15 mm mrad in both
planes was assumed. The apertures of dipoles, horizontal and vertical focusing quadrupoles
are shown by cyan, red, and dark blue boxes, respectively. The septum magnet is shown by a
green box.
3.2.2 FRS-ESR-SM (Standard Mode) Matching
Ion-Optical Calculations
As it was mentioned before, the FRS is an achromatic system up to S6 and the
ESR is achromatic at the symmetry plane too. However, after S6 there is a small
3.8◦ dipole (TE5MU0), the stray field of the ESR dipole and the injection septum
which all produce a small dispersion. This leads to a small dispersion mismatch
between the FRS and the ESR, which can be seen by red arrow in Fig. 3.3. One
can see, indicated by black arrows, in this figure, that a part of the beam will
be lost even before the injection in the two last FRS quadrupoles (TE5QD21
and TE5QD22) and in the injection septum, especially in the vertical direction.
Additionally, there exists a mismatch in the transverse phase space. It can easily
be seen in Fig. 3.4, where the comparison between the calculated phase-space
ellipses at the symmetry plane of the ESR after one turn is illustrated. This
mismatch causes incorrect betatron and dispersion motions in the ring. Such
beam characteristics is illustrated in Fig. 3.5 for four revolutions in the ESR. One
can see that the part of the beam in vertical direction will be lost immediately
in the arc of the ESR due to small vertical dipole and injection kicker apertures.
A significant part will be lost in the injection channel (see Fig. 3.3). In spite of
the fact that the beam in the horizontal direction can be stored, particles with
large momentum deviations will be lost due to the mismatched dispersion.
The period of the mismatched dispersion function corresponds to 4.5 circumfer-
ences vs. half circumference of the matched dispersion. This discrepancy can be
qualitatively understood from Eq. (2.37). The mismatched horizontal betatron
function leads to the change of the horizontal tune and they both increase the
dispersion period.
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Figure 3.4: Calculated comparison between the matched (black) and the mismatched (red)
transverse phase space ellipses after one turn in the ring. The ellipses are shown for the ESR-
SM at the symmetry plane of the ring. Left and right pictures correspond to the horizontal and
the vertical phase space, respectively. The transverse emittance is 15 mm mrad in both planes.
The contour lines represent levels from 10% up to 90% of the maximum of the distribution.
Thus, the beam matching becomes very important. To perform this task 11
quadrupole fields of the FRS (TS4QD21 - TE5QD22, see Fig. 3.1) have been
changed to adjust the beam parameters (see Eq. 2.44). Additionally, it is re-
quested to keep the horizontal focal condition at S6 to achieve the isotopic sep-
aration performance for the fragments. The list of the quadrupoles strengths is
presented in Table 3.1. The matching is graphically illustrated in Fig. 3.6. One
can see that according to first-order calculations there should be no losses. How-
ever, in reality some losses remained.
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Figure 3.5: Calculated evolution of the mismatched beam envelope in x (upper part) and y
(lower part) directions and the dispersion function (yellow curve) within 4 turns in the ESR-
SM. The path length axis starts at the ESR symmetry plane. The transverse emittance is 15
mm mrad in both planes. The dispersion is shown for a momentum deviation of +1%. The
dipoles apertures are indicated by cyan boxes.
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Name Strength k [ 1
m2
] Polarity
TS4QD21 0.24578 x-foc
TS4QD22 -0.32610 y-foc
TS4QD31 -0.00002 y-foc
TS4QD32 0.16516 x-foc
TS5QT11 0.22611 x-foc
TS5QT12 -0.49978 y-foc
TS5QT13 0.38327 x-foc
TE5QD11 0.14590 x-foc
TE5QD12 -0.33261 y-foc
TE5QD21 0.00000 y-foc
TE5QD22 0.35584 x-foc
Table 3.1: The strengths of the FRS quadrupole magnets, used for the matching of FRS-
ESR-SM.
Transmission Measurement
The calculated quadrupoles setting was successfully used in the experiments [55]
and the transmission into the ESR was measured. In these experiments exotic
nuclei were produced via fragmentation of a 508 MeV/u 152Sm beam, in a thick
2513 mg/cm2 9Be target of the FRS. To separate desired fragments (142Pm60+
and 140Pr58+) from other reaction products, 737 mg/cm2 aluminium degrader
with 256 µm Nb foil was installed at S2. The fragments were then injected, stored
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Figure 3.6: The FRS matched with the ESR-SM. The calculated beam envelope in x (upper
part) and y (lower part) directions and the dispersion (yellow curve) as a function of the path
length. The dispersion is shown for a momentum deviation of +1%. The path length axis
starts at the production target position. The transverse emittance of 15 mm mrad in both
planes. Dipole, sextupoles, horizontal and vertical focusing quadrupole apertures are shown by
cyan, magenta, red and dark blue boxes respectively. The injection septum and the kicker are
marked in green and black colors, respectively.
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and electron-cooled in the ESR. The electromagnetic fields of the FRS-ESR were
set to a constant value of Bρ (e.g 7.6 Tm) during the whole measurements. The
different fragment settings were done by changing the energy of the primary beam
impinging on the production target.
The transmission into the ESR was measured with the primary beam of
600 MeV/u from the SIS penetrating through the target and the degrader in
the FRS. Ion currents in the SIS and in the ESR were read by beam transform-
ers and compared. For the mismatched FRS-ESR the transmission amounted to
about 5% and for the matched case it was about 8.2%, which corresponds to an
improvement by a factor of 1.6. The error of the transmission measurement was
about 1%. The measurement shows that the proposed calculation scheme works
and can be used for the calculation of the matching FRS-ESR-IM which is the
most important task, as it is explained below.
3.2.3 FRS-ESR-IM (Isochronous Mode) Matching
Ion-optical calculations
In all experiments so far, the same FRS setting has been used for the standard
and the isochronous modes of the ESR. However, the isochronous optics of the
ring is completely different from the standard one, as it can be seen in the left
part of Fig. 3.1. Thus, the mismatch can be worse than for the standard ESR
mode. The mismatching in the transverse space after one turn in the ring is
shown in Fig. 3.7. As one can see, in the vertical direction there is practically no
angular mismatch but the portion of the mismatched beam is much larger. At
the symmetry plane of the ESR there is a large negative dispersion (-7.6 meters),
whereas after the FRS including the injection line there is only a little negative
dispersion (about -1 m). This brings a large mismatch in dispersion.
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Figure 3.7: The comparison between the matched (black) and the mismatched (red) trans-
verse phase space ellipses. The ellipses are shown for the ESR-IM at the symmetry plane of the
ring after one turn. Left and right pictures correspond to the horizontal and the vertical phase
space, respectively. The transverse emittance is assumed to be 15 mm mrad in both planes.
The contour lines represent levels from 10% up to 90% of the maximum of the distribution.
The mismatched beam functions after several turns in the ring are the much
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stronger for the isochronous mode compared the standard mode. One example of
such motion is illustrated in Fig. 3.8. One can see, that the beam in the vertical
plane is practically lost immediately after the injection. Only a part with a small
vertical emittance can survive. Additionally, particles with momentum deviations
which can survive in the horizontal plane will be lost due to high amplitude of
the dispersion oscillations. That means that the longitudinal acceptance of the
ring is strongly reduced. The increased period of the dispersion oscillations in
comparison with the matched dispersion is due to incorrect horizontal betatron
motion, as it was explained above.
433.4mpath length [m]
0
0
1
5
0
-3
6
0
x
[m
m
]
y
[m
m
]
1 2 3 4
Figure 3.8: Calculated evolution of the mismatched beam envelope in x (upper part) and
y (lower part) directions and the dispersion function (yellow curve) with 4 turns in the ESR-
IM. The path length axis starts at the ESR symmetry plane. The transverse emittance was
15 mm mrad in both planes. The dispersion is shown for a momentum deviation of +0.2%.
The dipoles apertures are indicated by cyan boxes.
We note that the discrepancy between theoretical and experimental values of the
ESR-SM dispersion was taken into account during matching calculations. So, the
ESR quadrupoles were slightly re-calculated considering the correct dipole edge
angle. The edge angle of 10.85◦ has been used in former settings and calcula-
tions which has been now verified and amounts to 7.5◦. Nevertheless, updated
calculations cannot fully reproduce the hardware settings of the ESR (marked
”machine” in Table 3.2).
Thus, to perform matching, the shown calculation scheme for the FRS-ESR-SM
matching was used. Those 11 quadrupoles of the FRS (TS4QD21 - TE5QD22,
Name Strength k [ 1
m2
] Difference [%]
Machine Old New Machine/Old Machine/New
E1QS0D/9D -0.47833 -0.49389 -0.47841 3.3 0.0
E1QS1F/8F 0.48406 0.48790 0.47226 0.8 2.4
E1QS2F/7F 0.00122 0.00000 0.00000 100.0 100.0
E1QS3D/6D -0.28459 -0.29994 -0.30709 5.4 7.9
E1QS4F/5F 0.32376 0.34234 0.32729 5.7 1.1
Table 3.2: Quadrupole settings used for the ESR magnets (Machine) and the calculated
values applying two different dipole edge angles of 10.85◦ (Old) and 7.5◦ (New). The difference
between experimental and calculated settings is shown in two last columns.
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Name Strength k [ 1
m2
] Polarity
TS4QD21 0.12069 x-foc
TS4QD22 -0.06063 y-foc
TS4QD31 -0.10521 y-foc
TS4QD32 0.00000 x-foc
TS5QT11 0.36288 x-foc
TS5QT12 -0.20423 y-foc
TS5QT13 0.00012 x-foc
TE5QD11 0.45903 x-foc
TE5QD12 -0.59258 y-foc
TE5QD21 -0.81694 y-foc
TE5QD22 0.59525 x-foc
Table 3.3: The strengths of the FRS quadrupoles, for the matching FRS-ESR-IM.
see Fig. 3.1) were used in the calculations.
It was a challenge to match both transverse and longitudinal beam parameters
at the same time, because of a large beam width in the vertical direction and
a large negative dispersion. Unfortunately, the polarity of the FRS quadrupoles
cannot be changed automatically during experiment. Correspondingly, for the
fast switching FRS between two ion-optical matching modes it was necessary to
keep polarity of the quadrupoles the same way as in the standard mode. The
list of the quadrupoles strengths is presented in Table 3.3. The matching is
graphically illustrated in Fig. 3.9. As can be seen, in order to match the large
negative dispersion in the ring we had to increase the dispersion in the FRS which
limits the momentum acceptance. Presently a focus at S6 was not achieved.
Nevertheless, this setting was successfully used in the FRS-ESR experiment in
April 2007.
Momentum Acceptance Measurement
In the experiment we have used a 64Ni26+ primary beam with an energy of
497.8 MeV/u from the SIS which impinges on a 4011 mg/cm2 thick beryllium tar-
get. The bare primary beam with an energy of 386 MeV/u was injected into the
ring. The momentum acceptance was measured for the mismatched and matched
cases.
During the measurements the magnetic rigidity of the ESR was scanned in a wide
range and the corresponding transmission of the primary beam into the ring was
measured. As before, it was done by comparing the SIS and the ESR currents
measured with beam transformers. In addition, the number of stored particles
has been estimated. It was done via integration of the Schottky noise with the
on-line FFT (Fast Fourier Transform) analyzer. The results of the measurements
for the matched and mismatched FRS-ESR-IM are presented in Fig. 3.10. The
momentum acceptance was defined as a full width at half-maximum (FWHM).
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Figure 3.9: The FRS matched with the ESR-IM. The calculated beam envelope in x (upper
part) and y (lower part) directions and the dispersion (yellow curve) as a function of the path
length. The dispersion is shown for a momentum deviation of +0.2%. The path length axis
starts at the production target position. The transverse emittance of 15 mm mrad is assumed
in both planes. Dipole, sextupoles, horizontal and vertical focusing quadrupole apertures are
shown by cyan, magenta, red and dark blue boxes, respectively. The injection septum and the
kicker are marked in green and black colors, respectively.
The measured results are:
∆p/p (mismatched) = 0.33 %,
∆p/p (matched) = 0.50 %.
The relative improvement for the transmission into the ESR for the matched case
in this experiment is larger than for the mismatched one by roughly a factor of
10. This factor was deduced by the ratio of the corresponding areas in Fig. 3.10:
Smatched
Smismatched
= 9.82± 0.13. (3.1)
Thus, the momentum acceptance and the transmission are significantly larger
for the matched FRS-ESR-IM than for the mismatched case. This is evident for
both the transverse and the longitudinal matching.
3.3 Dispersion Measurement
Besides the transmission measurements during experiments described above, the
dispersion has been measured in the standard and isochronous modes of the ESR.
The primary beam was injected, stored and cooled in the ring. The dispersion
function was measured employing an electron cooled beam and mechanical scrap-
ers installed in the straight section (SC1) and in the arc (SC2) of the ring (see
Fig. 3.1). SC1 scraper acts in the direction from outside of the ring and SC2 has
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Figure 3.10: The experimental measured transmission of the 64Ni primary beam in the
isochronous ESR as a function of the momentum shift of the ring. Red and black distributions
correspond to the mismatched and matched FRS-ESR setting, respectively.
two parts from inside and outside of the ESR. Different voltages applied to the
cooler electrodes shift the position of the circulated beam. This position can be
measured by a scraper moving it slowly into the ring until the beam is lost. The
monitoring has been done applying the standard Schottky noise analysis. The
horizontal beam position x for a cooled beam is:
x ≈ Dxδ. (3.2)
The measurements for both ring’s ion-optical modes have been done for three
values of the cooler voltage corresponding to three different momenta and for
each scraper separately. The error of the beam position measurement was about
±1 mm. It is defined by positions of the scraper where the beam is partially lost
and where it was gone completely.
3.3.1 Dispersion Measurement in ESR-SM (Standard
Mode)
The dispersion function of a stored 400 MeV/u 152Sm primary beam was measured
in the ESR-SM. The measurements have been done with the scrapers moving
from the outside of the ring. The results of the measurements are illustrated in
Fig. 3.11. The dispersion is defined from the slope of the curves and equals:
Dx (SC1) = (1.37± 0.13) m,
Dx (SC2) = (6.11± 0.13) m.
The calculated value for the dispersion in the arc is about 5 m which is not
much different from the experimental one. However, the theoretical value for
the dispersion in the straight section is zero (see for example Fig. 3.1, 3.6). The
reason of the inconsistency between the calculated and the experimental values
was found to be due to a wrong value of the edge angle of the ESR dipole,
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Figure 3.11: The experimental measured horizontal beam position in the ESR-SM as a
function of the momentum shift. Black and dark blue dots correspond to the beam position in
the straight section and in the arc of the ring, respectively. Red lines indicate corresponding
linear fits of the data. The fit parameters are shown in the upper part.
which was used in former times in the ion-optical calculations in MIRKO [56]
and GICOSY [45]. In the input files the edge angle was 10.85◦ but geometrically
it is 7.5◦. This inconsistency was taken into account during calculation the FRS-
ESR-IM matching.
3.3.2 Dispersion Measurement in ESR-IM (Isochronous
Mode)
A 386 MeV/u 64Ni28+ bare primary beam was injected, stored and cooled in the
isochronous ESR. The dispersion was measured in the straight section with the
scraper SC1. In the arc the dispersion was measured independently with inside
and outside parts of the scraper SC2. The dispersion has a large slope in the arc
(see Fig. 3.1), therefore the experimental results of the dispersion measurement
are different since the inside and outside parts of the scraper are not exactly
opposite each other. The results of the measurements are presented in Fig. 3.12.
The measured dispersion is derived from the slope of the curves in Fig. 3.12. The
measured and calculated values are presented in Table 3.4. From the comparison
in the table, one can see that a disagreement between calculated and experimental
isochronous optics of the ESR exists.
Scraper Dispersion [m]
Calculation Measurement
SC1 -7.65 -6.25±0.39
SC2-in 25-29 24.29±1.26
SC2-out 25-29 30.50±1.01
Table 3.4: Calculated and experimental measured dispersion function in the ESR-IM.
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Figure 3.12: The experimental measured horizontal beam position in the isochronous ESR-
IM as a function of the momentum shift. Black dots corresponds to the beam position in the
straight section of the ring. Dark blue and green dots are measured with inner and outer parts
of the scraper SC2. Red lines are linear fits to the data points. The fit results are shown in the
bottom part.
3.4 Velocity Measurement
In reality all individual ions are injected at different γ which do not perfectly
match γt. Additionally, the shortcomings of the isochronous mode such as the
closed orbit distortion, the magnets imperfections, the dispersion mismatching
cause a time spread of ∆T . For example, the calculated time spread due to the
dispersion mismatch can cause about 50 ps for a momentum deviation of 0.12%
(GICOSY calculation [45]). In addition, the stored ions lose energy in the foil of
the TOF detector and thus change their Bρ. This can be seen in Fig. 3.13 where
three isochronicity curves for different m/q are shown. The curve corresponding
to m/q=2.62 has been measured by momentum shifts with a cooler voltages [57].
The other two curves have been calculated assuming that the particles with the
same Bρ have the same paths in the ESR. One can see that the isochronicity
condition is strictly fulfilled only for one m/q ratio in a narrow Bρ range of
about 1.5 · 10−4. Therefore, for evaluation of less isochronous ions one needs to
measure the velocity or magnetic rigidity of each ion in addition to their revolution
frequency since:
(m/q)1
(m/q)2
=
f2 · γ2
f1 · γ1 , (3.3)
where the indices 1,2 correspond to the two different particles.
The Bρ measurement has been realized in the FRS-ESR experiment, where the
high resolution of the FRS is used to determine the Bρ of the injected fragments
(yellow area in Fig. 3.13). This has been done at S2 focal plane via a modified
slit system, that can provide a narrow opening and can be shifted over the whole
Bρ-range. The mass resolving power achieved with such Bρ tagging is about
5 · 105 (σ value) [57] which significantly improved the resolving power obtained
in the previous IMS experiment (mass resolving power less than 105 over all data
with many different m/q ratios) [58].
The time resolution obtained in the IMS test experiment with FRS-ESR facility
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Figure 3.13: Distribution of the resolution time as a function of the relative magnetic rigidity
for three m/q ratios. A selected Bρ window of 1.5 · 10−4 is indicated as a yellow region.
is shown in Fig. 3.14. With open slits the resolution becomes worse for less
isochronous m/q whereas with closed slits it is more constant. The standard
deviation σ of all observed masses compared to well known masses from [59] is
reduced from 631 keV with open slits to 281 keV with closed slits over the full
m/q scale [57]. One can also observe that even for reference isochronous m/q the
resolution improves with slits closed. According to our consideration made above
it can be partially attributed to the reduced transverse emittance of the beam.
At FAIR in the Collector Ring the velocity measurement can be done with a
second TOF detector placed in the straight section of the CR, where the CR is not
isochronous (see below). The distance between two TOF detectors will be about
33 meters. The time-resolution of the present TOF detector was determined
experimentally in the ESR and amounts to about ∆T=50 ps [58]. The velocity
accuracy which we can obtain is ∆v/v ∼ 10−3 for one turn in the ring. For many
turns this leads to an accuracy in magnetic rigidity of ∆Bρ/Bρ ∼ 10−4 [60].
Knowing the complete curve as shown in Fig. 3.13, one can evaluate the revolution
time at exact isochronicity. This method will allow to determine Bρ and avoid
losses of the intensity of exotic fragments, like in a slit system in the FRS-ESR.
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Figure 3.14: Experimental time-of-flight resolution.
39
Chapter 4
Investigation of β-Decay of
Stored Highly-Ionized 140Pr Ions
One of the experimental programs which will profit from the improved transmis-
sion of secondary nuclear beams into the ESR is the investigation of radioactive
decays of bare and highly-ionized ions. This chapter describes an experiment
where the orbital electron capture and β+-decay rates of a nucleus have been
measured for fully-ionized, hydrogen-like and helium-like ions, i.e. with zero, one
and two orbital electrons [61]. A part of this experiment has been performed with
the improved transmission achieved in this work.
4.1 Previous Experiments
The combination of the in-flight fragment separator FRS and the cooler-storage
ring ESR at GSI presents a worldwide unique experimental facility for decay
studies of highly-charged ions. One of the motivations for such studies is that
in astrophysical scenarios of nucleosynthesis the involved ions are partially or
fully ionized. The decay properties of such highly-ionized nuclides can be altered
dramatically. The decay modes which are known in neutral atoms can become
forbidden whereas new ones can be opened up. Indeed this can have a substantial
impact on the nucleosynthesis in hot stellar plasmas which has been extensively
studied theoretically, e.g. in Refs. [62, 63].
Historically, the first experiments with the FRS-ESR facility were performed
employing fully-ionized ions. It is obvious that the electron capture and electron
conversion decays become impossible in the absence of orbital electrons. Thus
the pure β+-decay branch was measured in 52Fe26+ ions stored in the ESR [19].
In another FRS-ESR experiment, the half-lives of isomeric states which mainly
decay via electron conversion were found to be dramatically prolonged [64].
A new decay mode, namely the bound-state β−-decay (β−b -decay), has been ex-
perimentally discovered in bare 163Dy66+ and 187Re75+ ions. In this mode the
emitted electron is captured in the vacant atomic orbitals instead of being emit-
ted to the continuum like in the ”ordinary” β−-decay. Due to β−b -decay the bare
187Re75+ ions decay faster by nine orders of magnitude than neutral 187Re atoms
with a half-life of 42 Gyr [65]. It is important to note that the couple 187Re/187Os
is used as a cosmic clock to determine the age of the Universe. In another exper-
iment the fully-ionized 163Dy66+ nuclei, which are stable as neutral atoms, were
stored in the ESR. Again, the β−b -decay mode becomes energetically possible and
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Figure 4.1: Decay scheme of neutral 140Pr atoms as taken from Ref. [67]. 140Pr atom has a
half-life of 203.4(6) s, a 99% branch to the stable ground state of the daughter ion, a QEC-value
of 3388 keV. The EC part is estimated to be about 49% [68].
the fully-ionized 163Dy66+ nuclei become radioactive with a half-life of 47 days
[66]. This nucleus is located on the astrophysical slow-neutron capture process
of nucleosynthesis (s-process) and has to be considered as a branching point [66].
A first simultaneous measurement of β-decay to the continuum and bound states
in 207Tl81+ ions has been performed at the FRS-ESR recently [20].
In the present experiment the orbital electron capture (EC) and β+ decay rates
have been measured for the first time in hydrogen-like and helium-like ions.
4.2 Experiment
4.2.1 Decay Properties of Neutral 140Pr Atoms
For this experiment we have selected the 140Pr (Z=59) nucleus. The neutral atom
decays with 99.4% to the ground state of 140Ce via a pure Gamow-Teller β-decay
with a change of the nuclear angular momentum by one unit (∆I = 1) and no
parity change [67]. The decay scheme of the neutral 140Pr atoms is shown in
Fig. 4.1. The weak branches to the excited states in 140Ce can be neglected in
our context.
A proton in 140Pr can be converted into a neutron via a weak decay in two ways,
namely via the EC decay whereby a monochromatic electron-neutrino is emitted
(p + e− → n + νe), or via a three-body decay in which the positron and the
neutrino share the decay energy (p→ n + e+ + νe). The ratio of probabilities of
the EC and β+-decay modes depends strongly on the QEC-value and in our case
is about P (EC)/P (β+) ≈ 1.0 [68].
Experimentally, the EC from the K-orbit has been measured for implanted 140Pr
atoms by applying X-ray spectroscopy [68]. The ratios of probabilities of the EC-
decay and β+-decay PK(EC)/P (β
+) of 0.90(8), 0.74(3) and 0.73(3) have been
obtained in experiments described in Refs. [69], [70] and [71], respectively.
On the one hand, the β+ decay rate is expected to be within a few percent inde-
pendent of the degree of ionization. The electron screening and the slightly modi-
fied Q-value changes the β+ rate by less than 3% in fully-ionized ions compared to
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neutral 140Pr atoms [72]. On the other hand, the EC-decay rate depends strongly
on the ionic charge state. In the conventional EC-decay theory [68], the EC-decay
probability is proportional to the electron density at the site of the nucleus which
is mainly the density of s-electrons. The density of the s-electrons from different
atomic shells is inversely proportional to the principal quantum number n to the
third power. Therefore, one expects about 18% smaller EC-decay probability in
helium-like 140Pr57+ ions compared to the EC-decay probability in neutral atoms.
Based on the simple arguments and neglecting a small (about 1%–correction due
to electron-electron interaction) one expects that the EC-decay rate of hydrogen-
like 140Pr57+ ions is about one half of the EC-decay rate of helium-like ions. These
assumptions have been tested in the present experiments.
4.2.2 Production and Separation of Highly-Charged 140Pr
Ions in the FRS
The experimental setup was similar to the one explained in Section 3.2.
Radioactive 140Pr ions have been produced via projectile fragmentation of ∼3·109
152Sm ions/spill, accelerated by the SIS to 508 MeV/u. A thick 1032 mg/cm2
beryllium target has been used. The fully-ionized, hydrogen- and helium-like
140Pr ions were separated in-flight by the Bρ-∆E-Bρ separation method [8] in the
FRS and subsequently injected into the ESR.
The flight time from the production target to the storage ring was a few hundred
nanoseconds. The injection into the ESR was optimized with the primary beam
and the electro-magnetic fields of the FRS-ESR facilities were set at a constant
magnetic rigidity value during the measurements. The magnetic rigidity was
Bρ=7.655 Tm. The fragments of interest emerging from the target have to
match the prepared ion-optical setting. In principle, all fragments within the Bρ
acceptance are transmitted to the ESR.
Applying the Bρ-∆E-Bρ separation method we can easily reduce and further
select the number of nuclear species injected into the ESR. In this case we want
to avoid that the mother nuclei are not contaminated by other fragments. For the
case of the decay studies with hydrogen-like 140Pr ions these are e.g. the helium-
like 140Nd58+ ions. Moreover, in order to obtain the exact number of 140Pr58+
or 140Pr57+ ions decaying via nuclear electron capture to 140Ce58+ or 140Ce57+
ions, respectively, the amount of injected corresponding daughter ions should be
kept as small as possible. A 731 mg/cm2 aluminium degrader was used at S2 of
the FRS (see Fig. 3.1). The first half of the FRS before the degrader was set to
transmit fully-ionized 140Pr59+ ions. By applying this FRS setting, and also using
the slit systems, 140Ce58+ or 140Ce57+ ions cannot be transmitted to the degrader
position.
The atomic charge-state distribution after the production target is very similar
for praseodymium and neodymium and amounts to about 86% in the fully ionized
state, about 13% in the hydrogen-like state, and about 0.5% in the helium-like
state (GLOBAL [73] calculations). The corresponding charge state distributions
after the degrader are also very similar to the ones above (the degrader thick-
ness is well above the equilibrium thickness which is about 255 mg/cm2 [73]).
Thus, setting the second half of the FRS and the ESR on the wanted 140Pr58+
or 140Pr57+, we achieved that the intensity of 140Nd58+ or 140Nd57+ ions, in the
ESR was less than 10−3 of the praseodymium intensity. About 1% contamina-
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Figure 4.2: Stochastic and electron cooling of stored fully-ionized 140Pr59+ ions. Left part:
the water-flow diagram illustrating the intensity as a function of the revolution frequency of the
ions during the stochastic pre-cooling phase (upper panel) and electron cooling phase (lower
panel). Right part: the corresponding momentum distributions of the ions during the differ-
ent cooling phases. The values are the widths extracted from gaussian fits of the revolution
frequency distributions. The scale for the time after injection is common for the left and right
parts of the figure.
tion by hydrogen-like 140Nd59+ ions is expected in the runs aiming at studies with
fully-ionized 140Pr59+ ions. No other fragments that could contribute via atomic
or nuclear decays to the intensities of the investigated ions were transmitted in
these setting.
4.2.3 Cooling of Highly-Charged 140Pr Ions in the ESR
The ions injected and stored in the ESR were electron cooled. The electron
cooling process contracts the phase-space volume of stored beams and the initial
velocity distribution is reduced to typically ∆v/v ∼ 5 ·10−7. Besides the electron
cooling the ESR is also equipped with a stochastic cooling device [74] which pro-
vides fast pre-cooling at a fixed fragment velocity, corresponding to 400 MeV/u,
and allows to access shorter-lived nuclei as demonstrated in previous ESR exper-
iments [75]. This fixed velocity results in a magnetic rigidity of Bρ=7.655 Tm
for the case of 140Pr58+.
The stochastic and electron cooling are illustrated in Fig. 4.2 in the example of
stored fully-ionized 140Pr59+ ions. One can see that in this experiment the overall
cooling process requires about 5-6 seconds.
A dramatic transition in the momentum spread as a function of the number of
stored ions has been found in the ESR [48]. It is illustrated in Fig. 4.3. This
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Figure 4.3: Comparison of momentum spread (1σ-values) for three ions (C6+; Zn30+; U92+)
with an energy of 400 MeV/u cooled by an electron current of 0.25 A. For all ions a strong
reduction of the momentum spread at about 1000 stored ions is evidenced indicating the tran-
sition to an ordered state [48]. The stars represent our present measurements with fully-ionized
140Pr59+ ions. In this way the dependence of the decay constant on the number of ions has
been investigated (see Section 4.4).
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Figure 4.4: Schematic illustration of the Schottky data acquisition system.
transition occurs at beam intensities of about well cooled 1000 stored ions and
is associated with the ordering of the particles. The half-lives determined in the
present experiment have been extracted from the measurements in the region
below this transition. Also, several measurements in the transition region have
been performed to study possible influences.
4.2.4 Half-Life Measurements
The unambiguous identification of cooled 140Pr59+, 140Pr58+ and 140Pr57+ ions
and their decay products has been achieved exploiting the time-resolved Schottky
Mass Spectrometry [76]. It is based on Schottky-noise spectroscopy [77], which
is widely used for non-destructive beam diagnostics in circular accelerators and
storage rings.
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The stored ions were circulating in the ESR with revolution frequencies of about
2 MHz. At each turn they induced mirror charges on two electrostatic pick-
up electrodes. The 30th-31st harmonics of the signals were down-shifted to the
frequency range from 0 to 300 kHz, digitized with a 640 kHz sampling rate, and
stored as 16-bit words on a hard disk for the off-line analysis. A scheme of the
data acquisition system is shown in Fig. 4.4.
FFT is applied to the stored data leading to the revolution frequency spectra.
The frequencies provide information about the mass-over-charge ratios of the
ions [17]. The area of the frequency peak which is the integrated noise power
PSchottky is given by equation [78]:
PSchottky = 2 ·N [κ(f) · q · e · f ]2, (4.1)
where N is the number of stored particles, q is the ionic charge of the stored
particles and e is the elementary charge. κ(f) is a function of the revolution
frequency f which describes the response of the data acquisition system. This
response function takes into account the sensitivity of the pick-ups and the suc-
ceeding electronics [78]. One can see from Eq. (4.1) that the area of the frequency
peak is proportional to the number of stored ions, which is the basis for lifetime
measurements [75]. The very details of the data acquisition system and of the
off-line FFT analysis can be found in Ref. [79] and references therein.
In the EC decay the atomic mass changes but the atomic charge state is preserved.
The frequency difference in this decay reflects directly the QEC-value and equals
to about 270 Hz (30st harmonics of the revolution frequency). The possible atomic
charge changing and nuclear decay channels are illustrated in Figure 4.5 on the
example of hydrogen-like 140Pr58+ and fully-ionized 140Ce58+ ions, the parent and
EC-decay daughter ions, respectively. One can see from this figure that the chain
of decays shown in red can feed the same daughter ions as in the investigated
decay channel. Therefore, the possible contaminating ions were removed from the
ESR by blocking their closed orbits with mechanical slits. The atomic electron
capture in the electron cooler and electron loss in the rest gas of the ESR are
f [kHz] (30thharmonics)
~180 kHz ~180 kHz~270 Hz
Pr
59
140 57+
Pr
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140 58+
Pr
59
140 59+
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140 57+
Ce
58
140 58+
Ce
EC-decay
EC-decay atomic electron loss/or pick-up
atomic electron loss/or pick-up
atomic electron pick-up
β
+
- decay
β
+
- decay
Figure 4.5: Nuclear and atomic decay modes of parent hydrogen-like 140Pr58+ ions and EC-
decay daughter fully-ionized 140Ce58+ ions. The investigated EC-decay channel is shown with
dark blue color. The chains of atomic and nuclear decays which can feed the same daughter
140Ce58+ ions are shown in red. These decay channels would complicate the aimed half-life
measurements. Therefore, closed orbits of the corresponding nuclear species were blocked by
mechanical slits in the ESR, which is schematically illustrated with grey color.
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Parent Daughter Decay Scrapers number of number of
ions ions modes used parent runs
yes/no ions per run
140Pr57+ 140Ce57+ EC, β+ yes 50-150 62
140Pr58+ 140Ce58+ EC, β+ yes 50-1000 20
140Pr59+ — β+ yes 50-3000 19
140Pr59+ 140Pr58+, 140Ce58+ β+ no 1000-3000 2
Table 4.1: Measurements performed in this experiments. The measured parent and daughter
ions are shown in the first and second columns, respectively. The investigated decay modes are
listed in the third column. Usage of the mechanical scrapers (see text) is indicated in the fourth
column. The approximate number of injected parent ions is given in the fifth column. The
number of individual measurements performed in the experiment is given in the last column.
the loss processes that have to be considered in the analysis. For this a series
of measurements on the storage efficiency of the β+-decay daughter ions has
been performed without employing the mechanical slits in the ESR. All these
measurements are summarized in Table 4.1.
4.3 Data Analysis
4.3.1 Uncertainty of Schottky Noise Power
A study of the statistical uncertainties of the Schottky noise power spectra has
been done in Ref. [78]. It has been shown that an amplitude A at a given
frequency point of the power spectrum (Schottky noise) varies statistically from
one FFT record to another and depends on the number of the FFT records nav
that are averaged in order to create a noise power density (frequency) spectrum.
This uncertainty can be expressed by [78]:
σA =
A√
nav
. (4.2)
From Eq. (4.2) follows that the errors of the amplitudes and, thus, of the inte-
grated noise power, are not Poisson distributed. Poisson distribution would mean
that the errors scale as
√
A and that the relative accuracy of the amplitude deter-
mination increases when its value increases. In our case the situation is different,
i.e. the relative uncertainty stays constant even when the measured amplitude
increases.
Here we check whether the hypothesis expressed by Eq. (4.2) is valid for our
measurements. Left part of Fig. 4.6 shows measured intensities of stored ions as
a function of time after injection into the ESR. The intensity here has been chosen
such that a phase transition (see Fig. 4.3) is included into the measurement. It
happens at about 200-300 seconds after the injection.
The data points in the left part of Fig. 4.6 have been fitted with an exponential
decay function. The parameters of the fit are shown in the figure. The resid-
uals from the fit (variance) are shown in the right figure. Blue and red curves
illustrate two statistical hypotheses. It is obvious that the Poisson distribution
does not describe our measurements. The Eq. (4.2) provides a good description
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Figure 4.6: Uncertainties of measured intensities of the Schottky noise power spectrum.
Left part: integrated areas of frequency peaks of stored ions as a function of the time after
the injection into the ESR. The data points are described with the exponential-decay fit which
is indicated by the red curve. Right part: residuals of the fit shown in the left figure. Blue
and red curves illustrate two statistical hypotheses for the distribution of uncertainties of the
measured amplitudes.
and therefore has been used to determine the uncertainties for all measured data
here.
4.3.2 Analysis of the Measured Decay and Growth Curves
An example for the 140Pr58+ + e− → 140Ce58++ νe decay is illustrated in Fig. 4.7,
where 195 subsequent Schottky frequency spectra are plotted as a water-flow
diagram. Each spectrum is averaged over 10.5 s. On the right side of this figure
three examples of spectra from the beginning, from the middle and from the end
of this measurement are shown. It can be seen in Fig. 4.7 that the intensity of
the peak at lower revolution frequency, corresponding to the parent ions 140Pr58+
decreases steadily and that the intensity of the peak at the higher frequency,
corresponding to the lighter daughter ions 140Ce58+ increases. Feeding of parent
and mother ions (in this example these are the 140Pr58+ and 140Ce58+ ions) via
radioactive decays or reactions of other ions has been avoided by blocking the
corresponding orbits in the ESR with mechanical slits. An example of the decay
and growth curves is shown in Fig. 4.8.
Several measurements of the decay of 140Pr59+, 140Pr58+, and 140Pr57+ ions have
been performed. These are summarized in Table 4.1. Decay curves of the parent
ions have been fitted with a first order exponential decay function:
NPr(t) = NPr(0) · e−λt, (4.3)
where NPr(t) and NPr(0) is the number of parent ions at the time t after injection
and at t = 0, the time of injection, respectively. For hydrogen-like and helium-like
140Pr ions, the decay constant λ is the sum of the EC decay constant λEC , the
β+ decay constant λβ+, and the loss constant λloss due to collisions with residual
gas atoms or pick-up of electrons in the electron cooler (λ = λEC + λβ+ + λloss).
The bare 140Pr59+ nuclei can only decay via the β+- decay-mode. Hence, the
measured decay constant is the sum λβ+ + λloss. The growth of the number of
daughter ions from the EC decay of 140Pr58+ into 140Ce58+ nuclei and 140Pr57+
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Figure 4.7: Left part: Schottky frequency spectra at the 31st harmonics of the revolution
frequency taken subsequently as a function of time (195 spectra a´ 10.5 sec). In the EC decay
of hydrogen-like 140Pr, the mass changes by 3.349 MeV/c2 which leads to a small change in
the revolution frequency (∼270 Hz). Right part: three Schottky frequency spectra taken in the
beginning, in the middle and in the end of the measurement (from up to bottom). It can be
seen that the intensity of the line corresponding to the parent ions 140Pr58+ decreases in the
course of time and that the intensity of the line corresponding to the daughter ions 140Ce58+
increases.
into 140Ce57+ ions is determined by the EC rate of 140Pr, whereas the loss of stable
140Ce ions is determined only by λloss. Therefore, we can fit the number NCe(t)
of 140Ce daughters as a function of time t by using:
NCe(t) = NPr(0) · λEC
λ− λloss · [e
−λlosst − e−λt] +NCe(0) · e−λlosst. (4.4)
This equation has been derived, e.g. in Ref. [80].
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Figure 4.8: Decay and growth curves of 140Pr58+ and 140Ce58+ ions as a function of time.
The data points are shown in the laboratory frame and can be converted to the rest frame of the
ions using the Lorentz factor γ = 1.43. The lines represent the fits according to Eqs. (4.3, 4.4).
4.3.3 Survival Probability of β+-Decay Daughters in the
ESR
Two measurements with fully-ionized 140Pr59+ nuclei have been performed with-
out employing the mechanical slits in the ESR (see Table 4.1). These measure-
ments aimed to study the survival probability of β+-decay products, fully-ionized
140Ce58+ nuclei. The ion-optical simulations by the MIRKO code [56] show that
only in case that the nuclei decay in the straight sections of the ESR their decay
products can be stored. This survival probability has been measured.
The closed orbit of the injected and cooled 140Pr59+ nuclei has been modified
such that the decay products lie within the storage acceptance of the ESR. This
modification has been done by slowly changing the voltage applied to the electron
cooler. By doing this, the velocity of the ions is changed which causes the change
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Figure 4.9: Two different measurements of the decay and the growth curves of 140Pr59+,
140Pr58+ and 140Ce58+ ions as a function of time. The data points are shown in the laboratory
frame and can be converted to the rest-frame of the ions using the Lorentz factor γ = 1.43.
Two figures represent two performed measurements. The preparation of the measurement took
8.7 and 7.8 min after injection into the ESR, respectively, which is subtracted from the time
scale.
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in the closed orbit. The measure for the orbit variation is the variation in the
revolution frequency of the ions.
The preparation time has taken 8.7 and 7.8 min for the first and second mea-
surements. After these preparations the decay and growth curves have been
measured for about 30 and 40 min, respectively. An example of the measured
Schottky frequency spectra is shown in Fig. 4.10. In the β+-decay the ionic
charge state changes by one unit which causes a change in revolution frequency
of about 180 kHz (30th harmonics). Two decay channels are recorded simulta-
neously, namely the β+-decay and the atomic electron pick-up in the electron
cooler. The decay and growth curves from both measurements are depicted in
Fig. 4.9.
The analysis of the decay curves from Fig. 4.9 confirms that a small number of
daughter ions is stored after the decay. The survival probabilities of the β+-decay
daughters are 18.8(34)% and 18.3(27)% for the first and second measurements,
respectively. An averaged value for these two measurements is 18.5(21)%. This
means that the decay products can stay in the acceptance of the ring if the decay
occurs on a path length of about 20.05 m. Two straight sections of the ESR are
2 · 18.6 m = 37.2 m long which is about 46% longer than 20.05 m.
4.4 Results
All measurements with mechanical slits in the ESR have presented consistent
results. The averaged values for the λEC and λβ+ decay constants converted to
the rest frame of ions are presented in Table 4.2. The mean loss constant has
been determined to be λloss = 0.0003(1) s
−1, which is within the error bars the
same for the studied charge states of 140Ce and 140Pr.
A possible dependence of the decay constant on the number of stored ions has
been checked with fully-ionized 140Pr59+. Five measurements have been per-
formed which are summarized in Fig. 4.11. No such dependence was observed.
As one can see from Table 4.2, the measured β+ decay rate is within the errors
independent of the degree of ionization. This confirms that the orbital electrons
do not affect strongly the β+ decay rate in 140Pr.
Using the values for the helium-like 140Pr57+ ions we obtain λK/λβ+ = 0.95(8),
which agrees well with 0.90(8) from Ref. [69] and disagrees by about 2.5 standard
deviations with 0.74(3) from Ref. [70] and with 0.73(3) from Ref. [71]. We note
that it is the first time that this quantity could be measured directly in helium-like
ions without the influence of other orbital electrons.
The striking result which contradicts the assumptions made in Section 4.2.1 is
(in spite of the fact that the number of orbital electrons is reduced from two
Ion λβ+ [s
−1] λEC [s
−1]
140Pr59+ 0.00158(8) —
140Pr58+ 0.00161(10) 0.00219(6)
140Pr57+ 0.00154(11) 0.00147(7)
Table 4.2: Measured decay constants in the rest frame of the ions for β+ and EC decays
obtained for fully-ionized, hydrogen-like, and helium-like 140Pr ions.
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Figure 4.10: Right part: the trace of the mother fully-ionized 140Pr59+ nuclei. Left part:
the daughter ions from the β+-decay and the atomic electron pick-up in the electron cooler.
These are the 140Pr58+ and 140Ce58+ ions, respectively. Hydrogen-like 140Pr58+ ions can decay
via orbital electron capture to 140Ce58+ ions which is indicated. The time needed for the
preparation (8.7 min) is subtracted from the time scale.
in 140Pr57+ ions to only one in 140Pr58+ ions) that the EC-rate increases by a
factor of 1.49(8). Moreover, the half-life of 140Pr58+ with a single orbital electron,
T1/2 = ln(2)/λ = 3.04(9) min, is even shorter than the half-life T1/2 = 3.39(1)
min [67] of the neutral 140Pr0+ atoms with 59 orbital electrons.
This result can be explained by taking into account the conservation of total
angular momentum of the nucleus-lepton system.
In the initial state (i), the total angular momentum Fi of a
140Pr nucleus with
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Figure 4.11: Dependence of the decay constant of fully-ionized 140Pr ions on the number of
stored ions. The data points are the same as in Fig. 4.3. The gray band represents the averaged
mean value and the 1σ error bars. The obtained value of λ = 0.00139(5) s−1 corrected for the
atomic losses and transferred into the rest frame of ions amounts to λ = 0.00156(7) s−1 which
is in perfect agreement with the value for fully-ionized 140Pr ions in Table 4.2.
spin Ii = 1 and a single bound K-electron with spin s = 1/2 can have two
values of the hyperfine states, Fi = Ii − s = 1/2, if the spins of the nucleus and
the electron are anti-parallel, or Fi = Ii + s = 3/2 if the spins are parallel, as
schematically illustrated in Fig. 4.12. In the final state (f), however, the total
angular momentum can have only one value, Ff = 1/2, which is the sum of the
zero angular momentum of the 140Ce nucleus If = 0 [67] and of the spin s = 1/2
of the emitted electron-neutrino. Hence, only transitions from the Fi = 1/2
hyperfine state can contribute to the decay to the final state. The decay from
the Fi = 3/2 state would require that the emitted neutrino carries away two
units of orbital angular momentum, which corresponds to a much slower (twice
forbidden) β-decay.
In conventional EC theory, the probability of EC-decay is proportional to the
electron density at the nucleus. In the limit of high temperature, in which the
hyperfine spitting can be neglected, this probability for hydrogen-like ion, P 1e
−
EC ,
is just one half of the probability for helium-like ion, P 2e
−
EC : P
1e−
EC = 0.5 · P 2e−EC .
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Figure 4.12: Left part: illustration of the EC decay of hydrogen-like 140Pr58+ ions to bare
140Ce58+ ions. Right part: illustration of the EC decay of helium-like 140Pr57+ ions to hydrogen-
like 140Ce57+ ions. Possible orientations of the spins of the nucleus and leptons are indicated.
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This is the result of having only one electron in the K-orbit instead of two. This
probability can be rewritten taking into account hyperfine structure:
P 1e
−
EC =
2F1 + 1
[(2F1 + 1) + (2F2 + 1)]
· P F1EC +
2F2 + 1
[(2F1 + 1) + (2F2 + 1)]
· P F2EC , (4.5)
where the P F1EC and P
F1
EC are the EC rates from the states with total angular
momentum F1 and F2, respectively. (2F1 + 1) and (2F2 + 1) are the number of
sub-states corresponding to the states with F1 and F2, respectively.
Let F1 = I − 1/2 and F2 = I +1/2. From Eq. (4.5) and taking into account that
P F2EC = 0 we obtain:
P 1e
−
EC =
2I + 1
2F1 + 1
· P 2e−EC (4.6)
Thus, having only one decaying F1-state, we can conclude that the EC-rate de-
pends on the ratio of the nuclear and atomic statistical weights (2I + 1) and
(2F1 + 1). In the case of
140Pr having I = 1 and F1 = 1/2, the EC rate of
hydrogen-like ions should be 1.5 times larger than in that of helium-like ions,
which agrees well with our experimental result 1.49(8). The detailed theoretical
description of our findings is given in Ref. [81] which provides a general study of
electron capture in hydrogen-like and helium-like ions.
The discussion above requires that 140Pr are stored in the pure quantum state
with Fi = 1/2. This assignment to the lowest hyperfine state of
140Pr58+ follows
from the positive magnetic moment µ of 140Pr which has been deduced from the
known magnetic moments of the neighboring odd-A nuclei of about +2.5 µN .
For hydrogen-like 140Pr, the relaxation time for the upper hyperfine state to the
ground state (τ ≈ 0.03 s) is much shorter than the cooling time [82].
Electric and magnetic fields in the ring can, in principle, lead to a repopulation of
the upper hyperfine level. Such a repopulation, however, has not been observed
in ESR experiments [83]. Thus, 140Pr58+ ions are dominantly stored in the pure
Fi = 1/2 quantum state.
This effect in orbital electron capture has been measured here for the first time.
Being important for highly-ionized ions it can be of profound impact for nucle-
osynthesis calculations which involve such ions.
On this line we would like to discuss what happens if a nucleus has a negative
magnetic moment µ < 0. In this case the lower hyperfine state of the hydrogen-
like ion is Fi = Ii+s. For instance, for hydrogen-like
64Cu ions (µ = −0.217(2) µN ,
Ii = 1) [84] the ground state is Fi = 3/2 and it does not decay by an allowed
EC-decay to the ground state of 64Ni (If = 0). The decay scheme of neutral
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Figure 4.13: Left part: known decay scheme of neutral 64Cu ions. Right part: illustration of
the EC decay of the hydrogen-like 64Cu28+ ions to bare 64Ni28+ ions.
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atoms and the illustration of the EC decay of the hydrogen-like 64Cu28+ ions to
bare 64Ni28+ ions are given in Fig. 4.13. It is proposed to study in the ESR the
decay modes of hydrogen-like and helium-like 64Cu28+ ions [85].
54
Chapter 5
Isochronous Mode of the Future
Collector Ring (CR)
5.1 Collector Ring
The Collector Ring is a planned storage ring with fourfold symmetry with two arcs
and two straight sections and a total circumference of 213.65 meters. The present
lattice consists of 24 identical 15◦ sector magnets and a set of 12 quadrupole
families (44 quadrupoles in total) to fulfill first-order focusing conditions. For
the correction of second-order aberrations 7 sextupole families (28 sextupoles in
total) will be installed. The present layout of the CR is shown in Fig. 5.1.
The CR is designed for fast stochastic cooling of rare nuclei (RIB mode) as well
as of antiprotons (PBAR mode). Additionally, the CR will be operated in the
isochronous mode as a time-of-flight mass spectrometer for very short-lived nuclei
(T1/2 > 20µs). The technique for mass measurements in the isochronous ring has
been developed at the ESR [18]. All CR modes will be operated up to maximum
magnetic rigidity of 13 Tm [29].
Unfortunately, the ESR was not designed to be an isochronous ring. Therefore,
its isochronous mode has some disadvantages which are taken into account and
will be eliminated in the CR. First of all, the CR optics has been selected espe-
cially to operate in the isochronous mode in first and higher orders. Secondly, the
transverse and momentum acceptance will be larger than in the ESR. Thirdly,
the injection line has been developed in details to avoid possible losses [29]. For
example, the fringe fields of the ring dipole magnets will not disturb the trajecto-
ries of the incident beams. Three injection septa will be installed instead of one
in the ESR. Also, three full-aperture kickers instead of one half-aperture kicker
as used in the ESR. Finally, the CR will be achromatic at its straight sections,
which is advantageous and improves the isochronicity in addition. The achroma-
tism will also lead to a better time-of-flight resolution, since the TOF detectors
will be installed in one of straight sections.
This part of work is devoted to the investigation of the CR in the isochronous
mode. Further on in the text, we will omit the word ”isochronous”, because we
concentrate always the isochronous mode of the Collector Ring.
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Figure 5.1: The layout of the CR. Different types of magnets are marked in different colors.
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septa and kickers are marked by green and black boxes, respectively.
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5.2 Calculation of the Isochronous Mode
5.2.1 Transition Energy Requirement
The aim of the IMS in the CR is to measure masses of a large region of short-lived
exotic nuclei [60].
In the standard RIB mode of the CR the transition energy will be γt = 2.7.
However, the maximum Bρmax = 13 Tm limits the particle energy to values
corresponding to γ = 2.32 for neutron deficient nuclei (m/q ≈ 1.99) and γ = 1.66
for very neutron rich nuclides (m/q ≈ 3.15). Therefore, the isochronous condition
(see Eq. 2.61) can be fulfilled only by a significant reduction of the value of γt.
The first isochronous settings have been calculated to be at the transition energy
of 1.84 with transverse acceptance of 100 mmmrad in both planes and momentum
acceptance of 1% [29, 86, 87]. However, this γt allows the measurements of mass-
to-charge ratios only up to m/q = 2.71 at the maximum Bρmax = 13 Tm [88]. To
expand the mass region it is necessary to reduce the transition energy further and
while keeping the maximum magnetic rigidity. In Table 5.1, different possibilities
are presented and in Fig. 5.2 they are shown graphically.
Further reduction of γt leads to an increasing dispersion function, and corre-
spondingly, to a limit in the transverse and longitudinal momentum acceptance
of the ring.
Here, we describe the features of the isochronous mode which presently have
been investigated for the setting γt = 1.84. New settings with smaller γt are in
progress.
m/q γt
2.70 - 2.71 1.835 - 1.840
2.91 - 2.92 1.743 - 1.750
3.13 - 3.14 1.662 - 1.668
Table 5.1: Range of the mass-to-charge ratios in dependence of the transition energy at the
constant magnetic rigidity Bρmax = 13 Tm.
5.2.2 First-Order Calculation
Usually the starting point of an ion-optical lattice calculations is chosen at a
symmetric point, where the phase space ellipses are assumed upright i.e. αx(0) =
αy(0) = 0. In case of the CR the symmetric point has been chosen in the middle
of the Q-01 quadrupole (see Fig. 5.1).
Detailed first-order calculation of the isochronous setting has been performed
with the ion-optical codes GICOSY [45] and MIRKO [56]. All 12 quadrupole
families have been tuned in a special way to keep the beam inside the magnet
apertures and to fulfil the following basic requirements:
1. Isochronous condition (see Eq. 2.61).
2. Betatron functions periodicity (see Eq. 2.28).
3. Dispersion function periodicity and achromatism
(see Eqs. 2.36, 2.16).
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4. Stability criterion (see Eq. 2.32).
Additionally, special requirements to the beam size at certain positions along the
ring have been taken into account:
• Beam diameter at the TOF detectors position has to be less than 100 mm,
because of the technical timing performance.
• For better deflection of the incoming beam to the central orbit of the ring
the horizontal phase advance between the injection septum (IS-3) and the
injection kicker (IK-2) has to be as close as possible to 90◦.
Calculation Results
The calculated quadrupole strengths were varied in the range:
k ∈ [−0.65; 0.42]
(
1
m2
)
.
The transverse acceptance of 100 mm mrad has been achieved in both planes.
The calculated β-functions and the dispersion are shown in Fig 5.3 As one can
see the dispersion function has the double peak in the center of the arc, which is a
result of the middle y-focusing quadrupole (Q-12) and two neighboring x-focusing
quadrupoles (Q-11 and Q-10). Such dispersion shape leads to the isochronous
setting with an available momentum acceptance of ± 0.67%.
The beam diameter at the TOF detectors position amounts to 74 mm in the
horizontal plane and 69 mm in the vertical plane.
The phase advance between the injection septum and the injection kicker amounts
to about 70◦ that is acceptable for injection.
The calculated betatron tunes in the CR are:
Qx = 3.6089, Qy = 4.3058. (5.1)
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can be easily calculated by using Eqs.( 2.11, 2.24).
The dependence of the revolution time on the momentum spread of the stored
particles in the ring is shown in Fig. 5.4. Its detailed analysis has been done
with GICOSY code. One can see that the isochronous condition is fulfilled in
first-order approximation. However, the isochronicity curve has still a second
order contribution (∆T/T )max = 2.8 ·10−5, which can be corrected by sextupoles
installed in the arc of the ring.
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Figure 5.4: The revolution time as a function of a momentum deviation in the standard RIB
mode (black curve) and the isochronous mode (blue curve).
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5.2.3 Higher-Order Correction of the Isochronicity
The correction of second-order contributions to the isochronicity can be done by
a minimization of the main term (t|δδ), see Eq. (2.100). This has been performed
with one sextupole magnet installed in the ring where dispersion function has its
maximum. In Fig. 5.5 two curves describing the isochronicity are shown. One
can see that the isochronicity curve with sextupole corrections has only a very
small third-order contribution of (∆T/T )max = ±6.7 · 10−7.
A third-order contribution can be corrected by a minimization of the (t|δδδ)
term of the third-order transfer matrix. This can be easily performed with one
of the two octupole corrector families (Oct-1 and Oct-2), which will be installed
inside of the two quadrupole families Q-09 and Q-11 [89], see Fig. 5.1. In our
calculations the correction has been performed with a weak Oct-2 family (k ∼
5 · 10−3 [1/m4]) installed, where the dispersion function is large. In Fig. 5.6 two
calculated isochronicity curves are shown. The curve with octupole corrections
has a negligible fourth-order contribution to (∆T/T )max ∼ 10−13.
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Figure 5.6: The isochronicity curve with sextupole correction only (red curve) and octupole
correction in addition (green curve).
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5.2.4 Chromaticity Correction
The quadrupoles in the arcs are not strong and, correspondingly they do not
create a strong natural chromaticity (ξ0x, ξ0y). However, it still needs to be
corrected. It can be easily done by two sextupole families installed in the arcs of
the ring where β-functions are large. Still, it is difficult to correct chromaticity
in both planes and (t|δδ) term at the same time in most of the ion-optical codes,
but can be done with GICOSY.
The βx is small over almost the whole arc of the CR in comparison with βy, and
sextupole Sex-1, which is the best candidate for the ξ0x correction, should be
made strong (k ∼ 0.5 [1/m3]). Therefore, a strong Sex-1 family would enhance
the nonlinearity of the isochronicity, which is more important to correct than ξ0x.
Thus, only second-order isochronicity (t|δδ) and vertical chromaticity ξ0y have
been corrected, by using weak Sex-5 and Sex-6 sextupole families (|k| ∼ 0.02;
0.03 [1/m3]).
The second order chromaticity has also been calculated. The calculations have
been done according to the method proposed in Ref. [90], the details can be found
in appendix A.
5.2.5 Working Point
The betatron tunes (Qx, Qy) define the working point of the ring. Due to the
momentum spread the working point is enlarged in the tune diagram and can
thus cross a resonance, which would cause the loss of the circulating beam.
Fortunately, in case of the isochronous CR we do not need to store beam for a long
time (several hundred microseconds for an exotic fragment beam). Therefore,
only the lower order structural resonances are dangerous. In Fig. 5.7 the tune
diagram with resonances up to 4th order is presented. The black curve shows
the tune deviations in the case of not corrected chromaticity. One can see, that
it crosses 2nd, 3rd and 4th order resonances.
The red curve corresponds to the case of corrected vertical chromaticity. There
is practically no vertical tune shift (∆Qy ≈ 0.013). However, due to uncorrected
horizontal chromaticity the red curve traverses 4th order resonance for a large
momentum spread of ∆p/p ≈ 0.6%. As it will be shown later, the IMS at such
large momentum deviation is inaccurate, therefore, crossing of this resonance
should be avoided.
If we nevertheless correct the horizontal chromaticity in addition, than the work-
ing line does not cross the resonances up to 4th order. Still, due to strong
sextupoles it transforms to the second order curve, which is marked by green
color in Fig. 5.7.
In practice, however, one has to start with weaker sextupoles, since strong sex-
tupoles influence negatively on the isochronicity.
5.2.6 Influence of Chromaticity on Isochronicity
So far, we considered only the influence of the longitudinal component of the
motion on the revolution time described by Eq. (2.100). However, one has also
to take care about the influence of the transverse motion.
The CR is a first-order achromatic ring, therefore the revolution time is indepen-
dent of the transverse motion in first-order, as it is described by Eq. (2.99). But
61
3.5 Qx
4.0
4.0
Q
y
4.5
n=3
n=4
n
=
4 n=
3
n
=
4
n=4
n
=
4
n=4
n=3
n
=
3
n=2
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the contribution of the second-order is already not zero.
Let us consider the horizontal second-order matrix coefficients describing the
time:
(t|xx)s ≡ (t|xx)
t
, (t|aa)s ≡ (t|aa)
t
, (t|xa)s ≡ (t|xa)
t
, (5.2)
where the index s means the position at the orbit normalized by the total time-
of-flight t. They fluctuate with the number of revolutions in the ring and after
many turns average out. (t|xa)sxa always becomes negligible and (t|xx)sx2 and
(t|aa)sa2 become constant in the limit of many turns since we deal with a matched
beam. The first two coefficients in Eq. (5.2) can be written in the following form:
(t|aa)sa2 + (t|xx)sx2 = −4πλεQ0ξ0
n
, (5.3)
where λ is a constant of inverse velocity dimension [42, 43] and n is the number
of turns.
The aim is to reach a regime where the relative contribution to the revolution
time becomes very small after many turns. This can be done by the sextupole cor-
rection of the chromaticity. This correction leads to the second-order achromatic
system [91, 92]. In case of the second-order achromat Eq. (5.3) turns to
(t|aa)sa2 = −(t|xx)sx2. (5.4)
Thus, the contribution to the revolution time by these aberrations in the limit
of many turns is compensated. The same is true in the vertical direction. The
detailed calculations are presented in appendix B.
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For the given CR lattice only the vertical chromaticity is corrected, therefore
Eq. (5.4) is valid only for this case. In Fig. 5.8 an example of the distribution
of the second-order time transverse matrix elements with the number of turns
in the ring is shown. It can be easily seen that the relative contribution of the
aberrations (t|xa)sxa and (t|yb)syb becomes zero. The contribution of the aberra-
tions (t|yy)sy2 and (t|bb)sb2 become equal and approaches zero. The contribution
from (t|xx)sx2 and (t|aa)sa2 becomes equal at a constant value. This equality is
reached after many turns in the ring and can be explained by the mirror sym-
metry. Whether this equality is a general property of any symmetric ring or a
specific feature of the CR should be investigated in future.
Therefore, a correction of chromaticity becomes even more important since it
allows to correct the transverse contribution to time difference. It is an advantage
of the large dispersion in the isochronous mode that one does not need to use
strong sextupoles for the corrections. For a precise mass measurements this
means that many turns (N > 10) are needed to avoid systematic errors which
could be introduced otherwise. The calculation with sextupoles shows a possible
improvement compared to the limit given by Eq. (2.95) which does not consider
the transverse particle motion in higher-orders.
5.3 Analysis of Revolution Frequency
5.3.1 Monte-Carlo ISOCHRON Code
Eq. (2.85) gives the analytical determination of the relative frequency variation in
an isochronous ring. In practice, it is difficult to calculate precisely terms, which
correspond to linear and nonlinear imperfections. An accurate description can be
done numerically by tracking particles in the ring using Monte-Carlo methods. A
special code, ISOCHRON, has been written to calculate the frequency spectrum
of particles in the isochronous ring taking into account the nonlinear behavior
of magnetic fields in all magnets including fringe field effects and closed orbit
deviations [88, 93]. To analyze the frequency spectrum, this code calculates
numerically the path lengths of all particles turn by turn (see Eqs. 2.45, 2.46):
L = L0 +∆L =
n∑
i=1
(xi − xi−1)2 + (yi − yi−1)2 + (1 + hxi)2(si − si−1)2, (5.5)
where L0 is the path of the reference particle and n is the number of calculation
steps along the longitudinal coordinate over one revolution in the ring. The
revolution frequency and velocity of a certain particle are calculated with respect
to the reference particle according to Eqs. (2.55, 2.62).
The path length varies due to different magnet field imperfections. The informa-
tion about all of these errors is associated with particle coordinates x, y, which are
calculated by tracking particles through the ring lattice. In the code the lattice is
considered in detail. All dipole and quadrupole fields are described by first-order
matrices. A series of elements is represented by the product of matrices. All mul-
tipoles are introduced as thin nonlinear lenses. This approximation is tolerable
since multipoles are usually weak compared to the normal elements. Such a thin
lens keeps the transverse coordinates of a particle unchanged, while their effect
on the transverse momentum of an ion is considered (kick-approximation). Thus,
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Figure 5.8: Evolution of the relative time difference due to the transverse matrix elements as
a function of the number of turns in the CR.
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phase space is conserved when passing through a thin multipole. The beam is
generated with a homogenous or Gaussian distribution according to the momen-
tum spread and the initial transverse acceptance of the ring. The time-of-flight
of each particle is calculated turn by turn.
Multipole Expansion
The expansion for the field error in a magnet can be written in terms of normal
and skew multipole coefficients (bm, am) in cartesian coordinates as [32]:
∆B = ∆(By + iBx) = Bmain
∞∑
m=0
(bm + iam) ·
(
x+ iy
r0
)m
, (5.6)
where r0 is a reference radius for the multipole expansion. A useful choice for r0 is
the largest conceivable deviation of beam particles from the design orbit. Bmain is
the magnitude of the main field component of the magnet. The subscript m = 0
refers to a dipole, m= 1 to a quadrupole and so on. The multipole coefficients
are the relative field contributions of the mth multipole to the main field at r0.
In our code, the skew coefficients am are neglected so far. The integrated normal
2(m + 1) polar strength kmLeff is related to the normal multipole coefficient bm
as:
kmLeff =
Leff
Bρ
(
∂mBx,y
∂xm
)
x,y=0
= u0,1 · bmm!
rm
0
, (5.7)
where u0 for the main dipole and u1 for the main quadrupole are:
u0 =
BmainLeff
Bρ
, u1 = kr0Leff, (5.8)
and k is the quadrupole strength described by Eq. (2.9). Leff is the effective
length of the magnet.
For a given CR magnet, the multipole coefficients bm are computed in the follow-
ing way:
bm = bmM + σgaussbmR, (5.9)
where bmM and bmR are classified as a systematic (due to the design of the mag-
net) and random errors. σgauss denotes numbers obtained with a random number
generator assuming that their distribution is normal. The systematic coefficients
are the field components of higher-order than the main field of the magnet. They
are present in all magnets with a common core design. In our code, the cal-
culations of bmM are based on the magnet design and are considered up to 9th
order [89]. The random errors are neglected so far.
Fringe Fields
Since large aperture quadrupole magnets (diameter = 40 cm) will be installed
in the CR, their fringe fields become significant and have a serious influence on
the particle orbits passing through them at large angles. In our code the fringe
fields of the quadrupoles are calculated according to the theoretical algorithm
described in Ref. [94]. It is shown there that the quadrupole fringe field gives
the beam two octupole-like transverse kicks proportional to the third-order trans-
verse magnetic field components of the series expansion. First kick acts in the
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Figure 5.9: Calculated frequency spectra for two beams with emittances of 10 and 100 mm
mrad. f0 is the reference frequency of 1.2 MHz.
same direction as the quadrupole field, but the followed one acts in the opposite
direction. These kicks are cancelled out for paraxial trajectories but give a net
focusing to trajectories passing through with an angle.
5.3.2 Influence of Transverse Acceptance
Particles away from the central orbit perform betatron oscillations which usually
cause the path length to increase. Thus, these ions will have a longer time-of-
flight. It is proportional to the transverse emittance, which is defined by the
acceptance. To investigate only the influence of the acceptance on the revolution
frequency, the CR has been considered to be ideally isochronous, i.e. without
chromaticity, magnet errors and closed orbit distortion (only <χβ > term in
Eq. 2.86 is nonzero). The second-order of the isochronicity is corrected by one
sextupole family (Sex-5) installed in the position with the highest dispersion. In
this case the momentum spread has practically no influence on the width of the
frequency peak.
In Fig. 5.9 the calculated frequency spectra of two beams differing only by their
emittances are shown. One can see that the width of the frequency peaks increases
but also the mean value shifts. The latter fact is of even larger importance for
mass measurements since they are based on the mean frequency determination
and, therefore, can cause systematic errors that cannot be improved by better
statistics. The shift of the mean frequency for an emittance of 100 mm mrad is
about 10 Hz.
The frequency width increases linearly with the beam emittance. The dependence
on the emittance is shown in Fig. 5.10. In the simulations we have used a beam
of 100 particles of the same species which were tracked for 100 turns. The emit-
tance was changed simultaneously in horizontal and vertical planes. The linear
dependence of the frequency spread on the emittance is understood. The path
length deviation and consequently the revolution frequency depends quadrati-
cally on the amplitude of the betatron oscillations, which is directly related to
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Figure 5.10: Relative spread in frequency as a function of the beam emittance. The change
of the slope for very large emittances is due to particle losses.
the emittance via the Twiss parameters (see Eqs. 2.69, 2.70, 2.91).
The transverse acceptance directly influences the mass resolving power. The
calculated mass resolving power of the CR for different emittances and the one
calculated analytically by Eq. (2.97) are presented in Fig. 5.11. For latter calcu-
lations we have used the following parameters:
• Transverse acceptance in both planes: ε̂f = 100 mm mrad.
• Linear transition energy: γt0 = 1.84.
• Average γ-function: <γf>= 0.55.
One can see that the analytical prediction is in good agreement with Monte-Carlo
simulation. From Fig. 5.11 one can deduce that for a mass resolving power of
about 105 the CR transverse acceptance must be limited to 10 mm mrad. The
presented frequency resolving power was defined as:
R =
f
δf
, (5.10)
with δf = 2·FWHM of the frequency distribution.
5.3.3 Influence of Closed Orbit Distortion
Even the best magnets cannot be made with perfect field distribution and cannot
be perfectly aligned in the lattice. Thus, magnet misalignments and field errors
are always existing. Such errors are distributed around the ring and cause dis-
tortions of the closed orbit. This closed orbit distortion leads to a deviation of
a particle from its ideal path and may have a strong influence on the frequency
resolution.
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Carlo simulation.
Influence of Misalignments
The influence of misalignments has been simulated considering the ideally
isochronous CR and with nonzero <χcod> term in Eq. (2.86) in addition. In
the simulations we assumed that initial coordinates of particles are shifted si-
multaneously in both horizontal and vertical directions at the symmetric plane
of the CR. 100 particles of the same species filling an emittance of 40 mm mrad
were tracked in the ring for 50 turns. The result of the calculation is shown in
Fig. 5.12. One can see that in order to reach a frequency resolution of 2 · 10−6
the initial shift leading to a closed orbit distortion must not exceed the value of
1 mm. To satisfy this condition the accuracy of alignment of the magnets in the
CR should stay in the following limits [89]:
• The tilt of the axis has to be less than ± 0.5 mrad in both transverse and
longitudinal directions.
• Misalignments: ∆x = ∆y = ± 0.2 mm, ∆s = ± 0.5 mm.
These values have been confirmed by simulations with the MAD-X code [95],
which predicts that after the correction the closed orbit deviation will not be
larger than 1 mm for the CR. The tolerances described above are conservative
and can be achieved with the present technology [93].
Power Supply Ripple
The current ripple of magnets gives an additional contribution to the orbit de-
viation which is important to consider. The estimation has been made with
the MAD-8 code [96]. The algorithm of the simulation is the following: the
closed orbit distortion is excited by ”switching on” misalignments of dipoles and
quadrupoles. Then the field errors of magnets are switched on. The dipoles have
a correlated ripple because they will be on the same power supply, which is also
the case for each family of quadrupoles. The closed orbit deviation is recorded
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Figure 5.12: Dependence of the frequency spread on the initial horizontal and vertical dis-
placement of the orbit at the symmetric plane of the CR.
in both cases by 18 beam monitors which are planned to be installed around the
perimeter of the CR [89]. The difference in distortions ∆xk corresponding to the
ripple is calculated for each beam monitor. The procedure of exciting a closed
orbit is repeated 1000 times with random parameters. The misalignments and
relative field errors follow a Gaussian distribution with a cut off at 2.5 standard
deviations. Finally, the root mean square of 1000 ∆xk values for each monitor is
taken, and then an arithmetic mean deviation of all 18 beam position monitors
is deduced:
Zxk =
√√√√ 1
n
n∑
i=1
(∆xki)2; <Zx>=
1
m
m∑
k=1
Zxk, (5.11)
where n = 1000, m = 18.
The calculations have been performed also for the closed orbit deviation in the
vertical plane. The results of the ripple for several values of the relative field
errors of the dipole and quadrupole magnets (∆B/B) are presented in Table 5.2.
It can be easily seen that the closed orbit is excited mostly in horizontal direction.
This effect is due to dipole field errors which give the largest contribution to the
horizontal closed orbit deviation. Their effect on the vertical distortion is basically
negligible.
The given results of the closed orbit deviation for different relative field errors have
been used in the ISOCHRON code to predict changes in the revolution frequency
spread. The simulation has been performed in the same way as described above.
The transverse emittance has been chosen to be only 0.1 mm mrad in both planes
to avoid the influence on the frequency spread. The result of the simulation is
presented in Fig. 5.13. For the relative field error ∼ 1 · 10−4, which is the present
accuracy of the magnet manufacturing of this gap size the frequency resolution is
around 2.3 · 10−8. This means the effect of the ripple on the frequency resolution
is tiny.
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∆B
B
[10−4] <Zx> [mm] <Zy> [mm]
0.1 0.16 0.00
0.5 0.82 0.01
1.0 1.63 0.02
2.0 3.27 0.04
3.0 4.90 0.06
4.0 6.54 0.07
5.0 8.17 0.09
6.0 9.81 0.11
7.0 11.44 0.13
8.0 13.08 0.15
9.0 14.72 0.17
10.0 16.35 0.19
Table 5.2: Closed orbit deviation in horizontal and vertical directions due to the ripple of the
dipoles and quadrupole magnets.
5.3.4 Influence of Nonlinear Fields
In a storage ring with large acceptance the nonlinearities associated with the mo-
tion of particles at large betatron amplitudes and with large dispersion can play
an important role. Chromatic effects change the betatron tune and nonlinearities
can alter the path length significantly. The variation of the dispersion in higher
orders is a critical parameter in a storage ring for TOF mass measurements since
it leads directly to the path length variation and therefore reduces the frequency
resolution as described by <ψδ> term in Eq. (2.86).
The main contribution to nonlinear fields is given by field imperfections of the
dipole and quadrupole magnets. The second most important contribution in
the dispersion variation comes from the fringe fields of the CR large aperture
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Figure 5.13: Distribution of the revolution frequency spread as a function of the relative
field errors of the dipole and quadrupole magnets. The red arrow indicates the magnetic field
quality for the present CR.
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Black curve: without field errors and without higher-order corrections. Blue curve: with the
effect of field errors but without fringe fields. Red curve: Only the influence of the fringing
fields without field errors. Green curve: With all field errors and fringe fields and a correction
by sextupoles and octupoles.
quadrupoles (diameter = 40 cm). The influence of these effects is shown in
Fig. 5.14. As one can see the field imperfections lead to a strong sextupole
component changing the value of γt for different momenta. At very large relative
momentum spread also octupole and higher-orders become visible. The octupole-
like component of the fringe fields of the quadrupoles is clearly visible in the
graph. In both cases the γt – curve would be not sufficient to perform a good
mass measurement.
To control the nonlinear dispersion function a special correction scheme is needed.
The effect of the field imperfections can be compensated by using three indepen-
dent families of sextupoles installed in the arcs of the ring. Fortunately, the
fringing field effects act in the opposite direction as compared to the nonlinear
field errors of the magnets. In order to correct them one has to use two families
of octupole correctors. From Fig. 5.14 one can see that sextupole-octupole cor-
rection can reduce the deviation of γt from γ over a wide range of the momentum
acceptance.
5.3.5 Mass Resolving Power in View of All Errors
To summarize all effects on the frequency resolution a series of simulations has
been performed. A linear (without any error) and a nonlinear (includes all errors
described above) CR lattices have been considered. However, the contribution
of the mixing terms <χmix> and <χβδ> was not considered separately so far.
One should note, that their influence is weaker with respect to the leading terms
in Eq. (2.86). Their effect on the revolution frequency and the mass resolving
power should still be investigated in future.
In simulations we assumed a beam of one species with a momentum deviation of
± 0.5% and transverse emittance of 10 mm mrad. The result of the simulations
is presented in Fig. 5.15. One can see that the nonlinear lattice without any
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Figure 5.15: Calculated frequency spectra for one particle species in the CR. f0 = 1.2 MHz is
the reference frequency. The transverse emittance is 10 mm mrad and the momentum spread
is ± 0.5%.
Black curve: linear lattice. Red curve: nonlinear lattice (up to 9th order) without corrections.
Blue curve: nonlinear lattice with sextupole-octupole corrections.
higher order correction has a very strong effect on the frequency width which will
definitely result in a low mass resolving power. It can be seen that the applied
sextupole-octupole correction scheme reduces the influence of nonlinear effects
on the frequency spread approaching the width similar to the linear case.
Finally the dependence of the mass resolving power on the transverse emittance
has been considered, see Fig. 5.16. As can be seen, the nonlinear effects reduce
the mass resolving power by a factor of about 10 in comparison to the linear
lattice. The sextupole-octupole correction rather improves the situation and the
nonlinear case becomes closer to the linear one.
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Figure 5.16: Mass resolving power as a function of the CR acceptance.
Black curve: linear lattice. Red curve: nonlinear lattice (up to 9th order). Blue curve: non-
linear lattice after sextupole-octupole corrections. The momentum spread is ± 0.5% for all
cases.
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5.4 Super-FRS-CR Matching
As one could see in the example of the FRS and the ESR, the beam matching
between the fragment separator and the storage ring is an essential part for suc-
cessful experiments. In this section the beam matching between the Super-FRS
and the isochronous CR is calculated. The coupled system has been investigated
with a Monte-Carlo simulation using the MOCADI code [97].
5.4.1 Ion-Optical Calculations
The Super-FRS is connected with the CR via a transport line which consists of 12
quadrupoles (the first triplet is of the same type as the one used in the Super-FRS
main separator), 2 dipoles (the deflection angles are 15◦ and 7◦), 4 sextupoles,
and 3 injection septa. The sextupoles are neglected so far in the consideration,
although they possibly could improve the quality of the beam. The layout of the
system is shown in Fig. 5.17.
Analogously to the case of the FRS-ESR matching, for a more convenient cal-
culation the matching point has been chosen at the symmetry plane of the CR
(label 6 in Fig. 5.17), where the ring is achromatic and phase-space ellipses are
upright. The beam matching has been performed using a special setting of all
12 quadrupole fields of the transport line which deviates from the setting of the
transfer line in the RIB mode. The Super-FRS and the isochronous CR optics
were not affected. The end of the Super-FRS (label 4 in Fig. 5.17) has been
chosen as the starting point for the calculations. In first-order matching the
kicker magnets were not taken into account and the quadrupoles were adjusted
such that the beam comes to the central orbit at label 6. In reality, however,
the kickers are necessary to put the beam onto the central orbit. The calculated
quadrupole strengths varied in the following range:
k ∈ [−0.39; 0.33]
(
1
m2
)
.
The calculated beam envelope and the dispersion function for the combined
Super-FRS-CR facility1 are presented in Fig. 5.18. The calculations have been
performed with the codes GICOSY [45] and MIRKO [56].
5.4.2 Monte-Carlo Simulation
We are interested to measure masses of exotic nuclei. Therefore, it is necessary to
investigate the transmission of such nuclei injected and stored in the ring. This
task has been done with the Monte-Carlo simulation program MOCADI [97]. In
this program an ion-optical system is described by third-order transfer matrices,
which have been calculated with the GICOSY. In addition all shapes of realistic
apertures are inserted.
An example of an interesting exotic nucleus is 136Sn50+. The coupled system was
tuned to transmit efficiently this fragment. 136Sn can be produced by projec-
tile fission of uranium ions in a thick target. 238U92+ with a kinetic energy of
1.03 GeV/u has been used as a primary beam. The beam spot size at the target
was σx = 1 mm and σy = 2 mm. A carbon target (label 1 in Fig. 5.17) with
1The corresponding input file can be found in appendix C.3.
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Figure 5.17: The system of the Super-FRS (length is 202.8 m), the transport line (length is
75.4 m) and the Collector Ring (circumference is 213.7 m) facilities. The following components
are indicated: 1. Production target; 2. Achromatic degrader; 3. End of the pre-separator;
4. End of the main separator; 5. The injection part (shown schematically on the zoomed
picture); 6. Symmetry plane of the CR.
thickness of 4 g/cm2 has been applied. The fission process causes a large angular
and energy distribution of the fragments. The kinetic energy of 136Sn50+ frag-
ment as a function of the horizontal and vertical angles is presented in Fig. 5.19.
74
-2
0
0
y
[m
m
]
2
0
0
x
[m
m
]
202.8mpath length [m]0
1 42 3
ex 40 mm mrad=
ey 20 mm mrad=
397.4 m
-2
0
0
y
[m
m
]
2
0
0
path length [m]
x
[m
m
]
202.8 m
6
e ex y 100 mm mrad= =
54
Figure 5.18: The calculated beam envelope and dispersion (yellow curve) for the combined
Super-FRS-CR facility as a function of the path length. The dispersion curve is shown for a
momentum deviation of 2.5% for the Super-FRS (upper picture) and of 0.65% for the transport
line including one half of the CR (bottom picture). The solid and dashed curves describe the
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red, and dark blue boxes, respectively. The indicated labels are the same as in Fig. 5.17.
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Figure 5.19: The kinetic energy of the 136Sn50+ fission fragment directly behind the produc-
tion target as a function of the horizontal (left picture) and the vertical (right picture) angles.
The colored areas correspond to the acceptance due to reaction kinematics after the production
target (yellow), the pre-separator (red), the main separator (green) and at the symmetry plane
of the isochronous CR (dark blue).
The dark blue areas show the part of the distribution which can be injected into
the CR. To suppress possible contaminations an achromatic aluminium degrader
with a thickness of 500 mg/cm2 in the pre-separator has been used (label 2 in
Fig. 5.17). The system was adjusted to match the CR energy of 782.2 MeV/u
after the degrader.
Transmission
The calculated transmission of the 136Sn50+ through the Super-FRS is presented
in Table 5.3. As one can see the limited momentum acceptance of the main
separator (± 2.5%) gives the largest contribution to the losses. The losses in
the degrader due to nuclear and atomic reactions are small (4%). The chromatic
and geometric aberrations also lead to particle losses. Still, during the first few
revolutions in the CR most of the particles disappear in the arcs, where the
dispersion function is large (see Fig. 5.18). The high dispersion results in the
Label Transmission [%]
1 100.00
2 44.44
3 40.33
4 33.48
5 32.00
6 31.92
Table 5.3: The transmission of the 136Sn50+ fragment through the Super-FRS into the CR.
The first column corresponds the labels in Fig. 5.17.
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Figure 5.20: The calculated momentum acceptances of the Super-FRS and the CR. The
values of the momentum spread (HWHM) of the distribution are approximately: ± 3%, ± 2.5%,
± 0.75% for the pre-separator, main separator and the isochronous CR, respectively.
decrease of the ring’s longitudinal acceptance which is ± 0.75%2. The momentum
acceptances of the Super-FRS and the CR are shown in Fig. 5.20.
As a result the number of stored ions decreases roughly by a factor of 4, which
is approximately the same ratio for the momentum acceptances of the fragment
separator and of the ring. The subsequent negligible losses after more turns are
due to higher order effects such as the chromaticity. The number of ions stored
in the ring as a function of number of turns is presented in Fig. 5.21.
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Figure 5.21: The transmission of 136Sn50+ as a function of number of turns. The first point
of the curve corresponds to the transmission after one turn.
Revolution Time
A dependence of the revolution time on the momentum deviation in the ring
has been calculated with the same Monte-Carlo technique. The results are pre-
2Simple independent superposition of the beam envelope and dispersion as in Fig. 5.18 gives
a bit smaller value of the CR momentum acceptance, which is ± 0.67%
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Figure 5.22: The variation of the revolution time as a function of the momentum deviation.
The time-of-flight spread is due to the transverse emittance. The blue parts indicate particles
with a momentum acceptance which are stored only due to their small transverse acceptance.
sented in Fig. 5.22. The broad time-of-flight distribution is governed by the large
transverse emittances and corresponds to about 1.1 · 10−5 in time resolution. By
restricting the transverse emittances the resolution of up to ∆T/T ≈ 10−7 can be
achieved. In that case the third-order contributions on the isochronicity become
significant (the cubic curve framing the distribution below). Some particles with
momentum deviations larger than the CR momentum acceptance but with small
transverse emittances can still be stored in the ring.
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Figure 5.23: The phase space after injection into the CR at the symmetry plane in the
horizontal (left picture) and the vertical (right picture) directions. The indicated emittance is
given by the product of twice the values of the standard deviation in position and angle. The
contour lines represent levels from 10% up to 90% of the maximum of the distribution.
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Transverse Phase Space Evolution
As a last point we present the evolution of the transverse phase space of the
136Sn50+ beam circulating in the CR. We start at the symmetry plane of the
ring. Here the phase space of the beam transported through the Super-FRS
and the transfer line is shown in Fig. 5.23. One can see that the chromatic and
geometric aberrations of the Super-FRS deteriorate the phase space, which can
be seen in the non ideal shape of the ellipses. This distorted ellipse cannot be
perfectly matched to the CR. Additionally, small nonlinearities of the ring will
also deform the phase space ellipse. In Fig. 5.24 the phase space ellipses after
several revolutions in the ring are shown. One can see that after the first two
turns the phase space is not exactly matched to itself. This is because the shape of
the phase space distribution does not correspond exactly to an ellipse. However,
due to effect of the filamentation, the beam is apparently uniformly distributed
over the matched ellipse after several turns (bottom picture in Fig. 5.24) and the
beam emittance is increased by about 15%.
The performed matching calculations have clearly demonstrated the importance
for the future nuclear physics experiments with rare isotope beams at the Super-
FRS-CR system to be constructed at FAIR [23].
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Figure 5.24: The phase space of the stored beam after one turn (upper), two turns (middle)
and one hundred turns (bottom) in the CR in the horizontal (left pictures) and the vertical
(right pictures) directions. The indicated emittance is given by the product of twice the values
of the standard deviation in position and angle. The contour lines represent levels from 10%
up to 90% of the maximum of the distribution.
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Appendix A
Chromaticity Calculation
The algorithm for the calculation of the nonlinear chromaticity is based on the
work of M. Takao et al. [90]. The calculations have been done using the transfer
matrix formalism. Here we consider only the case of horizontal chromaticity. The
argumentation is the same for the vertical chromaticity.
We start with a transfer matrixM for the full circumference of the ring described
by Eq. (2.31). Let us repeat it here:
M =
(
cosµ0 β sin µ0
−γ sinµ0 cosµ0
)
≡
(
(x|x) (x|a)
(a|x) (a|a)
)
. (A.1)
The phase advance for the full ring period can be calculated as:
cosµ0 =
1
2
Tr(M). (A.2)
The power series expansion of µ with respect to the relative momentum deviation
δ is:
µ =
∞∑
n=0
µnδ
n, (A.3)
or
cosµ =
∞∑
n=0
χnδ
n. (A.4)
Since δ ≪ 1 it leads to:
χ0 = cosµ0,
χ1 = −µ1sinµ0,
χ2 = −µ2sinµ0 − 1
2
µ21cosµ0, (A.5)
χ3 = −(µ3 − 1
6
µ31)sinµ0 − µ1µ2cosµ0,
and so on.
The transfer matrix M can also be expanded with respect to δ:
M =
∞∑
n=0
Mnδ
n. (A.6)
81
Comparing the coefficients in Eqs. (A.2) and (A.4), we obtain the representation
of χn in terms of the transfer matrix coefficients:
χn =
1
2
Tr(Mn). (A.7)
The transfer matrices Mn consist of:
Mn =
(
(x|xδn) (x|aδn)
(a|xδn) (a|aδn)
)
, n = 0, 1, 2, 3, .. (A.8)
Comparing Eqs. (A.8, A.7) with Eqs. (A.3, A.4) we get the expression for the
phase advance described in matrix coefficients. Here, the first three terms are
presented:
µ0 = arccos (
1
2
[(x|x) + (a|a)]), (A.9)
µ1 = − 1
2sinµ0
[(x|xδ) + (a|aδ)], (A.10)
µ2 = − 1
2sinµ0
[(x|xδδ) + (a|aδδ) + µ21cosµ0]. (A.11)
Dividing the phase advance (Eq. A.3) by 2π one gets the tune expansion with δ:
Q =
∞∑
n=0
Qnδ
n, (A.12)
The relative chromaticity is defined by Eq. (2.40). Combined with
Eq. (A.12) it can be written as:
ξ =
1
Q0
∞∑
n=1
Qnδ
n−1. (A.13)
From Eq. (A.13) one can extract partial chromaticities:
ξ0 =
Q1
Q0
, ξ1 =
Q2
Q0
· δ, ξ2 = Q3
Q0
· δ2, ... (A.14)
Thus, the chromaticity can be derived through the matrix elements of the system
transfer matrix. An example of the derivation for the natural chromaticity is
given below:
ξ0 =
Q1
Q0
=
µ1
2π
· 1
Q0
= − 1
4πQ0sinµ0
· [(x|xδ) + (a|aδ)]. (A.15)
The matrix coefficients (x|xδ) and (a|aδ) can be written for a mirror symmetry
system as [98]:
(x|a)(x|xδ)− (x|a)(a|aδ) + (x|x)(x|aδ)− (a|a)(x|aδ) =
= (x|δ)[(a|a)(x|xa)− 2(x|a)(x|xx)] + (a|δ)[(x|a)(x|xa)− 2(a|a)(x|aa)]. (A.16)
For the first-order achromatic ring the right part of Eq. (A.16) vanishes. Remem-
ber, that for a periodic structure (x|x)=(a|a) (see Eq. A.1), we get:
(x|xδ) = (a|aδ). (A.17)
Thus Eq. (A.15) can be rewritten as:
ξ0 = − (x|xδ)
2πQ0sinµ0
. (A.18)
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Appendix B
Second-Order Transverse Time
Matrix Terms and Chromaticity
Here the evolution of second-order transverse matrix elements describing time
with number of revolutions and their connection with natural chromaticity is
discussed. For simplicity we consider only the horizontal case. The arguments
for the vertical direction are the same.
Let us start with the relative time matrix coefficients:
(t|xx)s ≡ (t|xx)
t
, (t|aa)s ≡ (t|aa)
t
, (t|xa)s ≡ (t|xa)
t
,
where index s means the position at the orbit normalized by the total time-of-
flight t. These coefficients fluctuate with the number of turns in the ring and
after many turns average out. Using Eq. (2.22), the aberration (t|xa)sxa can be
written as:
(t|xa)sxa = −ε
2
(t|xa)s (α + α cos 2µ+ sin 2µ) . (B.1)
After averaging over many turns, Eq. (B.1) becomes negligible since the
|sin 2µ| < 1 and the α-function is zero after each turn.
Let us now find a correlation between the aberration coefficients (t|xx) and (t|aa).
They can be written as [42, 44]:
(t|xx) = λ · [(x|x)(a|xδ)− (a|x)(x|xδ) + (x|xx)(a|δ)− (a|xx)(x|δ)], (B.2)
(t|aa) = λ · [(x|a)(a|aδ)− (a|a)(x|aδ) + (x|aa)(a|δ)− (a|aa)(x|δ)], (B.3)
where λ is a constant of inverse velocity dimension [42, 43]. As a ring is calculated
to be achromatic, (x|δ) and (a|δ) vanish for a full turn. Therefore, Eqs. (B.2, B.3)
can be simplified:
(t|xx) = λ · [(x|x)(a|xδ)− (a|x)(x|xδ)], (B.4)
(t|aa) = λ · [(x|a)(a|aδ)− (a|a)(x|aδ)]. (B.5)
The term (x|aδ) can be expressed as [42, 44]:
(x|aδ)(a|x) = (x|x)(a|aδ)− (a|xδ)(x|a) + (x|xδ)(a|a). (B.6)
Combining Eqs. (B.4, B.5) with Eq. B.6 we obtain:
(t|xx)(x|a)
(x|x) −
(t|aa)(a|x)
(a|a) = λ ·
(
(x|xδ)
(x|x) +
(a|aδ)
(a|a)
)
. (B.7)
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Remember, that for a periodic structure one can write (see Eq. A.1):
(x|x) = (a|a) = cosµ0,
(x|a) = βsinµ0,
(a|x) = − 1
β
sinµ0.
(B.8)
Therefore, Eq B.7 can be rewritten as:
(t|aa) + β2(t|xx) = λβ
sinµ
[(x|xδ) + (a|aδ)]. (B.9)
Comparing this equation with Eqs. (A.17, A.18) one finally gets:
(t|aa) + β2(t|xx) = −4πλβQ0ξ0, (B.10)
where β is the β-function at the symmetry plane of the ring, which is constant
for the matched beam and can be converted to β = x/a. Since the area of the
ellipse at the symmetry plane is (see Eq. 2.17):
A = πε = πxa, (B.11)
Eq. (B.10) can be written as:
(t|aa)a2 + (t|xx)x2 = −4πλεQ0ξ0, (B.12)
or:
(t|aa)sa2 + (t|xx)sx2 = −4πλεQ0ξ0
n
, (B.13)
where n is the number of turns. The contribution to the revolution time from
Eq. (B.12) increases with number of turns while from Eq. (B.13) remains constant.
If the natural chromaticity is corrected (ξ0 → 0), then Eq. (B.13) transforms into
the condition:
(t|aa)sa2 = −(t|xx)sx2. (B.14)
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Appendix C
Ion-Optical GICOSY Input Files
C.1 FRS-ESR-SM
The input file of the FRS matched with the ESR in the standard mode. The
quadrupole setting corresponding to the mismatched case is included.
S N FRS-ESR-SM ;
BRHO = 8.151048 ; [Tm]
MASS = 238.051 ; [u]
CHARGE = 91 ; [e]
PC = BRHO * CHARGE *2.99792458E8 *1E-6 ; [MeV]
M0 = MASS * 931.494 ; [MeV]
ENERGY = SQRT(PC*PC+M0*M0) - M0 ; [MeV]
GAMMA = 1 + ENERGY/M0 ;
ENE = ENERGY/M0 ;
R P ENERGY MASS CHARGE ;
O C N M L N ;
F T H ;
C M 1;
;
; starting at FRS target
X = 2.0E-3 ;
A = 7.3E-3 ;
Y = 2.0E-3 ;
B = 7.3E-3 ;
TXA = 0 ;
TXB = X/A ;
EX = X*A ;
TYA = 0 ;
TYB = Y/B ;
EY = Y*B ;
;
T X TXA TXB EX ;
T Y TYA TYB EY ;
;
D = 0.01 ;
G = 0.0 ;
;
D P 0.0 D ;
C O 1 ;
O O 1 ;
S S ;
;--------
I1 = 11.250 ; TS3MU1 DIP-1
I2 =-11.250 ; TS3MU2 DIP-2
I3 =-11.250 ; TS4MU1 DIP-3
I4 =-12.05245 ; TS5MU1 DIP-CORR1
I5 = 11.250 ; TS6MU1 DIP-4
I6 =-12.700 ; TE5MU0 DIP-CORR2
;**********************************
MQ1L = 1.0 ;
MQ2L = 1.2 ;
MQ3L = 1.0 ;
MQ4L = 1.0 ;
MQ5L = 1.0 ;
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MQ6L = 1.0 ;
MQ7L = 1.0 ;
MQ8L = 1.0 ;
MQ9L = 1.2 ;
MQ10L = 1.0 ;
MQ11L = 1.0 ;
MQ12L = 1.2 ;
MQ13L = 1.0 ;
MQ14L = 1.0 ;
MQ15L = 1.0 ;
MQ16L = 1.0 ;
MQ17L = 1.0 ;
;
MQ18L = 1.0 ;
MQ19L = 1.2 ;
MQ20L = 1.0 ;
MQ21L = 1.0 ;
MQ22L = 1.0 ;
;
MQ23L = 1.0 ;
MQ24L = 1.0 ;
;
MSKAL = 8.151048/11.63067445 ;
MFACT = 0.085 * 129/128.97038 ; Werte aus MIRKO
;
MQ1 = MFACT * 2.59057 *MSKAL ; TS2QD11 +
MQ2 =-6.853365142*MFACT*MSKAL ; TS2QD12 -
MQ3 = 4.717248816*MFACT*MSKAL ; TS2QD13 +
MQ4 = 4.204058780*MFACT*MSKAL ; TS3QD11 +
MQ5 =-2.288596811*MFACT*MSKAL ; TS3QD12 -
MQ6 =-3.786925345*MFACT*MSKAL ; TS3QD21 -
MQ7 = 4.676245549*MFACT*MSKAL ; TS3QD22 +
MQ8 = 4.129674009*MFACT*MSKAL ; TS3QT31 +
MQ9 =-6.635118442*MFACT*MSKAL ; TS3QT32 -
MQ10 = 4.371482216*MFACT*MSKAL ; TS3QT33 +
MQ11 = 3.60275*MFACT*MSKAL ; TS4QT11 +
MQ12 =-6.11841*MFACT*MSKAL ; TS4QT12 -
MQ13 = 4.13771*MFACT*MSKAL ; TS4QT13 +
;-----mismatched-------------------
;MQ14 = 0.032364058891 ; TS4QD21 +
;MQ15 =-0.006928388475 ; TS4QD22 -
;MQ16 =-0.182311712363 ; TS4QD31 -
;MQ17 = 0.186495677278 ; TS4QD32 +
;MQ18 = 0.131648951267 ; TS5QT11 +
;MQ19 =-0.244231404061 ; TS5QT12 -
;MQ20 = 0.186316736193 ; TS5QT13 +
;MQ21 = 0.316935839037 ; TE5QD11 +
;MQ22 =-0.370144672019 ; TE5QD12 -
;MQ23 = -0.208498862536 ; TE5QD21 -
;MQ24 = 0.294602264340 ; TE5QD22 +
;--------matched----------------
MQ14 = 1.702870653E-01 ; TS4QD21 +
MQ15 =-2.259362913E-01 ; TS4QD22 -
MQ16 =-1.213546976E-05 ; TS4QD31 -
MQ17 = 1.144325724E-01 ; TS4QD32 +
MQ18 = 1.566597911E-01 ; TS5QT11 +
MQ19 =-3.462667892E-01 ; TS5QT12 -
MQ20 = 2.655461754E-01 ; TS5QT13 +
MQ21 = 1.010833336E-01 ; TE5QD11 +
MQ22 =-2.304457173E-01 ; TE5QD12 -
MQ23 = 0.000000000E+00 ; TE5QD21 -
MQ24 = 1.885294949E-01 ; TE5QD22 +
;---------matched------------
MH1 = 0.0 ;
MH2 = 0.0 ;
MH3 = 0.0 ;
MH4 = 0.0 ;
MH5 = 0.0 ;
MH6 = 0.0 ;
MH7 = 0.0 ;
MH8 = 0.0 ;
;
MHL = 0.26 ; geom. length hexapole
;
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MQGAP = 0.085 ; gap quadrupole
MHGAP = 0.125 ; gap hexapole
;
MQ16 <-1.3 0.0> ;
MQ17 <0.0 1.3> ;
MQ18 <0.0 1.3> ;
MQ19 <-1.3 0.0> ;
MQ20 <0.0 1.3> ;
MQ21 <0.0 1.3> ;
MQ22 <-1.3 0.0> ;
MQ23 <-1.3 0.0> ;
MQ24 <0.0 1.3> ;
;F B MQ14 MQ15 MQ16 MQ17 MQ18 MQ19 MQ20 MQ21 MQ22 MQ24;
F B MQ16 MQ17 MQ18 MQ19 MQ20 MQ21 MQ22 MQ23 MQ24 ;
F D;
DL0=1.561 ; Ta-2->TS2QT11 (nov 2006)
;DL0=2.687 ; Ta-1->TS2QT11 (nov 2006)
D L DL0 ;
; F F 1 ;
M Q MQ1L MQ1 MQGAP ; TS2QT11
; F F 1 ;
DL1=0.500 ;
D L DL1 ;
; F F 1 ;
M Q MQ2L MQ2 MQGAP ; TS2QT12
; F F 1 ;
DL2=0.500 ;
D L DL2 ;
; F F 1 ;
M Q MQ3L MQ3 MQGAP ; TS2QT13
; F F 1 ;
DL4=0.130 ;
D L DL4 ;
M H MHL MH1 MHGAP ; TS2KS1
DL5=0.630592 ;
D L DL5 ;
;
F F 1 7.5 ;
M S I1 30 0.0575 ; TS3MU1
F F 1 7.5 ;
;
DL6=0.630592 ;
D L DL6 ;
M H MHL MH2 MHGAP ; TS3KS1
;
;
DL7=0.130 ;
D L DL7 ;
; F F 1 ;
M Q MQ4L MQ4 MQGAP ; TS3QD11
; F F 1 ;
DL8=0.500 ;
D L DL8 ;
; F F 1 ;
M Q MQ5L MQ5 MQGAP ; TS3QD12
; F F 1 ;
DL9=1.280 ;
D L DL9 ;
; --------------------------- 2. STUFE ----------------
;
DL10=1.280 ;
D L DL10 ;
; F F 1 ;
M Q MQ6L MQ6 MQGAP ; TS3QD21
; F F 1 ;
DL11=0.500 ;
D L DL11 ;
; F F 1 ;
M Q MQ7L MQ7 MQGAP ; TS3QD22
; F F 1 ;
;
DL12=0.130 ;
D L DL12 ;
M H MHL MH3 MHGAP ; TS3KS2
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DL13=0.630592 ;
D L DL13 ;
;
F F 1 7.5 ;
M S I2 30 0.0575 ; TS3MU2,
F F 1 7.5 ;
;
DL14=0.630592 ;
D L DL14 ;
M H MHL MH4 MHGAP ; TS3KS3
;
DL15=0.130 ;
D L DL15 ;
; F F 1 ;
M Q MQ8L MQ8 MQGAP ; TS3QT31
; F F 1 ;
DL16=0.500 ;
D L DL16 ;
; F F 1 ;
M Q MQ9L MQ9 MQGAP ; TS3QT32
; F F 1 ;
DL17=0.500 ;
D L DL17 ;
; F F 1 ;
M Q MQ10L MQ10 MQGAP ; TS3QT33
; F F 1 ;
DL18 = 2.280 ;
D L DL18 ;
; --------------------- Central Focal Plane --
; --------------------------- 3. STUFE -------
;
DL19=2.280 ;
D L DL19 ;
; F F 1 ;
M Q MQ11L MQ11 MQGAP ; TS4QT11
; F F 1 ;
DL20=0.500 ;
D L DL20 ;
; F F 1 ;
M Q MQ12L MQ12 MQGAP ; TS4QT12
; F F 1 ;
DL21=0.500 ;
D L DL21 ;
; F F 1 ;
M Q MQ13L MQ13 MQGAP ; TS4QT13
; F F 1 ;
DL22=0.130 ;
D L DL22 ;
M H MHL MH5 MHGAP ; TS4KS1
DL23=0.630592 ;
D L DL23 ;
;
F F 1 7.5 ;
M S I3 30 0.0575 ; TS4MU1
F F 1 7.5 ;
;
DL24=0.630592 ;
D L DL24 ;
M H MHL MH6 MHGAP ; TS4KS2
;
DL25=0.130 ;
D L DL25 ;
; F F 1 ;
M Q MQ14L MQ14 MQGAP ; TS4QD21
; F F 1 ;
DL26=0.500 ;
D L DL26 ;
; F F 1 ;
M Q MQ15L MQ15 MQGAP ; TS4QD22
; F F 1 ;
DL27=1.280 ;
D L DL27 ;
;
DL28=1.280 ;
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D L DL28 ;
; F F 1 ;
M Q MQ16L MQ16 MQGAP ; TS4QD31
; F F 1 ;
DL29=0.500 ;
D L DL29 ;
; F F 1 ;
M Q MQ17L MQ17 MQGAP ; TS4QD32
; F F 1 ;
;
DL30=0.130 ;
D L DL30 ;
M H MHL MH7 MHGAP ; TS4KS3
DL31=4.587492065 ;
D L DL31 ;
D L 1.8 ;
;
F F 1 3.5 ;
M S I4 7.0 0.035 ; TS5MU1
F F 1 3.5 ;
;
D L 0.00138574 ;
;
D L 1.361 ;
;
DL30=1.320 ;
D L DL30 ;
; F F 1 ;
M Q MQ18L MQ18 MQGAP ; TS5QT11
; F F 1 ;
DL31=0.500 ;
D L DL31 ;
; F F 1 ;
M Q MQ19L MQ19 MQGAP ; TS5QT12
; F F 1 ;
DL32=0.500 ;
D L DL32 ;
; F F 1 ;
M Q MQ20L MQ20 MQGAP ; TS5QT13
; F F 1 ;
DL33=1.6095518 ;
D L DL33 ;
M H MHL MH7 MHGAP ; TS5KS1
DL34=0.6310 ;
D L DL34 ;
;
F F 1 7.5 ;
M S I5 30 0.0575 ; TS6MU1
F F 1 7.5 ;
DL35 = 0.63104 ;
D L DL35 ;
M H MHL MH8 MHGAP ; TE5KS1
;
DL36=0.130 ;
D L DL36 ;
; F F 1 ;
M Q MQ21L MQ21 MQGAP ; TE5QD11
; F F 1 ;
DL37=0.500 ;
D L DL37 ;
; F F 1 ;
M Q MQ22L MQ22 MQGAP ; TE5QD12
; F F 1 ;
DL38 = 1.7675 ;
D L DL38 ;
;----------------- S6 -----
XA6=[X,A] ;
P S ’alphax-S6=’ [X,A] ;
D L 1.7675 ;
;
F F 1 1.9 ;
M S -21.33750 3.8 0.04 ; TE5MU0
F F 1 1.9 ;
;
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D L 1.186110020 ;
; F F 1 ;
M Q MQ23L MQ23 0.065 ; TE5QD21 polarity is changed
; F F 1 ;
D L 0.660 ;
; F F 1 ;
M Q MQ24L MQ24 0.065 ; TE5QD22 polarity is changed
; F F 1 ;
D L 0.470 ;
;
;
TAKEOVER: ; (old position of end of TE5MU0)
;
D L 1.971 ; starting at TOP, from drawing
;---------------------
I M RAND2 A ; the stray field with length=0, Schillinger p.138
D L 0.7489 ; from drawing-corresponds Sergey measurement
A S P 0.0485 0.026 ;
D L 0.0 ;
M S (-1.2*180/6.5/PI$) 6.5 0.05 ; septum magnet, length 1.2m
D L 0.0 ;
A S P 0.0275 0.026 ;
;*******************************
; now the ESR
;*******************************
SEPTUM: ;
;
; ******** Variablen fuer Dipole
DIPGAP = 0.035 ;
EDANGLE =10.85;
;
; ********Quadrupoles’ variables*****
;
QUAGAP = 0.09 ; vertical aperture
;
;---------standard-----------------
E1QS0D =-0.504047203*BRHO*QUAGAP ; Q-1
E1QS1F = 0.466961290*BRHO*QUAGAP ; Q-2
E1QS2F = 0.485412903*BRHO*QUAGAP ; Q-3
E1QS3D =-0.502309677*BRHO*QUAGAP ; Q-4
E1QS4F = 0.432380645*BRHO*QUAGAP ; Q-5
;---------standard---------------------
;
E1QS5F = E1QS4F ; Q-5
E1QS6D = E1QS3D ; Q-4
E1QS7F = E1QS2F ; Q-3
E1QS8F = E1QS1F ; Q-2
E1QS9D = E1QS0D ; Q-1
;
E2QS0D = E1QS9D ; Q-1
E2QS1F = E1QS8F ; Q-2
E2QS2F = E1QS7F ; Q-3
E2QS3D = E1QS6D ; Q-4
E2QS4F = E1QS5F ; Q-5
E2QS5F = E1QS4F ; Q-5
E2QS6D = E1QS3D ; Q-4
E2QS7F = E1QS2F ; Q-3
E2QS8F = E1QS1F ; Q-2
E2QS9D = E1QS0D ; Q-1
;
; ********Hexapoles’ variables********
HEXLEN = 0.31 ;
HEXGAP = 0.10 ; vertical and horizontal
;
E01KS1 = 0.0 ; HEX-1
E01KS2 = 0.0 ; HEX-2
;
E01KS4 = E01KS1 ; HEX-1
E01KS3 = E01KS2 ; HEX-2
E02KS1 = E01KS4 ; HEX-1
E02KS2 = E01KS3 ; HEX-2
E02KS3 = E01KS2 ; HEX-2
E02KS4 = E01KS1 ; HEX-1
;******************
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;;S B 0.107 0.0064 0.0 0.0 ;
M Q 0 0 0.3 ; exit of septum
D L 0.10 ;
;---after septum-----------
D L 0.0377 ;
; F F 1 ;
M Q 0.83460 E1QS8F QUAGAP ;
; F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
; F F 1 ;
M Q 0.821600 E1QS9D QUAGAP ;
; F F 1 ;
D L 0.095000 ;
D L 0.205000 ;
D L 0.797700 ;
D L 0.600000 ; Solenoid
D L 0.295000 ;
D L 0.878000 ;
D L 2.100000 ; Solenoid
;--------- center of cooler ----------
COOLER: ;
;
BX = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BY = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
AX = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AY = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
;-----------------------------
BX2 = SQRT([X,A]^2/(1-[X,X]^2)) ; if alpha0 = 0
BY2 = SQRT([Y,B]^2/(1-[Y,Y]^2)) ; if alpha0 = 0
;-----------standard-conditions------------------
;[X,D] = 0.0 ;
;[A,D] = 0.0 ;
;BX=15.51;
;BY=3.53 ;
;AX=0.0 ;
;AY=0.0 ;
;--------------standard-conditions--------------
MIN6=(XA6^2);
MIN1S=[X,D]^2 ;
MIN2S=[A,D]^2 ;
MIN3S=AX^2 ;
MIN7S=AY^2 ;
MIN4S=(BX-15.51)^2 ;
;MIN4SBX-4.5)^2 ;
MIN5S=(BY-3.53)^2 ;
;-----------------------
;MIN=X4^2+Y4^2+MIN6 ;
MIN=MIN6+MIN1S+MIN2S+MIN3S+MIN7S+MIN5S+MIN4S;
;MIN=MIN3+MIN2+MIN1+MIN4+MIN7 ;
;MIN=MIN3S+MIN7S ;
F V MIN ;
;--------------------
P S ’MIN=’ MIN ;
F E 1E-20 20000 6 ;
;---------------
P S ’beta functions=’ BX BY ;
P S ’alpha functions=’ AX AY ;
P S ’[X,D] [A,D]=’ [X,D] [A,D];
;END ;
;G L FINI ;
;-----------------------------
COUNT = 1;
TURN = 0 ;
W B COUNT ;
COUNT = COUNT -1 ;
TURN = TURN +1 ;
;----------------------------------
D L 2.100000 ; Solenoid
D L 0.878000 ;
D L 0.295000 ;
D L 0.600000 ; Solenoid
91
D L 0.797700 ;
D L 0.205000 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS0D QUAGAP ; first quadr. after cooler
;F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.834600 E2QS1F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.962700 ;
D L 1.080000 ;
D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU1 (DIP-1)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 0.592700 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS2F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.021000 ;
M H HEXLEN E02KS1 HEXGAP ;
D L 0.021000 ;
D L 0.095000 ;
;F F 1 ;
M Q 1.240400 E2QS3D QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.326000 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS4F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
M H HEXLEN E02KS2 HEXGAP ;
D L 0.275700 ;
; Y-Steerer
;
D L 1.842523 ;
A S P 0.113 0.025 ;
; E K (-180/PI$*0.0046) ; KICKER
D L 0.780000 ;
D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU2 (DIP-2)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 0.780000 ;
D L 1.842523 ;
; Y-Steerer
D L 0.2757000 ;
M H HEXLEN E02KS3 HEXGAP ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS5F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.326000 ;
D L 0.095000 ;
;F F 1 ;
M Q 1.240400 E2QS6D QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.021000 ;
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M H HEXLEN E02KS4 HEXGAP ;
D L 0.021000 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS7F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.592700 ;
D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU3 (DIP-3)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 1.080000 ;
D L 0.962700 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.834600 E2QS8F QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
;F F 1 ;
M Q 0.821600 E2QS9D QUAGAP ;
;F F 1 ;
D L 0.095000 ;
D L 0.205000 ;
D L 4.670699 ;
;
W E ;
D B 0.1 0.1 50 5 5 1 3 5 5 4 ;
D E 0.1 30 40 ([X,D]) ; expression of Dispersion
D E 0.1 0.15 100 (SQRT(EX*TXB$)+ABS([X,D]*D)); x -beam width
D E 0.1 0.1 100 (SQRT(EY*TYB$)) ; y -beam width
D E 0.1 10 40 ([A,D]) ; expression of Dispersion’
D E 0.1 55 100 (TXB$) ; expression of change TXB
D E 0.1 60 100 (TYB$) ; expression of change TYB
END ;
C.2 FRS-ESR-IM
The input file of the FRS matched with the ESR in the isochronous mode. The
quadrupole setting corresponding to the mismatched case is included.
S N FRS+ESR-IM;
BRHO = 8.151048 ; [Tm]
MASS = 238.051 ; [u]
CHARGE = 91 ; [e]
PC = BRHO * CHARGE *2.99792458E8 *1E-6 ; [MeV]
M0 = MASS * 931.494 ; [MeV]
ENERGY = SQRT(PC*PC+M0*M0) - M0 ; [MeV]
GAMMA = 1 + ENERGY/M0 ;
ENE = ENERGY/M0 ;
R P ENERGY MASS CHARGE ;
O C N E T S ;
F T H ;
C M 1;
; starting at FRS target
X = 2.0E-3 ;
A = 7.3E-3 ;
Y = 2.0E-3 ;
B = 7.3E-3 ;
TXA = 0 ;
TYA = 0 ;
TXB = X/A ;
TYB = Y/B ;
EX = X*A ;
EY = Y*B ;
T X TXA TXB EX ;
T Y TYA TYB EY ;
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;D = 0.002 ;
G = 0.0 ;
;
D P 0.0 D ;
ENE=ENERGY/MASS ;
;
C O 1 ;
O O 1 ;
S S ;
;
I1 = 11.250 ; TS3MU1 DIP-1
I2 =-11.250 ; TS3MU2 DIP-2
I3 =-11.250 ; TS4MU1 DIP-3
I4 =-12.05245 ; TS5MU1 DIP-CORR1
I5 = 11.250 ; TS6MU1 DIP-4
I6 =-12.700 ; TE5MU0 DIP-CORR2
;
MQ1L = 1.0 ;
MQ2L = 1.2 ;
MQ3L = 1.0 ;
MQ4L = 1.0 ;
MQ5L = 1.0 ;
MQ6L = 1.0 ;
MQ7L = 1.0 ;
MQ8L = 1.0 ;
MQ9L = 1.2 ;
MQ10L = 1.0 ;
MQ11L = 1.0 ;
MQ12L = 1.2 ;
MQ13L = 1.0 ;
MQ14L = 1.0 ;
MQ15L = 1.0 ;
MQ16L = 1.0 ;
MQ17L = 1.0 ;
;
MQ18L = 1.0 ;
MQ19L = 1.2 ;
MQ20L = 1.0 ;
MQ21L = 1.0 ;
MQ22L = 1.0 ;
;
MQ23L = 1.0 ;
MQ24L = 1.0 ;
;
MSKAL = 8.151048/11.63067445 ;
MFACT = 0.085 * 129/128.97038 ; Werte aus MIRKO
;
MQ1 = MFACT * 2.59057 *MSKAL ; TS2QT11 +
MQ2 =-6.853365142*MFACT*MSKAL ; TS2QT12 -
MQ3 = 4.717248816*MFACT*MSKAL ; TS2QT13 +
MQ4 = 4.204058780*MFACT*MSKAL ; TS3QD11 +
MQ5 =-2.288596811*MFACT*MSKAL ; TS3QD12 -
MQ6 =-3.786925345*MFACT*MSKAL ; TS3QD21 -
MQ7 = 4.676245549*MFACT*MSKAL ; TS3QD22 +
MQ8 = 4.129674009*MFACT*MSKAL ; TS3QT31 +
MQ9 =-6.635118442*MFACT*MSKAL ; TS3QT32 -
MQ10 = 4.371482216*MFACT*MSKAL ; TS3QT33 +
MQ11 = 3.60275*MFACT*MSKAL ; TS4QT11 +
MQ12 =-6.11841*MFACT*MSKAL ; TS4QT12 -
MQ13 = 4.13771*MFACT*MSKAL ; TS4QT13 +
;-----old FRS--------------------
;MQ14 = 0.032364058891 ; TS4QD21 +
;MQ15 =-0.006928388475 ; TS4QD22 -
;MQ16 =-0.182311712363 ; TS4QD31 -
;MQ17 = 0.186495677278 ; TS4QD32 +
;MQ18 = 0.131648951267 ; TS5QT11 +
;MQ19 =-0.244231404061 ; TS5QT12 -
;MQ20 = 0.186316736193 ; TS5QT13 +
;MQ21 = 0.316935839037 ; TE5QD11 +
;MQ22 =-0.370144672019 ; TE5QD12 -
;MQ23 = -0.208498862536 ; TE5QD21 - changed
;MQ24 = 0.294602264340 ; TE5QD22 + changed
;---matched--isochronous--------------------
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MQ14 = 8.361561787E-02 ; TS4QD21 +
MQ15 = -4.200482543E-02 ; TS4QD22 -
MQ16 = -7.289537369E-02 ; TS4QD31 -
MQ17 = 0.000000000E+00 ; TS4QD32 +
MQ18 = 2.514174706E-01 ; TS5QT11 +
MQ19 = -1.414957010E-01 ; TS5QT12 -
MQ20 = 8.386063570E-05 ; TS5QT13 +
MQ21 = 3.180342207E-01 ; TE5QD11 +
MQ22 = -4.105615281E-01 ; TE5QD12 -
MQ23 = -4.328286288E-01 ; TE5QD21 - changed
MQ24 = 3.153740139E-01 ; TE5QD22 + changed
;-----sextupoles---------
MH1 = 0.00 ; TS2KS1
MH2 = 0.00 ; TS3KS1
MH3 = 0.00 ; TS3KS2
MH4 = 0.00 ; TS3KS3
MH5 = 0.00 ; TS4KS1
MH6 = 0.00 ; TS4KS2
MH7 = 0.00 ; TS4KS3
MH8 = 0.00 ; TS5KS1
MH9 = -3.005213864E-02 ; TE5KS1
;
MHL = 0.26 ; geom. length hexapole
;
MQGAPS = 0.065 ; gap quadrupole for MQ23-24
MQGAP = 0.085 ; gap quadrupole
MHGAP = 0.125 ; gap hexapole
;
MQ14 <0.0 1.3> ;
MQ15 <-1.3 0.0> ;
MQ16 <-1.3 0.0> ;
MQ17 <0.0 1.3> ;
MQ18 <0.0 1.3> ;
MQ19 <-1.3 0.0> ;
MQ20 <0.0 1.3> ;
MQ21 <0.0 1.3> ;
MQ22 <-1.3 0.0> ;
MQ23 <-1.3 0.0> ;
MQ24 <0.0 1.3> ;
;F B MQ16 MQ17 MQ18 MQ19 MQ20 MQ21 MQ22 ;MQ23 MQ24;
;F B MQ14 MQ15 MQ16 MQ18 MQ19 MQ20 MQ21 MQ22 MQ23 MQ24 ;
F B MH9 ;
F D;
DL0=1.561 ; Ta-2->TS2QT11 (nov 2006)
;DL0=2.687 ; Ta-1->TS2QT11 (nov 2006)
D L DL0 ;
; F F 1 ;
M Q MQ1L MQ1 MQGAP ; TS2QT11
; F F 1 ;
DL1=0.500 ;
D L DL1 ;
; F F 1 ;
M Q MQ2L MQ2 MQGAP ; TS2QT12
; F F 1 ;
DL2=0.500 ;
D L DL2 ;
; F F 1 ;
M Q MQ3L MQ3 MQGAP ; TS2QT13
; F F 1 ;
DL4=0.130 ;
D L DL4 ;
M H MHL MH1 MHGAP ; TS2KS1
DL5=0.630592 ;
D L DL5 ;
;
F F 1 7.5 ;
M S I1 30 0.0575 ; TS3MU1
F F 1 7.5 ;
;
DL6=0.630592 ;
D L DL6 ;
M H MHL MH2 MHGAP ; TS3KS1
;
DL7=0.130 ;
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D L DL7 ;
; F F 1 ;
M Q MQ4L MQ4 MQGAP ; TS3QD11
; F F 1 ;
DL8=0.500 ;
D L DL8 ;
; F F 1 ;
M Q MQ5L MQ5 MQGAP ; TS3QD12
; F F 1 ;
DL9=1.280 ;
D L DL9 ;
; --------------------------- 2. STUFE ------
DL10=1.280 ;
D L DL10 ;
; F F 1 ;
M Q MQ6L MQ6 MQGAP ; TS3QD21
; F F 1 ;
DL11=0.500 ;
D L DL11 ;
; F F 1 ;
M Q MQ7L MQ7 MQGAP ; TS3QD22
; F F 1 ;
;
DL12=0.130 ;
D L DL12 ;
M H MHL MH3 MHGAP ; TS3KS2
DL13=0.630592 ;
D L DL13 ;
;
F F 1 7.5 ;
M S I2 30 0.0575 ; TS3MU2,
F F 1 7.5 ;
;
DL14=0.630592 ;
D L DL14 ;
M H MHL MH4 MHGAP ; TS3KS3
;
DL15=0.130 ;
D L DL15 ;
; F F 1 ;
M Q MQ8L MQ8 MQGAP ; TS3QT31
; F F 1 ;
DL16=0.500 ;
D L DL16 ;
; F F 1 ;
M Q MQ9L MQ9 MQGAP ; TS3QT32
; F F 1 ;
DL17=0.500 ;
D L DL17 ;
; F F 1 ;
M Q MQ10L MQ10 MQGAP ; TS3QT33
; F F 1 ;
DL18 = 2.280 ;
D L DL18 ;
; --------------------- Central Focal Plane --
; --------------------------- 3. STUFE ------
DL19=2.280 ;
D L DL19 ;
; F F 1 ;
M Q MQ11L MQ11 MQGAP ; TS4QT11
; F F 1 ;
DL20=0.500 ;
D L DL20 ;
; F F 1 ;
M Q MQ12L MQ12 MQGAP ; TS4QT12
; F F 1 ;
DL21=0.500 ;
D L DL21 ;
; F F 1 ;
M Q MQ13L MQ13 MQGAP ; TS4QT13
; F F 1 ;
DL22=0.130 ;
D L DL22 ;
M H MHL MH5 MHGAP ; TS4KS1
96
DL23=0.630592 ;
D L DL23 ;
;
F F 1 7.5 ;
M S I3 30 0.0575 ; TS4MU1
F F 1 7.5 ;
;
DL24=0.630592 ;
D L DL24 ;
M H MHL MH6 MHGAP ; TS4KS2
;
DL25=0.130 ;
D L DL25 ;
; F F 1 ;
M Q MQ14L MQ14 MQGAP ; TS4QD21
; F F 1 ;
DL26=0.500 ;
D L DL26 ;
; F F 1 ;
M Q MQ15L MQ15 MQGAP ; TS4QD22
; F F 1 ;
DL27=1.280 ;
D L DL27 ;
S3: ;
;P M ; for S3
;
DL28=1.280 ;
D L DL28 ;
; F F 1 ;
M Q MQ16L MQ16 MQGAP ; TS4QD31
; F F 1 ;
DL29=0.500 ;
D L DL29 ;
; F F 1 ;
M Q MQ17L MQ17 MQGAP ; TS4QD32
; F F 1 ;
;
DL30=0.130 ;
D L DL30 ;
M H MHL MH7 MHGAP ; TS4KS3
DL31=4.587492065 ;
D L DL31 ;
D L 1.8 ;
;
F F 1 3.5 ;
M S I4 7.0 0.035 ; TS5MU1
F F 1 3.5 ;
;
D L 0.00138574 ;
;
D L 1.361 ;
DL30=1.320 ;
D L DL30 ;
; F F 1 ;
M Q MQ18L MQ18 MQGAP ; TS5QT11
; F F 1 ;
DL31=0.500 ;
D L DL31 ;
; F F 1 ;
M Q MQ19L MQ19 MQGAP ; TS5QT12
; F F 1 ;
DL32=0.500 ;
D L DL32 ;
; F F 1 ;
M Q MQ20L MQ20 MQGAP ; TS5QT13
; F F 1 ;
DL33=1.6095518 ;
D L DL33 ;
M H MHL MH8 MHGAP ; TS5KS1
DL34=0.6310 ;
D L DL34 ;
;
F F 1 7.5 ;
M S I5 30 0.0575 ; TS6MU1
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F F 1 7.5 ;
;
DL35 = 0.63104 ;
D L DL35 ;
M H MHL MH9 MHGAP ; TE5KS1
;
DL36=0.130 ;
D L DL36 ;
; F F 1 ;
M Q MQ21L MQ21 MQGAP ; TE5QD11
; F F 1 ;
DL37=0.500 ;
D L DL37 ;
; F F 1 ;
M Q MQ22L MQ22 MQGAP ; TE5QD12
; F F 1 ;
D L 2.328 ; current grid 6.1
D L 0.3415 ;
;
;----------------- S6 -----------------------------------
XA6 = [X,A] ;
BX6 = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
D L 0.3415 ; current grid 6.2
D L 0.5128034 ;
F F 1 1.9 ;
M S -21.33750 3.8 0.04 ; TE5MU0
F F 1 1.9 ;
;
;D L 1.186110020 ; old
D L 1.19573 ; new from autocad
; F F 1 ;
M Q MQ23L MQ23 MQGAPS ; TE5QD21 polarity is changed
; F F 1 ;
D L 0.660 ;
; F F 1 ;
M Q MQ24L MQ24 MQGAPS ; TE5QD22 polarity is changed
; F F 1 ;
D L 2.55194 ; new from autocad
;---------------------
I M RAND2 A ; the stray field with length=0, Schillinger p.138
D L 0.6012 ; new from autocad
A S P 0.0485 0.026 ;
D L 0.0 ;
M S (-1.2*180/6.5/PI$) 6.5 0.05 ; septum magnet, length 1.2m
D L 0.0 ;
A S P 0.0275 0.026 ;
;
;*******************************
; now the ESR
;*******************************
DIPGAP = 0.035 ;
EDANGLE = 7.50;
QUAGAP = 0.09 ; vertical aperture
;
;----------isoc--------------------------
E1QS0D =-3.508810619E-01 ; Q-1
E1QS1F = 3.463725845E-01 ; Q-2
E1QS2F = 0.000 ; Q-3
E1QS3D =-2.252318441E-01 ; Q-4
E1QS4F = 2.404439730E-01 ; Q-5
;---------isoc---------------------------
;
E1QS5F = E1QS4F ; Q-5
E1QS6D = E1QS3D ; Q-4
E1QS7F = E1QS2F ; Q-3
E1QS8F = E1QS1F ; Q-2
E1QS9D = E1QS0D ; Q-1
;
E2QS0D = E1QS9D ; Q-1
E2QS1F = E1QS8F ; Q-2
E2QS2F = E1QS7F ; Q-3
E2QS3D = E1QS6D ; Q-4
E2QS4F = E1QS5F ; Q-5
E2QS5F = E1QS4F ; Q-5
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E2QS6D = E1QS3D ; Q-4
E2QS7F = E1QS2F ; Q-3
E2QS8F = E1QS1F ; Q-2
E2QS9D = E1QS0D ; Q-1
;
; ********Hexapoles’ variables********
HEXLEN = 0.31 ;
HEXGAP = 0.10 ; vertical and horizontal
;
E01KS1 = 0.0 ; HEX-1
E01KS2 = 0.0 ; HEX-2
;
E01KS4 = E01KS1 ; HEX-1
E01KS3 = E01KS2 ; HEX-2
E02KS1 = E01KS4 ; HEX-1
E02KS2 = E01KS3 ; HEX-2
E02KS3 = E01KS2 ; HEX-2
E02KS4 = E01KS1 ; HEX-1
;******************
;
;S B 0.107 0.0064 0.0 0.0 ;
M Q 0 0 0.3 ; exit of septum
D L 0.1377 ; from Sergey measurement with a tape-line
F F 1 ;
M Q 0.83460 E1QS8F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E1QS9D QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.205000 ;
D L 0.797700 ;
D L 0.600000 ; Solenoid
D L 0.295000 ;
D L 0.878000 ;
D L 2.100000 ; Solenoid
;--------- center of cooler ----------
BX = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BY = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
AX = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AY = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
;-----------------------------
BX2 = SQRT([X,A]^2/(1-[X,X]^2)) ; if alpha0 = 0
BY2 = SQRT([Y,B]^2/(1-[Y,Y]^2)) ; if alpha0 = 0
;--------------isoc-conditions--------------
; AX=0.0 ;
; AY=0.0 ;
; BX = 6.750418087E+00 ;
; BY = 3.761449884E+01 ;
;[X,D] =-4.484000293 ;
; [A,D] = 0.0 ;
;--------------isoc-conditions--------------
;D L 0.0 ;
MIN1=(XA6^2);
MIN2=([X,D]+4.484000293)^2 ;
MIN3=[A,D]^2 ;
MIN4=AX^2 ;
MIN5=AY^2 ;
MIN6=(BX-6.750418087)^2 ;
MIN7=(BY-37.61449884)^2 ;
;-----------------------
;MIN=X4^2+Y4^2+MIN6 ;
;MIN=MIN2+MIN3+MIN4+MIN5+MIN6+MIN7;
;MIN=MIN1+MIN2+MIN3+MIN5+MIN7 ;
;MIN=MIN2+MIN3+MIN4+MIN5+MIN6+MIN7;
;--------------------
MIN=[A,AD]^2 ;
;-----min for sextupoles------
F V MIN ;
P S ’MIN=’ MIN ;
F E 1E-15 20000 1 ;
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;F E 1E-20 20000 6 ;
;---------------
P S ’MIN1=’ MIN1 ;
P S ’MIN2=’ MIN2 ;
P S ’MIN3=’ MIN3 ;
P S ’MIN4=’ MIN4 ;
P S ’MIN5=’ MIN5 ;
P S ’MIN6=’ MIN6 ;
P S ’MIN7=’ MIN7 ;
P S ’beta-x_S6=’ BX6 ;
P S ’x-focus-S6=’ XA6 ;
P S ’beta functions=’ BX BY ;
P S ’alpha functions=’ AX AY ;
P S ’[X,D] [A,D]=’ [X,D] [A,D];
;-----------------------------
COUNT = 1;
TURN = 0 ;
W B COUNT ;
COUNT = COUNT -1 ;
TURN = TURN +1 ;
;----------------------------------
D L 2.100000 ; Solenoid
D L 0.878000 ;
D L 0.295000 ;
D L 0.600000 ; Solenoid
D L 0.797700 ;
D L 0.205000 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS0D QUAGAP ; first quadr. after cooler
F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
F F 1 ;
M Q 0.834600 E2QS1F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.962700 ;
D L 1.080000 ;
D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU1 (DIP-1)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 0.592700 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS2F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.021000 ;
M H HEXLEN E02KS1 HEXGAP ;
D L 0.021000 ;
D L 0.095000 ;
F F 1 ;
M Q 1.240400 E2QS3D QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.326000 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS4F QUAGAP ;
F F 1 ;
D L 0.095000 ;
M H HEXLEN E02KS2 HEXGAP ;
D L 0.275700 ;
; Y-Steerer
;
D L 1.842523 ;
; E K (-180/PI$*0.0046) ; KICKER
D L 0.780000 ;
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D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU2 (DIP-2)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 0.780000 ;
D L 1.842523 ;
; Y-Steerer
D L 0.2757000 ;
M H HEXLEN E02KS3 HEXGAP ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS5F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.326000 ;
D L 0.095000 ;
F F 1 ;
M Q 1.240400 E2QS6D QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.021000 ;
M H HEXLEN E02KS4 HEXGAP ;
D L 0.021000 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS7F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.592700 ;
D L 0.020000 ;
;
F F 1 EDANGLE ;
M S 6.250 60.0 DIPGAP ; E02MU3 (DIP-3)
F F 1 EDANGLE ;
;
D L 0.020000 ;
D L 1.080000 ;
D L 0.962700 ;
D L 0.095000 ;
F F 1 ;
M Q 0.834600 E2QS8F QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.325400 ;
D L 0.095000 ;
F F 1 ;
M Q 0.821600 E2QS9D QUAGAP ;
F F 1 ;
D L 0.095000 ;
D L 0.205000 ;
D L 4.670699 ;
;
W E ;
FINI: ;
BXE = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BYE = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
AXE = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AYE = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
P S ’beta functions end=’ BXE BYE ;
P F ’beta functions end=’ BXE BYE ;
P S ’alpha functions end=’ AXE AYE ;
P S ’[X,D] [A,D] end=’ [X,D] [A,D];
P S ’[T,D]=’ [L,D] ;
D E 0.1 0.1 40 ((EX*TXB$)^0.5+ABS([X,D]*D)) ; beam width
D B 0.1 0.05 50 4 4 1 3 4 4 ; draw beam
D E 0.1 20 40 ([X,D]) ; expression of Dispersion
D E 0.1 10 40 ([A,D]) ; expression of Dispersion’
D E 0.1 150 100 (TXB$) ; expression of change TXB
D E 0.1 150 100 (TYB$) ; expression of change TYB
END ;
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C.3 Super-FRS-CR
The input file of the Super-FRS matched with the CR in the isochronous mode.
S N SUPER-FRS+TRANSPORT LINE+CR ;
BRHO = 12.41496 ; [Tm]
MASS = 238.051 ; [u]
CHARGE = 92 ; [e]
PC = BRHO * CHARGE *2.99792458E8 *1E-6 ; [MeV]
M0 = MASS * 931.494 ; [MeV]
ENERGY = SQRT(PC*PC+M0*M0) - M0 ; [MeV]
GAMMA = 1 + ENERGY/M0 ;
ENE = ENERGY/MASS ; [MeV/u]
R P ENERGY MASS CHARGE ;
;
O C N M L N ; momentum
F T H ;
F C 0 0 56 ;
C M 1 ;
X = 2.0E-3 ;
A = 40.0E-3 ;
Y = 2.0E-3 ;
B = 20.0E-3 ;
;
TXA = 0 ;
TXB = X/A ;
EX = X*A ;
TYA = 0 ;
TYB = Y/B ;
EY = Y*B ;
;
T X TXA TXB EX ;
T Y TYA TYB EY ;
D = 0.0065 ;
G = 0.0 ;
;
D P 0.0 D ;
;
C O 1 ;
O O 1 ;
;
S S ;
;-----Pre separator-------
;--dipoles-----
PI1 = 12.5;
PI4 = 12.5;
;
PDEFANG = 11 ;
PINIWID = 0.172 ;
PMSGAP = 0.07 ;
EPS = 0.0 ; 5.5 ;
;
;-----Quadrupoles--------
PMQ1= 0.7995770647 ;
PMQ2=-0.7942954533;
PMQ3= 0.6646246146;
PMQ4= 1.0645653410;
PMQ5=-0.8590193035;
PMQ6= 0.9549857195;
PMQ7= 0.9383477128;
PMQ8=-0.8615722513;
PMQ9= 1.0856114655;
PMQ10= 1.0169291345;
PMQ11=-0.9934504581;
PMQ12= 0.6627760059;
;
PMOQ1 = -0.0326340781 ;
PMOQ10 = -0.0146225550 ;
PMOQ12 = 0.0 ;
;---sextupoles----------
; for 0.5 m hexapoles
PMH1=-0.0182301912;
PMH2=-0.3736374684;
PMH3=0.2751036191;
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PMH4=-0.1005650763;
PMH5=-0.4399475665;
PMH6=-0.3479043609;
PMH7=-0.0668875334;
PMH8=0.2154181098;
PMH9=-0.3611086413;
PMH10=-0.0195880814;
;---sextupoles------
;
D L 1.0 ;
F F 1 ;
M Q 1.0 PMQ1 0.09 ;
F F 1 ;
D L 0.6 ;
F F 1 ;
M Q 1.0 PMQ2 0.09 ;
F F 1 ;
D L 0.6 ;
M O 0.4 PMOQ1 0.19 ;
D L 0.4 ;
F F 1 ;
M Q 1.2 PMQ3 0.19 ;
F F 1 ;
D L 0.4 ;
M H 0.6 PMH1 0.19 ;
D L 0.7 ;
;
F F 1 EPS;
M S PI1 PDEFANG PMSGAP ;
F F 1 EPS;
D L 0.7 ;
A S P 0.18 0.07 ;
D L 1.0 ;
A S P 0.18 0.07 ;
D L 0.7 ;
F F 1 EPS;
M S PI1 PDEFANG PMSGAP ;
F F 1 EPS;
D L 0.7 ;
A S P 0.17 0.07 ;
D L 1.0 ;
A S P 0.17 0.07 ;
D L 0.7 ;
F F 1 EPS;
M S PI1 PDEFANG PMSGAP ;
F F 1 EPS;
D L 0.7 ;
A S P 0.16 0.08 ;
D L 1.0 ;
A S P 0.16 0.08 ;
D L 0.4 ;
;============================= PF1 ===
;
D L 0.0 ;
M H 0.6 PMH2 0.19 ;
D L 1.1 ;
D L 0.45 ;
M H 0.5 PMH3 0.19 ; <<<<<<< 0.5 m hexapole
D L 0.25 ;
F F 1 ;
M Q 0.8 PMQ4 0.19 ;
F F 1 ;
D L 1.55 ;
M H 0.5 PMH4 0.19 ; <<<<<<< 0.5 m hexapole
D L 0.25 ;
F F 1 ;
M Q 1.2 PMQ5 0.19 ;
F F 1 ;
D L 1.9 ;
F F 1 ;
M Q 1.2 PMQ6 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 PMH5 0.19 ; <<<<<<< 0.5 m hexapole
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D L 2.55 ;
;================================ PF2 ===
P F ’Matrix for TA-Degrader’ ;
P M ;
DEGRAD: ;
;END ; degrader at the Pre-Separator
A S P 0.15 0.05 ;
;
D L 2.55 ;
M H 0.5 PMH6 0.19 ; <<<<<<< 0.5 m hexapole
D L 0.25 ;
F F 1 ;
M Q 1.2 PMQ7 0.19 ;
F F 1 ;
D L 1.9 ;
F F 1 ;
M Q 1.2 PMQ8 0.19 ;
F F 1 ;
D L 0.2 ;
M H 0.6 PMH7 0.19 ;
D L 1.5;
F F 1 ;
M Q 0.8 PMQ9 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 PMH8 0.19 ; <<<<<<< 0.5 m hexapole
D L 1.80 ;
M H 0.5 PMH9 0.19 ; <<<<<<< 0.5 m hexapole
;=============================== PF3 ===
D L 2.65 ;
F F 1 EPS ;
M S PI4 PDEFANG PMSGAP ;
F F 1 EPS ;
D L 1.2 ;
F F 1 EPS ;
M S PI4 PDEFANG PMSGAP ;
F F 1 EPS ;
D L 1.2 ;
F F 1 EPS ;
M S PI4 PDEFANG PMSGAP ;
F F 1 EPS ;
D L 0.0 ;
;
D L 0.85 ;
M H 0.5 PMH10 0.19 ; <<<<<<< 0.5 m hexapole
D L 0.25 ;
F F 1 ;
M M 0.8 PMQ10 0 PMOQ10 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 PMQ11 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M M 0.8 PMQ12 0 PMOQ12 0 0 0.19 ;
F F 1 ;
D L 3.5 ; 3.0
; === PF4 ===
;
A S P 0.10 0.05 ;
;G L FINI ;
;************** M A I N S E P A R A T O R Stage 1 **
I1 = 12.5 ;
I2 = -12.5 ;
I3 = 12.5 ;
I4 = -12.5 ;
;
EDGEANG = -2.625;
MSGAP = 0.07 ;
DEFANG = 9.75 ;
DEFA2 = DEFANG / 2 ;
INIWID = 0.1425 ;
FINWID = 0.09 ;
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;MQ1 = 0.8935843423 ;
MQ2 =-1.0213575762 ;
MQ3 = 0.8835828704 ;
MQ4 = 0.3212328724 ;
MQ5 =-0.7763880653 ;
MQ6 = 0.7051409495 ;
MQ7 = 0.6666283705 ;
MQ8 =-0.8452333340 ;
MQ9 = 0.4002947281 ;
MQ10 = 0.8815030400 ;
MQ11 =-1.0431104030 ;
MQ12 = 0.9466081213 ;
;
;
MOQ1 = 0.00 ;
MOQ3 = -0.0065175245 ;
MOQ4 = -0.0589888687 ;
MOQ6 = 0.0140583422 ;
MOQ7 = 0.00 ;
MOQ9 = 0.00 ;
MOQ10 = 0.00 ;
MOQ12 = 0.00 ;
;---0.5 m hexapoles
MH1 =-0.0397086964 ;
MH2 = 0.2648583709 ;
MH3 =-0.4154485471 ;
MH4 = 0.1714877322 ;
MH5 = 0.0627039834 ;
MH6 = 0.0213704341 ;
MH7 = 0.0031852655 ;
MH8 =-0.0525015344 ;
;
;
D L 3.0 ; 1st . drift
F F 1 ;
M M 0.8 MQ1 0 MOQ1 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ2 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M M 0.8 MQ3 0 MOQ3 0 0 0.19 ;
F F 1 ;
D L 0.25;
M H 0.5 MH1 0.19 ; <<<<<<<< 0.5 m hexapole <<<<<<
D L 0.85 ;
;
F F 1 EDGEANG ;
M S I1 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I1 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I1 DEFANG MSGAP ;
F F 1 EDGEANG ;
;
D L 0.85 ;
M H 0.5 MH2 0.19 ; <<<<<<<< 0.5 m hexapole <<<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ4 0 MOQ4 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ5 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH3 0.19 ; <<<<<<<< 0.5 m hexapole <<<<<<
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D L 0.25 ;
F F 1 ;
M M 0.8 MQ6 0 MOQ6 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH4 0.19 ; <<<<<<<< 0.5 m hexapole <<<<<<
D L 2.05 ;
A S P 0.19 0.05 ;
;
;*************** M A I N S E P A R A T O R Stage 2 ***
;
D L 2.0 ;
F F 1 ;
M M 0.8 MQ7 0 MOQ7 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH5 0.19 ; <<<<<<< 0.5 m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M Q 1.2 MQ8 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M M 0.8 MQ9 0 MOQ9 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH6 0.19 ; <<<<<<< 0.5 m hexapole <<<<<
D L 0.85 ;
;
F F 1 EDGEANG ;
M S I2 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I2 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I2 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.85 ;
M H 0.5 MH7 0.19 ; <<<<<<< 0.5 m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ10 0 MOQ10 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ11 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH8 0.19 ; <<<<<<< 0.5 m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ12 0 MOQ12 0 0 0.19 ;
F F 1 ;
D L 3.0 ;
A S P 0.19 0.05 ;
;
;**** To the Ring Branch ****************
mf3: ;
;
MQ13A = 0.6818116263 ;
MQ14A = -0.9643686955 ;
MQ15A = 0.8596568011 ;
MQ15R = 0.8284989350 ;
MQ14R = -0.9679233798 ;
MQ13R = 0.6988834310 ;
;
MQ19R = 0.8866664814 ;
MQ20R =-1.0244256070 ;
MQ21R = 0.8863990483 ;
MQ22R = 0.4067680206 ;
MQ23R =-0.8674284438 ;
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MQ24R = 0.6861862219 ;
MQ25R = 7.710637940E-01 ;
MQ26R = -9.178858077E-01 ;
MQ27R = 3.995420315E-01 ;
MQ28R = 6.948173502E-01 ;
MQ29R = -1.402258516E-01 ;
MQ30R = -1.237163885E+00 ;
; 0.5m hex’s
MH0A =-0.0045906899 ;
MH7A =-0.0199585450 ;
MH8R = 0.0237376709 ;
MH9R =-0.0047747400 ;
MH13R = 0.0317250715 ;
MH14R = 0.0066632679 ;
MH15R =-0.0709077663 ;
MH16R = 0.0504606088 ;
MH17 =-0.2421680405 ;
MH18 = 0.4378890398 ;
MH19 =-0.2480862404 ;
MH20 = 0.0340799224 ;
;
MOQ13A = 0.00 ;
MOQ15A =-0.0050757143 ;
MOQ15R =-0.0077996054 ;
MOQ13R =-0.0045403542 ;
MOQ19R = 0.0 ;
MOQ21R = 0.0 ;
MOQ22R = 0.0 ;
MOQ24R = 0.0 ;
; MOQ25R = -3.593164053E-02 ;
; MOQ27R = -9.413995108E-02 ;
; MOQ28R = -2.423980361E-02 ;
; MOQ30R = 0.00 ;
;
;
D L 3.0 ;
F F 1 ;
M M 0.8 MQ13A 0 MOQ13A 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH0A 0.19 ; <<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M Q 1.2 MQ14A 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M M 0.8 MQ15A 0 MOQ15A 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH7A 0.19 ; <<<<< 0.5m hexapole <<<<<
D L 4.75 ;
;
D L 4.75 ;
M H 0.5 MH8R 0.19 ; <<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ15R 0 MOQ15R 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ14R 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH9R 0.19 ; <<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ13R 0 MOQ13R 0 0 0.19 ;
F F 1 ;
D L 3.0 ;
;
;*************** M A I N S E P A R A T O R Stage 3(6) **********
D L 3.0 ;
F F 1 ;
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M M 0.8 MQ19R 0 MOQ19R 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH13R 0.19 ; <<<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M Q 1.2 MQ20R 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M M 0.8 MQ21R 0 MOQ21R 0 0 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH14R 0.19 ; <<<<<< 0.5m hexapole <<<<<
D L 0.85 ;
;
F F 1 EDGEANG ; ************ Anfang M--D3 ***********
M S I3 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I3 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I3 DEFANG MSGAP ; ************ Ende M--D3 ***********
F F 1 EDGEANG ;
;
D L 0.85 ;
M H 0.5 MH15R 0.19 ; <<<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ22R 0 MOQ22R 0 0 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ23R 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH16R 0.19 ; <<<<<< 0.5m hexapole <<<<<
D L 0.25 ;
F F 1 ;
M M 0.8 MQ24R 0 MOQ24R 0 0 0.19 ;
F F 1 ;
D L 2.0 ;
A S P 0.19 0.05 ; ************ M-F3 ***********
;
;*********** M A I N S E P A R A T O R Stage 4 (7) ***
;parameters for transport line and CR ;
T: ;
; ------- dipoles part ---- ----------;
MDS = 15.0 ;DIPOL
MDR = 8.12502148438 ;DIPOL
MDGX = 0.19 ;
MDG = 0.070 ;DIPOL
;-------quadrupoles part-------
MQL01 = 0.25 ; half of quadrupole
MQL02 = 0.5 ;
MQL03 = 0.5 ;
MQL04 = 1.0 ;
MQL05 = 0.5 ;
MQL06 = 1.0 ;
MQL07 = 1.0 ;
MQL08 = 1.0 ;
MQL09 = 1.0 ;
MQL10 = 1.0 ;
MQL11 = 1.0 ;
MQL12 = 0.5 ; half of quadrupole
;----------
MQGX01 = 0.08 ;
MQGX02 = 0.08 ;
MQGX03 = 0.08 ;
MQGX04 = 0.07 ;
MQGX05 = 0.08 ;
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MQGX06 = 0.2 ;
MQGX07 = 0.2 ;
MQGX08 = 0.2 ;
MQGX09 = 0.2 ;
MQGX10 = 0.2 ;
MQGX11 = 0.2 ;
MQGX12 = 0.2 ;
;----------
MQGY01 = 0.08 ;
MQGY02 = 0.08 ;
MQGY03 = 0.08 ;
MQGY04 = 0.08 ;
MQGY05 = 0.08 ;
MQGY06 = 0.08 ;
MQGY07 = 0.08 ;
MQGY08 = 0.08 ;
MQGY09 = 0.08 ;
MQGY10 = 0.08 ;
MQGY11 = 0.08 ;
MQGY12 = 0.08 ;
;-----sextupoles part-------
MSL = 0.6 ;
MSGX = 0.2 ;
MSGY = 0.08 ;
;---------------------------
;--------quadrupoles----------
MQCR01 = -1.541935967E-01 ;
MQCR02 = 4.140561009E-01 ;
MQCR03 = -5.913483381E-01 ;
MQCR04 = 3.161431283E-01 ;
MQCR05 = -6.450745865E-01 ;
MQCR06 = 6.469237253E-01 ;
MQCR07 = -3.642818280E-01 ;
MQCR08 = -2.263437175E-01 ;
MQCR09 = -1.361452208E-01 ;
MQCR10 = 4.923002921E-02 ;
MQCR11 = 1.891503688E-01 ;
MQCR12 = -4.915622597E-01 ;
;--------quadrupoles----------
MHS1 = 0.00 ; SEX-1
MHS2 = 0.00 ; SEX-2
MHS3 = 0.00 ; SEX-3
MHS4 = 0.00 ; SEX-4 ;
MHS5 = 8.807374845E-03 ; SEX-5 ;
MHS6 =-1.363800576E-02 ; SEX-6 ;
;
;----quadrupoles values for transport line
MQSGX = 0.19 ;
MQSGY = 0.19 ;
TMQL = 1.0 ;
TMQGX = 0.2 ;
TMQGY = 0.2 ;
;
MQS1 = 7.839652294E-01 ;
MQS2 = -9.129009374E-01 ;
MQS3 = 7.503542797E-01 ;
;
TMQ01 = -6.206147525E-04 ;
TMQ02 = -1.772511873E-02 ;
TMQ03 = -4.137405916E-01 ;
TMQ04 = 3.490429526E-01 ;
TMQ05 = 1.460860423E-02 ;
TMQ06 = -2.608071548E-01 ;
TMQ07 = 4.650290444E-01 ;
TMQ08 = -7.430946846E-01 ;
TMQ09 = 6.651072098E-01 ;
;G L TCR ;
;
;F B MH17 MH18 MH19 MH20 ;
F B MQ25R MQ26R MQ27R MQ28R MQ29R MQ30R;
;F B TMQ01 TMQ02 TMQ03 TMQ04 TMQ05 TMQ06 TMQ07 TMQ08 TMQ09 ;
F D ;
;
D L 2.05 ;
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M H 0.5 MH17 0.19 ; <<<<<<< 0.5m hexapole <<<<<<
D L 0.25 ;
F F 1 ;
;M M 0.8 MQ25R 0 MOQ25R 0 0 0.19 ;
M Q 0.8 MQ25R 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH18 0.19 ; <<<<<<< 0.5m hexapole <<<<<<
D L 0.25 ;
F F 1 ;
M Q 1.2 MQ26R 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
;M M 0.8 MQ27R 0 MOQ27R 0 0 0.19 ;
M Q 0.8 MQ27R 0.19 ;
F F 1 ;
D L 0.25 ;
M H 0.5 MH19 0.19 ; <<<<<<< 0.5m hexapole <<<<<<
D L 0.85 ;
;
F F 1 EDGEANG ;
M S I4 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I4 DEFANG MSGAP ;
F F 1 EDGEANG ;
D L 0.8 ;
F F 1 EDGEANG ;
M S I4 DEFANG MSGAP ;
F F 1 EDGEANG ;
;
D L 0.85 ;
M H 0.5 MH20 0.19 ; <<<<<<< 0.5m hexapole <<<<<<
D L 0.25 ;
F F 1 ;
;M M 0.8 MQ28R 0 MOQ28R 0 0 0.19 ;
M Q 0.8 MQ28R 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
M Q 1.2 MQ29R 0.19 ;
F F 1 ;
D L 1.0 ;
F F 1 ;
;M M 0.8 MQ30R 0 MOQ30R 0 0 0.19 ;
M Q 0.8 MQ30R 0.19 ;
F F 1 ;
D L 3.0 ;
BXS = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BYS = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
AXS = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AYS = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
MIN1 = ([X,D]*D)^2;
MIN2 = ([A,D]*D)^2 ;
MIN3 = (BXS-0.8258)^2 ;
MIN4 = (BYS-1.7172)^2 ;
MIN5 = AXS^2 ;
MIN6 = AYS^2 ;
MIN = MIN5+MIN6+MIN3+MIN4+MIN1+MIN2;
F V MIN ;
P S ’MIN=’ MIN ;
F E 1E-20 200000 6 ;
P F ’END of the Super-FRS=’ ;
P M ;
;G L FINI ;
;---end of SUPER-FRS-
TCR: ;
D L 6.8 ;
M Q 0.8 MQS1 MQSGY ;
D L 1.0 ;
M Q 1.2 MQS2 MQSGY ;
D L 1.0 ;
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M Q 0.8 MQS3 MQSGY ;
;
D L 7.8474398 ;
M Q TMQL TMQ01 TMQGX ; TQ-1
D L 1.3689660 ;
A S P 0.19 0.07 ;
X1=SQRT(TXB$*EX) ;
Y1=SQRT(TYB$*EY) ;
D L 2.12712 ;
D L 7.5525602 ;
M Q TMQL TMQ02 TMQGX ; TQ-2
D L 1.6 ;
M Q TMQL TMQ03 TMQGX ; TQ-3
D L 3.4 ;
D L 0.3893349 ;
F F 1 7.5 ;
M S -8.125 15.0 0.07 ; DIP-1
F F 1 7.5 ;
D L 1.4131557 ;
M Q TMQL TMQ04 TMQGX ; TQ-4
D L 1.1 ;
;M H 0.0 0.0 0.2 ; sex-1
D L 0.9 ;
M Q TMQL TMQ05 TMQGX ; TQ-5
D L 0.9 ;
;M H 0.0 0.0 0.2 ; sex-2
D L 1.6 ;
F F 1 3.44 ;
M S 17.71439 6.88 0.07 ; DIP-2
F F 1 3.44 ;
;P S ’DIP-2_size=’ XD YD ;
D L 2.5 ;
M Q TMQL TMQ06 TMQGX ; TQ-6
D L 5.0 ;
M Q TMQL TMQ07 TMQGX ; TQ-7
D L 4.0 ;
M Q TMQL TMQ08 TMQGX ; TQ-8
D L 1.0 ;
;M H 0.0 0.0 0.2 ; sex-3
D L 1.0 ;
M Q TMQL TMQ09 TMQGX ; TQ-9
D L 0.9 ;
;M H 0.0 0.0 0.2 ; sex-4
D L 1.3 ;
D L 0.3 ;
M S -8.0 8.5944 0.09; IS-1
D L 0.4 ;
A S P 0.315 1.0 ;
M S -8.0 8.5944 0.09; IS-2
D L 0.5 ;
M S -12.987 4.4118 0.08; IES
D L 0.5 ;
A S P 0.09 0.07 ;
D L 1.0 ; Q-4 of CR
A S P 0.09 0.07 ;
D L 3.2 ;
M Q MQL03 MQCR03 MQGX03 ; Q-03
D L 3.2 ;
X2=2*SQRT(TXB$*EX) ;
Y2=2*SQRT(TYB$*EY) ;
M Q MQL02 MQCR02 MQGX02 ; Q-02
D L 1.6 ;
SINMUX1=[X,A]/SQRT(TXB$*TXB);
SINMUY1=[Y,B]/SQRT(TYB$*TYB);
P S ’SINMU_Kicker=’ SINMUX1 SINMUY1 ;
D L 1.6 ;
M Q MQL01 MQCR01 MQGX01 ; Q-01
;G L FINI ;
;middle of-Q-01--
BX1 = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BY1 = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
AX1 = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AY1 = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
FH41 = ([X,AA]*A*A)^2 ;
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FH42 = ([X,DD]*D*D)^2 ;
FH43 = ([X,AD]*A*D)^2 ;
FH44 = ([A,DD]*D*D)^2 ;
MIN1 = ([X,D]*D)^2;
MIN2 = ([A,D]*D)^2 ;
MIN3 = (BX1-47.94784852)^2 ;
MIN4 = (BY1-4.589230238)^2 ;
;MIN3 = (BX-0.8258)^2 ;
;MIN4 = (BY-1.7172)^2 ;
MIN5 = AX1^2 ;
MIN6 = AY1^2 ;
;----CR---------
CR: ;
B B HALF ;
M Q MQL01 MQCR01 MQGX01 ; Q-01
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL02 MQCR02 MQGX02 ; Q-02
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL03 MQCR03 MQGX03 ; Q-03
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL04 MQCR04 MQGX04 ; Q-04
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL05 MQCR05 MQGX05 ; Q-05
; F F 1 ;
D L 0.70 ;
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIP-1
; F F 6 0 0 ;
D L 0.70 ;
; F F 1 ;
M Q MQL06 MQCR06 MQGX06 ; Q-06
; F F 1 ;
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIP-2
; F F 6 0 0 ;
D L 0.50 ;
; F F 1 ;
M Q MQL07 MQCR07 MQGX07 ; Q-07
; F F 1 ;
D L 0.40 ;
M H MSL MHS1 MSGX ; SEX-1
D L 1.0 ;
D L 1.0 ;
; F F 1 ;
M Q MQL08 MQCR08 MQGX08 ; Q-08
; F F 1 ;
D L 0.40 ;
M H MSL MHS2 MSGX ; SEX-2
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 3
; F F 6 0 0 ;
D L 0.70 ;
; F F 1 ;
M Q MQL09 MQCR09 MQGX09 ; Q-09
; F F 1 ;
D L 0.40 ;
M H MSL MHS3 MSGX ; SEX-3
D L 0.70 ;
; F F 6 0 0 ;
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M S MDR MDS MDG ; DIPOL 4
; F F 6 0 0 ;
D L 0.70 ;
; F F 1 ;
M Q MQL10 MQCR10 MQGX10 ; Q-10
; F F 1 ;
D L 0.40 ;
M H MSL MHS4 MSGX ; SEX-4
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 5
; F F 6 0 0 ;
D L 1.20 ;
D L 1.20 ;
; F F 1 ;
M Q MQL11 MQCR11 MQGX11 ; Q-11
; F F 1 ;
D L 0.40 ;
M H MSL MHS5 MSGX ; SEX-5
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 6
; F F 6 0 0 ;
D L 0.70 ;
M H MSL MHS6 MSGX ; SEX-6
D L 0.40 ;
; F F 1 ;
M Q MQL12 MQCR12 MQGX12 ; Q-12
;------quater of the ring
M Q MQL12 MQCR12 MQGX12; Q-12
; F F 1 ;
D L 0.4 ;
M H MSL MHS6 MSGX ; SEX-6
D L 0.7 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 6
; F F 6 0 0 ;
D L 0.7 ;
M H MSL MHS5 MSGX ; SEX-5
D L 0.4 ;
; F F 1 ;
M Q MQL11 MQCR11 MQGX11 ; Q-11
; F F 1 ;
D L 1.2 ;
D L 1.2 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 5
; F F 6 0 0 ;
D L 0.70;
M H MSL MHS4 MSGX ; SEX-4
D L 0.40 ;
; F F 1 ;
M Q MQL10 MQCR10 MQGX10 ; Q-10
; F F 1 ;
D L 0.70 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 4
; F F 6 0 0 ;
D L 0.70 ;
M H MSL MHS3 MSGX ; SEX-3
D L 0.40 ;
; F F 1 ;
M Q MQL09 MQCR09 MQGX09 ; Q-09
; F F 1 ;
D L 0.7 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 3
; F F 6 0 0 ;
D L 0.70 ;
M H MSL MHS2 MSGX ; SEX-2
D L 0.40 ;
; F F 1 ;
M Q MQL08 MQCR08 MQGX08 ; Q-08
; F F 1 ;
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D L 1.0 ;
D L 1.0 ;
M H MSL MHS1 MSGX ; SEX-1
D L 0.40 ;
; F F 1 ;
M Q MQL07 MQCR07 MQGX07 ; Q-07
; F F 1 ;
D L 0.5 ;
; F F 6 0 0 ;
M S MDR MDS MDG ; DIPOL 2
; F F 6 0 0 ;
D L 0.70;
; F F 1 ;
M Q MQL06 MQCR06 MQGX06 ; Q-06
; F F 1 ;
D L 0.70 ;
M S MDR MDS MDG ; DIPOL 1
D L 0.70 ;
;G L FINI ;
D L 0.70 ;
; F F 1 ;
M Q MQL05 MQCR05 MQGX05 ; Q-05
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL04 MQCR04 MQGX04 ; Q-04
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL03 MQCR03 MQGX03 ; Q-03
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL02 MQCR02 MQGX02 ; Q-02
; F F 1 ;
D L 1.60 ;
D L 1.60 ;
; F F 1 ;
M Q MQL01 MQCR01 MQGX01 ; Q-01
B E ;
B I HALF ;
B I HALF ;
;
FINI: ;
AX = (-1/TXB)*([X,X]*[A,X]*TXB^2+[X,A]*[A,A]);
AY = (-1/TYB)*([Y,Y]*[B,Y]*TYB^2+[Y,B]*[B,B]);
BX = (1/TXB)*(([X,X]*TXB)^2+[X,A]^2);
BY = (1/TYB)*(([Y,Y]*TYB)^2+[Y,B]^2);
P S ’betas-end=’ BX BY ;
P S ’Alphas-end=’ AX AY ;
P S ’Dispersion=’ [X,D] [A,D] ;
P F ’ENE=’ ENE ;
;
D B 0.2 0.2 100 3 5 1 3 3 5 4 ;
D E 0.2 5 100 ([X,A]) ;
D E 0.2 30 100 ([X,D]) ;
D E 0.2 5 100 ([Y,B]) ;
D S 0.2 10 100 1 1 1 1 1 1 ;
D E 0.1 450 100 (TXB$) ; expression of change TXB
D E 0.1 300 100 (TYB$) ; expression of change TYB
D E 0.1 0.08 100 (SQRT(EX*TXB$)+ABS([X,D]*D)) ;
D E 0.1 0.08 100 (SQRT(EY*TYB$)) ;
END ;
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