We investigate a family of nite di erence schemes for discretizing the two dimensional Poisson equation on both the standard and the reduced grids. We study the relation between the cyclic reduction method and the discretization schemes on different grids. The spectral radii of the Jacobi iteration matrices, and the truncation errors of, di erent discretization schemes are compared analytically and numerically.
Introduction
We study the nite di erence discretization schemes for approximating the solution of the two dimensional Poisson equation u xx (x; y) + u yy (x; y) = f(x; y); (1) in a continuous unit square domain with suitable boundary conditions. We assume that both u(x; y) and f(x; y) are su ciently smooth on . Let be discretized uniformly in both x and y dimensions with a meshsize h = 1=n, where n is assumed to be an even number. The number of grid points in each dimension, including the boundary points, are n + 1, see Figure 1a . The grid points can be ordered lexicographically with an index (i; j), where i; j = 0; 1; : : : ; n, is numbered from left to right in the x dimension, and from bottom to top in the y dimension. For simplicity, we use a local coordinate system for an internal grid point and denote it by 0. Its 12 closest neighboring grid points are numbered from 1 to 12 as in Figure 2 . The approximate function value at a grid point is referenced by its local coordinate, e.g., u 0 is the approximate value of u(x; y) at the reference grid point 0.
If the partial derivatives of Equation (1) 
by dropping the second and the third terms in the right-hand side. This ve point scheme has a truncation error of O(h 2 ). A fourth order approximation scheme can be obtained by employing the central di erence scheme to approximate the higher order derivatives of the truncation error of the ve point stencil (2) Equation (3) is called the Mehrstellenverfahren by Collatz 3] . It is often referred to as the fourth order compact scheme for the Poisson equation, since only the nearest (compact) nine grid points are involved in the approximation scheme. Recently, Gupta, Kouatchou, and Zhang 9] showed that the fourth order compact scheme (3) is much more e cient than the second order scheme (2) for solving the Poisson equation, when multigrid methods are used to solve the resulting linear systems.
Fourth Order Approximation on Reduced Grid
The discretized domain may be colored in red and black colors in a checkerboard fashion, see Figure 1b . It is easy to see that, for the ve point scheme (2), the red points are linked only to the black points, and vice versa. We may eliminate all the red points and consider the discretized domain with only the black points, see Figure 1c . The resulting grid can be viewed as a regular grid with a meshsize p 2h, but is rotated by 45 . For simplicity, we denote the original grid as the h grid, and the reduced grid as the p 2h grid. Let us discretize Equation (1) on the p 2h using the central di erence scheme. Assuming that the cross derivatives u xxyy = u yyxx holds for all cases, Equation (1) 
From Equations (6) and (7), we have, after dropping the higher order terms, (f xx + f yy ) 0 : (8) Note that the second term in the right-hand side of (8) is the Laplace operator of f, and can be approximated using the ve point scheme (2) (or the ve point scheme (4)). We then arrive at a noncompact fourth order approximation scheme for Equation ( 3 One
Step Cyclic Reduction
The coe cient matrix from the standard ve point discretization scheme (2) has the Property-A 12]. With a red-black ordering, the matrix can be permuted into a two by two block form
where D is a diagonal matrix. It is well known that Equation (10) (11) is a nine point stencil on the p 2h grid, 4 similar to (9), see 7] . The only di erence is that the weights are changed. Speci cally, at each grid point away from the boundary and associated with Equation (11) (12) The property of the reduced system arising from one step cyclic reduction has recently been the subject of intensive study 5, 6, 7, 8] . Most studies are concerned with linear systems arising from the ve point discretizations of the convection di usion equation, of which the Poisson equation is a special case. It has been shown that the reduced system is better conditioned than the original system. Classical iterative methods applied to the reduced system are expected to converge faster than applied to the original system 7, 8] .
However, to the best of our knowledge, none of the existing studies discussed the issue of solution accuracy, and the relations between the cyclically reduced scheme and other comparable discretization schemes on the p 2h grid. This is understandable, since the cyclic reduction procedure does not change the accuracy of the approximation scheme.
The nite di erence scheme (12) is of O(h 2 ) accuracy since it is obtained from the O(h 2 ) central di erence scheme (2), with only algebraic manipulations. The weights involved in the scheme (12) are di erent from those in the fourth order scheme (9) , which explains the lower order accuracy of the scheme from the cyclic reduction approach. This example shows that both algebraic and geometric approaches can lead to nine point stencils on the p 2h grid, but the one from the geometric approach may have a higher order of accuracy.
A Family of Nine Point Schemes
In fact, it is possible to de ne a family of nine point schemes on the p 2h grid, similar to schemes (9) and (12) . For convenience, we denote B 1 = u 5 + u 6 + u 7 + u 8 ; B 2 = u 9 + u 10 + u 11 + u 12 ; B 3 = f 1 + f 2 + f 3 + f 4 :
The second order cyclically reduced scheme (12) 
We want to construct a family of nine point nite di erence approximations for the Poisson equation (1) on the p 2h grid. The idea is to introduce a parameter a such that 0 < a < < 1, where is a given number. For each value of a, we will obtain a unique stencil on the p 2h grid, and the stability of the scheme will be achieved only if a < . 
Substituting (17), (18), and (19) into (16), and using the relation (7), we obtain the truncation error for the approximation schemes 
The expression (20) indicates that the truncation error decreases to O(h 4 ) as a ! 1 12 from below. This result implies that the approximation scheme from the cyclic reduction does not o er the most accurate solution. To be more explicit, there is at least one nite di erence scheme (a = 1 12 ) on the p 2h grid, that is more accurate than the scheme obtained from the central di erence scheme on the h grid with one step cyclic reduction. 2
We plot in Figure 3 the values of the truncation error coe cient as a function of the parameter a. Both Proposition 1 and Figure 3 imply that, there is a subfamily of nine point schemes on the p 2h grid, whose truncation errors are asymptotically smaller than that of the cyclically reduced scheme. Since we are interested in solving Equation (1) on the h grid, not on the p 2h grid. The approximate solution obtained on the p 2h grid, using the schemes (16), is the approximate solution on the black points of the h grid. The approximate solution on the red points of the h grid will be obtained using the ve point scheme (2) . This approach is also called operator interpolation 10] 5 Convergence of Jacobi Iteration
The discretized linear systems are generally solved by iterative methods. For theoretical interest, Jacobi iterative method is usually analyzed for comparison, as the spectral radius of the Jacobi iteration matrix is relatively easy to obtain. The convergence rate of Jacobi iterative method can sometimes o er an indication on how other iterative methods, e.g., Gauss-Seidel iterative method, may behave.
Note that the discussion of spectral radius of the Jacobi iteration matrix is independent of the right-hand side. The coe cient matrix of the ve point scheme (4) 
Proof. The spectral radii of the Jacobi iteration matrices for a family of nine point compact schemes de ned on the h grid, similar to (16), were given by Altas and Burrage 2] as~
The proof follows immediately by considering the nine point noncompact schemes (16) It follows that, asymptotically, Jacobi iterative method converges fastest when solving the linear system from one step cyclic reduction procedure (among the ve schemes considered above). The proof of the following proposition is straightforward and is omitted. , with which the Jacobi iteration method converges even faster (asymptotically) than with the cyclically reduced scheme. Furthermore, the overall computational e ciency has to be determined by the quality (accuracy) of the computed solution, as well as the cost of the computation.
The above relations of the spectral radii of the Jacobi iteration matrices also hold for the spectral radii of the Gauss-Seidel iteration matrices, G (a), (1), with the Dirichlet boundary conditions satisfying an exact solution u(x; y) = sin(3 x)+cos(3 y). We used Jacobi iterative method and tested two discretization meshsizes h = 1=32 and h = 1=64. The iterations were terminated when the 2-norm residual was reduced by 10 10 orders of magnitude. We recorded in Table 1 the number of iterations, the CPU time in seconds, and the maximum absolute discrete errors. All experiments were conducted on an SGI workstation using Fortran 77 programming language in double precision arithmetic. The experimental results in Table 1 support our analytic results in the previous two sections. The only exception is the iteration number for the second order scheme on the p 2h grid with h = 1=32. Since the spectral radius results are valid when h ! 0, the numerical results are correct for h = 1=64. In this situation, the cyclically reduced scheme converged more quickly and took less CPU time than all the other schemes tested. However, in terms of overall computational e ciency, the fourth order compact scheme on the h grid is the best. Its maximum error 6:950(?5) with h = 1=32 is less than the maximum errors obtained by all the other schemes with h = 1=64. Note that, in this case, the CPU time for the fourth order compact scheme on the h=1=32 grid is 1:597 seconds, 9 which is far less than the 10:644 seconds required by the cyclically reduced scheme with h = 1=64. The second most e cient scheme is the fourth order scheme on the p 2h grid. We point out that the cyclically reduced scheme is about three times faster (in terms of CPU time) than the original second order scheme on the h grid. This result con rms the advantage of using cyclic reduction procedure to preprocess (precondition) the linear systems arising from the ve point discretization of the Poisson equation 7, 8] . However, our results in this paper show that the fourth order compact schemes on both the h grid and the p 2h grid are much more e cient than the cyclic reduction procedure.
We also tested the family of nine point schemes de ned in (16) for 0 < a < 
Concluding Remarks
We have studied the relations between the cyclically reduced scheme from the central di erence discretization of the Poisson equation and other nine point discretization schemes on the reduced p 2h grid. We gave a family of parameterized nine point nite di erence schemes on the p 2h grid. We proved that there is a unique value of the parameter that gives a fourth order approximation on the p 2h grid. We showed that there exists a subfamily of nine point schemes that have smaller truncation errors than the cyclically reduced scheme does. We also proved that there is another subfamily of nine point schemes, with which the Jacobi iterative method converges asymptotically faster than with the cyclically reduced scheme. Results from our numerical experiments indicate that the fourth order compact schemes on both the h grid and the p 2h grid are computationally more e cient than the scheme from the one step cyclic reduction procedure.
