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In this paper, we perform Molecular Dynamics Simulations (MD) of an interface containing
charged functional groups of different valences in contact with 2:1 ionic solution. We take into
account both the finite sizes of the ions in solution and the functional groups but we neglect the
structural details of the solvent (primitive model). We show that the distribution of ions and the
electrostatic properties of the system depend strongly on the valence of the interfacial charged
groups. In the case of surfaces containing well-separated charged interfacial groups, we observe
counterion binding at these groups induced by electrostatic interactions. A detailed analysis of the
potential of mean force between interfacial charged groups and ions reveals significant features not
anticipated by present theories of electrolytes near interfaces. Overall, our results reveal that in
primitive models of the ion-interface interaction, not only the ionic size and valence are important
but also the size and valence of the interfacial charged groups have a significant impact.
I. INTRODUCTION
The interaction of charged interfaces with ions is a sub-
ject of great importance in many areas of science such as
colloidal science, Soft Matter physics and Biophysics [1].
The electrostatic stabilization of micro and nanoparti-
cles [3] or the binding of polyelectrolytes such as DNA at
membranes are clear examples [2].
The classical theory of electrolyte solutions near
charged interfaces is based on the division of the system
in two separate regions: (i) the Stern layer, containing
the ions which are bound to the charged surface and (ii)
the diffuse layer containing mobile ions. Traditionally,
the origin of the Stern layer is attributed to short-range,
specific chemical interactions whereas in the diffuse layer
electrostatic and entropic factors control the distribution
of ions [3, 4]. In this description, the diffuse layer is de-
scribed by the well-known mean-field Poisson-Boltzmann
equation and the Stern layer acts as a boundary condition
completely described by an adsorption free energy (or,
equivalently, a binding constant). Such a treatment cor-
rectly reproduces many experimental results and it has
been adopted as a standard working procedure in fields
such as colloidal and interfacial science [3–5] or biophysics
[6]. In spite of its apparent success, this approach has
been highly criticized particularly (but not exclusively)
in the case of multivalent ions [7, 8]. First of all, the
binding constants appearing in the theory are used as
fitting parameters. Only in a few cases, actual adsorp-
tion or binding of counterions has been clearly demon-
strated being the binding constants predicted from inde-
pendent physico-chemical data [9] or approximate theo-
ries [10, 11].
In fact, there are examples in the literature showing
that experimental results previously interpreted using
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binding constants as fitting parameters can be predicted
by advanced statistical-mechanical theories without in-
cluding any kind of binding or chemical adsorption [12].
These results suggest that in some cases, the limitations
of the theory (the mean field approximation embedded
in the PB equation, the finite size of the ions,...) have
been masked in the use of effective binding constants,
so that the actual meaning of such constants is at least
questionable.
All these reasons have motivated a considerable re-
search activity in the field of statistical mechanics of elec-
trolyte solutions near charged interfaces, with the objec-
tive of explaining new phenomena which seems to be be-
yond the scope of the mean-field approximation assumed
in the Poisson-Boltzmann equation [13–17]. Although
the analysis of experimental results is still mostly done
with the use of classical theory, several research groups
are now interpreting their data with the help of advanced
statistical-mechanical theories [18] or Montecarlo simula-
tions [12, 19]. In this way, it is possible to go beyond the
mean-field approximation employed in the classical the-
ory. These descriptions are typically primitive models in
which the ionic solution is modeled as a system of point
charges or charged hard spheres in a dielectric medium
(all molecular details of the solvent are neglected). More
importantly, these studies typically neglect the details
of the interface, which is represented by an uniformly
charged plane. However, a few recent works have also
discussed, to different extents, the importance of the ef-
fect of explicit charged interfacial groups [12, 20, 21].
Indeed, in certain cases simple models considering ex-
plicit charged groups at the surface show significant dif-
ferences with calculations modeling the interface as a uni-
formly charged plane. For instance, Montecarlo simula-
tions of a titrable surface in contact with a divalent elec-
trolyte show that at a given pH and ionic strength, the
obtained charge density of the interface depends strongly
on its structure. The charge density predicted by a model
explicitly including interfacial charged groups of finite
size is larger than that predicted by a model consider-
2ing surface point charges or a uniformly charged surface
[21]. Also, recent molecular dynamics simulations of a
realistic model with atomic resolution of silica nanochan-
nels in contact with a divalent electrolyte [22] show that
the explicit effect of interfacial charged groups is im-
portant in the case of divalent cations such as Ca2+ or
Mg2+. In particular, it is shown that divalent cations
are electrostatically bound to interfacial silanol groups,
an important feature which cannot be resolved by us-
ing models neglecting all details of the structure of the
interface. The electrostatic binding at the interface is
even more pronounced in the case of interfaces contain-
ing multivalent groups. A particularly interesting case is
the DMPA phospholipid (dimiristoyl-phosphatidic acid),
which plays a relevant role in signaling processes in bio-
logical membranes. This phospholipid has a switchable
charge (0, −1e or −2e) in biological conditions, which
is employed to bind divalent cations to membranes with
a particularly high affinity [23]. Even the case of inter-
faces containing charged groups with charges as large as
q = −4e is possible. This is the case for example of the
phosphatidylinositol 4,5-bisphosphate lipid (also known
as PIP2), a biologically active membrane lipid which has
a charge between -2e and −4e depending on the environ-
mental conditions [24]. Molecular dynamics simulations
of these complex systems [11, 23, 24] suggest that the
properties of the interfacial groups play an important role
in the process of cation binding (rather than the averaged
surface charge density). However, due to the complexity
of the models with atomic resolution considered in these
simulations, it is very difficult to disentangle this effect
from other, more complex processes such as hydrogen
bonding, solvent effects,...
Our aim in this work is to analyze the electrostatic
binding of divalent cations to interfaces with explicit
interfacial charged groups using the simplest possible
model. In that way, we can complement previous the-
oretical works focused on the analysis of very specific
systems with atomic resolution. Our goal is to obtain
more general properties of these systems rather than a
detailed modeling of a particular, very specific system.
We discuss in detail the relation between the presence of
explicit interfacial charged groups and the electrostatic
binding of cations at the interface. We also analyze the
influence of the charge of explicit interfacial charges on
the average electrostatic properties of the system, dis-
cussing the limitations of previous theories to describe
this process.
The paper is organized as follows. In section II, the
model and the technical details of the simulations are
described in detail. In section III we discuss electrostatic
properties such as electrostatic potentials and effective
surface charges arising from cation binding. In section
IV, we analyze in more detail the interaction between ions
and the interface, comparing with previous electrostatic
binding theories. In section V we discuss kinetic aspects
of the binding of cations to the surface. We end the paper
in section VI with the Conclusions.
II. MODEL AND SIMULATION METHODS
All the results presented in this paper are obtained
from Molecular Dynamics (MD) simulations of a simple
system of an interface containing explicit charged groups
in contact with 2:1 electrolyte. We have chosen to per-
form MD simulations rather than Montecarlo simulations
(more usual in this area of research) because MD simu-
lations will allow us to obtain not only equilibrium prop-
erties but also an insight on dynamical aspects, which
are also relevant. In the following subsections, we will
describe in detail the model considered and the methods
employed to carry out the simulations and their analysis.
The general reader, not interested in simulation details,
may perhaps skip this section and go directly to the re-
sults presented in Section III.
A. Definition of the model
The model of the interface considered in this work is
shown schematically in Figure 1. The charged interface
consists of NI fixed discrete interfacial charges, qI , whose
centers are located on the plane z = 0 with x and y co-
ordinates in the corners of a 2D square lattice of side
a. Below these interfacial groups there is a perfectly re-
flecting impenetrable wall emulating a solid substrate.
The interface is in contact with a 2:1 electrolyte solution
(counterions of charge +2e and coions of charge −e). We
consider the solvent (water) as a a structureless dielec-
tric medium with ǫr = 78, as it is done in the so-called
primitive model of electrolytes [33].
The finite size of ions is also taken into account in the
primitive model of electrolytes. Typically, this is done by
considering a hard-sphere interaction potential between
ions, although the specific form of the interaction poten-
tial is not essential provided that it is a strongly repulsive
potential with an interaction range adjusted to the size of
the ions. In this work, we will consider that each pair of
particles i, j (being i an ion and j another ion or a fixed
interfacial charge) separated a distance rij interacts with
a Lennard-Jones interaction with a cut-off at rij = σLJ :
u(rij) = 4ǫ
[(
σLJ
rij
)12
−
(
σLJ
rij
)6]
, rij < σLJ . (1)
The interaction potential defined in this way is continu-
ous at rij = σLJ and highly repulsive in all the domain
where it is employed (rij < σLJ ). In all our simulations
we set the same values σLJ = 3 A˚and ǫ = 1 kJ/mole
[32]. We have performed test simulations of bulk 2:1
electrolyte comparing our simulation results with those
reported in [33] for the primitive model and no differences
were observed.
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FIG. 1: Top panel: Cartoon of the model considered in our
simulations. The charged interfacial groups are located on
top of an impenetrable wall at the XY -plane. The charged
surface is in contact with a 2 : 1 electrolyte in aqueous so-
lution located in the region z > 0. Bottom panel: snap-
shot from actual MD simulations with σ0 = −0.1e/nm
2 and
qI = −2e. Black spheres represent interfacial groups with
charge −1e, orange spheres are counterions with charge 2e
and white spheres are co-ions with charge −1e.
B. Simulation details
Molecular dynamics simulations in the canonical en-
semble were carried out with the LAMMPS (21May2008
version) [25] package running in the CESGA supercom-
puting center. All the simulations were performed at
room temperature (T = 300K) in the canonical ensem-
ble using the Nose-Hoover thermostat, with a relaxation
constant of 0.5 ps. The mass of the ions was set to be
equal to 20 g/mole for both coions and counterions (this
value is irrelevant for the equilibrium properties of the
system, affecting only the dynamics). The equations of
motion were solved with the help of the velocity Verlet
algorithm employing a timestep of 0.005 ps.
The simulation box contains a symmetric system con-
sisting of two interfaces (modeled as described in the pre-
vious subsection) located at z = 0 and z = Lz containing
NI fixed interfacial groups of charge qI , N2+ counterions
of charge 2e and N− coions with charge −e. The overall
system is neutral, so we have 2NIqI = 2eN2+−eN−. The
values of Lz are always selected to be large enough so that
any interaction between the two interfaces is negligible
and the central region of the simulation box (of at least
several nm) can be considered as bulk electrolyte. All
the results presented in this paper will be symmetrized
in the z−direction since the two copies of the interface
are equivalent, simply representing two states of the same
system.
The values of N2+ and N− employed in each simula-
tion were selected in order to obtain the desired concen-
tration cB in this aforementioned central region in which
the electrolyte can be considered as bulk electrolyte. The
exact values of N2+ and N− needed to obtain a desired
value cB are not known a priori. They are determined
in a series of trial and error simulations in which these
quantities were varied until the desired value of cB is ob-
tained. The employed procedure is as follows. In each
run, we compute the density profile of both counterions
and coions as a function of z averaged over x and y di-
rections. In the central region of the simulation box, at
large enough distances from both interfaces, the density
profiles of counterions and coions are constant (except for
very slight fluctuations) and related exactly by a factor
of 2 due to the charge asymmetry. Since the separation
between the two interfaces is always very large, this cen-
tral region (of several nm size) can be considered bulk
electrolyte and its average ion concentration is taken as
cB. This method is not as costly as it might apparently
seem, since our simulations run of this simplified model
do not require computational resources as big as those
required in more realistic models.
Periodic boundary conditions were applied along the
directions parallel to the interfaces (x- and y-directions),
but not in the z- direction. The size of the simulation box
in the x and y directions is assumed equal in all simula-
tions and will be denoted by L||. In all our simulations,
we will consider large values of L|| since the effects under
study are essentially interfacial rather than bulk effects,
so that large areas are needed in order to obtain good
statistics. The electrostatic interactions were computed
using a version of the Ewald summation technique de-
veloped for interfacial systems, which takes into account
both the periodicity in the x and y directions and the
lack of periodic conditions in the z direction. We have
found that the program works optimally when perform-
ing a significant part of the calculation of the electrostatic
interactions in the real space, so we have employed a cut-
off of 8 nm.
We have considered different simulation series in order
to discuss the effect of the relevant physical quantities
(charge density, charge of interfacial groups, ion concen-
tration). The parameters employed in all the simulations
(charge and separation of the interfacial groups, number
of particles, size of simulation box,...) are summarized in
Tables I-III. The first series (Table I) corresponds to four
simulations with different values of qI . The separation a
between the interfacial groups was adjusted so that the
4TABLE I: Parameters for the simulation series 1. These simulations correspond to the same bare surface charge density
σ0 = −0.1 e/nm
2 and electrolyte concentration cB=0.4 M but different charge and surface number density of interfacial groups.
Code qI a (nm) σ0(e/nm
2) L|| (nm) Lz (nm) N2+ N− cB(M) T/∆t
2F -0.1e 1 -0.1 20 41.5 420 800 0.04 1.5× 106
2B -0.5e 2.24 -0.1 44.8 17.9 900 1600 0.04 0.4× 106
2G4 -1e 3.17 -0.1 47.5 7.1 500 550 0.04 0.5× 106
2C -2e 4.47 -0.1 67 9.3 1350 1800 0.04 0.5× 106
TABLE II: Parameters for the simulation series 2. These simulations correspond to the same bare surface charge density
σ0 = −0.1 e/nm
2 and the same charge of the interfacial groups (qI = −e) but different electrolyte concentrations.
Code qI a (nm) σ0(e/nm
2) L|| (nm) Lz (nm) N2+ N− cB(M) T/∆t
2G6 -1e 3.17 -0.1 47.5 9.5 500 550 0.02 1× 106
2G3 -1e 3.17 -0.1 47.5 7.1 750 1050 0.06 1× 106
2G2 -1e 3.17 -0.1 47.5 7.1 1250 2050 0.1 1× 106
2G -1e 3.17 -0.1 47.5 7.1 2250 4050 0.21 1× 106
2G0 -1e 3.17 -0.1 47.5 8.1 3450 6450 0.3 0.5× 106
2G04 -1e 3.17 -0.1 47.5 14.2 9600 18750 0.48 0.3× 106
2G06 -1e 3.17 -0.1 47.5 10.1 9600 18750 0.65 0.5× 106
bare surface charge density defined as:
σ0 =
qI
a2
= qI
NI
L2||
(2)
is maintained constant. Also, the number of ions N2+
and N− was adjusted so that the bulk ion concentra-
tion cB is equal in all the simulations of the series 1. A
second series of simulations (see Table II) has been also
performed with different values of the bulk concentration
of ions (cB) and fixed values of σ0 and qI . Finally, series
3 (Table III) corresponds to runs similar to those of the
series I or II but using a different value of σ0.
The equilibration time employed in our simulations de-
pends on the different cases under study due to the very
different sizes of the simulation box and number of par-
ticles considered. In any case, it was determined from
observing the stabilization of the different physical quan-
tities relevant of the system. In all cases it was between
105 and 5×105 time steps. The number of time steps em-
ployed in the production runs was also different form case
to case and was determined by ensuring that the noise
and fluctuations in the time averaged physical quantities
discussed in this work was reduced as much as possible.
The values employed in each case are also given in Tables
I-III. The total CPU time employed in the simulations of
Tables I-III can be estimated as 8× 104 hours.
C. Determination of ion binding and effective
surface charge density from simulation results
A question of great interest, in comparing our sim-
ulation results with previous theories (e.g. the Stern
layer hypothesis) or with interpretations arising from ex-
perimental results is the possibility of binding of coun-
terions at the interface. A first qualitative analysis of
snapshots and movies of the simulations (see for example
the snapshot in Figure 1 or the movie available as aux-
iliary EPAPS material, both generated with the help of
the molecular graphics software VMD [26]) suggests that
binding is indeed observed in our simulations. In par-
ticular, one finds a number of counterions spending sig-
nificant amounts of time in close contact with interfacial
groups. However, the question of whether this observed
effect can be regarded as actual binding or not or even
how to quantify it is far from clear.
In order to develop a method able to quantify the (pos-
sibly nonzero) adsorption of counterions at the interface,
we develop a criterion based on the classical Bjerrum
theory of electrolyte solutions. First of all, we recall the
similarity with the case of (bulk) electrolyte solutions.
Equilibrium and transport properties of electrolytes be-
have as if a certain fraction of the ions is in fact paired
in stable entities formed by a cation and an anion [27].
This tendency is stronger when at least one of the ions
is multivalent. The classical approach to deal with this
situation is the Bjerrum pairing theory which treats the
formation of the ion pairs as a chemical reaction [27, 28].
In this theory, the fraction of paired ions is then com-
puted by assuming as bound those ions at separations r
in which the attraction energy between cations and an-
ions (as measured by the potential of mean force w(r))
is larger than the thermal energy kBT .
This approach can be generalized to the interaction
between counterions and interfacial charges as follows.
First, the two particle correlation function g(2)(r1, r2) be-
tween an interfacial group at position r1 and a cation at
position r2 is obtained from the simulations results. The
potential of mean force is then computed from the rela-
5TABLE III: Simulation parameters for the simulation series 2. These simulations correspond to the same bare surface charge
density σ0 = −0.277 e/nm
2 but different quantities of added ions (i.e. different electrolyte concentrations).
Code qI a (nm) σ0(e/nm
2) L|| (nm) Lz (nm) N2+ N− cB(M) T/∆t
3GL3 -1e 1.9 -0.277 47.5 142.5 2650 4050 0.01 0.15× 106
3GL2 -1e 1.9 -0.277 47.5 57 2650 4050 0.025 0.15× 106
3GL1 -1e 1.9 -0.277 47.5 14.2 2650 4050 0.1 0.3× 106
3G -1e 1.9 -0.277 47.5 7.1 2650 4050 0.21 0.3× 106
3G0 -1e 1.9 -0.277 47.5 10 4350 7450 0.28 0.5× 106
3G1 -1e 1.9 -0.277 47.5 7.1 10000 18750 0.98 0.5× 106
tion [29]:
g(2)(r1, r2) = exp{−βw(r1, r2)} , (3)
where β = 1/kBT , with kB being the Boltzmann con-
stant and T the absolute temperature. Once we have
evaluated the potential of mean force from the simula-
tion results, we check again all the positions of counte-
rions during the MD trajectory. All the counterions at
positions at which w(r1, r2) < −kBT are considered as
adsorbed counterions in the sense that they form a state
robust to thermal fluctuations. Once the average num-
ber of bound counterions during a simulation run (Nads)
is determined, the effective charge density of the inter-
face σeff is computed by taking into account both the
charged interfacial groups and the bound counterions:
σeff = σ0
(
1−
2eNads
|qI |NI
)
. (4)
III. ELECTROSTATIC PROPERTIES
In this section, we will discuss the electrostatic prop-
erties of the interface as obtained in the MD simulations.
Given the vast amount of information that can be ob-
tained from MD simulations, we have decided to discuss
only results for those quantities which are typically mea-
sured in the different experimental techniques and inter-
preted using the classical theory. A first quantity of in-
terest is the amount of adsorbed ions, which can be mea-
sured by different optical or X-ray techniques [30, 31].
Another quantity of interest is the average electrostatic
potential. Using electrokinetic experimental techniques,
the electrostatic potential near the interface can be de-
termined [4, 6]. In some cases, experimental techniques
exist which allow the determination of the electrostatic
potential profile V (z) [6].
Hence, in this section we will focus on the analysis of
the effective charge density, σeff , and the electrostatic
potential profile, V (z). We will discuss how the presence
of explicit interfacial groups influence these quantities
in conditions of different bulk electrolyte concentration
and/or different surface charge density.
A. Effect of the charge qI of interfacial groups at
fixed surface charge density and bulk ion
concentrations
In this subsection, we will discuss how the structure of
the electric double layer depends on the charge qI of the
interfacial groups for fixed charge density and ion bulk
concentration. In order to simplify the discussion, we
will focus on a particular case with low surface charge
density, fixed at the value of σ0 = −0.1 e/nm
2 and fixed
low bulk electrolyte concentration (cB = 0.04 M). This
charge density is of the order of magnitude of the charge
densities obtained for some latex colloids (see for example
the colloids employed in [9]) but it is much smaller than
typical σ for highly charged systems such as silica/water
interfaces [12] or certain phospholipid monolayers [23].
In the next subsection, we will briefly discuss how the
obtained results depend on the surface charge density.
The parameters employed in the simulations are given
in Table I. We consider four different values for the in-
terfacial charges qI = −0.1e, −0.5e, −1e, −2e and con-
sequently, four different number densities of interfacial
groups (1 nm−2, 0.2 nm−2 , 0.1 nm−2 and 0.05 nm−2)
in order to obtain the same charge density σ0 = −0.1
e/nm2.
In Figure 2, we show the density profile of counteri-
ons (charge +2e) and coions (charge -e) as a function of
the coordinate perpendicular to the interface (z), aver-
aged over the parallel (x and y) coordinates. The den-
sity profiles corresponding to the cases qI = −0.1e and
qI = −0.5e are almost identical, revealing no effect of
the discrete nature of interfacial charged groups. The
case qI = −1e shows small (but noticeable) differences
with the cases qI = −0.1e and qI = −0.5e. However,
the case qI = −2e (see Figure 2) shows larger differ-
ences with the other cases. For example, the peak in the
density of counterions is about 0.1 ions/nm3 in the case
qI = −2e but is about 0.07 ions/nm
3for qI = −1e and
0.06 ions/nm3 in the case qI = −0.1e.
These apparently small differences in the distribution
of ions have important consequences in properties of the
system such as the electrostatic potential profile. This
can be clearly seen in Figure 3, in which we show the
profile of the electrostatic potential as a function of z,
averaged over the parallel (x and y) directions.
It is clear that surfaces with the same charge density
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FIG. 2: Density profiles of counterions (solid lines) and coions (dashed lines) for the case with σ = −0.1e/nm2 and cB = 0.04
M. Each panel corresponds to different charges and separations between interfacial groups, all corresponding to the same charge
density of σ = −0.1e/nm2. From left to right and top to bottom, we have qI = −0.1e, qI = −0.5e, qI = −1e and qI = −2e.
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FIG. 3: Electrostatic potential (mV) as a function of the dis-
tance to the interface z (A˚) for series 1, with σ = −0.1e/nm2,
cB = 0.04M, and different values of the interfacial charge qI .
Circles correspond to the results calculated from MD simula-
tions. Solid lines are the profiles obtained by using the PB
equation with four different effective charges.
(σ = −0.1 e/nm2) in contact with the same ionic solu-
tion originate different electrostatic potentials depending
on the interfacial groups responsible for the interfacial
charge. As | qI | increases, the electrostatic potential is
less negative near the surface due to the higher concen-
tration of positive ions from the solution at the interface.
For example, the magnitude of the potential obtained
near the surface in the case qI = −1e is about 50% larger
than that obtained in the case qI = −2e. Also, the elec-
trostatic potential obtained in the case qI = −0.1e is sig-
nificantly more negative than the result obtained in the
case qI = −1e. The results of Figure 3 have a very inter-
esting physical interpretation: interfaces with the same
charge density σ0 but different qI behave as surfaces with
different effective charge densities. An interface with a
surface charge density σ0 arising from interfacial groups
with qI = −2e behaves as effectively less charged than a
surface with the same σ0 arising from interfacial groups
with qI = −1e.
This intuitive notion, suggested from the analysis of
the electrostatic potential results, can be put on more
rigorous grounds by making use of the notion of adsorbed
counterions developed in Section IIC. In each simulation,
we have computed the interfacial charge density σeff
given by Eq.(4) which includes both the interfacial groups
and the bound counterions. The results, shown in Figure
4, show that as the magnitude of qI increases, the quan-
tity of bound counterions increases for the same values
of cB and σ0, as expected from our previous analysis. In
the hypothetical case qI = −0.1e, we observe no signifi-
cant binding, being σeff = σ. In contrast, in the cases
most relevant for real situations (qI = −1e and qI = −2e)
there is significant adsorption even at this low bulk con-
centration of ions. For qI = −1e, the magnitude of σeff
is about a 30% smaller than the bare interfacial charge
σ0 and for qI = −2e more than half of the bare surface
charge is compensated by adsorbed counterions. This
dramatic effect observed in the case qI = −2e is nicelly
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FIG. 4: Dependence of the effective charge density of the
interface σeff (defined as the charge density arising from both
interfacial charged groups and adsorbed counterions) with the
charge qI of the interfacial groups. The bare charge density of
the interface is σ = −0.1 e/nm2 and the bulk concentration
of electrolyte is cB = 0.04M.
illustrated in the movie available as auxiliary EPAPS ma-
terial. In this movie, it can be clearly seen how a large
amount of counterions remain in close contact with the
interfacial groups, moving around them without desorb-
ing.
At this point, it is interesting to compare our sim-
ulation results with the predictions of the classical PB
equation typically employed to analyze electrostatic po-
tentials in experiments. In the classical theory, if the
amount of adsorbed ions is known, the electrostatic po-
tential profile is determined by solving the PB equation
with the charge surface density including both counteri-
ons and the bare charge of the interface [3] (the so-called
Stern layer approximation). Here, we can use for each qI
the effective surface charge density σeff obtained from
our simulations. The results are shown as solid lines in
Figure 3. In these cases, the PB equation describes with
good approximation the decay of the electrostatic poten-
tial. Conversely, our results imply that if the electrostatic
potential profile is known, the classical approach based
on the use of the PB equation and a Stern layer can be
employed to estimate the actual charge of the interface
and therefore the amount of adsorbed counterions. It has
to be emphasized that in this particular case, the bulk
concentration of ions is small and deviations from PB in
fact occur at larger electrolyte concentrations (see next
subsection).
B. Effect of bulk electrolyte concentration and
surface charge density
The examples discussed so far correspond to cases of
low electrolyte concentration and low surface charge den-
sity. Let us now briefly consider the effect of increasing
these quantities. Let us first consider the effect of in-
creasing the electrolyte bulk concentrations at fixed val-
ues qI = −1e and σ = −0.1 e/nm
2.
FIG. 5: Dependence of the charge density of the interface σeff
including both interfacial charged groups and adsorbed coun-
terions as a function of the bulk concentration of electrolyte
cB . The bare charge density of the interface is σ = −0.1e/nm
2
and the charge of the interfacial groups is qI = −1e.
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FIG. 6: Average electrostatic potential for σ = −0.1e/nm2,
qI = −1e, and cB = 0.03M, 0.1M, 0.21M, 0.3M. Circles cor-
respond to the results calculated from MD simulations. Solid
lines are the profiles obtained by using the PB equation with
four different effective charges (see text).
We obtain (Figure 5) that the amount of adsorbed
counterions strongly increases as the concentration of
ions in the bulk increases. At electrolyte concentrations
around 0.5 M, the magnitude of σeff has decreased to
half of the bare interfacial charge density σ0. In Figure 6
we show also the electrostatic potential profile for differ-
ent concentration cB. As it is known experimentally, the
8addition of larger concentrations of divalent electrolyte
decreases strongly the electrostatic potential. For exam-
ple, at electrolyte concentrations of cB = 0.3M, the elec-
trostatic potential is very small everywhere due to both
the large amount of adsorbed counterions (σeff is very
low, see Figure 5) and the high electrostatic screening
of this significant amount of dissolved electrolyte. It is
also interesting to compare the obtained potentials with
a calculation based on the PB equation with a boundary
condition (Stern layer) given by the effective charge den-
sity σeff obtained from the simulations. In this case (see
Figure 6), the classical theory is unable to reproduce cor-
rectly the obtained electrostatic potential for concentra-
tions larger than 0.1 M. In other words, given these elec-
trostatic potential profiles, the classical approach cannot
be employed to determine the surface charge density and
the amount of counterions adsorbed at the interface, even
in a situation with small bare surface charge density. This
result is not unexpected, since it is well-known that the
PB equation is suitable to describe the bulk behaviour of
2:1 electrolyte solutions only at very low concentrations
[33]. Even at moderate concentrations, strong ion-ion
correlations cause strong deviations from the mean-field
approximation assumed in the PB equation. Hence, devi-
ations from PB must be expected in the cases considered
in Figure 6.
FIG. 7: Dependence of the charge density of the inter-
face σeff including both interfacial charged groups and ad-
sorbed counterions as a function of the bulk concentration of
electrolyte cB. The bare charge density of the interface is
σ = −0.277e/nm2 and the charge of the interfacial groups is
qI = −1e.
The results obtained so far do not depend strongly on
the value of σ0 provided that the separation between in-
terfacial charges is large compared with the size of both
the ions and the interfacial groups. In order to illus-
trate this point, we now consider two cases with the same
bulk electrolyte concentration (cB = 0.1M) and the same
charge of the interfacial groups (qI = −1e) but two differ-
ent spacings between the interfacial groups (a = 3.17 nm
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FIG. 8: Average electrostatic potential for qI = −1e, cB =
0.1M, and σ = −0.1e/nm2,−0.277e/nm2. Circles correspond
to the results calculated from MD simulations. Solid lines
are the profiles obtained by using the PB equation with four
different effective charges (see text).
and a = 1.9 nm). This gives two different surface charge
densities σ0 = −0.1e/nm
2 and σ0 = −0.277e/nm
2. The
effective charge is shown in Figure 7 and the electrostatic
potential is shown in Figure 8. As expected, the electro-
static effects are larger for the case with larger σ0 (see
Figure 8), but the previous conclusions remain the same.
The magnitude of the effective charge evolves with the
bulk electrolyte concentration in a very similar way, be-
ing σeff less than half of the bare surface charge density
σ0 at 1 M electrolyte concentration.
IV. INTERACTION OF IONS WITH THE
INTERFACE: CORRELATIONS AND
POTENTIAL OF MEAN FORCE
In the previous section, we have seen that an interface
with bare surface charge density σ0 behaves differently in
contact with the same electrolyte solution depending on
the charge qI of the interfacial groups responsible for the
charge density of the surface. These results imply that
the interaction between ions and the interfacial groups
plays an important role. Our aim in this section is to de-
velop a statistical-mechanical analysis of this interaction.
Let us first discuss several general properties of the 2-
particle correlation function g(2)(r+, rI) between an in-
terfacial group located at rI and a counterion located
at r+. In all cases, the distribution of ions around in-
terfacial charges has axial symmetry around the Z-axis,
as it is clearly seen in the examples shown in Figure 9.
In Figure 10, we show the results using the cylindrical
coordinates RI+ =
√
(x+ − xI)2 + (y+ − yI)2 and z+.
A first conclusion drawn from this analysis is that, for
all the cases studied and close to the interfacial groups,
the correlation function depends only on the distance be-
9FIG. 9: Projection of the distribution function g(2)(r+, rI) on
the plane of the interface. (A) σ0 = −0.1e/nm
2, cB = 0.11
M, qI = −1e; (B) σ0 = −0.277e/nm
2 , cB = 0.11 M, qI =
−1e; (C) σ0 = −0.277e/nm
2 , cB = 0.28M, qI = −1e; (D)
σ0 = −0.1e/nm
2, cB = 0.04M, qI = −2e.
tween ions and interfacial groups. In fact, since the ob-
served correlations are significant (g(2) different from 1)
only at a shell of 2-3 A˚ around the interfacial groups, the
function g(2) can be considered to depend only on the
separation between counterions and interfacial groups.
Overall, the results show that there is a prominent peak
near the separations of closest approach (3 A˚ ) between
the interfacial groups and the counterions at all concen-
trations and surface charge densities. The effect is more
stronger at larger values of qI and also at larger σ0, in-
dicating the larger adsorption of counterions expected in
these cases.
Let us now consider the potential of mean force be-
tween interfacial groups and counterions. The fact that
the correlation function depends only on the distance rI
between interfacial groups and counterions allows us to
write the potential of mean force as a function of the
distance rI+ only (see Eq.(3)). Several examples of this
function are given in Figure 11. As expected, the poten-
tial of mean force shows a significant attraction (absolute
values larger than kBT ) at very short distances rI+ and
typically decays to negligible values in about 2-3 A˚.
Interestingly, it is possible to obtain a simple analytical
approximation for the potential of mean force w(rI ) valid
for short separations between counterions and interfacial
groups. Since in all our simulations the separations be-
tween interfacial groups are an order of magnitude larger
than the distances at which w(rI) is significant, we can
assume that counterions interact with effective interfa-
cial entities consisting of charges of value ZeffI (in units
of e) and a background constant potential w0. In this
FIG. 10: Plot of the two particle correlation function
g(2)(r+, rI) between counterions and interfacial groups in
cylindrical coordinates RI+, z+ for different simulations. (A)
σ0 = −0.1 e/nm
2, cB = 0.02M, qI = −1e; (B) σ0 =
−0.277e/nm2, cB = 0.28M, qI = −1e; (C) σ0 = −0.1e/nm
2,
cB = 0.48M, qI = −1e; (D) σ0 = −0.1e/nm
2, cB = 0.04M,
qI = −2e.
approximation, we can write:
βw(rI+) = βw0 + 2Z
eff
I
lB
rI+
(rI+ small) (5)
where lB = e
2/4πǫ0ǫrkBT ≃ 0.71 nm is the Bjerrum
length and the factor 2 takes into account that coun-
terions are divalent. Eq. 5 gives a very good fit of the
simulation results, as illustrated in Figure 11. The val-
ues of ZeffI and w0 as obtained by fitting the simulation
results are given in Table IV and V for different values of
σ0 and different electrolyte concentrations cB. The value
of the effective interfacial charge, ZeffI , does not depend
on the concentration or the interfacial charge density, but
is constant at a value slightly smaller than the nominal
interfacial charge. The value of the background potential
w0, on the other hand, exhibits a strong dependence on
the electrolyte concentration, becoming larger as the cB
is increased; also, for a given concentration, such poten-
tial is larger for higher surface charge densities.
The obtained results for both ZeffI and w0 have very
interesting implications. First of all, ZeffI has a smaller
magnitude than the actual interfacial charge qI . Even at
very short separations, the ions do not feel the “bare”
charge of the interfacial groups but a renormalized,
screened charge. Secondly, the obtained values of w0
are positive and typically around 1-2 kBT . This implies
that, in addition to the coulombic attraction there is a
significant repulsive potential acting against counterions.
Overall, our results demonstrate that the interaction be-
tween counterions and interfacial groups is much more
complex than a simple coulombic interaction between
charged spheres with charges +2e and qI . Many-body ef-
fects are always present and, in the cases considered here,
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FIG. 11: Potential of mean force as a function of the distance
between the interfacial charges and counterions for different
cases. We also show the comparison with a fit of the form
given by Eq.(5) (see text for a discussion). (A) Case with
σ0 = −0.277e/nm
2, cB = 0.21M, qI = −1e; (B) Case with
σ0 = −0.1e/nm
2, cB = 0.04M, qI = −0.5e.
they can be tackled in an approximate way in the form
of effective or renormalized charges and a background
potential.
The results obtained for the quantities ZeffI and w0 are
also relevant in the context of a recent theory [10] which
proposes that the interaction between counterions and
interfacial groups can be understood as an electrostatic
pairing formally identical to the Bjerrum pairing effect
observed in bulk electrolytes. In this theory [10], the po-
tential of mean force is assumed to be of the same form as
proposed originally by Bjerrum, βw(rI ) = −2lB/rI , i.e.
a direct Coulomb interaction between interfacial groups
of charge −1e and counterions. Our simulation results
show that this approximation neglects many-body effects
which play an essential role in the potential of mean force.
The same methodology employed so far can be used
to analyze the potential of mean force of the co-ions.
We will only discuss briefly the results obtained in this
case. There is a depletion in the concentration of co-
TABLE IV: Dependence of the effective parameters ZeffI and
w0 of the potential of mean force (Eq.(5)) with the electrolyte
concentration cB at fixed values of the bare surface charge
(σ0 = −0.1e/nm
2) and charge of the interfacial groups (qI =
−1e).
Code βw0 e
−βw0 ZeffI cB (M) lkT (A˚)
2G6 0.87 0.42 -0.89 0.02 6.8
2G4 0.75 0.47 -0.85 0.04 6.7
2G3 0.88 0.41 -0.86 0.06 6.3
2G2 1.16 0.31 -0.9 0.1 5.8
2G 1.35 0.26 -0.89 0.21 5.3
2G0 1.46 0.23 -0.88 0.3 5.0
2G04 1.71 0.18 -0.89 0.48 4.6
2G06 1.75 0.17 -0.87 0.65 4.5
TABLE V: Dependence of the effective parameters ZeffI and
w0 of the potential of mean force (Eqs.(5)) with the electrolyte
concentration cB at fixed values of the bare surface charge
(σ0 = −0.277e/nm
2) and charge of the interfacial groups
(qI = −e).
Code βw0 e
−βw0 ZeffI cB (M) lkT (A˚)
3GL3 0.71 0.49 -0.81 0.011 5.64
3GL2 0.96 0.38 -0.84 0.025 5.89
3GL1 1.30 0.27 -0.91 0.11 5.51
3G 1.45 0.23 -0.91 0.21 5.1
3G0 1.51 0.22 -0.89 0.28 4.94
3G1 1.81 0.16 -0.84 0.98 4.16
ions near the interface as evidenced in the potential of
mean force shown in Figure 12. At short distances rI , the
potential of mean force between co-ions and interfacial
groups can be also fitted by an expression analogous to
that employed in the case of counterions, i.e.:
βw(rI−) = βw0 + Z
eff
I
lB
rI−
(rI− small) (6)
The values obtained for ZeffI using the w(rI) data of
counterions or coions are practically the same. However,
the values of w0 are negative and of different magnitude.
V. DYNAMIC ANALYSIS OF THE ADSORBED
AND FREE LAYERS OF IONS
In the following, we analyze the different dynamical
behavior of counterions at different regions of the system.
This dynamical information complements the more static
picture given by the analysis of the electrostatic potential
and the density profiles.
We would like to discuss the residence times of coun-
terions at different regions near the interface, in order to
compare the dynamics of bulk ions with those close to the
interfacial groups. The regions considered are depicted
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FIG. 12: Potential of mean force as a function of the distance
between the interfacial charges and coions for different cases.
We also show the comparison with a fit of the form given
by Eq.(5) (see text for a discussion). (A) Case with σ0 =
−0.277e/nm2, cB = 0.21M, qI = −1e; (B) Case with σ0 =
−0.1e/nm2, cB = 0.04M, qI = −0.5e.
in Figure 13. The region 1 includes all the counterions
which are bound to the interfacial groups, i.e. all the
counterions at a distance rI+ such that w(rI+) < −kBT .
This region is a spherical shell around the interfacial
groups with a radius which we will denote by lkT . Re-
gions 2 and 3 correspond to slabs of width lkT parallel to
the interface (excluding region 1).
In our simulations, we have computed the residence
time of counterions in these regions. In Figure 14 we
show a comparison between the residence times in the
different regions for σ = −0.1e/nm2, cB = 0.04M in the
cases qI = −1e and qI = −2e. The histograms shown in
Figure 14 correspond to the probability that a particle
spends a time t in each region (all the histograms have
a bin of size 100 ∆t). The results indicate that the most
likely events are the fast incursions in and out of a given
region (tresidence ∼ 200∆t). However, for counterions
entering the shell surrounding the interfacial charges (re-
gion 1) there is also a significant probability of dwelling
FIG. 13: Cartoon showing regions: region 1 is a spherical
shell of radius lkT (see text) around the interfacial groups;
regions 2 and 3 correspond to slabs of width lkT parallel to
the interface (and excluding region 1).
there for much longer times (∼ 105∆t). This tail in the
probability function is caused by those counterions bound
to the interfacial charges which eventually escape due to
collisions with other counterions (nice examples of these
collisions can be seen in the movie available as EPAPS).
The comparison of the results for different regions shows
that counterions bound to interfacial charges stay longer
times in region 1 than in regions 2 and 3. The behavior of
counterions in regions 2 and 3 is very similar, indicating
that the effect of the interface in residence times is only
relevant for bound ions. Also, the comparison between
Figures 14A and 14B shows that the residence times of
bound ions are significantly longer for interfacial groups
with qI = −2e than for qI = −1e; the binding of a coun-
terion with an interfacial group with q = −2e is stronger
than for the case qI = −1e.
In Figure 15, the probability as a function of the resi-
dence time in the shell surrounding the interfacial charges
is represented for cases with the same interfacial charge
density σ = −0.1e/nm2, the same value of the interfacial
charge qI = −1e, but different values of the electrolyte
concentration cB = 0.04M, 0.21M, 0.48M. The tail in
the probability function becomes reduced the higher the
electrolyte concentration is, reflecting the fact that the
higher the ion concentration the more likely it is that
a collision will expel a bound counterion from the shell
surrounding an interfacial charge.
We have also explored the effect of the surface charge
density σ0 on the dynamics of the counterions. In Figure
16, the probability as a function of the residence time
in the shell surrounding the interfacial charges is repre-
sented for cases with the same concentration cB = 0.3M,
the same value of the interfacial charge qI = −1e, but
different values of the surface charge density (σ = −0.1
e/nm2,−0.277 e/nm2). The obtained behaviour, resi-
dence times decreasing with increasing surface charge
density, is a consequence of the fact that the concen-
tration next to the interface increases the higher σ0 is.
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FIG. 14: Probability function versus the counterion residence
time in the region surrounding the interfacial charges (solid
line) and in several contiguous layers parallel to the interface
(first layer: dotted-dashed line; second layer: dashed line;
third layer: dotted line). Case (A) corresponds to the case
with σ = −0.1e/nm2, cB = 0.04M and qI = −1e. Case (B)
corresponds to the case with σ = −0.1e/nm2, cB = 0.04M
and qI = −2e.
VI. CONCLUSIONS
In this work, we have studied via molecular dynamics
simulations systems consisting of an interface charged by
discrete groups in contact with a 2 : 1 ionic solution. We
have employed a primitive model for the electrolyte, in
which the solvent is a structureless medium characterized
by its dielectric constant and the charges (including the
interfacial groups) are modeled as charged Lennard-Jones
particles. From the simulations results we have obtained
physical quantities relevant in the interpretation of most
of the experiments that are performed in the context of
charged surfaces in contact with ionic solutions: the den-
sity of ions and the electrostatic potential as a function
of the distance to the interface. One of the most striking
conclusions from our work is that both these quantities
show a strong dependence on the way the electric charge
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FIG. 15: Probability function versus the counterion residence
time in the region surrounding the interfacial charges for cases
with the same interfacial charge density (σ = −0.1e/nm2)
and the same value of the interfacial charge qI = −1e but
different values of the electrolyte concentration (solid line:
cB = 0.04M; dotted line: cB = 0.21M; dashed line: cB =
0.48M).
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FIG. 16: Probability function versus the counterion residence
time in the region surrounding the interfacial charges for cases
with the same electrolyte bulk concentration (cB = 0.3M), the
same value of the interfacial charge qI = −1e, but different
values of the surface charge density (solid line: σ = −0.1
e/nm2; dotted line: σ = −0.277 e/nm2) .
is distributed on the charged surface. Indeed, we obtain
that, for the same surface charge density of the interface
σ0 and bulk concentration of the electrolyte cB, both the
density and the electrostatic potential profiles exhibit sig-
nificant differences for different values of the charge of the
interfacial groups qI . Such differences, which are best ap-
preciated in Fig. 3, are comparable to the differences in
those magnitudes obtained by changing the electrolyte
concentration by one order of magnitude (for the same
σ0 and qI) or by changing the surface charge density by
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a factor of 2.7 (for the same cB and qI) (see Figs. 6
and 8). Consequently, the structure of the charged inter-
face has to be taken into account in the interpretation of
experimental results.
We have been able to explain such a dependence of
the system’s properties on the surface nanostructure by
making use of the notion of binding between counteri-
ons and interfacial charges, in analogy to the Bjerrum
pairing theory of electrolyte solutions. We have com-
puted the potential of mean force w(r) between counte-
rions and interfacial charges from the simulations results
and considered bound those counterions with attraction
energies greater than kBT . The binding of counterions
to interfacial charged groups redefines the surface charge
density of the interface to an effective value σeff smaller
in magnitude than the nominal one σ0. Such σeff de-
creases with increasing concentration and with increas-
ing qI ; for instance, at a (low) electrolyte concentration
of cB = 0.04M , the surface charge density becomes re-
duced by a a factor 2 for qI = −2e. Using the effective
surface charge density in combination with the Poisson-
Boltzmann equation we have successfully reproduced the
electrostatic potential profiles mentioned above of a sys-
tem with low surface charge density and electrolyte con-
centration. The success of such a description implies
that, for low values of σ0 and cB, if the electrostatic po-
tential is known from experiment the classical approach
based on the use of the PB equation and a Stern layer can
be employed to obtain the amount of adsorbed counteri-
ons. In contrast, we also show that such procedure fails to
describe the potential profiles obtained from simulations
for cases with high electrolyte concentrations, which in
turn means that the PB equation cannot be used in such
conditions to obtain the amount of adsorbed counterions,
but another theory which considers ion-ion correlations
should be employed.
The potential of mean force w(r) between the ions in
solution and interfacial charged groups has been further
analyzed. For the cases studied, the potential of mean
force presents radial symmetry at short distances from
the interfacial charges. This finding has allowed us to ob-
tain a simple functional form for w(r) consisting of two
additive terms which is valid for short separations from
the interfacial groups. The first term has a Coulomb-like
form with an effective interfacial charge slightly smaller
than the actual one; this term had been postulated as
the only one composing the potential of mean force in
Refs. [10] and [11]. The second term is a constant back-
ground potential acting against the binding of counte-
rions to the interfacial groups. In contrast to the first
term, it describes a many body interaction with the rest
of the system, as evidenced by its strong dependency on
the electrolyte concentration cB. Efforts to theoretically
predict the magnitude of this background potential are
under way.
Finally, we have analyzed the dynamics of counterions
in the different regions of the system. As expected, al-
though in most of the system counterions transit very
rapidly, in those regions where binding occurs there is
a significant probability of staying there for very long
times. The residence time of counterions in such regions
is longer for higher values of qI , since the interaction with
the interfacial groups is stronger and thus more robust
to thermal fluctuations. With increasing electrolyte con-
centration the time that bound ions stay in the vicinity
of interfacial charges decreases, which we interpret as a
result of the increase in the probability of collision with
other counterions. Note that such collisions effectively
act as a repulsive force directed out of the interfacial
charges which becomes stronger the higher the concen-
tration of counterions is, and could be the origin of the
background repulsive term obtained in the potential of
mean force.
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