Abstract. This article proposes omnibus bootstrap speci…cation tests for the F ARIM A model using statistics based on Bartlett's Tp process, whose limiting distribution depends on the speci…c model considered under the null hypothesis and on the particular method employed to estimate the parameters of the model. One consequence of the latter is that to calculate the critical values of the test is not easy if at all possible. To circumvent this problem, Delgado, Hidalgo and Velasco (2005) described a transformation of the Tp process such that its asymptotic distribution becomes pivotal. The aim of this article is twofold. Firstly, to examine alternative methods to estimate the distribution of the test under the null, e.g. via bootstrap methods, showing their validity. And secondly, since several alternatives are then possible to perform valid test for the null hypothesis, we examine their …nite sample performance via a Monte Carlo experiment to see if there is a method which dominates the others.
INTRODUCTION
A parametric time series linear process is correctly speci…ed when the corresponding innovations of the model are uncorrelated. In this context, Bartlett (1954) introduced two alternative omnibus tests based on estimates of the spectral distribution function. One of these alternatives were based on functionals of the U p process, which compares the spectral distribution function of the raw data with that obtained under the null hypothesis. This procedure is similar or resembles the standard empirical process when testing for a particular probability distribution function. His second alternative was based on the T p process, which is a standardized estimator of the spectral distribution function of the innovations of the process, which by de…nition is constant under the null hypothesis of correct speci…cation. Contrary to the U p process, the T p process converges in distribution to the standard Brownian Bridge under the null hypothesis, see for instance Anderson (1993) . On the other hand, when the parameters of the model are estimated, the T p process has a limiting distribution which depends on the model under consideration and also on the particular method employed to estimate the unknown parameters . One consequence of the latter is that to implement the test is di¢ cult if at all possible. To circumvent this drawback several alternative approaches have been discussed and examined in the literature. Namely, using bootstrap methods and a martingale transformation of the T p process in a spirit similar to Khmaladze (1981) .
Among the bootstrap methods, we can cite Chen and Romano (1998) who proposed to approximate the distribution of test statistics based on the U p process with estimated parameters with the assistance of the bootstrap, using a resample of the residuals. However, their extension to models allowing for long memory dependence is not straightforward as we will see later. Extending an idea of Hidalgo (2003) , Kreiss and Hidalgo (2006) proposed a bootstrap test for the T p process using a wild resample speci…cally designed for this problem. Kreiss and Hidalgo (2006) pointed out that the T p process is more suitable than the U p process for speci…cation testing of models exhibiting long-memory, like the F ARIM A models.
Delgado, Hidalgo and Velasco (2005) (DHV henceforth) also considered the T p process for speci…cation testing of linear processes exhibiting possibly long memory dependence. Rather than using bootstrap assisted tests, they proposed an asymptotically distribution-free transformation of the T p process, which consists in isolating the martingale component of the process. One possible advantage is that the transformed process is asymptotically distribution free, so that the test statistics have a known and tabulated asymptotic distribution. The transformation resembles in spirit the CUSUM process for testing stability of the parameters of a linear regression model as proposed by Brown, Durbin and Evans (1975) .
The aim of this paper is twofold. On the one hand, we present and examine alternative bootstrap tests and in particular using a naive resample of the residuals, showing the validity for both the T p process and its martingale transformation. Following ideas in Hall (1992) and applying the asymptotic expansions for the asymptotic pivotal statistics, as Götze (1979 Götze ( , 1984 , we should expect some accuracy gains when applying the bootstrap methods to the statistics based on the transformed T p process. A secondly, since several (bootstrap) methods are possible, as well as the use of the martingale transformation, to perform tests for the null hypothesis, the question of practical interest is which alternative performs better. It is worth mentioning that, although we shall explicitly focus on the F ARIM A model, this is only done for notational simplicity and because among practitioners the F ARIM A model appears to be the most popular choice.
The reminder of the paper is organized as follows. In the next section, we introduce the basic notation, the testing problem and we describe the test based on the T p process and its asymptotically distribution-free transformation. Section 3 describes the bootstrap tests under two alternative resampling schemes and it justi…es the validity of the di¤erent bootstrap methods for the T p process and its martingale transformation. Section 4 presents a Monte Carlo experiment to shed some light about the performance of the di¤erent approaches to test for the null hypothesis. Section 5 gives a series of lemmas which are employed to prove the main results in Section 3 in the last section of the paper.
TIME SERIES SPECIFICATION TESTS BASED ON THE
T p -PROCESS.
Let f ( ) be the spectral density function of a covariance stationary time series process fx t g t2Z with mean and covariance function given by the relation Cov (x t ; x 0 ) = Z f ( ) cos ( t) d ; t = 0; 1; 2; : : : .
We shall assume that fx t g t2Z admits a Wold's representation in terms of a transfer function
for some sequence f" t g t2Z satisfying E (" t ) = 0 and E (" 0 " t ) = 2 I (t = 0), and where I ( ) denotes the indicator function and L is the lag operator. Under (2:1), f ( ) can be factorized as
Statistical inferences on fx t g t2Z are usually based on a parametric speci…-cation of (z), (z). The most popular speci…cation among practitioners is the fractional autoregressive moving average (F ARIM A) model, where (z) takes the form
being ( ) and ' ( ) respectively the moving average and autoregressive polynomials. The dimensionality of the parameters and ' are respectively p 1 and p 2 , whereas d 2 ( 1=2; 1=2) and it is known as the long memory parameter. In addition, we shall assume that the parameters and ' are such that (z) and ' (z) have no common roots and all lying outside the unit circle. We denote the parameter space by R p . From (2:2) we have that h ( ) = e i 2 becomes
Denote by C = f : 2 g the family of stationary and invertible F ARIM A transfer functions in (2:2). We are interested in the hypothesis H 0 : 2 C, for some 0 2 , being the alternative hypothesis, H 1 , the negation of the null. That is, we are interested in omnibus tests capable to detect nonparametric alternatives.
The null hypothesis H 0 can alternatively be written in terms of the spectral density function of f" t g t2Z , where
That is, we can write the null hypothesis H 0 as
for some 0 2 . Notice that f ( ) =h ( ) is the spectral density function of the process f" t g t2Z and that under the correct speci…cation of the model, that is under the null hypothesis H 0 , " 0 t = " t .
Estimates of the spectral distribution function of f" t g t2Z
form the basis for testing H 0 as we now discuss. For that purpose, let's denote for a generic sequence fv t g n t=1 , the periodogram as
Then, given a record fx t g n t=1 , we estimate F ( ) by F b n ( ), where
being j = 2 j=n the Fourier frequencies and b a n 1=2 -consistent estimator of 0 . Herewith,ñ = bn=2c, bzc being the integer part of z. Then, we de…ne the Bartlett's T p process as b n ( ), where
The empirical process n ( ) is a random function with realizations in the functional space D [0; 1]. For a de…nition see for instance Billingsley (1968) . A natural candidate to estimate the parameters 0 is the Whittle estimator de…ned as
which is n 1=2 -consistent under suitable regularity conditions. See for example Velasco and Robinson (2000) , or those give below, among others. Notice that under H 0 , 2 = F 0 ( ) = min 2 F ( ) and b 2 = min 2 F n ( ). Under the null hypothesis and some suitable regularity conditions, DHV showed that
where ( ) = @ log h ( )/ @ and the o p (1) is uniform in 2 [0; ]. In addition, when b is the Whittle estimator, DHV showed that b n ( ) can be represented as a CUSUM of least squares residuals. Notice that under H 0 , the Whittle estimator b in (2:3) satis…es the linear expansion
with j = 0 ( j ) and u j = I x ( j )/ h ( j ). Next, combining (2:4) and (2:5), we have that under the null hypothesis H 0 and A1 A2, the T p process satis…es the expansion
], where j = 1; 0 j 0 and c n = (a n ; b 0
n 0 are the least squares coe¢ cients of the projection of
which is assumed that A ;n (n) is non singular for n =ñ p 1. Finally, it is worth noticing that u ñ = F n ( ). Henceforth denoting for any sequence fv t g n t=1 v n its sample mean. Also it is worth mentioning that in the last displayed equality we have employed the fact that ñ = o (1) because R ( ) d = 0 and Lemma 1 in DHV . Contrary to 0 n ( ), b n ( ) does not converge to the Brownian bridge. In fact, as it was shown by DHV, b n ( ) converges to a Gaussian process whose covariance structure depends on the model under the null hypothesis and the speci…c method employed to estimate the parameters . Moreover, they observe that since (2:6) is asymptotically equivalent to a CUSUM of least squares residuals, following ideas of Brown, Durbin and Evans (1975) , it is expected that the corresponding CUSUM of recursive residuals will be asymptotically distribution free. In our context, the CUSUM of (forward) recursive residuals is b b n ( ), where
with n =ñ p 1 and
where DHV showed that, under H 0 and suitable regularity conditions, b b n ( ) converges in distribution to the standard Brownian Motion in [0; ], denoted by B. The transformed process b b n ( ) in (2:7) is related to the martingale transformation of the standard empirical process with estimated parameters proposed by Khmaladze (1981) , and which has been subsequently extended to other speci…cation testing problems by Stute and Koul (1999) 
However, contrary to (B) whose distribution can be tabulated, the critical values of of ( 0 ) are di¢ cult to tabulate, if at all possible, an alternative method is to employ bootstrap methods.
BOOTSTRAP TESTS
The purpose of this section is to provide and justify bootstrap methods to estimate the …nite sample distribution of b n and also for the functional based on the martingale transformation, b b n . The motivation of the latter is that, as in many other problems, we can expect that bootstrap methods may improve the level accuracy of the test when compared to the asymptotic distribution of (B). Now consider for example n = b n and let G 1 the asymptotic probability distribution function of n . Denote by n the bootstrap analogue of n , and its bootstrap conditional distribution function given the sample X n = fx t g n t=1 by G n . We say that the bootstrap is valid if the resampling method applied satis…es that
at each continuity point of G ( ). Then, it is said that n converges in distribution in probability to a random variable with distribution G, and it is expressed as n ! d 1 , where 1 has probability distribution function G. See Giné and Zinn (1990) for discussion on bootstrap central limit theorems. Moreover, the bootstrap test will be consistent if
The resampling method must guarantee that (3.1) and (3.2) are satis…ed, in which case it is sometimes referred as saying that the bootstrap test is valid to test H 0 in the direction of H 1 . We now describe the bootstrap algorithm. To that end, let b j (d) = 
STEP 1:
Compute
Then, with the initial conditions • " t = b " t = 0 for t 0, compute
t=1 be a random sample of size 2n from the empirical distribution function of fe " t g n t=1 , where e " t = b " t n 1 P n t=1 b " t , and compute
with the initial condition • " t = " t = 0 for t 0. Next, compute
Then our bootstrap sample is X n = e x t+n n t=1
STEP 3:
Compute the bootstrap analog of the Whittle estimate (2:3) as
Remark 1. We can replace our estimator b in (3:3) by
We have preferred however to employ (3:3) for computational simplicity, see Shao and Tu (1995; pp:228 and 336).
STEP 4: Compute the bootstrap test as
The foregoing bootstrap di¤ers from others in similar problems. In particular the wild bootstrap, in this context, was proposed by Hidalgo (2003) and improved by Hidalgo and Kreiss (2006) . They proposed considering a 
The major di¤erence with the bootstrap in STEPS 1-4 is that we are able to approximate the transfer function e i , whereas the wild bootstrap only approximates its modulus, that is e i . So, we should expect that the former bootstrap behaves better in …nite samples than that in Hidalgo and Kreiss (2006) , see Bühlmann (1997) for an explanation and his Monte Carlo results. Now we describe the bootstrap by Hidalgo and Kreiss for easy reference.
where ( ; ; ') = e i = ' e i 2 and e
Let's introduce our regularity conditions. A1: The innovation process f" t g t2Z satis…es that E ( " r t j F t 1 ) = r with r constant ( 1 = 0 and 2 = 2 ) for r = 1; : : : ; 4 and all t = 0; 1; : : :, where F t is the sigma algebra generated by f" s ; s tg. A2:
s non singular for all n large enough. These assumptions are equivalent to Assumptions A1 and A4-5 in DHV. Note that A2-3 and A6 in DHV are satis…ed for the F ARIM A model if the moving average and autoregressive polynomials have all their roots outside the unit circle as is the case.
Proof. The proof of part (a) follows by Lemma 6. Next part (b). First we notice that Pñ 
From here we conclude the proof using Lemma 9.
The following theorem provides the consistency of the bootstrap test given in STEPS 1-4. 
Proof. It is standard by Theorem 1 and the continuous mapping theorem, so it is omitted. Corollary 1 justi…es the consistency of the bootstrap test. However as the bootstrap critical values are computationally di¢ cult to obtain, they are approximated, as accurately as desired, by Monte Carlo simulation, as we now describe. For that purpose, let
be c resamples generated as We now describe the bootstrap for the transformation b b n ( ), which it is similar to that given in STEPS 1-4. Indeed STEPS 1 to 3: As before. STEP 4: We compute b b n ( ), where
where u j = I x ( j ) =h ( j ) and u j b c 0 j j are the forward recursive residuals in the linear projection of u j on ( j ). Recall that (2 ) u ñ = F n ( ) so that the bootstrap analogue becomes (2 ) u ñ = F n ( ). Theorem 2. Under the maintain hypothesis and assuming A1 A2, we have that
Corollary 2. Let ( ) be a continuous mapping in R + , then under A1 A2
Proof. It is standard by Theorem 2 and the continuous mapping theorem, so it is omitted.
The wild bootstrap version in this case is
where fV j gñ j=1 is a sequence of zero mean independent identically distributed with variance one.
Second order expansions for the Cramér-von Mises criterion can be obtained using arguments in Götze (1979 Götze ( , 1984 . Thus applying standard arguments for comparing asymptotic and bootstrap approximations of asymptotically pivotal statistics (see Hall 1992) , it is expected that the bootstrap approximation to the distribution of b n is more accurate than the corresponding asymptotic one, given by the distribution of (B). A formal proof of this statement is beyond the scope of this article. However, in the next section we compare asymptotic an bootstrap approximations by means of a Monte Carlo experiment.
MONTE CARLO EXPERIMENT
We consider three alternative speci…cations: F ARIM A (0; d; 0), M A (1) and AR (1) using sample sizes n = 100, 500 and 50; 000 Gaussian Monte Carlo samples. The bootstrap distribution G n is approximated using the WARP algorithm (Giacomini, Politis and White, 2007) . The signi…cance level is always = 0:05.
We consider Cramér-von Mises type statistics
We perform comparisons of tests based on the following statistics:
We also report results for the asymptotic Box-Ljung tests
and its bootstrap analog, b Q m;n , using the naive bootstrap procedure described in Section 3. We report the proportion of rejections choosing m = n 1=2 , which is the common choice and also m = 3 for the bootstrap version, which is expected to perform much better in terms of power. Tables 1 and 2 about here   Tables 1 and 2 present the proportion of rejections under the null hypothesis for sample sizes of n = 100 and n = 500. The performance of the popular Box-Ljung test depends very much on the choice of the smoothing parameter m and, as it is well known, its size accuracy is very good choosing m = n 1=2 for any speci…cation considered. Interestingly, the bootstrap test does not perform much better than the asymptotic when m = n 1=2 . The level accuracy of the bootstrap tests based on the transformed T p process is excellent using either the naive and wild bootstrap methods, even for the smaller sample size and di¢ cult model and parameter combinations, such as MA(1) with 0 = 0:8. However, the wild bootstrap performs slightly worse than the naive one. Tables 3 and 4 about here   Tables 3 and 4 report the proportion of rejections when testing di¤erent speci…cations and data generated according the other two models under the alternative. As it is well know the Box-Ljung test exhibit better power behaviour in general by choosing m small. The T p process tests have better power in general. The most relevant information we get from these tables is that there is not a clear advantage in terms of power of using the bootstrap algorithm for the T p process and its transformation. The di¤erences are small and no one is always superior to the other. 
Proof. We …rst show part (a). After standard algebra, the left side of (5:1) is
where Re (z) denotes the real part of z. Because P n p=1 e ip < K 1 for > 0, summation by parts implies that the …rst term of (5:2) is bounded by
by monotonicity of b p (d) and that it is O p d 1 . Proceeding similarly, the second term of (5:2) is bounded in modulus by
This concludes the proof of part (a).
Next we show part (b). When d 0 the proof is obvious because
On the other hand, when d < 0, the proof follows using the last displayed inequality and that
Lemma 2. Assuming A1 A2 , (a) uniformly in
Proof. We begin with part (a). By Lemma 1, the left side is
Now the conclusion follows because the …rst and second terms are respec-
We introduce some notation. We shall denote ( ; )
Lemma 3. Let be such that for all > 0 and , k ( ; )k K jlog j`, 1 , and k@ ( ; ) =@ k K 1 jlog j` 1 . Then, for k = 1 ; :::; p,
Proof. By Lemma 1 of DHV , it su¢ ces to show that
But this holds true because b
Proof. We shall begin with part (a). We shall prove only the case j = k , being the case j 6 = k similarly handled. From the de…nition of f ( ; ) in (3:4), the left side of (5:
where F ( ) denotes the Fèjer´s kernel. The second term of the last displayed expression is
o p (1) and K 1 < j ( j ; ; ')j < K for all 0 ; ' 0 0 . So, to complete the proof it su¢ ces to show that the …rst term of (5:
by Lemma 2 and proceeding as in Lemma 1 and Robinson´s (1995a) Theorem 2 part (a).
Next, because F ( ) K 2 n 1 for > 0, the contribution due to
by Lemma 1. Now proceed as in the proof of Robinson's (1995a) Theorem 2 to conclude that it is O p 2d 0 j j d 0 1 . Next the contribution due to
But by de…nition given in Remark 2, Lemma 2 and then summation by parts,
So, because by Robinson (1995a) ,
Finally, the contribution due to
by A1. This completes the proof of part (a). The proof of part (b) proceeds similarly and thus it is omitted. Lemma 5. Assuming A1 A2 , as n ! 1, for 1 r < s ñ; k = 1; : : : ; p,
where v j = w " j .
Proof. The proof follows as that of expression (4:8) of Robinson (1995b, pp. 1648-1651), using his Lemma 3, but using our Lemma 4 instead of Robinson's (1995a) Theorems 1 and 2 where appropriate. Notice that the proof of Lemma 4 indicates that O p (c (j)) is uniformly in j.
Proof. It su¢ ces to show that (5:7) holds true for each element of the vector e % n ( ) % n ( ). Denoting v j = w " ;j , the triangle inequality implies that the left side of (5:7) is bounded by (5.8)
which …rst term is o p (1), because Lemma 4 implies that it is bounded by
Next, by the triangle inequality, the second term of (5:8) is bounded by E max s=1;::: . Using the inequality
by the Cauchy-Schwarz inequality and Lemma 5, the square of (5:9) is bounded by
To complete the proof, we need to show that By the de…nition of q (s) and the Cauchy-Schwarz inequality, the square of the second term of (5:12) is bounded by [ñ ]+qñ
by (5:11). But, using Lemma 5, the right side of the last displayed inequality is
where jqj + = max f1; jqjg. 
where the max s runs for all s = 1+ ñ +qñ 1 & ; : : : ; ñ +(q + 1)ñ 1 & . By the Cauchy-Schwarz inequality and (5:11), the square of the last displayed expression is bounded by
using Lemma 5 and that for q 1 and { 0, 
Proof. Proceeding as in Lemma 5 of DHV , the (k;`) th element on the left of (5:13) is
by Lemma 3 where
Let's introduce the following notation. For 0 1 < 2 , (5.14)
and let H n ( 1 ; 2 ) denote a sequence of O p (1) random variables.
Lemma 8. Let 0 1 < < 2 . Then, assuming A1-A2, for k = 1; :::; p and some > 0 and 0 < < 1,
Proof. We begin with j = 1. By Lemma 3 and that we can takeñ 1
2 and then the Cauchy-Schwarz inequality,
To complete the proof, we examine that (5:16) holds for j = 2. Now
Since the number of equal indices in the set ft 1 ; s 1 ; :::; t 4 ; s 4 g does not exceed 4, it follows that E " t 1 " s 1 :::" t 4 " s 4 = O p (1) by (5:17). Moreover, E " t 1 " s 1 :::" t 4 " s 4 6 = 0 can only hold if any t j ; s j are repeated in ft 1 ; s 1 ; :::; t 4 ; s 4 g at least twice. Hence by the Cauchy-Schwarz inequality,
by Lemma 7 and R
. This concludes the proof by choosing = 2 in (5:16) and the Cauchy-Schwarz's inequality.
and denote
Lemma 9. Assume A1 A2. Then, for 0 < 1 < < 2 and j = 1; 2,
where
Proof. We begin with (a). The proof follows directly from Lemma 8 after we notice that R
. Regarding part (b), the proof proceeds very similarly to that of Propositions 6.4 and 6.5 of Hidalgo and Kreiss (2006) and thus it is omitted.
Proof. The left side of the last displayed equality is
], the norm of the …rst term of (5:20) is bounded by
, and hence we can take = Kn 1=2 in A3 part (d) in DHV so that j < K when < Kn 1=2 and j 1, and also because by Markov's inequality and Lemmas 6 and 9,
and because by Lemma 3 with b (u) log 2 (u) there,
The second term of (5:20) is O p n by Lemma 6 and Markov's inequality. Next, proceeding similarly as in (5:21), since b ( ) 0 b ( ) satis…es the same conditions of b ( ) jlog j, the third term of (5:20)
O p n , again by Lemma 6. This concludes the proof of the lemma.
Lemma 11. Assuming A1, for any 0 < (1 ) =4, with as in Lemma 9, we have that for all k = 1; :::; p,
for all 0 < 1 < 2 < , and where E Proof. We begin with (b). By standard inequalities, the left side of (5:23) is bounded by
By Lemma 8, for any 0 < < 1, we have that the last displayed expression is bounded by H n ( 1 ; 2 ) times
Now proceed as in Lemma 9 of DHV to complete the proof of part (b). Next part (a). By de…nition, the left side of (5:22) is bounded by
because by Lemma 9 and that the sequence " 2 t n t=1
is uniformly integrable the …rst factor on the left is O p (1) .
In what follows we shall abbreviate 0 q A 1 n (q) by = n (q) and recall the notation in (5:18).
Lemma 12. Assuming A1 A2, for all " > 0, (5.25)
Proof. Take 0 > =2 without loss of generality. First we have that
; , for any 0 < < 1. The …rst factor on the right of (5:26) is bounded by
using that
Next, by Lemma 11, the second term inside the braces on the right of (5:26) is O p (1) for > 0 small enough, whereas Lemma 10 and Proposition 1 imply that the …rst term is bounded by 
Proof. The expression inside the norm on the left of (5:27) is
By A6 in DHV and then noting that ja bj (a b) + 2b for a > 0 and b > 0, the norm of the third term of (5:28) is bounded by
by Proposition 1 and then using Lemmas 10 and 9 with b ( ) = jlog j, and Lemma 3 respectively. So, uniformly in the third term of (5:28) is o p (1). Likewise, the …rst term of 
Proof. Notice that Proposition 1 implies that it su¢ ces to show (5:29) in the set
On the other hand, Lemma 11 and then Lemma 10 imply that, uniformly in k,
proceeding as in the proof of (5:27) but with { j + | j replaced by | j there. Observe that we can take 0 > =2. Next, uniformly in k, A6 in DHV implies that
which will imply that, with probability approaching one, as n ! 1,
) and Lemma 3 implies that sup
2 n . So, we have that for
8 <
: sup
; , by (5:30) and because n 1 e n 1 inf
, and A3 implies that
, and hence the left side of (5:31) is O p j 0 j =2 . From here we conclude that (5:29) holds true because > 0.
6. PROOFS 6.1. Proof of Theorem 1.
From Lemma 10, we have that
On the other hand, because 2 ñ
Pñ
j=1 I " j = b 2 and by Lemma 3,
The proof now follows by Proposition 1 and Lemma 9 after we observe that
Proof of Theorem 2.
The proof is done in two steps.
Step (a) we will show that, in probability,
We begin with step (a). Using F n ( ) = b 2 + o p (1) and recalling that
Suppose, to be shown later, that the convergence in [0; 0 ] holds true for any 0 < 0 < . Then, because B and the limit of the process e n 1=2 P sup
which follows by Lemma 12, cf. the second term on the right of (5:26). So, to complete the proof we need to show that, for any 0 < 0 < ,
in [0; 0 ] in probability. Fidi's convergence follows by Lemma 9 part (b) after we note that the second term on the right of (6:2) is 
By Billingsley's (1968) Theorem 15.6, it su¢ ces to show that
for all 0 < # < and some > 1=2. Observe that we can take e n 1 < j j since otherwise the last inequality is trivial. Because
, by the Cauchy-Schwarz's inequality, it su¢ ces to show the last displayed inequality holds for
where e = ( ) :
where e = n ( ) := e n 1 P [n = ] j=1 = b n (j) by Lemma 3. From here we conclude by Billingsley's (1968) Theorem 15.6, because e = ( ) is a monotonic, continuous and nondecreasing function such that e = ( ) e = ( ) = O p (1) j j , > 1=2 and e n 1 j j. This completes the proof of part (a). To show part (b), by de…nition of ;n and n , it su¢ ces to show that
converge to zero uniformly in 2 [0; ]. Expression (6:5) is o p (1), uniformly in 2 [0; ], because as we argued with (57) in DHV ,
is easily seen to be zero, where S b n is as de…ned in (6:1). Next, because
A6 in DHV , it implies that the contribution into (6:5) due to the term o p (1) on part (a) of Theorem 1 is negligible proceeding.
Next we examine (6:6). Because F b n ( ) F b n ( ) = o p n 1=2 by Lemma 10 and F b n ( ) F 0 n ( ) = o p n 1=2 by Lemma 6, it su¢ ces to show that (6.7)
converges to zero uniformly in 2 [0; ], after observing that
First, we observe that Lemmas 10 and 12 imply that it su¢ ces to show the uniform convergence in 2 [0; 0 ] for any 0 < . But (6:7) is equal to
So, the theorem follows if (6:8) and (6:9) are o p (1) uniformly in 2 [0; 0 ].
To that end, we …rst show that 
;n e Q n 1=2 ;n e Q n 1=2 ;n AR (1) Table 2 Proportion of rejections under H 0 , n = 500 Table 4 Proportion of rejections under H 1 , n = 500 
