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I. INTRODUCTION
Among the six known quark flavours known to date, the top quark is of particular
interest: Its large mass implies that very high energies are involved in the production and
decay of this particle, which in turn allows for tests of the fundamental interactions at these
high energy scales. Moreover, the interactions of the top quark can be studied in greater
detail than those of the lighter particles since the top quark essentially behaves like a free,
but extremely short-lived particle. With a mass of m ≈ 175 GeV, the lifetime of the top
quark is about 5 × 10−25 seconds. This short lifetime effectively cuts off the long distance
QCD dynamics. In particular, the top quark polarization is not diluted by hadronization
and thus becomes an additional observable to test perturbative QCD, or, more generally,
short distance physics.
An ideal machine to study the properties of top quarks in detail would be a high-
luminosity, high-energetic e+e− linear collider. The physics potential of such a machine is
described for example in [1]. We just mention here that at center-of-mass energies in the
range
√
s = 400 − 1000 GeV, an annual yield of the order of 105 top quark pairs may be
expected.
For the process e+e− → tt¯X , the production cross sections for longitudinally [2] and
transversely [3] polarized top quarks are known to order αs. The correlations between
the spins of top quarks and antiquarks have been studied extensively in leading order [4].
The longitudinal spin-spin correlations have also been calculated in next-to-leading order
(NLO) [5,6]. Polarization phenomena in top quark pair production near threshold have
been investigated in [7].
A convenient theoretical framework to discuss spin phenomena is the concept of the spin
density matrix, and the main objective of this paper is to present results for the full spin
density matrix of the tt¯ system to order αs. This allows for a systematic study of spin effects
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in e+e− → tt¯X . For phenomenological applications, our results should be supplemented by
the decay matrices at NLO for the different t and t¯ decay channels [8,9].
An alternative approach to the analysis of spin effects in top quark production and decay
is the computation of the relevant helicity amplitudes. This was accomplished at next-to-
leading order in [10], where also a Monte Carlo event generator for the case of semileptonic
tt¯ decays was constructed.
The outline of the rest of this paper is as follows. We start in section II by introducing
the spin density matrix formalism and apply it to the reaction e+e− → tt¯ at leading order.
In section III we compute the QCD radiative corrections to the results of section II. Section
IV contains numerical results for a variety of spin observables. We exhibit their dependence
on the c.m. energy and on the top quark scattering angle and further study the effects of
electron beam polarization.
II. KINEMATICS AND LEADING ORDER RESULTS
In this section we review some basic kinematics and the concept of the spin density
matrix formalism. To set up the notation, we start with a closer look at the amplitude for
the process
e+(p+)e
−(p−)→ (γ∗, Z∗)→ t(kt)t¯(kt¯)X, (II.1)
where e−(e+) denotes an electron (positron) and t(t¯) describes a top (anti-) quark with mass
m. We work in leading order in the electroweak coupling and in next-to-leading order in
the strong coupling αs = g
2
s/(4π). To this order the unspecified rest X can be only a gluon.
The amplitude for the reaction (II.1) can be written in the following form:
Tfi = 4πα
s
{
χ(s) v¯(p+)(g
e
vγµ − geaγµγ5)u(p−) (gtvV µ − gtaAµ) + v¯(p+)γµu(p−)(−QtV µ)
}
.
(II.2)
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In (II.2), s = (p++p−)
2, Qt denotes the electric charge of the top quark in units of e =
√
4πα,
and gfv , g
f
a are the vector- and the axial-vector couplings of a fermion of type f , i.e.
gfv = T
f
3 − 2Qf sin2 ϑW , and gfa = T f3 , (II.3)
in particular gev = −12 + 2 sin2 ϑW , gea = −12 for an electron, and gtv = 12 − 43 sin2 ϑW , gta = 12
for a top quark, with ϑW denoting the weak mixing angle. The function χ(s) is given by
χ(s) =
1
4 sin2 ϑW cos2 ϑW
s
s−m2Z + imZΓZ
, (II.4)
where mZ and ΓZ stand for the mass and the width of the Z boson. (We keep here the
width of the Z boson because it will be relevant for an application of our results to b quark
production at the Z resonance.) The amplitudes Vµ, Aµ in (II.2) encode the information on
the decay of the vector boson into the tt¯ and tt¯g final states. In particular they depend on
the momentum and the polarization of the outgoing particles. Considering only longitudinal
polarization for the incoming electrons and/or positrons and neglecting the lepton masses
leads to
|Tfi|2 = 16π
2α2
s2
[
LPCµνHPCµν + L
PV µνHPVµν
]
(II.5)
for the square of (II.2). The lepton tensors LPC(PV )µν read
LPCµν = pµ+p
ν
− + p
ν
+p
µ
− − gµνp+p−, and LPV µν = −iεµνρσpρ+pσ−. (II.6)
The tensors HPC(PV )µν describing the decay of a polarized Z boson can be written as
HPC(PV )µν = g
V V
PC(PV )H
V V
µν + g
AA
PC(PV )H
AA
µν + g
V A+
PC(PV )H
V A+
µν + g
V A−
PC(PV )H
V A−
µν , (II.7)
with
HV Vµν = VµV
∗
ν , H
AA
µν = AµA
∗
ν , and H
V A±
µν = VµA
∗
ν ±AµV ∗ν . (II.8)
The couplings gYX (X ∈ {PC, PV }, Y ∈ {V V,AA, V A+, V A−}) in (II.7) are given by
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gV VPC(PV ) = Q
2
t f
γγ
PC(PV ) + 2 g
t
vQtReχ(s) f
γZ
PC(PV ) + g
t 2
v |χ(s)|2 fZZPC(PV ),
gAAPC(PV ) = g
t2
a |χ(s)|2fZZPC(PV ),
g
V A+
PC(PV ) = −gtaQt Reχ(s) f γZPC(PV ) − gtv gta |χ(s)|2fZZPC(PV ),
g
V A−
PC(PV ) = i g
t
aQt Imχ(s)f
γZ
PC(PV ), (II.9)
where
fZZPC = (1− λ−λ+)(ge2v + ge2a )− 2(λ− − λ+)gevgea,
fZZPV = (λ− − λ+)(ge2v + ge 2a )− 2 (1− λ−λ+)gev gea,
f γZPC = −(1− λ−λ+)gev + (λ− − λ+)gea,
f γZPV = (1− λ−λ+)gea − (λ− − λ+)gev,
f γγPC = 1− λ−λ+,
f γγPV = λ− − λ+,
(II.10)
with λ− (λ+) denoting the longitudinal polarization of the electron (positron) beam
1. The
couplings g
V A−
PC(PV ) are formally of higher order in the electroweak couplings. The structure
HV A−µν will therefore not be discussed further. For top quark production, where
√
s≫ mZ ,
one should set the width ΓZ of the Z boson to zero for consistency.
The (unnormalized) spin density matrix for the reaction (II.1) may be defined by
ραα′,ββ′ =
∑̂〈t(kt, α)t¯(kt¯, α′)X|T |e+(p+, λ+)e−(p−, λ−)〉
〈t(kt, β)t¯(kt¯, β ′)X|T |e+(p+, λ+)e−(p−, λ−)〉∗, (II.11)
where α, α′, β, β ′ are the spin indices of the outgoing top (anti-) quarks. The sum
∑̂
in (II.11)
runs over all unobserved degrees of freedom such as the colour of the outgoing particles or
the polarization of the emitted gluon. In (II.11) one should read the combination αα′ (ββ ′)
on the left-hand side as a shorthand notation for a multi-index built from α, α′ (β, β ′). To
calculate the spin density matrix it is convenient to use a different representation which
follows immediately from the concept of the density matrix:
1 For a right-handed electron (positron), λ∓ = +1.
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∑̂ ∣∣∣T (e+(p+, λ+)e−(p−, λ−)→ t(kt, sˆt)t¯(kt¯, sˆt¯)X)∣∣∣2 = Tr [ρ · 1
2
(1l + sˆt · σ)⊗ 1
2
(1l + sˆt¯ · σ)
]
.
(II.12)
Here sˆt (sˆt¯) is the unit polarization of the top (anti-) quark in the rest frame of the top
(anti-) quark2, and σi are the usual Pauli matrices. With ⊗ we denote the tensor product
between the spin space of the quark and the antiquark. Using in (II.12) a decomposition of
the spin density matrix ρ of the form
ρ = a 1l⊗ 1l +B+ · σ ⊗ 1l + 1l⊗ σ ·B− + Cijσi ⊗ σj , (II.13)
the density matrix can be easily calculated by a comparison of the polarization independent
parts, terms proportional to sˆti (sˆt¯i), and terms proportional to sˆti sˆt¯j on the left-hand side
and the right-hand side of (II.12). More precisely we define
ρ = 4π2α2NC
∑
Y,X
gYXρ
X
Y (II.14)
(X ∈ {PC, PV }, Y ∈ {V V,AA, V A+}), with
Tr
[
ρXY ·
1
2
(1l + sˆt · σ)⊗ 1
2
(1l + sˆt¯ · σ)
]
=
1
NC
4
s2
∑̂
LXµνHYµν , (II.15)
where NC is the number of colours, and g
Y
X are the couplings as given in (II.9). For the
density matrices ρXY we use a representation as in (II.13). It is useful to decompose the
polarizations BX,±Y and the spin-spin correlations C
X
Y,ij further. For the two-parton final
state it is convenient to write:
B± = b±1 pˆ+ b
±
2 kˆ + b
±
3 nˆ,
Cij = c0δij + εijk(c1pˆk + c2kˆk + c3nˆk) + c4pˆipˆj + c5kˆikˆj + c6(pˆikˆj + pˆj kˆi)
+ c7(pˆinˆj + pˆjnˆi) + c8(kˆinˆj + kˆj nˆi), (II.16)
2We define the rest frame of the outgoing top (anti-) quark as the rest system which is obtained
by a rotation-free Lorentz-boost from the center-of-mass system of the e+e−-pair.
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with
pˆ =
p−
|p−| , kˆ =
kt
|kt| , nˆ =
pˆ× kˆ
|pˆ× kˆ| , (II.17)
where the three-momenta p and k are defined in e+e− c.m. system. In (II.16) we suppress for
simplicity the additional indices Y,X . For the case of the three-parton final state a similar
decomposition can be used. A detailed discussion of the properties of ρ under discrete
symmetry transformations is given in [11]. In leading order (O(α0s)) the non-vanishing
entries in the density matrices ρXY read:
aPCV V = 2− β2(1− z2), aPCAA = β2(1 + z2), b±,PC1,VA+ = 2βrz,
cPC0,V V = −β2(1− z2), cPC0,AA = β2(1− z2), b±,PC2,VA+ = 2β
(
1 + (1− r)z2
)
,
cPC4,V V = 2, c
PC
4,AA = −2β2,
cPC5,V V = 2
(
(1− r)2z2 + β2
)
, cPC6,AA = 2β
2z,
cPC6,V V = −2(1− r)z,
b±,PV1,V V = 2r, b
±,PV
2,AA = 2β
2z, aPVVA+ = 4βz,
b±,PV2,V V = 2(1− r)z, cPV5,VA+ = 4β(1− r)z,
cPV6,VA+ = 2βr,
(II.18)
where z = pˆ · kˆ, β =
√
1− 4m2/s, and r = 2m/√s.
The leading order differential cross section dσ0(sˆt, sˆt¯) is related to the leading order
density matrix ρ0 as follows:
dσ(sˆt, sˆt¯) =
1
2s
Tr
[
ρ0 · 1
2
(1l + sˆt · σ)⊗ 1
2
(1l + sˆt¯ · σ)
]
dR2 (II.19)
with
dR2 =
d3kt
(2π)32k0t
d3kt¯
(2π)32k0t¯
(2π)4δ(p+ + p− − kt − kt¯) (II.20)
The total cross section for example can be obtained from
6
σ0 =
1
2s
β
16π
1∫
−1
dzTr[ρ0] =
1
2s
πα2NCβ
1∫
−1
dz (gV VPC a
PC
V V + g
AA
PC a
PC
AA), (II.21)
yielding the well known result:
σ0 = σptNCβ
(
3− β2
2
gV VPC + β
2gAAPC
)
, with σpt =
4πα2
3s
. (II.22)
Within the framework of the spin density matrix formalism it is easy to calculate spin
observables. For instance, at leading order the polarization of the top quark projected onto
its momentum direction can be obtained from:
〈kˆ · St〉 =
1∫
−1
dzTr
[
ρ0 ·
(
kˆ · σ
2
⊗ 1l
)]
1∫
−1
dzTr[ρ0]
=
2
1∫
−1
dz g
VA+
PC (zb
+,PC
1,VA+
+ b+,PC2,VA+) + g
V V
PV (zb
+,PV
1,V V + b
+,PV
2,V V ) + g
AA
PV b
+,PV
2,AA
4
1∫
−1
dz (gV VPC a
PC
V V + g
AA
PC a
PC
AA)
=
2βg
VA+
PC
(3− β2)gV VPC + 2β2gAAPC
, (II.23)
where St =
σ
2
⊗ 1l is the top quark spin operator. (The spin operator of the top antiquark
is St¯ = 1l ⊗ σ2 .) As another example consider the following spin-spin correlation, which is
in leading order proportional to the so-called longitudinal spin-spin correlation studied in
[5,6]:
〈(kˆ · St)(kˆ · St¯)〉 =
1∫
−1
dzTr
[
ρ0 ·
(
kˆ · σ
2
⊗ kˆ · σ
2
)]
1∫
−1
dzTr[ρ0]
=
1
4
(1 + β2)gV VPC + 2β
2gAAPC
(3− β2)gV VPC + 2β2gAAPC
. (II.24)
The examples above show that the spin density matrix formalism enables one to calculate
efficiently the expectation values of spin observables. A more exhaustive analysis of spin
observables together with next-to-leading order numerical results will be presented in section
IV.
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III. QCD RADIATIVE CORRECTIONS
The QCD corrections at order αs to the expectation values of spin observables are given
by the contributions from one-loop virtual corrections to e+e− → tt¯ and from the real gluon
emission process e+e− → tt¯g at leading order. We first give some details on the computation
of the virtual corrections.
Both infrared (IR) and ultraviolet (UV) singularities which appear in the one-loop in-
tegrals of the virtual corrections are treated within the framework of dimensional regular-
ization in d = 4 − 2ǫ space-time dimensions. We use the ’t Hooft-Veltman prescription
[12] to treat the γ5 matrix present in the axial vector current part of the vertex correction
in d dimensions. It is well known that this prescription violates certain Ward identities.
They are restored by adding a finite counterterm [13]. The UV singularities are removed by
appropiate counterterms fixed by on-shell renormalization conditions for the quark. After
renormalization one obtains UV finite vertex corrections for the vector and the axial vector
parts of the amplitude to order αs.
The renormalized amplitude still contains an IR singularity which appears as a single
pole in ǫ and which multiplies – up to a factor – the Born amplitude. This singularity
is cancelled in infrared safe quantities by a corresponding singularity from the real gluon
emission process. The latter singularity is obtained from the phase space integration of the
squared matrix element for e+e− → tt¯g over the region of phase space where the gluon is
soft.
The virtual corrections to the density matrix are obtained by first computing the in-
terference between the renormalized one-loop amplitude and the Born amplitude for given
polarization vectors sˆt, sˆt¯ and then extracting ρ
virtual as described in section II below equa-
tion (II.12). Note that the necessary trace algebra can now be performed in d = 4 dimensions
without punity. In particular, the projectors (1 + γ5s/t,t¯)/2 can be kept in 4 dimensions.
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We now discuss the contributions from real gluon emission. We isolate the soft gluon
singularities by splitting the tt¯g phase space into a soft and a hard gluon region. The soft
gluon region is defined by the condition
Eg ≤ xmin
√
s
2
, (III.1)
where Eg is the gluon energy in the c.m. system and xmin is a sufficiently small quantity.
The hard gluon region is the complement of the soft region. In the limit where the gluon
momentum kg goes to zero one can neglect kg in the numerator of Tfi(e+e− → tt¯g), which
leads to
ρ(e+e− → tt¯g)kg→0−→4παsCF
{
2ktkt¯
(ktkg)(kt¯kg)
− m
2
(ktkg)2
− m
2
(kt¯kg)2
}
ρ0(e
+e− → tt¯). (III.2)
Using (III.2) in the whole soft gluon region leads to the approximation
∫
dd−1kg
(2π)d−12Eg
Θ(xmin
√
s
2
−Eg)ρ(e+e− → tt¯g) ≈ Sρ0(e+e− → tt¯) ≡ ρsoft, (III.3)
where the soft factor S is given by
S = 4παsCF
∫
dd−1kg
(2π)d−12Eg
Θ(xmin
√
s
2
− Eg)
{
2ktkt¯
(ktkg)(kt¯kg)
− m
2
(ktkg)2
− m
2
(kt¯kg)2
}
=
αs
2π
CF
1
Γ(1− ǫ)
(
4πµ2
s
)ǫ (
x2min
)−ǫ 1
ǫ
1
β
{
2β + (1 + β2) ln(ω)
− 2ǫ
[
ln(ω) + (1 + β2)
(
Li2 (1− ω) + 1
4
ln2(ω)
)]}
+O(ǫ). (III.4)
Here, CF = (N
2
C − 1)/(2NC), β =
√
1− 4m2/s, and ω = (1 − β)/(1 + β). The scale µ
is introduced in (III.4) to keep the strong coupling constant dimensionless in d dimensions.
The dependence on µ cancels in the sum of the virtual and soft contributions.
For finite xmin, the sum of the contributions from the soft and hard gluon region differs
from the exact result by terms of order xmin because of the soft gluon approximation. The
sum becomes exact for xmin → 0. With the choice xmin = 10−5 the systematic error due
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to this approximation is smaller than one permill in all our numerical results. This can be
nicely checked by varying xmin between, say, 10
−3 and 10−6 and numerically extrapolating
to zero.
The sum of the virtual and soft contributions to the density matrix ρ is finite and can
be written in a compact form as follows:
We define:
L = −αs
2π
CF
1
β
{(
2β + (1 + β2) ln(ω)
) [
ln
(
x2min
)
− ln
(
1− β2
4
)
+ 2
]
+ (1 + β2)
(
4Li2 (1− ω) + ln2(ω)− π2
)}
, (III.5)
and use as further abbreviations
κ =
αs
2π
CF , ℓ1 = −κβ ln(ω), ℓ2 = (2− β2)ℓ1, ℓ3 = 1
β
ℓ1. (III.6)
Then,
lim
ǫ→0
(
ρvirtual + ρsoft
)
= Lρ0 + ρ
rest, (III.7)
where the nonvanishing building blocks of ρ0 are listed in equation (II.18) of section
II. The matrix ρrest is also decomposed according to equation (II.14) with matrices ρX,restY
expanded like in (II.13), (II.16). The nonvanishing entries of the various matrices ρX,restY
that make up ρrest read (we suppress here the index “rest” for aesthetic reasons):
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aPCV V = (1 + z
2)ℓ1, a
PC
AA = (1 + z
2)ℓ2, b
±,PC
1,VA+ = −zr(β2 − 2)ℓ3,
b±,PC3,V V = −κπrβz
√
1− z2, cPC0,AA = (1− z2)ℓ2, b±,PC2,VA+ =
(
2(1 + z2) + r(β2 − 2)z2
)
ℓ3,
cPC0,V V = −(1− z2)ℓ1, cPC4,AA = −2ℓ2, cPC7,VA+ = −2κπ(1− β2)
√
1− z2,
cPC4,V V = 2ℓ1, c
PC
6,AA = 2zℓ2, c
PC
8,VA+
= κπz
(
2(1−β2) + (β2−2)r
)√
1− z2,
cPC5,V V = 2(1 + (1− r)z2)ℓ1,
cPC6,V V = −z(2 − r)ℓ1,
b±,PV1,V V = rℓ1, b
±,PV
2,AA = 2zℓ2, a
PV
VA+
= 4zℓ3,
b±,PV2,V V = z(2− r)ℓ1, b±,PV3,VA+ = κπr(β2 − 2)
√
1− z2,
cPV8,V V = −κπrβ
√
1− z2, cPV5,VA+ = 2z
(
r(β2 − 2) + 2
)
ℓ3,
cPV6,VA+ = −r(β2 − 2)ℓ3.
(III.8)
For a given observable, the contributions from gluons with energy Eg > xmin
√
s/2 are
calculated by a numerical integration over the hard gluon region of the three-body phase
space. The spin density matrix ρhard(e+e− → tt¯g) for the hard gluon emission process is
obtained by evaluating the left-hand side of equation (II.12) for X = g. The individual
matrices ρX,hardY are rather lengthy and we do not list them in this paper. We just mention
here that instead of the expansion (II.16) of B±, Cij with respect to pˆ, kˆ, and nˆ that was
used for the two-parton final state, we found it more convenient for the three-parton final
state in the hard gluon region to use as basis vectors kt/|kt|, kt¯/|kt¯|, and (kt×kt¯)/|kt×kt¯|.
Note that the matrix ρhard(e+e− → tt¯g) does not contain any singularities and that the
whole computation can be performed in d = 4 dimensions.
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IV. NUMERICAL RESULTS
In this section we present next-to-leading order results for expectation values of a variety
of spin observables. For an observable O we use the notation
〈O〉 = 〈O〉0 + αs
π
〈O〉1 +O
(
α2s
π2
)
,
σ = σ0 +
αs
π
σ1 +O
(
α2s
π2
)
, (IV.1)
where σ is the total cross section for e+e− → tt¯X , and
〈O〉0 = 1
σ0
1
2s
∫
dR2Tr {ρ0 · O} ,
〈O〉1 = 1
σ0
1
2s
[ ∫
dR2Tr
{
lim
ǫ→0
(
ρsoft + ρvirtual
)
· O
}
+
∫
dR3Θ(Eg − xmin
√
s/2)Tr
{
ρhard · O
} ]
− 〈O〉0σ1
σ0
. (IV.2)
Here, dR2 is given in (II.20) and
dR3 =
d3kt
(2π)32k0t
d3kt¯
(2π)32k0t¯
d3kg
(2π)32k0g
(2π)4δ(p+ + p− − kt − kt¯ − kg). (IV.3)
We consider the following set of observables:
O1 = pˆ · St, O¯1 = pˆ · St¯,
O2 = kˆ · St, O¯2 = kˆ · St¯,
O3 = nˆ · St, O¯3 = nˆ · St¯,
O4 = St · St¯,
O5 = pˆ · (St × St¯),
O6 = kˆ · (St × St¯),
O7 = nˆ · (St × St¯),
O8 = (pˆ · St)(pˆ · St¯),
12
O9 = (kˆ · St)(kˆ · St¯),
O10 = (pˆ · St)(kˆ · St¯) + (kˆ · St)(pˆ · St¯),
O11 = (pˆ · St)(nˆ · St¯) + (nˆ · St)(pˆ · St¯),
O12 = (kˆ · St)(nˆ · St¯) + (nˆ · St)(kˆ · St¯). (IV.4)
The expectation values 〈O2〉0 and 〈O9〉0 are given in analytic form in (II.23) and (II.24),
respectively.
Several constraints are imposed by discrete symmetries on the expectation values of the
observables (IV.4). An unpolarized e+e− initial state is an eigenstate of the combined charge
conjugation (C) and parity (P) transformation. CP invariance of the interactions considered
here then implies 〈O1〉 = 〈O¯1〉 and 〈O5〉 = 0. Further, differences between 〈O2〉 and 〈O¯2〉 as
well as nonzero values for 〈O6〉 and 〈O7〉 can only be generated by the contributions from
hard gluon emission, since St
CP→St¯, ktCP→− kt¯, and since we have kt¯ = −kt for a final state
consisting solely of a tt¯ pair (recall that the three-momenta are defined in the e+e− c.m.
system). From invariance under the time reversal operation T it follows that nonzero 〈O3〉,
〈O¯3〉, 〈O6〉, 〈O11〉, and 〈O12〉 can only be generated by absorptive parts in the scattering
amplitude. To order αs this means that 〈O6〉 is exactly zero due to CP invariance, while
〈O3〉 = 〈O¯3〉, 〈O11〉, and 〈O12〉 get nonzero, albeit small, contributions from the imaginary
parts of the one-loop integrals appearing in the virtual corrections (cf. the functions b±,PC3,V V ,
b±,PV3,V A+ , and c
PV
8,V V , c
PC
7,8,V A+
of equation (III.8)). All the above arguments also hold for the
case of polarized electrons (and/or positrons), although in that case the initial state has no
definite CP parity. This is because the net effect of a CP transformation of the initial state
is λ∓ → −λ± in our formulas, and hence the couplings gXY are left unchanged. (cf. (II.9),
(II.10)).
In Table I we list our results for the expectation values of (IV.4) in terms of the quantities
〈Oi〉0,1 as defined in (IV.1) and (IV.2). We choose four different c.m. energies, namely
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√
s = 400, 500, 800, and 1000 GeV. The positron beam is always assumed to be unpolarized,
while for the electron beam the three cases λ− = 0,±1 are considered. As numerical input we
use mZ = 91.187 GeV, an on-shell top quark mass of m = 175 GeV, and sin
2 ϑW = 0.2236.
The table shows that the top quark and antiquark are produced highly polarized and
also that the spin-spin correlations are large. For example, the polarization3 of the top
quark projected onto the beam axis at
√
s = 500 GeV and for λ− = +1 amounts to
2〈pˆ · St〉 = 0.8998− 0.278αs
π
= 0.8910, (IV.5)
where we set αs = 0.1. As another example, consider the spin-spin correlation 〈O10〉 at
√
s = 1 TeV, also for λ− = +1:
〈(pˆ · St)(kˆ · St¯) + (kˆ · St)(pˆ · St¯)〉 = 0.2770− 0.303αs
π
= 0.2674, (IV.6)
where we again set αs = 0.1.
A global characteristic of all the expectation values of the observables (IV.4) is that the
QCD corrections are quite small. The quantity αs/π × |〈Oi〉1/〈Oi〉0| ranges, for nonzero
〈Oi〉0 and (a fixed value of) αs = 0.1 between 1.9 permill (for 〈O4〉 at
√
s = 400 GeV and
all three choices of λ−) and 5.3 percent (amusingly also for 〈O4〉, but at
√
s = 1000 GeV
and λ− = −1)4.
To check our calculation, we compared our numerical value for the order αs correction
to the total cross section σ1 with the value one gets by using the analytic formula as
given for example in [14] and found excellent agreement. Note that the longitudinal spin-
spin correlation 〈P ℓℓ〉 studied in [6] is, at next-to-leading order, not proportional to our
expectation value 〈O9〉: The former would correspond in our notation to the expectation
3The polarization is conventionally defined as two times the expectation value of the spin operator.
4In leading order, 〈O4〉 = 1/4, since the reaction proceeds through a single spin-one boson.
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value 4〈(kˆt · St)(kˆt¯ · St¯)〉, which only at leading order is equal to −4〈O9〉. To compare our
results for 〈P ℓℓ〉, we reproduced Figures 1 and 2 of reference [6] and found agreement.
We now study the distributions of our expectation values with respect to z, the cosine
of the top quark scattering angle in the c.m. system. These distributions are defined as
〈Oiδ(z − z′)〉, i.e. we do not average over z but over all other kinematic variables.
The distributions 〈O3,11,12δ(z − z′)〉 are not shown, since they can be easily constructed
from the listed analytic formulas for b±3 , c7,8 of equation (III.8). We also do not show the
distribution 〈O7δ(z−z′)〉, since according to Table I the expectation value 〈O7〉 varies (again
for a fixed αs = 0.1) between the tiny values −0.6× 10−4 and −0.3%.
Figs. 1a and 1b show, to NLO accuracy, the distribution 〈O1δ(z − z′)〉 at c.m. energies
√
s = 500 GeV and
√
s = 1 TeV , respectively, for λ− = 0,±1. In this and all the following
plots we set αs = 0.1. Note that the distribution gets more peaked near z = +1 as the
c.m. energy rises. This feature is less pronounced in the distribution 〈O2δ(z− z′)〉 depicted
in Figs. 2a,b. In Figs. 3 - 6 we show the distributions for different spin-spin correlations,
namely 〈O4,8,9,10δ(z − z′)〉. In these figures, the c.m. energy is varied between
√
s = 400
GeV and
√
s = 1 TeV, while the electron polarization is set to λ− = 0. The results for other
choices of λ− do not differ much from the ones shown. This is also reflected in the rather
weak dependence of the spin-spin correlations 〈O4,8,9,10〉 on λ− (cf. Table I). Note that the
distributions typically rise as z → +1.
To illustrate the impact of the O(αs) corrections, we plot in Figs. 7 - 10 the “K-factors”
Ki(z) =
〈Oiδ(z − z′)〉0 + αs/π〈Oiδ(z − z′)〉1
〈Oiδ(z − z′)〉0 (IV.7)
for i = 1 (Figs. 7a,b), and i = 4, 8, 9 (Figs. 8,9,10). TheK-factors show a strong dependence
both on the cosine of the scattering angle and on the c.m. energy. They vary between 0.88
and 1.04.
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V. CONCLUSIONS
The production of top quark pairs in e+e− annihilation involves a variety of spin phe-
nomena. We have performed a systematic study of these effects to order αs and including
beam polarization effects using the spin density matrix formalism. Apart from a signifi-
cant polarization of the top quarks and antiquarks, the spins of t and t¯ are also strongly
correlated. The QCD corrections to the leading order results for the expectation values
of all spin observables considered are at the percent level or smaller. The spin effects in
the tt¯ production will manifest themselves in the angular distributions of the t and t¯ decay
products. For a phenomenological analysis of these angular distributions, one can combine
the results presented in this paper with spin decay matrices computed to next-to-leading
order accuracy for the different t and t¯ decay modes.
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TABLE CAPTION
Table I. Expectation values of the observables listed in (IV.4) in terms of the quantities
〈Oi〉0,1 as defined in (IV.1) and (IV.2) for different c.m. energies, λ+ = 0 and λ− = 0,±1.
For the expectation values not listed in the table we have, as discussed in the text, 〈O¯1,3〉 =
〈O1,3〉, and 〈O5,6〉 = 0.
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FIGURE CAPTIONS
Fig. 1. Expectation value 〈O1δ(z− z′) 〉 to order αs for a fixed value αs = 0.1 and λ+ = 0.
In 1a (1b) the c.m. energy is set to
√
s = 500 GeV (
√
s = 1 TeV). The solid line is the
result for λ− = 0, the dashed line for λ− = −1, and the dotted line for λ− = +1.
Fig. 2. Same as Fig. 1, but for 〈O2δ(z − z′) 〉.
Fig. 3. Expectation value 〈O4δ(z−z′) 〉 to order αs for a fixed value αs = 0.1, λ+ = λ− = 0,
and c.m. energies
√
s = 400 GeV (dashed line),
√
s = 500 GeV (solid line),
√
s = 800 GeV
(dotted line), and
√
s = 1000 GeV (dash-dotted line).
Fig. 4. Same as Fig. 3, but for 〈O8δ(z − z′) 〉.
Fig. 5. Same as Fig. 3, but for 〈O9δ(z − z′) 〉.
Fig. 6. Same as Fig. 3, but for 〈O10δ(z − z′) 〉.
Fig. 7. The function K1(z) defined in equation (IV.7). In 7a (7b) the c.m. energy is set
to
√
s = 500 GeV (
√
s = 1 TeV). The solid line is the result for λ− = 0, the dashed line for
λ− = −1, and the dotted line for λ− = +1.
Fig. 8. The function K4(z) defined in equation (IV.7) for λ+ = λ− = 0 and c.m. energies
√
s = 400 GeV (dashed line),
√
s = 500 GeV (solid line),
√
s = 800 GeV (dotted line), and
√
s = 1000 GeV (dash-dotted line).
Fig. 9. Same as Fig. 8, but for K8(z).
Fig. 10. Same as Fig. 8, but for K9(z).
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TABLES
c.m. energy in GeV
400 500 800 1000
λ− 〈Oi〉0 〈Oi〉1 〈Oi〉0 〈Oi〉1 〈Oi〉0 〈Oi〉1 〈Oi〉0 〈Oi〉1
− −0.4870 0.039 −0.4608 0.125 −0.4014 0.309 −0.3760 0.377
〈O1〉 0 −0.2048 0.024 −0.1867 0.064 −0.1554 0.133 −0.1438 0.156
+ 0.4811 −0.052 0.4499 −0.139 0.3895 −0.302 0.3654 −0.363
− −0.1686 −0.191 −0.2578 −0.216 −0.3397 −0.118 −0.3581 −0.059
〈O2〉 0 −0.0583 −0.065 −0.0870 −0.070 −0.1120 −0.036 −0.1173 −0.017
+ 0.2099 0.225 0.3094 0.228 0.3927 0.102 0.4104 0.040
− −0.1686 −0.185 −0.2578 −0.165 −0.3397 0.113 −0.3581 0.267
〈O¯2〉 0 −0.0583 −0.063 −0.0870 −0.053 −0.1120 0.040 −0.1173 0.090
+ 0.2099 0.218 0.3094 0.167 0.3927 −0.165 0.4104 −0.334
− 0 −0.332 0 −0.232 0 −0.121 0 −0.093
〈O3〉 0 0 −0.356 0 −0.246 0 −0.127 0 −0.097
+ 0 −0.413 0 −0.279 0 −0.140 0 −0.106
− 0.25 −0.015 0.25 −0.087 0.25 −0.310 0.25 −0.418
〈O4〉 0 0.25 −0.015 0.25 −0.086 0.25 −0.307 0.25 −0.414
+ 0.25 −0.015 0.25 −0.084 0.25 −0.300 0.25 −0.405
− 0 −0.002 0 −0.016 0 −0.062 0 −0.082
〈O7〉 0 0 −0.002 0 −0.017 0 −0.065 0 −0.086
+ 0 −0.003 0 −0.019 0 −0.071 0 −0.094
− 0.2392 −0.033 0.2240 −0.095 0.2006 −0.224 0.1927 −0.280
〈O8〉 0 0.2375 −0.037 0.2205 −0.100 0.1957 −0.225 0.1876 −0.278
+ 0.2332 −0.046 0.2123 −0.111 0.1848 −0.225 0.1765 −0.272
− 0.1173 0.039 0.1606 0.030 0.2128 −0.142 0.2258 −0.244
〈O9〉 0 0.1182 0.041 0.1620 0.031 0.2137 −0.143 0.2265 −0.246
+ 0.1206 0.045 0.1652 0.032 0.2157 −0.147 0.2279 −0.249
− 0.1580 0.162 0.2191 0.107 0.2442 −0.141 0.2417 −0.247
〈O10〉 0 0.1693 0.170 0.2323 0.106 0.2560 −0.155 0.2528 −0.264
+ 0.1968 0.189 0.2630 0.102 0.2823 −0.187 0.2770 −0.303
− 0 0.330 0 0.222 0 0.097 0 0.066
〈O11〉 0 0 0.114 0 0.075 0 0.032 0 0.022
+ 0 −0.410 0 −0.266 0 −0.112 0 −0.076
− 0 0.181 0 0.225 0 0.189 0 0.160
〈O12〉 0 0 0.077 0 0.093 0 0.076 0 0.064
+ 0 −0.177 0 −0.213 0 −0.174 0 −0.146
TABLE I.
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