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Abstract
Various statistics on wreath products are defined via canonical
words, “colored” right to left minima and “colored” descents. It is
shown that refined counts with respect to these statistics have nice
recurrence formulas of binomial-Stirling type. These extended Stirling
numbers determine (via matrix inversion) dual systems, which are also
shown to have combinatorial realizations within the wreath product.
The above setting also gives rise to MacMahon type equi-distribution
theorem over subsets with prescribed statistics.
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21 Introduction
This paper was motivated by [13, 14], where we studied a variety of natu-
ral statistics on the symmetric group Sn which generalized the length, the
major and other statistics. In particular, new statistics based on canon-
ical presentations by the Coxeter generators were introduced. Then the
various Stirling numbers were obtained as cardinalities of certain subsets
of Sn defined via these statistics. For example, the Stirling numbers of
the second kind are cardinalities of subsets of permutations with prescribed
number of left-to-right minima and descents. Refinements of the classical
MacMahon-type equi-distribution theorems [9] – in the spirit of the results
of Foata-Schu¨tzenberger, Garsia-Gessel etc. – were deduced.
In this paper the group of permutations Sn is replaced by the wreath
product Ca ≀ Sn, whose elements are called “colored permutations”. Here
Ca is the cyclic group with a elements. We study canonical presentations
in wreath products and introduce statistics counting the number of “long”
and of “short” factors in these presentations. These numbers essentially
count number of certain right to left minima in colored permutations. It
is shown that enumeration of elements in wreath products with respect to
these (and to these and descent) statistics have nice recurrence formulas of
binomial-Stirling type. In particular, we present a wreath product extension
of Stirling numbers of first and second kinds [16], interpret these numbers in
the wreath product, and prove MacMahon type equi-distribution theorem
over subsets with prescribed statistics.
Fix four integers a, d, r, ℓ ∈ Z and let g(n, k) = ga,d,r,ℓ(n, k) be the num-
bers determined by the following recurrence:
g(0, 0) = 1 and
g(n, k) = (an+ dk − r) · g(n − 1, k) + ℓ · g(n − 1, k − 1), (1)
and g(n, k) = 0 if k < 0 or n < k.
The numbers ga,d,r,ℓ(n, k) combine and generalize the binomial coeffi-
cients and the Stirling numbers, see Section 8. For example, g1,0,1,1(n, k) are
the signless Stirling numbers of the first kind, g0,1,0,1(n, k) are the Stirling
numbers of the second kind, and g0,0,−1,1(n, k) are the binomial coefficients.
One of the main goals of this paper is to realize the numbers ga,d,r,ℓ(n, k)
via statistics on the wreath-products Ca ≀ Sn.
3For a positive integer a and a subset L ⊆ {0, . . . , a− 1} of cardinality ℓ
let
AL(n, k) := {σ ∈ Ca ≀ Sn |
←−
minL (σ) = k},
and
BL(n, k) := {σ ∈ Ca ≀ Sn | desL(σ) =
←−
minL (σ) = k},
where
←−
minL (σ) is the number of L-colored right to left minima, see Def-
inition 4.1.2, and desL(σ) is the number of descents with respect to the
L-order, see Definitions 4.4 and 4.6. Then
Theorem 1.1 (See Corollary 5.2 and Theorem 6.6)
ga,0,ℓ,ℓ = #AL(n, k)
and
g0,a,ℓ−a,ℓ(n, k) = #BL(n, k)
These two systems are essentially dual. This is
Theorem 1.2 (See Theorem 9.4) For every positive integers a, N , and
every subset L ⊆ {0, . . . , a−1} of size ℓ, let sL,N be the N×N matrix whose
entries are given by
sL,N (n, k) :=
(−1)n−k
ℓn
·#AL(n, k) (0 ≤ k, n ≤ N)
and SL,N be the N ×N matrix whose entries are
SL,N(n, k) :=
1
ℓn
·#BL(n, k) (0 ≤ k, n ≤ N).
Then
S−1L,N = sL,N .
To prove this theorem we apply a general decomposition and inversion
theorems for linear recurrences, see Theorems 8.4 and 8.8 below. These
theorems are closely related to results of Milne and followers [10, 11, 12].
In Section 7 we apply the above setting to show that the length function
and the flag major index are equi-distribution over subsets of Bn = C2 ≀ Sn
with prescribed colored right-to-left minima, see Corollaries 7.5, 7.6. This
result is a type B-analogue of a recent theorem of Foata and Han for the
4symmetric group [6, (1.5)] and refines a recent result of Haglund, Loehr and
Remmel [8, Theorem 4.5].
The rest of the paper is organized as follows.
Basic facts about wreath products are given in Sections 2 and 3. In
Section 4 statistics on Ca ≀ Sn based on canonical words and on “colored”
orders are introduced . Generalized Stirling numbers are interpreted combi-
natorially in Sections 5, 6 and 9 , and are formally studied in Section 8 and
Appendix 2. The main equi-distribution theorem, Theorem 7.3, is given in
Section 7.
2 Preliminaries
The wreath product Ca ≀ Sn.
Let G be a group. Recall that the elements of the wreath product G ≀Sn
are of the form σ = ((x1, . . . , xn), p) where xi ∈ G and p ∈ Sn; multiplication
is given by
((x1, . . . , xn), p)((y1, . . . , yn), q) = ((x1yp−1(1), . . . , xnyp−1(n)), pq).
Let A be the set A := G × {1, . . . , n} ≡ {xj | x ∈ G, 1 ≤ j ≤ n}. We
identify ((x1, . . . , xn), p) with the function ((x1, . . . , xn), p) ≡ f : A → A,
given by
f : tj → (txp(j))p(j)
for all t ∈ G and 1 ≤ j ≤ n. When G is Abelian one verifies easily that if,
also, g ≡ ((y1, . . . , yn), q) then fg ≡ ((x1, . . . , xn), p)((y1, . . . , yn), q). This
justifies the above identification. We therefore represent the element σ =
((x1, . . . , xn), p) ∈ G ≀ Sn by the n-tuple [xp(1)p(1), . . . , xp(n)p(n)]:
σ = ((x1, . . . , xn), p) ≡ [xp(1)p(1), . . . , xp(n)p(n)] = [σ(1), . . . , σ(n)],
and we denote |σ| := p. Note that if σ = [y1j1, . . . , ynjn] where yi ∈ G
and 1 ≤ ji ≤ n, then |σ| = p = [j1, . . . , jn]. Let zi ∈ G, p ∈ Sn and let
σ = [z1p(1), . . . , znp(n)], then σ
−1 = [z−1p−1(1)p
−1(1), . . . , z−1p−1(n)p
−1(n)].
In this paper we consider the wreath products Ca ≀ Sn, where Ca is the
(multiplicative) cyclic group of order a: α := e
2pii
a , and
Ca := {αt | 0 ≤ t ≤ a− 1}.
5The elements of Ca ≀Sn are identified with “a–colored” permutations, namely
those permutations σ of the set A = Ca × {1, . . . , n} satisfying
σ(βj) = βσ(j), β ∈ Ca, 1 ≤ j ≤ n.
We write σ = [σ(1), . . . , σ(n)]. For each j, σ(j) = αtj · |σ(j)| and has color
αtj ; it is “colorless” if tj = 0.
Cycle decomposition: Let σ = ((x1, . . . , xn), p) ∈ Ca ≀ Sn. The cycle
decomposition of p induces the corresponding decomposition of σ: If p =
p1 · · · pr is the cycle decomposition of p, and pi = (b(i)1 , . . . , b(i)m ) (in the
ordinary cycle notation for Sn), for each 1 ≤ i ≤ r let
y
(i)
j :=
{
xj , if j ∈ {b(i)1 , . . . , b(i)m };
1, otherwise.
Then σ(i) := ((y
(i)
1 , . . . , y
(i)
n ), pi) are the corresponding cycles of σ, and σ =
σ(1) · · · σ(r) is the cycle decomposition of σ The product x
b
(i)
1
· · · x
b
(i)
m
∈ Ca
is uniquely determined (since Ca is Abelian), and is called the color of that
cycle of p = |σ|.
Generators and length. Let si = (i, i + 1) ∈ Sn, i = 1, . . . n − 1, denote
the Coxeter generators of Sn ⊂ Ca ≀ Sn. In addition, s0 ∈ Ca ≀ Sn is the
element given by
s0 = ((α, 1, . . . , 1), 1) ≡ [α, 2, 3, . . . , n]
where α = e
2pii
a .
The following easy fact is well known.
Fact 2.1 Let σ = [b1, . . . , bn] ∈ Ca ≀ Sn.
1. σs0 = [αb1, b2, . . . , bn].
2. Let 1 ≤ i ≤ n− 1, then σsi = [b1, . . . , bi+1, bi, . . . , bn]
The set S = {s0, s1, . . . , sn−1} ⊆ Ca ≀ Sn generates Ca ≀ Sn (this follows, for
example, from Proposition 3.1).
The length of an element σ ∈ Ca≀Sn, denoted ℓ(σ), is the minimum length
of an expression of σ as a product of elements in the above generating set
S.
63 Canonical Presentation in Wreath Products
Consider the following subsets of elements in Ca ≀ Sn. First, let R0 = Ca.
Given 1 ≤ j ≤ n− 1, let
R0j := {1, sj , sjsj−1, . . . , sj · · · s1}.
For 1 ≤ t ≤ a− 1 let
Rtj := {sj · · · st0, sj · · · st0s1, sj · · · st0s1s2, . . . , sj · · · st0s1 · · · sj}
and
Rj :=
a−1⋃
t=0
Rtj.
Note that |Rj | = a · (j + 1), hence
n−1∏
j=0
|Rj | = an · n! = |Ca ≀ Sn|.
Proposition 3.1 Every element σ ∈ Ca ≀ Sn has a unique presentation
σ = w0 · · ·wn−1
where, for every 0 ≤ j ≤ n− 1, wj ∈ Rj .
Proof. By induction on n and by Fact 2.1. Recall that every element
σ ∈ Ca ≀Sn may be interpreted as a colored permutation [σ(1), . . . , σ(n)]. It
follows from this interpretation that every element σ ∈ Ca ≀Sn is obtained in
a unique way by inserting colored n (namely e
2piit
a n for some 0 ≤ t ≤ a− 1)
into a colored permutation σ¯ ∈ Ca ≀ Sn−1. Now, if σ(j) = e 2piita n and t = 0
then σ = σ¯wn−1, where
wn−1 =
{
1, if j = n;
sn−1 · · · sj, if j < n. ∈ R
0
n−1.
If σ(j) = e
2piit
a n and 0 < t ≤ a− 1 then σ = σ¯wn−1 where
wn−1 = sn−1 · · · st0 · · · sj−1 ∈ Rtn−1.
This proves “existence”. Uniqueness now follows by a standard counting
argument. ✷
7Definition 3.2 Call the above presentation σ = w0 · · ·wn−1 in Proposi-
tion 3.1 the canonical presentation – or the canonical word – of σ = w0 · · ·wn−1.
Proposition 3.3 Write the above canonical word explicitly: σ = w0 · · ·wn−1 =
si1 · · · sir , then r is the minimum length of an expression of σ as a product
of elements in S = {s0, s1, . . . , sn−1}, i.e. the length of σ is ℓ(σ) = r.
For a proof see e.g. [4, Ch. 3.3].
Corollary 3.4 Let σ = w0 · · ·wn−1 be the canonical word of σ ∈ Ca ≀ Sn,
then ℓ(σ) = ℓ(w0) + · · · + ℓ(wn−1). In particular, if σ¯ ∈ Ca ≀ Sn−1 and
r ∈ Rn−1 then ℓ(σ¯r) = ℓ(σ¯) + ℓ(r).
4 Statistics on Colored Permutations
In this section we introduce various statistics on Ca ≀ Sn based on canonical
words, on right-to-left-minima, and on certain descent sets DesL.
4.1 Right to Left Minima
Recall from Section 2 the notation α := e
2pii
a and |σ| (for every σ ∈ Ca ≀Sn).
Definition 4.1 1. Let p = [j1, . . . , jn] ∈ Sn. Define
←−
Min(p) ⊆ {1, . . . , n}
as follows:
←−
Min(p) = {ji | ji is a r.t.l.min in [j1, . . . , jn]}.
Here and on r.t.l.min stands for right to left minimum.
2. Let L ⊆ {1, . . . , a− 1}. Let σ ∈ Ca ≀ Sn be a colored permutation, and
write σ = [b1, . . . , bn]. Define
←−
MinL(σ) ⊆ {1, . . . , n} as follows:
←−
MinL(σ) = {|bi| | |bi| is a r.t.l.min in |σ|, and bi = αu|bi| for some u ∈ L}.
Finally denote
←−
minL(σ) = |
←−
MinL(σ)|.
For example let σ = [α3, α35, 1, α22, α4] ∈ C4 ≀ S5, then |σ| = [3, 5, 1, 2, 4]
and
←−
Min{0,1,2,3}(σ) = {1, 2, 4},
←−
Min{1,2}(σ) = {2, 4},
←−
Min{0,3}(σ) = {1}, and
←−
Min{0,1,2}(σ) = {1, 2, 4}.
8Proposition 4.2 1. Let p = [j1, . . . , jn] ∈ Sn, let v0 = 1 and let p =
v0v1 · · · vn−1 be its canonical presentation. Then ji is a r.t.l.min in
[j1, . . . , jn] if and only if vji−1 = 1.
2. Let σ ∈ Ca ≀ Sn and σ = w0 · · ·wn−1 (∀i wi ∈ Ri) be its canonical
word. Also let |σ| = v1 · · · vn−1 be the canonical presentation of |σ|.
For each 0 ≤ u ≤ a− 1 and 1 ≤ j ≤ n− 1 denote
ru,j :=
{
sj · · · su0 · · · sj ∈ Rj if u 6= 0
1 if u = 0.
Then vi = 1 if and only if wi = ru,i for some u.
3. Let L ⊆ {0, . . . , a− 1}. Then
←−
MinL(σ) = {0 ≤ i ≤ n− 1|∃u ∈ L, wi = ru,i}.
Proof - is standard (by induction on n) and is left to the reader.
Corollary 4.3 Let σ¯ ∈ Ca ≀ Sn−1 and r = wn−1 ∈ Ca ≀ Sn−1 (hence σ ∈
Ca ≀ Sn). Let
KL(r) = KL(wn−1) :=
{ {n − 1} if ∃ u ∈ L wn−1 = ru,n−1
φ otherwise.
(2)
Then
←−
MinL (σ) =
←−
MinL (σ¯) ∪KL(wn−1), a disjoint union, (3)
4.2 The Order <L and the L-Descent Set
Notice that Ca ≀ Sn is identified with the permutations σ of the set
{αvj | 0 ≤ v ≤ a − 1, 1 ≤ j ≤ n} ∪ {0}, where by definition, σ(0) = 0, and
σ(αvj) = αvσ(j).
Definition 4.4 A subset L ⊆ {0, . . . , a − 1} determines a linear order <L
on {αvj | 0 ≤ v ≤ a− 1, 0 ≤ j ≤ n} ∪ {0} as follows:
Let U = {0, . . . , a− 1} \ L be the complement of L in {0, . . . , a− 1}.
If v ∈ L then αvj <L 0 for every 1 ≤ j ≤ n. If v ∈ U then αvj >L 0 for
every 1 ≤ j ≤ n.
For v, u ∈ L (not necessarily distinct) and i 6= j ∈ {1, . . . , n},
αvi <L α
uj if and only if i > j (“reverse order”).
9For v, u ∈ U (not necessarily distinct) and i 6= j ∈ {1, . . . , n},
αvi <L α
uj if and only if i < j.
Then, for each 1 ≤ j ≤ n, order each subset {αvj | v ∈ L} (and each
subset {αvj | v ∈ U}) in an arbitrary linear order.
This yields a linear order <L on the set {αvj | 0 ≤ v ≤ a − 1, 0 ≤ j ≤
n} ∪ {0}.
For example let a = 4 and L = {2, 3}, then U = {0, 1}. We can choose
the following order
α2n <L α
3n <L α
2(n−1) <L α3(n−1) <L · · · <L α2 <L α3 <L 0
0 <L α <L 1 <L α2 <L 2 <L · · · <L α(n−1) <L (n−1) <L αn <L n.
The following is an obvious property of this order.
Fact 4.5 Let σ¯ = [σ¯(1), . . . , σ¯(n − 1)] ∈ Ca ≀ Sn−1 and let 0 ≤ v ≤ a− 1.
If v ∈ L then αvn <L σ¯(1), . . . , σ¯(n− 1);
if v ∈ U then αvn >L σ¯(1), . . . , σ¯(n− 1).
Definition 4.6 The L-descent set of σ ∈ Ca ≀ Sn is
DesL(σ) := {0 ≤ i ≤ n− 1 | σ(i) >L σ(i+ 1)}.
The L-descent number is
desL(σ) := |DesL(σ)|.
If L consists of one element u ∈ {0, . . . , a − 1} then we denote <u, Desu,
desu.
The following notion is the natural analogue of the standard descent sets
of Weyl and Coxeter groups.
Definition 4.7 For σ ∈ Ca ≀ Sn let the standard descent set be
Des(σ) := {0 ≤ i ≤ n− 1| ℓ(σsi) < ℓ(σ)}.
It should be noted that the u-descent set, Desu, defined above, may also
be interpreted via the generators.
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Proposition 4.8 For every σ ∈ Ca ≀ Sn and every 0 ≤ u ≤ a− 1
Desu(σ) = {0 ≤ i ≤ n− 1| ℓ(v−1u σsi) > ℓ(v−1u σ)},
where vu := ((α
u, . . . , αu), id) = [αu1, αu2, . . . , αun].
Proof - is given in an appendix (Section 10).
Example 4.9
1) L = {0, . . . , a− 1}. By definition,
Des{0,...,a−1}(σ) = Des(|σ|) = {0 ≤ i ≤ n− 1| |σ(i)| > |σ(i + 1)|}
the standard descent set of |σ|.
2) L = ∅. Des∅(σ) is the complement of the standard descent set of |σ| (the
ascent set of |σ|).
3) L = {1, . . . , a− 1}. By Proposition 4.8, since v0 is the identity element
Des{1,...,a−1}(σ) = {0, . . . , n− 1} \Des0(σ) = {0 ≤ i ≤ n− 1| ℓ(σsi) < ℓ(σ)}
the standard descent set of σ.
4) L = {0, . . . , a−2}. va−1 is the longest element in Ca ≀Sn and Des{0,...,a−2}
is the complement of the standard descent set; namely, the ascent set of σ.
Lemma 4.10 Let L ⊆ {0, . . . , a− 1} then, for any σ ∈ Ca ≀ Sn,
desL(σ) ≥
←−
minL (σ).
Proof. Let
←−
MinL (σ) = {i1, . . . , ik}, and show that for each 1 ≤ j ≤ k − 1,
σ(ij) >L σ(ij+1). Indeed, each σ(it) = α
vt |σ(it)|, vt ∈ L, and |σ(it)| is a
r.t.l.min of |σ|. Therefore |σ(ij)| < |σ(ij+1)|, so
σ(ij) = α
vj |σ(ij)| >L αvj+1 |σ(ij+1)| = σ(ij+1),
as was claimed. By the transitivity of the linear order >L, there must be an
L-descent of σ between these two indices ij and ij+1. This contributes (at
least) k − 1 L-descents to DesL(σ). By definition, σ(0) = 0 >L σ(i1), and
this contributes at least one more L-descent of σ. ✷
Note that here we have to allow 0 ∈ DesL(σ).
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5 “Colored” Stirling Numbers of the First Kind
In this section we point on connections between statistics on colored permu-
tations, defined above, and certain generalized Stirling numbers of the first
kind.
Proposition 5.1 Let L ⊆ {0, . . . , a− 1}, |L| = r. Then
∑
σ∈Ca≀Sn
q
←−
minL(σ) = (rq + a− r)(rq + 2a− r) · · · (rq + na− r).
Proof. By Corollary 4.3 it suffices to show that for every n∑
wn−1∈Rn−1
q|KL(wn−1)| = rq + na− r.
Indeed, by definition (2) (in Corollary 4.3)∑
wn−1∈Rn−1
q|KL(wn−1)| = rq + |Rn−1| − r = rq + na− r.
✷
Corollary 5.2 Let r = |L| as above, and denote
gL(n, k) := #{σ ∈ Ca ≀ Sn |
←−
minL (σ) = k}.
Then gL(n, k) satisfies the following recurrence:
gL(n, k) = (an− r) · gL(n− 1, k) + r · gL(n− 1, k − 1).
Thus, by Equation (1), gL(n, k) = ga,0,r,r(n, k), so
ga,0,r,r(n, k) = #{σ ∈ Ca ≀ Sn |
←−
minL (σ) = k}.
Proof. By Proposition 5.1
∑
k
gL(n, k)q
k =
∑
σ∈Ca≀Sn
q
←−
minL(σ) = (rq+a−r)(rq+2a−r) · · · (rq+na−r).
Thus∑
k
gL(n, k)q
k = (rq + na− r)
∑
k
gL(n− 1, k)qk =
12
= (na− r)
∑
k
gL(n− 1, k)qk +
∑
k
r · gL(n− 1, k − 1)qk,
and the proof follows. ✷
Note that when a = |L| = r = 1, gL(n, k) are the signless Stirling
numbers of the first kind. In Section 8 we study similar but more general
such recurrences.
Recall from Section 2 that the cycles of σ ∈ Ca ≀ Sn are “colored” by
elements of Ca.
Definition 5.3 Given L ⊆ {1, . . . , n} and σ ∈ Ca ≀ Sn, we say that a cycle
of σ is L–colored if its color belongs to L.
Corollary 5.4 The number of elements σ ∈ Ca ≀Sn with exactly k r.t.l.min
of |σ| which are L–colored, gL(n, k), is also the number of elements σ ∈
Ca ≀ Sn with exactly k cycles which are L–colored.
Proof. The proof is a natural extension of [15, p. 17]. The following
notion will be used in the proof. Let σ = ((x1, . . . , xn), p) ∈ Ca ≀ Sn, and let
γ = (b1, . . . , bm) be a cycle of p = |σ|. Assume w.l.o.g. that the last element
bm is minimal, then the color of bm, xbm , will be called the right–color of the
cycle γ. A cycle is right L–colored, for L ⊆ {0, . . . , a − 1}, if its right–color
belongs to {αu| u ∈ L}.
Let G′L(n, k) denote the set of elements σ ∈ Ca ≀Sn with exactly k cycles
which are right L–colored and
GL(n, k) := {σ ∈ Ca ≀ Sn |
←−
minL (σ) = k}.
We first construct a bijection
G′L(n, k)←→ GL(n, k).
Given σ′ = ((x1, . . . , xn), p
′) ∈ G′L(n, k), reorder the cycles in p′ = |σ′| such
that each cycle in |σ′| is written with its smallest element last (i.e. rightmost),
and the cycles are written in increasing order of their smallest element. By
assumption, exactly k of these smallest elements are L–colored. Let p be
the permutation obtained from p′ by erasing the parenthesis of the cycles,
and let σ = ((x1, . . . , xn), p). Clearly, in p = |σ|, those smallest elements are
now r.t.l.min, and in σ they have the same colors as in σ′, namely exactly k
of these r.t.l.min are L–colored. Thus σ ∈ GL(n, k). That correspondence
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can be reversed by parenthesizing p ∈ Sn according to its r.t.l.min, therefore
the above is a bijection.
Let G′′L(n, k) denote the set of elements σ ∈ Ca ≀Sn with exactly k cycles
which are L–colored. There is a rather obvious bijection
G′′L(n, k)←→ G′L(n, k)
as follows. Given σ′′ = ((x1, . . . , xn), p
′′) ∈ G′′L(n, k), let (b1, . . . , bm) be a
cycle of p′′ with bm minimal, then replace xbm by xb1 · · · xbm . Do it to each
cycle. This clearly maps G′′L(n, k) −→ G′L(n, k), with an obvious inverse
map. This completes the proof. ✷
6 “Colored” Stirling Numbers of the Second Kind
In this section we prove the second part of Theorem 1.1 (Theorem 6.6 below).
Throughout this section we assume that L ⊆ {0, 1, . . . , a − 1}, with the
corresponding linear order <L as above.
Lemma 6.1 Let σ = w0 · · ·wn−1 (canonical presentation), σ¯ = w0 · · ·wn−2,
so σ = σ¯wn−1. Then desL(σ) ≥L desL(σ¯).
Proof. Recall that σ is obtained from σ¯ by inserting some αvn into σ¯.
Thus, for certain b1, . . . , bn−1 ∈ Ca · {1, . . . , n− 1} and 1 ≤ t ≤ n− 1,
σ¯ = [b1, . . . , bn−1, n] and σ = [b1, . . . , bt, α
vn, bt+1, . . . , bn−1].
Since the L-order is linear, if bt >L bt+1 then either bt >L α
vn or (and/or)
αvn >L bt+1, which implies the proof. ✷
Lemma 6.2 With the notation of the previous Lemma,
1. if σ(n) = αvn for some v ∈ L then ←−MinL (σ) =
←−
MinL (σ¯) ∪ {n}, hence
←−
minL (σ) =
←−
minL (σ¯) + 1;
2. if σ(n) 6= αvn for any v ∈ L then ←−minL (σ) =
←−
minL (σ¯).
Proof. The lemma is an immediate consequence of Corollary 4.3.
✷
The following is a key observation here.
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Lemma 6.3 Let σ = σ¯wn−1 as above, and assume
desL(σ) =
←−
minL (σ) = k.
1. If σ(n) = αvn for some v ∈ L then desL(σ¯) =
←−
minL (σ¯) = k − 1.
2. If σ(n) 6= αvn for any v ∈ L then desL(σ¯) =
←−
minL (σ¯) = k.
Proof.
1. Assume σ(n) = αvn, v ∈ L. By Lemma 6.2.1, ←−minL (σ¯) =
←−
minL (σ) − 1.
Clearly in that caseDesL(σ) = DesL(σ¯)∪{n−1}, hence also desL(σ¯) = k−1.
2. If σ(n) 6= αvn for any v ∈ L then, by Lemma 6.2.2, ←−minL (σ) =
←−
minL (σ¯).
Therefore by Lemmas 6.1 and 4.10,
k = desL(σ) ≥ desL(σ¯) ≥
←−
minL (σ¯) =
←−
minL (σ) = k,
forcing equality. Thus desL(σ¯) =
←−
minL (σ¯) = k. ✷
Lemma 6.4 Let σ¯ ∈ Ca ≀ Sn−1, σ¯ = [σ¯(1), . . . , σ¯(n− 1)].
Assume that desL(σ¯) =
←−
minL (σ¯) = k and let DesL(σ¯) = {i1, . . . , ik}.
1. If v 6∈ L then there are exactly k + 1 elements σ ∈ Ca ≀ Sn, such that
σ = σ¯wn−1 for some wn−1 ∈ Rn−1 and desL(σ) =
←−
minL (σ) = k.
2. If v ∈ L then there are exactly k such σ’s “over” σ¯ satisfying
desL(σ) =
←−
minL (σ) = k.
Proof. Fix some bn = α
vn and insert it into σ¯ to obtain σ = σ¯wn−1.
1. v 6∈ L, hence σ¯(1), . . . , σ¯(n − 1) <L bn. If bn is inserted immediately
to the right of some σ¯(it) (1 ≤ t ≤ k) or in the last (n-th) position, then
desL(σ) = k. Also, by Lemma 6.2.2,
←−
minL (σ) =
←−
minL (σ¯) = k. Conversely,
if desL(σ) = k then bn was inserted into one of these k + 1 positions.
2. v ∈ L, hence bn <L, 0, σ¯(1), . . . , σ¯(n− 1). If bn is inserted immediately to
the right of some σ¯(it) (1 ≤ t ≤ k) then desL(σ) = k. Also, in this case bn is
not inserted in the last position; by Lemma 6.2.2,
←−
minL (σ) =
←−
minL (σ¯) = k.
Conversely, if desL(σ) = k then bn was inserted into one of these k positions.
Note that if i1 6= 0 and bn is inserted in the first (left) position then 0 is
an additional u-descent of σ, since 0 >L bn.
✷
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Definition 6.5 Let fL(0, 0) = 1 and define
fL(n, k) = #{σ ∈ Ca ≀ Sn | desL(σ) =
←−
minL (σ) = k}.
Theorem 6.6 Let ℓ = |L|. Then fL(n, k) satisfies the following recurrence:
fL(n, k) = (ak + a− ℓ) · fL(n− 1, k) + ℓ · fL(n− 1, k − 1).
Thus fL(n, k) = g0,a,ℓ−a,ℓ(n, k), so
g0,a,ℓ−a,ℓ(n, k) = #{σ ∈ Ca ≀ Sn | desL(σ) =
←−
minL (σ) = k}.
Proof. Let
BL(n, k) := {σ ∈ Ca ≀ Sn | desL(σ) =
←−
minL (σ) = k},
so fL(n, k) = #BL(n, k),
CL(n, k) := {σ = σ¯wn−1 ∈ BL(n, k) | σ¯ ∈ BL(n− 1, k − 1)},
and
DL(n, k) := {σ = σ¯wn−1 ∈ BL(n, k) | σ¯ ∈ BL(n− 1, k)}.
By definition, CL(n, k) ∩DL(n, k) = ∅. By Lemma 6.3,
BL(n, k) = CL(n, k) ∪DL(n, k).
The proof will follow, once we show that
1. |CL(n, k)| = ℓ · |BL(n− 1, k − 1)| and
2. |DL(n, k)| = (ak + a− ℓ) · |BL(n− 1, k)|,
1. By Lemma 6.3, all elements in CL(n, k) which are obtained from an
element σ¯ ∈ BL(n − 1, k − 1) by inserting a colored n, are obtained by
inserting an L-colored n at the last position: σ = [σ¯, αvn], v ∈ L. This
proves 1.
2. Let σ¯ ∈ BL(n − 1, k): desL(σ¯) =
←−
minL (σ¯) = k and insert α
vn into σ¯ to
obtain a permutation σ = σ¯wn−1 ∈ BL(n, k). If v 6∈ L then, by Lemma 6.4.1,
there are exactly k+1 such permutations σ ∈ BL(n, k). Since there are a−ℓ
such v’s, we get (a − ℓ)(k + 1) σ’s. Similarly, Lemma 6.4.2 implies k such
σ’s when v ∈ L, namely a total of ℓk σ’s. Together, this yields exactly
(a− ℓ)(k+1)+ ℓk = ak+a− ℓ σ’s in BL(n, k) “over” each σ¯ ∈ BL(n−1, k).
This proves 2.
✷
Remark 6.7 Letting a = ℓ = 1, fL(n, k) are the classical Stirling numbers
of the second kind.
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7 Equi-distribution in Bn = C2 ≀ Sn
In this section we study the case of Bn = C2 ≀ Sn, namely a = 2. We prove
here an equi-distribution theorem between the length parameter ℓ(σ) and
the flag-major index, see Definition 7.2 below.
Here L ⊆ {0, 1} determines <L. In the case L = {1} the natural order
is preserved, and it is reversed when L = {0}:
−n <1 −(n− 1) <1 · · · <1 −1 <1 0 <1 1 <1 · · · <1 n and
n <0 n− 1 <0 · · · <0 1 <0 0 <0 −1 <0 · · · <0 −n.
These orders define the corresponding
←−
Min0 and the
←−
Min1 sets, see Defini-
tion 4.1. In this section we show that the length function and the flag major
index are equi-distribution over subsets of Bn = C2 ≀Sn with prescribed
←−
Min0
and
←−
Min1 sets, see Corollary 7.5 below. This result is a type B-analogue of
a recent theorem of Foata and Han for the symmetric group [6, (1.5)] and
refines a recent result of Haglund, Loehr and Remmel [8, Theorem 4.5].
Theorem 7.1 For every positive integer n∑
σ∈Bn
∏
i∈
←−
Min0(σ)
xi ·
∏
i∈
←−
Min1(σ)
ti · qℓ(σ) =
(x1 + qt1)(x2 + q + q
2 + q3t2) · · · (xn + q + q2 + · · ·+ q2n−1tn).
Proof. By induction on n. Obviously, theorem holds for n = 1.
By Proposition 3.1, the l.h.s. equals∑
σ¯∈Bn−1
∑
r∈Rn−1
qℓ(σ¯r) ·
∏
i∈
←−
Min0(σ¯r)
xi ·
∏
i∈
←−
Min1(σ¯r)
ti = Q
By Remark 3.4 and Corollary 4.3, Q equals
 ∑
σ¯∈Bn−1
∏
i∈
←−
Min0(σ¯)
xi ·
∏
i∈
←−
Min1(σ¯)
ti · qℓ(σ¯)

·

 ∑
r∈Rn−1
∏
i∈K0(r)
xi ·
∏
i∈K1(r)
ti · qℓ(r)

 .
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Thus, by induction, it suffices to show that
 ∑
r∈Rn−1
∏
i∈K0(r)
xi ·
∏
i∈K1(r)
ti · qℓ(r)

 = xn + q + q2 + · · ·+ q2n−1tn.
Recall that in the case of Bn, Rn−1 = R
0
n−1 ∪R1n−1, where
R0n−1 := {1, sn−1, sn−1sj−2, . . . , sn−1 · · · s1} and
R1n−1 := {sn−1 · · · s0, sn−1 · · · s0s1, sn−1 · · · s0s1s2, . . . , sn−1 · · · s0s1 · · · sn−1}.
The only r = wn−1 in Rn−1 with K0(r) 6= φ is r = 1, hence the con-
tribution of xn. Similarly, the only r = wn−1 in Rn−1 with K1(r) 6= φ is
r = sn−1 · · · s0 · · · sn−1 – of length 2n−1 – hence the contribution of q2n−1tn.
This also explains the other summands q, q2, etc.
This implies the proof.
✷
Definition 7.2 For σ ∈ C2 ≀ Sn = Bn it is natural to consider the sequence
descent set :
DesA(σ) := {0 ≤ i ≤ n− 1| σ(i) > σ(i+ 1)}
and the sequence major index
majA(σ) :=
∑
i∈DesA(σ)
i.
Let
neg(σ) := #{i|σ(i) < 0}
and define the flag major index as
fmaj (σ) := 2 ·majA(σ) + neg(σ).
The flag major index was introduced in [3] in order to extend MacMa-
hon classical equi-distribution theorem to Bn. For a unified definition of
the classical major index and the flag-major index as a length of a distin-
guished canonical expression see [3, Theorem 3.1]. The flag-major index has
many other combinatorial and algebraic properties which are shared with
the classical major index on Sn, see, for example, [1, 2, 8] and references
therein.
The following theorem is a flag-major index analogue of Theorem 7.1.
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Theorem 7.3 For every positive integer n∑
σ∈Bn
∏
i∈
←−
Min0(σ)
xi ·
∏
i∈
←−
Min1(σ)
ti · qfmaj (σ) =
(x1 + qt1)(x2 + q + q
2 + q3t2) · · · (xn + q + q2 + · · ·+ q2n−1tn).
To prove this theorem we need the following lemma.
Lemma 7.4 For every σ¯ ∈ Bn−1∑
r∈Rn−1
qfmaj (σ¯r) = qfmaj (σ¯) · (1 + q + · · ·+ q2n−1).
Proof. By the definition of fmaj (Definition 7.2),∑
r∈Rn−1
qfmaj (σ¯r) =
∑
r∈Rn−1
q2majA(σ¯r)+neg(σ¯r) =
=
∑
r∈R0
n−1
q2majA(σ¯r)+neg(σ¯r) +
∑
r∈R1
n−1
q2majA(σ¯r)+neg(σ¯r) =
∑
r∈R0
n−1
q2majA(σ¯r)+neg(σ¯) +
∑
r∈R1
n−1
q2majA(σ¯r)+neg(σ¯)+1 =
= qneg(σ¯) ·

 ∑
r∈R0
n−1
q2majA(σ¯r) + q
∑
r∈R1
n−1
q2majA(σ¯r)


By a theorem of Garsia and Gessel [7, Theorem 3.1],∑
r∈R0n−1
q2majA(σ¯r) =
∑
r∈R1n−1
q2majA(σ¯r) = q2majA(σ¯) · (1 + q2 + · · ·+ q2(n−1))
completing the proof of the lemma.
✷
Proof of Theorem 7.3. Again, by induction on n. Obviously, theorem
holds for n = 1.
Recall the definition of ru,n−1 from Proposition 4.2. Then for every
σ¯ ∈ Bn−1,
fmaj (σ¯r1,n−1) = fmaj (σ¯) + 2n− 1 fmaj (σ¯ · r0,n−1) = fmaj (σ¯). (4)
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Combining (4) with Lemma 7.4 implies∑
r∈Rn−1\{r0,n−1,r1,n−1}
qfmaj (σ¯r) = qfmaj (σ¯) · (q + · · ·+ q2n−2). (5)
Clearly, the l.h.s. in the theorem equals∑
σ¯∈Bn−1
∑
r∈Rn−1\{r0,n−1,r1,n−1}
∏
i∈
←−
Min0(σ¯r)
xi ·
∏
i∈
←−
Min1(σ¯r)
ti · qfmaj (σ¯r)+
∑
σ¯∈Bn−1
∑
r∈{r0,n−1,r1,n−1}
∏
i∈
←−
Min0(σ¯r)
xi ·
∏
i∈
←−
Min1(σ¯r)
ti = ·qfmaj (σ¯r)
By Corollary 4.3 and (5), the first sum equals∑
σ¯∈Bn−1
∑
r∈Rn−1\{r0,n−1,r1,n−1}
qfmaj (σ¯r) ·
∏
i∈
←−
Min0(σ¯)
xi ·
∏
i∈
←−
Min1(σ¯)
ti =
·
∏
i∈
←−
Min0(σ¯)
xi ·
∏
i∈
←−
Min1(σ¯)
ti · qfmaj (σ¯)(q + · · ·+ qn−2).
By Corollary 4.3 and (4), the second sum equals
·
∏
i∈
←−
Min0(σ¯)
xi ·
∏
i∈
←−
Min1(σ¯)
ti · qfmaj (σ¯)(xn + tnq2n−1)
completing the proof.
✷
We deduce
Corollary 7.5 For every positive integer n∑
σ∈Bn
∏
i∈
←−
Min0(σ)
xi ·
∏
i∈
←−
Min1(σ)
ti ·qℓ(σ) =
∑
σ∈Bn
∏
i∈
←−
Min0(σ)
xi ·
∏
i∈
←−
Min1(σ)
ti ·qfmaj (σ).
Equivalently, for every positive integer n and every pair of disjoint subsets
B1, B2 ⊆ {1, . . . , n}∑
{σ∈Bn|
←−
Min1(σ)=B1 ,
←−
Min0(σ)=B2}
qℓ(σ) =
∑
{σ∈Bn|
←−
Min1(σ)=B1,
←−
Min0(σ)=B2}
qfmaj (σ).
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Proof. Combine Theorem 7.1 with Theorem 7.3.
✷
Corollary 7.6 For every positive integer n
∑
σ∈Bn
qℓ(σ)x
←−
min0(σ)t
←−
min1(σ) =
∑
σ∈Bn
qfmaj (σ)x
←−
min0(σ)t
←−
min1(σ) =
(x+ qt)(x+ q + q2 + q3t) · · · (x+ q + q2 + · · ·+ q2n−1t).
Proof. Substitute x1 = · · · = xn = x and t1 = · · · = tn = t in the r.h.s. of
Theorems 7.1 and 7.3.
✷
8 Generalized binomial-Stirling Numbers
In this section we present the generalized binomial-Stirling numbers, defined
by a natural recurrence relation.
8.1 The Recurrence: Main Examples
Definition 8.1 Fix three integers a, d, r ∈ Z and let h(n, k) = ha,d,r(n, k)
be the numbers determined by the following recurrence:
h(n, k) = (an+ dk − r) · h(n − 1, k) + h(n − 1, k − 1), (6)
where h(0, 0) = 1 and h(n, k) = 0 if k < 0 or n < k. We call ha,d,r(n, k) the
(a, d, r)–binomial–Stirling numbers.
The following examples justify that terminology.
Example 8.2 The three main examples of such system of numbers are the
binomial coefficients and the two types of the Stirling numbers.
1. a = d = 0, r = −1, so h(n, k) = h(n− 1, k) + h(n− 1, k− 1). In this
case h(n, k) =
(n
k
)
are the binomial coefficients.
2. a = r = 1, d = 0, so h(n, k) = (n− 1) · h(n− 1, k) + h(n− 1, k − 1).
Thus h(n, k) = c(n, k) are the signless Stirling numbers of the first
kind.
3. a = r = 0, d = 1, hence h(n, k) = k · h(n − 1, k) + h(n − 1, k − 1).
Here h(n, k) = S(n, k) are the Stirling numbers of the second kind.
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8.2 Matrix Product Decomposition
We need to introduce some notations. Denote the (i, j)-th binomial coeffi-
cients by
b(i, j) :=
(
i
j
)
Notation. We follow [15]. For 1 ≤ k ≤ n, the signless Stirling numbers
of the first kind are denoted by c(n, k), s(n, k) = (−1)n−kc(n, k) are the
Stirling numbers of the first kind, and S(n, k) denote the Stirling numbers
of the second kind.
Let a, d, r ∈ Z and denote r1 = r + d. Assume a, d, r1 6= 0. For the
cases where some of these integers are zero see Remark 8.5, Corollary 8.9
and Appendix 2 below.
For a positive integer n construct the following n × n lower–triangular
matrices:
1. cn = (c(i, j) | 1 ≤ i, j ≤ n),
2. sn = (s(i, j) | 1 ≤ i, j ≤ n),
3. Sn = (S(i, j) | 1 ≤ i, j ≤ n),
4. Pn = (b(i, j) | 0 ≤ i, j ≤ n− 1),
5. Jn = diag
(
1,−1, 1,−1, . . . , (−1)n−1),
6. an = diag
(
1, a, a2, . . . , an−1
)
,
7. dn = diag
(
1, d, d2, . . . , dn−1
)
,
8. rˆn = diag
(
1, r21 , . . . , r
n−1
1
)
, where r1 = r + d.
The following properties are either obvious or well known.
Lemma 8.3 1. Jn = J
−1
n .
2. P−1n = JnPnJn = ((−1)i−jb(i, j) | 0 ≤ i, j ≤ n− 1).
3. sn = JncnJn and Sn = s
−1
n , hence cn = JnS
−1
n Jn.
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4. ansna
−1
n =
(
ai−js(i, j) | 1 ≤ i, j ≤ n),
dnSnd
−1
n =
(
di−jS(i, j) | 1 ≤ i, j ≤ n) and
rˆnPnrˆ
−1
n =
(
ri−j1 b(i, j) | 0 ≤ i, j ≤ n− 1
)
.
5. The matrices an, dn, rˆn and Jn commute with each other.
6. lima→0 ansna
−1
n = limd→0 dnSnd
−1
n = limr1→0 rˆnPnrˆ
−1
n = In, where In
is the n× n identity matrix.
Theorem 8.4 Let a, d, r ∈ Z, r1 = r + d and a, d, r1 6= 0. Let h(n, k) be a
system of numbers such that the matrices hn = (h(i, j) | 0 ≤ i, j ≤ n − 1)
are lower triangular – for all n.
Then h(n, k) satisfy the recurrence (6) if and only if the following matrix
equations hold for all n:
hn = (ancna
−1
n )(rˆnP
−1
n rˆn
−1)(dnSnd
−1
n ). (7)
Proof. Let h¯(i, j) denote the entries on the right-hand-side of (7). It suffices
to show that the numbers h¯(n, k) satisfy the recurrence (6).
Since h¯(p, q) are given by r.h.s.(7), by matrix multiplication,
h¯(p, q) =
∑
p≥j≥i≥q
ap−j(−r1)j−idi−qc(p+ 1, j + 1) · b(j, i) · S(i+ 1, q + 1) (8)
=
∑
∞≤i,j≤∞
ap−j(−r1)j−idi−qc(p + 1, j + 1) · b(j, i) · S(i+ 1, q + 1). (9)
The last equality follows from the defining conditions c(n, k) = 0 for k < 0
and k > n, and similarly for b(n, k) and S(n, k). Writing the sum in this
form allows us to ignore the sum limits.
Clearly, h¯(0, 0) = 1. Apply now Equation (9) to show that the numbers
h¯(n, k) satisfy the recurrence (6), namely, that
h¯(n, k) = (an+ dk − r) · h¯(n− 1, k) + h¯(n− 1, k − 1), (10)
and this will prove the theorem.
By (9), since r1 = r + d, the right hand side of (10) is:
(a(n−1)+d(k+1)+(a−r1))·h¯(n−1, k)+h¯(n−1, k−1) =M1+M2+M3+M4+M5
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where
M1 = a(n− 1) · h¯(n− 1, k) =
=
∑
i,j
an−j(−r1)j−idi−k(n − 1) · c(n, j + 1) · b(j, i) · S(i+ 1, k + 1), (11)
M2 = d(k + 1) · h¯(n− 1, k) =
=
∑
i,j
an−1−j(−r1)j−idi−k+1c(n, j + 1) · b(j, i) · (k + 1) · S(i+ 1, k + 1),(12)
M3 = h¯(n− 1, k − 1) =
=
∑
i,j
an−1−j(−r1)j−idi−k+1c(n, j + 1) · b(j, i) · S(i+ 1, k), (13)
M4 = a · h¯(n− 1, k) =
=
∑
i,j
an−j(−r1)j−idi−kc(n, j + 1) · b(j, i) · S(i+ 1, k + 1) (14)
and
M5 = (−r1) · h¯(n− 1, k) =
∑
i,j
an−1−j(−r1)j+1−idi−kc(n, j + 1) · b(j, i) · S(i+ 1, k + 1). (15)
The recurrence (k + 1)S(i + 1, k + 1) + S(i+ 1, k) = S(i+ 2, k + 1) implies
that
M2 +M3 =
∑
i,j
an−1−j(−r1)j−idi−k+1c(n, j + 1) · b(j, i) · S(i+ 2, k + 1).(16)
Replacing i+ 1 by i and j + 1 by j, Equation (16) implies that
M2 +M3 =
∑
i,j
an−j(−r1)j−idi−kc(n, j) · b(j − 1, i− 1) · S(i+ 1, k + 1).(17)
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Replacing j + 1 by j in (15) yields
M5 =
∑
i,j
an−j(−r1)j−idi−kc(n, j) · b(j − 1, i) · S(i+ 1, k + 1). (18)
Since b(j − 1, i) + b(j − 1, i− 1) = b(j, i), by (17) and (18)
M2 +M3 +M5 =
∑
i,j
an−j(−r1)j−idi−kc(n, j) · b(j, i) · S(i+ 1, k + 1). (19)
Clearly
M1 +M4 =
∑
i,j
an−j(−r1)j−idi−kn · c(n, j + 1) · b(j, i) · S(i+ 1, k + 1). (20)
Since n · c(n, j+1)+ c(n, j) = c(n+1, j+1), by (19), (20) and (9) we finally
get
M1 +M2 +M3 +M4 +M5 =
=
∑
i,j
an−j(−r1)j−idi−kc(n+1, j+1)·b(j, i)·S(i+1, k+1) = h¯(n, k).
This completes the proof. ✷
Remark 8.5 Theorem 8.4 holds when a = 0: in that case the factor ancna
−1
n
is canceled from (7) since lima→0 ansna
−1
n = In. Similarly, it holds when
d = 0 and when r1 = 0.
Remark 8.6 If one reverses the order in (7), it seems that the numbers
given by
h∗n = (dnSnd
−1
n )(rˆnP
−1
n rˆn
−1)(ancna
−1
n )
satisfy no (obvious) recurrence.
8.3 The Dual System Qa,d,r,(n, k)
By a trivial induction on i, ha,d,r(i, i) = 1 for all i. Also, by definition, the
matrix ((−1)i−jha,d,r(i, j))0≤i,j≤n−1 is lower triangular, hence invertible. By
inversion we obtain the dual system Qa,d,r(n, k) :
(Qa,d,r(i, j))0≤i,j≤n−1 := ((−1)i−jha,d,r(i, j))−10≤i,j≤n−1
and Qa,d,r(n, k) might be called the (a, d, r)–binomial–Stirling numbers of
the second kind.
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Definition 8.7 Again, let a, d, r ∈ Z and define h(n, k) = ha,d,r(n, k) via
either (6) or (7).
1. Call h(n, k) the (a, d, r)–signless binomial–Stirling numbers of the first
kind. Let
q(n, k) = (−1)n−kh(n, k),
and call q(n, k) the (a, d, r)–binomial–Stirling numbers of the first kind.
Finally, denote
hn = (h(i, j) | 0 ≤ i, j ≤ n−1), and qn = (q(i, j) | 0 ≤ i, j ≤ n−1),
n× n lower–triangular matrices.
2. Define the numbers Q(i, j) by inverting the matrices qn:
Qn = (Q(i, j) | 0 ≤ i, j ≤ n−1) = q−1n = (q(i, j) | 0 ≤ i, j ≤ n−1)−1 =
= ((−1)i−jh(i, j) | 0 ≤ i, j ≤ n− 1)−1.
Also Q(i, j) = 0 if j < 0 or if i < j. The definition of Q(i, j) is
independent of n, provided i ≤ n.
Call Q(n, k) = Qa,d,r(n, k) the (a, d, r)–binomial–Stirling numbers of
the second kind.
The following theorem shows that such binomial–Stirling numbers of the
second kind are just a binomial–Stirling system, but with (d, a, r + d − a)
replacing (a, d, r).
Clearly, qn = JnhnJn, hence hn = JnQ
−1
n Jn. With the notations of
Subsection 8.2 we have
Theorem 8.8 Let Q(n, k) = Qa,d,r(n, k) denote the (a, d, r)-Stirling num-
bers of the second kind, with corresponding matrices Qn, then
1.
Qn = (dncnd
−1
n )(rˆnP
−1
n rˆn
−1)(anSna
−1
n ). (21)
2. The numbers Q(n, k) = Qa,d,r(n, k) satisfy the following recurrence,
which is “dual” to the recurrence (6) :
Q(n, k) = (dn + ak − r2) ·Q(n− 1, k) +Q(n− 1, k − 1), (22)
where r2 = r + d− a. Thus Q(n, k) = Qa,d,r(n, k) = hd,a,r+d−a(n, k).
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Proof. 1. By Lemma 8.3.1 and Definition 8.7, h−1n = JnQnJn. Inverting (7)
implies that
JnQnJn = (dnS
−1
n d
−1
n )(rˆnPnrˆn
−1)(anc
−1
n a
−1
n ).
Applying Lemma 8.3, deduce that
Qn = Jn(dnJncnJnd
−1
n )(rˆnPnrˆn
−1)(anJnSnJna
−1
n )Jn =
= (dncnd
−1
n )(rˆnJnPnJnrˆn
−1)(anSna
−1
n ),
and the proof follows by Lemma 8.3.2.
2. By Theorem 8.4, (22) and (21) are equivalent, with r1 = r2 + a.
✷
Corollary 8.9 In particular the two systems, of ha,0,1(n, k) and of h0,a,1−a(n, k),
are dual to each other: the systems of h0,a,1−a(n, k) is obtained by inverting
the corresponding lower-triangular matrix with entries (−1)n−kha,0,1(n, k).
Remark 8.10 Theorem 8.8 holds when either of a, d or r1 = r + d equal
zero. For example, when a = 0 apply lima→0 to (21), using Lemma 8.3.6,
see Remark 8.5. Similarly, for d = 0 or r1 = 0.
8.4 The (a, d, r, ℓ) Systems
Let ℓ = ℓ′ 6= 0 and consider the system of numbers g(n, k) = ga′,d′,r′,ℓ′(n, k)
given by the following (a′, d′, r′, ℓ′)–recurrence:
Again g(0, 0) = 1, and
g(n, k) = (a′n+ d′k − r′) · g(n− 1, k) + ℓ′ · g(n− 1, k − 1). (23)
By a trivial induction one proves:
Remark 8.11 Let a = a′/ℓ, d = d′/ℓ, r = r′/ℓ, ℓ′ = ℓ, and let h(n, k) =
ha,d,r(n, k) be given as in Equation (6). Then for all n and k
ga′,d′,r′,ℓ′(n, k) = ℓ
n · ha,d,r(n, k). (24)
Thus
ga,d,r,1(n, k) = ha,d,r(n, k). (25)
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Similar to the dual system Q(n, k) = Qa,d,r(n, k) of ha,d,r(n, k), construct
the dual system V (n, k) = Va′,d′,r′,ℓ′(n, k) of ga′,d′,r′,ℓ′(n, k) as follows:
Let v(n, k) = (−1)n−kg(n, k), vn = [v(i, j) | 1 ≤ i, j ≤ n] and the
numbers V (n, k) = Va′,d′,r′,ℓ′(n, k) are given by the matrix equation v
−1
n =
[V (i, j) | 1 ≤ i, j ≤ n].
By matrix inversion one proves
Remark 8.12 For all n and k
Va′,d′,r′,ℓ′(n, k) = ℓ
−kQa,d,r(n, k). (26)
9 Realizations of the dual systems
In Sections 5 and 6 two systems of binomial-Stirling numbers are realized
by certain statistics on colored permutations. It is shown here that these
two systems are dual to each other - in the sense of Section 8.
Remark 9.1 1. Note that Corollary 5.2 can be considered as a “wreath-
product-realization” of the system ga,0,ℓ,ℓ(n, k) with 0 ≤ ℓ ≤ a − 1: the
recurrence of gL(n, k) there implies that gL(n, k) = ga,0,ℓ,ℓ(n, k), thus
ga,0,ℓ,ℓ(n, k) = #{σ ∈ Ca ≀ Sn |
←−
minL (σ) = k}.
In particular, if L = {u} then ℓ = 1, ga,0,1,1(n, k) = ha,0,1(n, k) and we have
ha,0,1(n, k) = #{σ ∈ Ca ≀ Sn |
←−
minu (σ) = k}.
2. Similarly, Theorem 6.6 (with d replacing a) is a “wreath-product-realization”
of the system g0,d,ℓ−d,ℓ(n, k) with 0 ≤ ℓ ≤ d − 1: the recurrence of fL(n, k)
there implies that fL(n, k) = g0,d,ℓ−d,ℓ(n, k), and by Definition 6.5
g0,d,ℓ−d,ℓ(n, k) = #{σ ∈ Cd ≀ Sn | desL(σ) =
←−
minL (σ) = k}.
In particular, if L = {u} then ℓ = 1, g0,d,ℓ−d,ℓ(n, k) = h0,d,1−d(n, k), hence
h0,d,1−d(n, k) = #{σ ∈ Cd ≀ Sn | desu(σ) =
←−
minu (σ) = k}.
3. Summing the above on k implies
∑
k
g0,d,ℓ−d,ℓ(n, k) = #{σ ∈ Cd ≀ Sn | desL(σ) =
←−
minL (σ)}.
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This leads to the (d, r) − Bell numbers and with the following wreath-
product-realization:
Definition 9.2 Recall the numbers h0,d,r(n, k) = g0,d,r,1(n, k), denote
bd,r(n) =
∑
k
h0,d,r(n, k) =
∑
k
g0,d,r,1(n, k)
and call these the (d,r)-Bell numbers.
Note that by Example 8.2.3 h0,1,0(n, k) = S(n, k) are the Stirling numbers of
the second kind, therefore b1,0(n) are the (ordinary) Bell–numbers. Further
properties of the (d, r)–Bell numbers are given in Appendix 2.
By Remark 9.1.3 and the above definition,
Corollary 9.3
bd,1−d(n) = #{σ ∈ Cd ≀ Sn | desu(σ) =
←−
minu (σ)}.
Recall from [14, Propositions 10.8 and 10.10] that the signed Stirling
number of the first kind, s(n, k), is equal to
(−1)n−k ·#{π ∈ Sn |
←−
min (π) = k},
while the Stirling number of the second kind, S(n, k), is equal to
#{π ∈ Sn | des(π) =
←−
min (π) = k}.
These numbers form inverse matrices, see, e.g., [15, Prop. 1.4.1.a]. This
phenomenon is generalized to wreath products.
Theorem 9.4 For every positive integers a, N , and every subset L ⊆
{0, . . . , a − 1} of size ℓ let sL,N be the N × N matrix whose entries are
given by
sL,N (n, k) :=
(−1)n−k
ℓn
·#{σ ∈ Ca ≀ Sn |
←−
minL (σ) = k} (0 ≤ k, n ≤ N)
and SL,N be the N ×N matrix whose entries are
SL,N (n, k) :=
1
ℓn
·#{σ ∈ Ca≀Sn | desu(σ) =
←−
minu (σ) = k} (0 ≤ k, n ≤ N).
Then
S−1L,N = sL,N .
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Proof. First note that the results in Section 8 hold for any rational (essen-
tially real) a, d, r. Thus, by Remarks 9.1.(1) and 8.11,
ℓ−n ·#{σ ∈ Ca ≀ Sn |
←−
minL (σ) = k} = ℓ−nga,0,ℓ,ℓ(n, k) = ha/ℓ,0,1(n, k).
Similarly by Remarks 9.1.(2) and 8.11,
ℓ−n ·#{σ ∈ Ca ≀ Sn | desL(σ) =
←−
minL (σ) = k} =
= ℓ−ng0,a,ℓ−a,ℓ(n, k) = h0,a/ℓ,1−a/ℓ(n, k).
Corollary 8.9 completes the proof.
✷
10 Appendix 1: Proof of Proposition 4.8
For every element σ ∈ Ca ≀ Sn and L ⊆ {0, . . . , a− 1} define
invL(σ) := {i < j| σ(i) >L σ(j)}.
For 1 ≤ i ≤ n denote the color of σ(i) by zi(σ). Namely, zi(σ) = j if
σ(i) = αj |σ(i)|.
We will apply the following combinatorial formula for the length func-
tion.
Lemma 10.1 [4, Theorem 3.3.3] For every positive integers a and n, and
every element σ ∈ Ca ≀ Sn
ℓ(σ) = inv 0¯(σ) +
∑
σ(i)<0¯0
(|σ(i)| − 1) +
n∑
j=1
zj(σ),
where 0¯ := {1, . . . , a− 1}.
Corollary 10.2 For every element σ ∈ Ca ≀ Sn and 0 ≤ i ≤ n− 1,
ℓ(σsi) < ℓ(σ)⇐⇒ σ(i) >0¯ σ(i+ 1)
where we assume σ(0) = 0 and 0¯ := {1, . . . , a− 1}.
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Proof. By the definition of the order <0¯ together with Fact 2.1(1) the
corollary holds for i = 0. For i 6= 0 the corollary follows from Lemma 10.1
together with Fact 2.1(2).
✷
Proof of Proposition 4.8. By Corollary 10.2,
{0 ≤ i ≤ n−1| ℓ(v−1u σsi) < ℓ(v−1u σ)} = {0 ≤ i ≤ n−1| v−1u σ(i) >0¯ v−1u σ(i+1)}.
One may easily verify that
v−1u σ(i) >0¯ v
−1
u σ(i+ 1)⇐⇒ σ(i) >u¯ σ(i+ 1),
where u¯ := {0, . . . , a− 1} \ u.
This proves that for every 0 ≤ u ≤ a− 1
Des u¯(σ) = {0 ≤ i ≤ n− 1| ℓ(v−1u σsi) < ℓ(v−1u σ)}. (27)
Proposition 4.8 is deduced from (27) by observing that >u¯ is the reverse
order of >u; hence Desu(σ) = {0, . . . , n− 1} \Des u¯.
✷
11 Appendix 2: Further Properties of the Gener-
alized binomial-Stirling and Bell Numbers
In this appendix we study some further properties of the generalized binomial-
Stirling and Bell numbers, introduced in Section 8.
Proposition 11.1 Let d = 0; namely, the numbers ha,0,r(n, k) satisfy the
recurrence (6) with d = 0. Let
fn(x) :=
∑
k
ha,0,r(n, k)x
k. (28)
Then
fn(x) = (x+ a− r)(x+ 2a− r) · · · (x+ na− r). (29)
In particular
∑
k ha,0,r(n, k) = (a− r + 1)(2a − r + 1) · · · (na− r + 1).
Proof. For n ≥ 1 let h¯(n, k) be the coefficient of xk in the following expan-
sion:
f¯n(x) = (a− r + x)(2a − r + x) · · · (na− r + x) =
∑
k
h¯(n, k)xk,
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and define h¯(0, 0) := 1.
Then f¯n(x) = (x + na − r)f¯n−1(x) = (na − r)f¯n−1(x) + xf¯n−1(x). It
easily follows that h¯(n, k) satisfies the same recurrence as ha,0,r(n, k), which
implies that h¯(n, k) = ha,0,r(n, k).
✷
In the rest of this section we study the binomial-Stirling numbers with
a = 0, namely h(n, k) = h0,d,r(n, k), and deduce further results about these
numbers and their sums, the (d, r)–Bell numbers. We follow closely Section
1.6 of [17].
Denote
gk(y) :=
∑
n
h(n, k)yn =
∑
n
h0,d,r(n, k)y
n. (30)
Thus h0,d,r(n, k) is the coefficient of y
n in gk(y).
Proposition 11.2 Let a = 0, namely the numbers h(n, k) = h0,d,r(n, k)
satisfy recurrence (6) with a = 0:
h(n, k) = (dk − r) · h(n − 1, k) + h(n − 1, k − 1). (31)
Then
gk(y) =
yk
(1− (−r)y)(1− (d− r)y) · · · (1− (kd− r)y) . (32)
Proof. Define g¯k(y) and h¯(n, k) via the expansion of the following ratio:
g¯k(y) =
yk
(1− (−r)y)(1− (d− r)y) · · · (1− (kd− r)y) =
∑
n
h¯(n, k)yn. (33)
Clearly
g¯k(y) =
y
1− (dk − r)y · g¯k−1(y),
hence g¯k(y) = (dk − r) · y · g¯k(y) + y · g¯k−1(y), namely∑
n
h¯(n, k)yn =
∑
n
(dk − r)h¯(n− 1, k)yn +
∑
n
h¯(n− 1, k − 1)yn.
Comparing coefficients, it follows that h¯(n, k) satisfy the same recurrence (31)
as h(n, k), hence h(n, k) = h¯(n, k), which completes the proof. ✷
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Corollary 11.3 (See [15, Ex. 16 in Ch. 1])
h0,d,r(n, k) =
∑
(−r)a0−1 · (d− r)a1−1 · · · (kd− r)ak−1, (34)
the sum being over all compositions a1+ · · ·+ak+1 = n+1 where all ai ≥ 1.
It should be interesting to give Equation (34) a purely combinatorial proof.
The following proposition extends [17, (1.6.7)].
Proposition 11.4
h0,d,r(n, k) =
k∑
t=0
(−1)k−t · (td− r)
n
dk · t!(k − t)! . (35)
Proof. Let
g∗k(y) = y
−kgk(y) =
1
(1− (−r)y)(1 − (d− r)y) · · · (1− (kd− r)y) ,
and notice that h0,d,r(n, k) is the coefficient of y
n−k in g∗k(y). Applying
partial fractions, this can be written as
1
(1− (−r)y)(1 − (d− r)y) · · · (1− (kd− r)y) =
k∑
t=0
αt
1− (td− r)y
with some αt ∈ R.
To calculate αt, multiply both sides by 1 − (td − r)y, then substitute
y = 1/(td − r). On the right we get αt and on the left –
1
(1− (−r)y) · · · (1− ((t− 1)d − r)y)(1− ((t+ 1)d− r)y) · · · (1− (kd− r)y) =
=
1(
1− 0·d−rt·d−r
)
· · ·
(
1− (t−1)·d−rt·d−r
)
·
(
1− (t+1)·d−rt·d−r
)
·
(
1− k·d−rt·d−r
) =
(td− r)k
td · (t− 1)d · · · d · (−d) · (−2d) · · · (−(k − t)d) =
= (−1)k−t (td− r)
k
dk · t!(k − t)! .
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Deduce that
αt = (−1)k−t (td− r)
k
dk · t!(k − t)! .
Recall that h(n, k) is the coefficient of yn−k in g∗k(y), and that
g∗k(y) =
k∑
t=0
αt
1− ((td − r)y .
Thus
h(n, k) =
[
yn−k
] k∑
t=0
αt
1− (td− r)y =
k∑
t=0
[
yn−k
] αt
1− (td− r)y =
k∑
t=0
(td− r)n−kαt =
=
k∑
t=0
(td− r)n−k(−1)k−t · (td− r)
k
dk · t!(k − t)! =
=
k∑
t=0
(−1)k−t · (td− r)
n
dk · t!(k − t)! .
✷
Recall the (d, r)–Bell numbers bd,r(n) =
∑
k h0,d,r(n, k) from Defini-
tion 9.2. We have the following formula for these numbers, extending a
remarkable result of Dobinski [5].
Proposition 11.5
bd,r(n) =
1
e1/d
∞∑
t=0
(td− r)n
t!dt
.
Proof . We continue to follow [17].
Choose M large enough, then, by the previous proposition,
bd,r(n) =
M∑
k=0
k∑
t=0
(−1)k−t · (td− r)
n
dk · t!(k − t)! =
=
M∑
t=0
(td− r)n
t!dt
·
M∑
k=t
(−1)k−t
(k − t)!dk−t =
34
=
M∑
t=0
(td− r)n
t!dt
·
M−t∑
s=0
(−1)s
(s)!
·
(
1
d
)s
.
The proof now follows by sendingM to infinity, since then, the second factor
becomes
∞∑
s=0
(−1)s
(s)!
·
(
1
d
)s
=
1
e1/d
.
✷
Corollary 11.6 For every positive n
#{σ ∈ Bn | des(σ) =
←−
min1 (σ)} = 1√
e
∞∑
t=0
(2t+ 1)n
t!2t
, (36)
where des(σ) = #{0 ≤ i ≤ n − 1| ℓ(σsi) < ℓ(σ)} is the standard descent
number.
Proof. Combine Corollary 9.3, with Proposition 11.5 (letting d = 2 and
r = −1). The identity des(σ) = des1(σ) (∀σ ∈ Bn) (see Example 4.9.3)
completes the proof.
✷
Definition 11.7 Let Bd,r(x) be the exponential generating function of the
bd,r(n)’s:
Bd,r(x) =
∞∑
n=0
bd,r(n)
xn
n!
.
Proposition 11.8
Bd,r(x) = exp
(
edx − drx− 1
d
)
.
Proof. By definition, bd,r(0) = 1; hence, by Proposition 11.5,
Bd,r(x)− 1 = 1
e1/d
∞∑
n=1
xn
n!
∞∑
t=0
(td− r)n
t!dt
=
1
e1/d
∞∑
t=0
1
t!dt
∞∑
n=1
[(td− r)x]n
n!
=
35
1
e1/d
∞∑
t=0
1
t!dt
·
(
e(td−r)x − 1
)
=
−1 + e
−rx
e1/d
∞∑
t=0
1
t!dt
· etdx.
Thus
Bd,r(x) = e
−(drx+1)/d
∞∑
t=0
1
t!
·
(
edx
d
)t
=
= e−(drx+1)/d · e(edx/d) = exp
(
edx − drx− 1
d
)
.
✷
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