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Abstract-The goal of the paper is to study the structure of the eigenfunctions of the one- 
dimensional Schrodinger equation from the point of view of the Euler theorem. It turns out that 
analog of exponent is exponentially increasing solution. Sometimes linear combinations of such solu- 
tions cancel each other at infinity and then we obtain an eigenfunction from Lz(R’). @ 2003 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The Euler theorem about the structure of solutions of ordinary differential equations with con- 
stant coefficients and its generalization to partial differential equations (theorem on exponential 
representation of solutions) are very important and well-known results in differential equations. 
In this paper, we are trying to look from the point of view of this theorem at the structure of 
solutions of the Schrodinger equation 
-y” + q(z)y = 0. 0) 
There are many papers devoted to the Schrodinger equation and this paper does not contain any 
new formula, but the point of view, as far as the author knows, is new and it may be interesting. 
The goal of the paper is to present this new point of view, so some things are explained at 
heuristic level. 
The content of the Euler theorem for ordinary differential equation P( -id/dz)y(z) = 0 is that 
among all solutions of this equation, there are especially simple ones-eix5-and any solution 
can be represented as a linear combination of these simple solutions (we assume that there are no 
multiple roots). We will replace the exponent ezXs by the functions of the WKB form r(z)eie(“) 
and we will try to find among all solutions of equation (1) those solutions that can be represented 
in such form 
y(z) = r(z)eieCz), (2) 
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where r(z), 19(z) are real valued functions, r(x) > 0, O(Z) # const (the last requirement elimi- 
nates solutions that are multiples of real solutions). Of course, y(z) can also be represented in 
the form y(z) = U(Z) + iv(x) with real valued functions u(z), V(Z) that satisfy (l), and condi- 
tion e(x) # const means simply that u(s),w(z) are linearly independent solutions of (1). Sub- 
stituting (2) into (1) and separating real and imaginary parts, we will get a system of equations 
for r(z), 19(x) 
2r’B’ + r0” = 0, (3) 
9” + r-(H)2 + qr = 0. (4j 
From (3), we get r20’ = C and choosing for C the value 1 (this means that we multiply the 
solution (2) by some positive number and, maybe, replace it by complex conjugate solution), we 
obtain r28’ = 1. Finding 0’ from this relation and substituting it into (4), we get the following 
equation for r (it is known as the Milne equation): 
-7-I’ + $ + qr = 0. 
Introducing g = r2, we obtain from the last equation the following equation for g: 
2g”g - (g’)2 - 4qg2 - 4 = 0 (5) 
that is sometimes more convenient to investigate than the Milne equation. If we differentiate (5) 
and cancel g(z), we will get a linear equation for g(z) 
2g”’ - 4q’g - 8qg’ = 0. (6) 
It follows that the left-hand side of (5) is the first integral of (6) and this implies that any solution 
of (5) exists globally; no solution of (5) can have zeroes, and in the future, we will use only positive 
solutions. Summing up, we can say that any solution of equation -y” + q(x)y = 0 that can be 
represented in the form r(~).@‘(~) with r(x) > 0,0(z) # const is given by the formula 
where Ci > 0 and C2 are arbitrary constants and g(z) satisfies (5). This representation is 
the same as phase-integral representation in [l]. In such form, there can be represented any 
complex solution of (1) with linearly independent real and imaginary parts, so this is a generic 
solution. It depends on four arbitrary constants--Cl, C2, and two constants for g(x). So in 
the four-dimensional real space of all solutions of (l), almost all solutions can be represented by 
formula (7), and those that cannot be represented in such form lie on three-dimensional surface 
and are exceptional. In the next section, we will discuss how representation (7) can help us to 
understand the structure of eigenfunctions of the Schrodinger equation. 
2. ONEDIMENSIONAL SCHRdDINGER EQUATION 
In this section, we will consider the case when q(x) -+ +m as 1x1 -+ 00. In this case, equation 
-y” + (q(x) - X)y = 0 (8) 
has solutions from Lz(R1) only for discrete sequence Xi < X2 < . -+ co; the corresponding eigen- 
functions are multiples of real-valued functions and so they can be chosen to be real (see [2] for the 
standard facts about the Schrbdinger equation). Let us denote them yr(x, A), ys(x, A), . From 
the point of view of representation (7), the eigenfunctions yi(x, A), y/2(x, A), . , . are exceptional 
because they cannot be represented in such form. To understand the structure of the eigenfunc- 
tions, we should study the properties of the corresponding function g(x, A). Equation (5) for 
g(x,X) will have the form (we replace q(x) in (5) by (q(x).- A)) 
2g”g - (g’)2 - 4(q - X)g2 - 4 = 0. (9) 
From this equation, we can easily get estimates for g(x:, A). 
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LEMMA 1. For (21 -+ co, the function g(z, X) increases faster than eclxl for any C > 0. 
PROOF. Let us consider the case z -+ +oo; the case CE + --00 is similar. We know that any 
solution g(x, X) of (9) is positive for all values of 2. Let us assume that z is so large that q(z) > A. 
Then from (9), we have 
d’ = 2g O2 + 4(q - X)g + ; 2 4(q - X)g + $ 2 SJn-x, 
and from this inequality we see that for large 2 derivatives g/(x, X), g”(x, X) are positive. Assuming 
that z is large and considering (9) as quadratic equation for g(z, X), we can write that discriminant 
of this equation is nonnegative and we get inequality (g”)2 > 4(q - X)((g’)2 + 4) from which it 
follows that 
(ln(g’))’ = $ 2 
&= 
,‘: L 2Jq-s;, 
and integrating this inequality, we obtain 
I 
z 
ln (g’(x, A)) - ln (g’(x0,4) L %/ii6=dt, 
zo 
and from here 
(S 
2 
g/(x, A) 2 9’@0, A) exp Sdii@j-dt , 
Q! > 
and we see that even g/(x, X) increases faster than any exponent eclzl. 
This result shows how a solution of the form 
y(x, A) = C,J&Jj exp (10) 
looks if we represent it by a curve y(x, X) = U(Z, X) + iw(z, X) in the (21,~) plane assuming, 
for example, that the sign + is chosen in exponent. As x increases from -co to +oo, the 
point y(x, X) moves in the following way: the point moves from co close to the ray with the argu- 
ment (Jz:” dt/g(t, X)X5), rotates about the origin counterclockwise and goes back to 00 asymp- 
totically approaching the ray with the argument (szy dt/g(t, X)+C2). Solution of form (10) never 
belongs to L2(R1), but from such solutions, we can construct sometimes a solution from &(I?). 
Let us choose two solutions as 
(11) 
Both solutions increase exponentially as z + &co, but their difference is small when x + -co. 
LEMMA 2. The difference (y + - y_) decreases faster than any exponent evclzl for x -+ --00. 
PROOF. From the formula for y+,- (x, X), we get 
Y+-Y- =wm sin(L& i&J- (12) 
From Lemma 1, we know that for large negative x, we have g’(z, X) < 0, and g(x, X) > eclzl, so 
for any (Y such that l/2 > Q: > 0 and large negative x, we have 
666 V. TLJLOVSKY 
for any C if x -+ --oo. 
Any other solution that is bounded at -oo is proportional to (y+ - y_) and we will choose 
as the standard solution that is bounded at -oo. This solution increases exponentially as x + +oo 
unless 
J 
03 _-oo &j = IcK7 (14) 
and if this condition is satisfied, then lz(zr,X)( < e- clsl also for z --+ +oo for any C (this is 
proved as in Lemma 2) and ~(2, X) is an eigenfunction from Ls(Ri). So (14) is a quantization 
condition in terms of g(z, X). If it is satisfied then the eigenfunction z(z, X) = (1/2i) (y+ - y-) 
is the difference of two exponentially increasing solutions 31+/2i, y-/2i that almost cancel each 
other at 00 and give a solution from Ls(Rl). 
We can now sum up and describe the structure of solutions of equation 
-y” + qy = xy. (15) 
The space of the solutions of (15) is four-dimensional real space. Among all solutions of (15), 
almost all are not proportional to real-valued function. Such and only such solutions can be rep- 
resented in the form y(z) = r(z)e ie(z). These solutions always increase exponentially as 1x1 -+ co 
and for this reason, they never belong to Ls(R’). The remaining solutions, and the eigenfunc- 
tions from Ls(Rr) are always among them, fill three-dimensional surface in the space of all 
solutions and they have more complicated analytical structure. They cannot be represented in 
the form y(z) = r(z)e ‘e(x) but they can be obtained as linear combination of such solutions, , 
and in this combination, two exponentially increasing solutions (like y+, y- above) almost cancel 
each other as 1x1 --+ 00 and give exponentially small for large )zl solution (provided that (14) is 
true). 
The main point is that to get eigenfunctions from Ls(R’), we should first construct exponen- 
tially increasing solutions not from Lz(R’). 
3. TWO-DIMENSIONAL SCHRijDINGER EQUATION 
In this section, we will formulate the hypothesis about the structure of the solutions of equation 
-AY + q(x)y = XY, (16) 
where now x E R2. The author believes that in this case the space of solutions has, roughly 
speaking, the same structure as in the one-dimensional case. Some solutions of (16) can be 
represented in the form 
y(x) = r(x)eie(z), (17) 
where T(Z), f?(x) are real-valued functions with r(x) # 0, e(x) # const. Such solutions never 
belong to L2(R2) and they may grow exponentially as Iz( + 00. The solutions of (16) that 
belong to L2(R2) cannot be represented in the form (17), but can be obtained (for some val- 
ues of X) as linear combinations of the solutions of the form (17). To construct eigenfunctions 
from Ls(R2), we should first construct sufficiently many solutions of the form (17). In the one- 
dimensional case, two solutions of the form (17) were needed. In the two-dimensional case, we 
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will need a one-parameter family of solutions, say y(z, s) = T(Z, s)eie@+) where s is a parameter. 
For some exceptional values of A, it should be possible to find a continuous linear combination 
J y(z, s)m(ds) with respect to some measure m(ds) such that exponentially increasing solutions 
cancel each other and the result is the eigenfunction from L2(R2). So to understand the struc- 
ture of eigenfunctions from L2(R2), we should first construct in some way sufficiently many 
eigenfunctions of WKB form that do not belong to Ls ( R2). 
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