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Resumo. Neste trabalho e´ apresentada a arquitetura do kNNSumm (k-NN Summarizer), um
sumarizador automa´tico de documentos que utiliza o aprendizado de ma´quina baseado em
instaˆncias. Tambe´m sa˜o apresentados os resultados obtidos com sua aplicac¸a˜o em uma
colec¸a˜o de documentos em ingleˆs, extraı´dos da base TIPSTER, que e´ amplamente uti-
lizada na literatura da a´rea. Ale´m disso, apresenta-se por meio de um exemplo simples e
dida´tico o funcionamento detalhado do sumarizador, e de uma forma geral tambe´m a tarefa
de sumarizac¸a˜o quando tratada por uma abordagem de aprendizado de ma´quina.
Abstract. In this work is presented the architecture of kNNSumm (k-NN Summarizer), an
automatic document summarizer based on a instance based machine learning approach. The
results achieved by its use on a document collection of english documents extracted from
the TIPSTER base which is widely used in the literature are presented also. Additionally,
we present a simple and didactic example of the procedures used by the summarizer, and in
a more general way the text summarization task with machine learning.
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1. Introduc¸a˜o
Definitivamente esta e´ a era da explosa˜o da informac¸a˜o (Information Explosion). Um estudo recente
de Berkeley [6] mostra que em 2002 havia 5 milho˜es de terabytes de novas informac¸o˜es criadas
em documentos impressos, filmes, mı´dias o´pticas e magne´ticas. A Web sozinha contem cerca de
170 terabytes de informac¸a˜o, o que e´ equivalente a 17 vezes a colec¸a˜o da biblioteca do congresso
americano.
Pore´m e´ muito difı´cil fazer uso de toda essa informac¸a˜o. Muitos problemas tais como a busca,
a recuperac¸a˜o e extrac¸a˜o de informac¸o˜es e a sumarizac¸a˜o automa´tica de documentos se tornaram
importantes to´picos de pesquisa na a´rea de Cieˆncia da Computac¸a˜o. Desta forma o uso de ferramentas
automatizadas para o tratamento da informac¸a˜o passou a ser vital para o usua´rio, pois sem o auxı´lios
destas ferramentas e´ virtualmente impossı´vel explorar toda a informac¸a˜o relevante disponı´vel na Web
[18].
Nesse contexto, a tarefa de sumarizac¸a˜o automa´tica de documentos e´ muito importante. O
objetivo de um sumarizador e´ gerar um suma´rio do texto original que permita ao usua´rio ter acesso
as principais informac¸o˜es contidas naquele texto, mas num tempo de leitura muito inferior [7], visto
que os suma´rios geralmente teˆm cerca de 10% a 30% do tamanho do texto original [8]. De uma
forma geral os suma´rios sa˜o produzidos a partir de um conjunto de caracterı´sticas que sa˜o obtidas
empiricamente, por meio de te´cnicas estatı´sticas e/ou de processos oriundos do processamento de
linguagem natural.
Uma das abordagens recentes para o problema de sumarizac¸a˜o automa´tica de documentos faz
uso de algoritmos de aprendizado de ma´quina [4]. Nesse contexto a tarefa de sumarizac¸a˜o e´ vista
como um problema de classificac¸a˜o (aprendizado supervisionado), onde uma sentenc¸a do documento
pode pertencer a 2 classes: Pertencente ou Na˜o Pertentence ao suma´rio. Em trabalhos anteriores
foram utilizados os classificadores Naı¨ve Bayes [10] e C4.5 [12].
O objetivo deste trabalho e´ investigar a aplicac¸a˜o do aprendizado baseado em instaˆncias, uti-
lizando o classificador k-NN, a` tarefa de sumarizac¸a˜o. Tambe´m se deseja verificar se este algoritmo e´
o mais adequado a tarefa do que os outros classificadores utilizados anteriormente, pois, como visto
em [3] o uso do classificador para a tarefa de sumarizac¸a˜o pode ser considerado ta˜o importante quanto
o conjunto de caracterı´sticas que e´ utilizado.
Este trabalho tambe´m tem como objetivo apresentar, por meio de um exemplo simples e
dida´tico, o procedimento seguido em cada etapa do processo, de forma a permitir a compreensa˜o
do processo de sumarizac¸a˜o automa´tica que se fundamenta em aprendizado de ma´quina.
Este artigo esta´ organizado da seguinte forma: na sec¸a˜o e´ descrito o procedimento utilizado
pelo kNNSumm, para lidar com a tarefa de sumarizac¸a˜o com um enfoque de classificac¸a˜o; a sec¸a˜o
3 descreve a tarefa de sumarizac¸a˜o e as caracterı´sticas utilizadas; a sec¸a˜o 4 apresenta os resultados
computacionais obtidos; e na sec¸a˜o 5 discutem-se as principais concluso˜es do trabalho e indicam-se
trabalhos futuros.
2. Sumarizac¸a˜o com um enfoque de classificac¸a˜o
O kNNSumm surgiu da necessidade de estender as funcionalidades do ClassSumm (Classification-
based Summarizer), que foi inicialmente proposto por Larocca Neto et al. [3], [4], e e´ um sistema
para sumarizac¸a˜o automa´tica de documentos que utiliza procedimentos de aprendizagem de ma´quina
e trata a sumarizac¸a˜o de textos como uma tarefa de classificac¸a˜o. Diferentemente do kNNSumm o
ClassSumm emprega outros mecanismos para a classificac¸a˜o.
Para utilizar um enfoque de aprendizado de ma´quina para a tarefa de sumarizac¸a˜o, o sistema
kNNSumm realiza as seguintes etapas durante o treinamento:
1. Identificac¸a˜o das sentenc¸as do documento original;
2. Associac¸a˜o a` cada sentenc¸a com um vetor de caracterı´sticas previsoras, cujo os valores sa˜o
obtidos diretamente a partir do conteu´do da pro´pria sentenc¸a.
3. Associac¸a˜o a` cada sentenc¸a com uma das seguintes classes: Pertencente ao suma´rio ou Na˜o
Pertencente ao suma´rio.
Esse procedimento permite realizar a tarefa de sumarizac¸a˜o como se fosse uma tarefa de
classificac¸a˜o. Como e´ comum na tarefa de classificac¸a˜o, o objetivo do algoritmo e´ descobrir, a partir
dos dados, qual o relacionamento que preveˆ corretamente o valor de cada classe baseado nos va-
lores das caracterı´sticas previsoras daquela sentenc¸a. Mais precisamente, essa abordagem leva aos
seguintes passos para resolver o problema:
1. O sistema constro´i um conjunto de treinamento (a partir de uma colec¸a˜o de documentos com
seus respectivos suma´rios) onde cada exemplo corresponde a uma sentenc¸a do documento
original, e cada exemplo e´ representado por um conjunto de caracterı´sticas e uma classe de-
terminada. O conjunto de treinamento e´ armazenado utilizando o padra˜o .arff [17].
2. Dado um novo conjunto de documentos, o sistema produz um conjunto de teste com caracte-
rı´sticas no mesmo formato que as do conjunto de treinamento, mas com os valores das classes
desconhecidos.
3. Cada sentenc¸a no conjunto de testes e´ classificada, pelo algoritmo de classificac¸a˜o, em uma
das duas classes: Pertencente ou Na˜o Pertencente ao suma´rio.
3. O processo de sumarizac¸a˜o
Nesta sec¸a˜o sa˜o descritas as etapas e os procedimentos normalmente utilizados em um sumarizador
que emprega ferramentas de aprendizado de ma´quina. No intuito de facilitar a compreensa˜o do pro-
cesso, sa˜o apresentados os resultados obtidos em cada etapa com base no texto exemplo indicado a`
figura 1.
A tarefa de sumarizac¸a˜o e´ composta de treˆs etapas principais [16]:
1. Ana´lise do Documento: nesta etapa e´ criada uma representac¸a˜o estruturada do documento.
No caso do kNNSumm esta etapa e´ equivalente ao pre´-processamento do documento, e a sub-
sequente obtenc¸a˜o das caracterı´sticas que sa˜o utilizadas no sistema;
2. Transformac¸a˜o do Documento: essa etapa tambe´m e´ chamada de Refinamento, onde, no caso
do kNNSumm, se emprega o algoritmo de aprendizado baseado em instaˆncias.
3. Sı´ntese do Documento: ´E nessa etapa que o sumarizador efetivamente gera o Suma´rio, a partir
da escolha das sentenc¸as mais adequadas para sua composic¸a˜o.
3.1. Ana´lise do Documento
Durante a etapa de pre´-processamento sa˜o realizados os seguintes procedimentos:
• O documento e´ dividido em sentenc¸as, utilizando um dos procedimentos analisados em [15],
visto que a correta identificac¸a˜o das sentenc¸as e´ vital para se obter bons resultados na tarefa
de sumarizac¸a˜o [14].
• ´E efetuado o case folding, ou seja, todas as palavras sa˜o convertidas para a mesmo caso:
maiu´sculo ou minu´sculo; no kNNSumm todos os caracteres do texto sa˜o convertidos para
minu´sculos, por exemplo “Charlie” vai ser convertido para “charlie”.
• Sa˜o removidas as stop words do texto; stop words sa˜o palavras que ocorrem com muita
frequ¨eˆncia no texto e por isso na˜o carregam nenhuma informac¸a˜o semaˆntica relevante; no
kNNSumm as stop words que sa˜o removidas constam de uma lista de 524 palavras obtidas do
co´digo fonte da biblioteca BOW, desenvolvida na Universidade Carnegie Mellon.
• ´E efetuado o processo de obtenc¸a˜o do radical das palavras (stemming), de forma a unificar
elementos de texto com semaˆntica similar; no kNNSumm utiliza-se o algoritmo de Porter [11],
que converte, por exemplo, as palavras: “animals” e “animal” em “anim” , que e´ o radical das
duas palavras.
O texto pre´-processado esta´ portanto dividido em suas sentenc¸as constituintes, e sa˜o indicados
apenas os radicais das palavras presentes no texto, ou termos do documento. Em seguida, obte´m-se a
partir deste texto pre´-processado a representac¸a˜o vetorial do documento, forma de representac¸a˜o que
e´ amplamente utilizada na a´rea de recuperac¸a˜o de informac¸o˜es [13]. Um documento e´ representado
por uma matriz onde cada linha corresponde a uma sentenc¸a e cada coluna corresponde a um termo
do documento, e o valor de cada elemento da matriz e´ obtido a partir de uma func¸a˜o da frequ¨eˆncia
do termo na sentenc¸a e no documento. Neste trabalho e´ utilizada a medida TF (Term Frequency),
que corresponde simplesmente a` frequ¨eˆncia em que o termo ocorre na sentenc¸a. Dessa forma, a
repesentac¸a˜o vetorial do documento exemplo seria a indicada na figura 2.
A partir desta representac¸a˜o e do documento original com as sentenc¸as identificadas podem ser
extraı´das caracterı´sticas de dois tipos: (a) superficiais (shallow), que sa˜o obtidas por meio de ca´lculos
estatı´sticos efetuados sobre os elementos do texto; e (b) profundas (deep), que utilizam alguma forma
de conhecimento lingu¨ı´stico na sua obtenc¸a˜o.
No kNNSumm as caracterı´sticas superficiais sa˜o obtidas a partir da representac¸a˜o vetorial do
documento:
• Posic¸a˜o relativa da sentenc¸a (pos): e´ a posic¸a˜o da sentenc¸a no texto, tendo um valor final
normalizado entre 0 e 1. Considerando o texto de exemplo estes valores seriam: pos(S1) =
0.25; pos(S2) = 0.5; pos(S3) = 0.75; pos(S4) = 1.
• Tamanho da sentenc¸a (size): O tamanho da sentenc¸a e´ obtido contando-se o nu´mero de
palavras em cada sentenc¸a; o valor final dessa caracterı´stica e´ normalizado entre 0 e 1. Dessa
forma: size(S1) = 1; size(S2) = 0.5; size(S3) = 0.5; size(S4) = 1.
• TF-ISF Me´dio da Sentenc¸a (tsisf ): o TF-ISF (Term-Frequency Inverse-Sentence-Frequency)
[5] e´ uma medida correspondente a` cla´ssica medida TF-IDF largamente empregada em Recu-
perac¸a˜o de Informac¸o˜es [13]. No caso do kNNSumm o TS-ISF de um termo w na sentenc¸a s
e´ dado por: TF(w,s) * ISF(w,s), onde O TF(w,s) e´ a frequeˆncia do termo w na sentenc¸a s e
o ISF(w,s) e´ dado por: log(|S|/SF (w)) onde |S| e´ o numero de sentenc¸as do documento e
SF(w) e´ o nu´mero de sentenc¸as em que ocorre o termo w em todo o documento. Em seguida
se calcula o TF-ISF me´dio de todos os termos presentes na sentenc¸a e normaliza-se o valor
Tı´tulo: Animals in My House
Palavra-chave: animals
In my house there are many animals.
The one I like the most is my dog.
It’s name is Charlie.
Charlie is the best dog ever.
Figura 1: Texto de Exemplo
house anim dog charli
T 1 1 0 0
K 0 1 0 0
S1 1 1 0 0
S2 0 0 1 0
S3 0 0 0 1
S4 0 0 1 1
Figura 2: Representac¸a˜o Vetorial do Texto de Exemplo
correspondente. No caso do exemplo tem-se: tfisf(S1) = 1; tfisf(S2) = 0.5; tfisf(S3) =
0.5; tfisf(S4) = 0.5.
• Similaridade com o Tı´tulo (simt): para o ca´lculo desta caracterı´stica utiliza-se a distaˆncia de
similaridade do cosseno [13], que tambe´m e´ amplamente utilizada na a´rea de Recuperac¸a˜o
de Informac¸o˜es. Para uma sentenc¸a s e o tı´tulo t a distaˆncia do cosseno sera´: cos(s, t) =
s.t
|s||t| onde as sentenc¸as sa˜o encaradas como vetores e utilizam-se na forma habitual o produto
escalar e o mo´dulo dos vetores correspondentes. Considerando-se o exemplo, isto poderia ser
reescrito da seguinte forma:
cos(S1,T) =
1 ∗ 1 + 1 ∗ 1 + 0 ∗ 0 + 0 ∗ 0√
(12 + 12 + 02 + 02) ∗
√
(12 + 12 + 02 + 02)
Dessa forma, no exemplo: simt(S1) = 1; simt(S2) = 0; simt(S3) = 0; simt(S4) = 0.
• Similaridade com as Palavras-Chave (simk): esta caracterı´stica e´ obtida de forma ana´loga a`
similaridade com o tı´tulo; a u´nica diferenc¸a e´ que se utiliza ao inve´s do tı´tulo, a representac¸a˜o
vetorial das palavras chaves (K) no ca´lculo das distaˆncias. Dessa forma: simk(S1) = 0.709;
simk(S2) = 0; simk(S3) = 0; simk(S4) = 0.
• Semelhanc¸a entre as sentenc¸as do documento (sentsim): para cada sentenc¸a e´ calculada a sua
similaridade para com as demais sentenc¸as do documento, por meio da distaˆncia do cosseno.
A distaˆncia da sentenc¸a s e todas as demais e´ o valor “puro” dessa caracterı´stica, que e´ em
seguida normalizado entre 0 e 1. As sentenc¸as com o valor de sentsim pro´ximo de 1 possuem
um alto grau de coesa˜o. Dessa forma, no exemplo: sentsim(S1) = 0; sentsim(S2) = 0.5;
sentsim(S3) = 0.5; sentsim(S4) = 1.
• Semelhanc¸a entre as sentenc¸as e o centro´ide do documento (centroidsim): o primeiro passo
desse procedimento e´ obter o centro´ide do documento, que nada mais e´ do que o vetor
me´dio de todas as sentenc¸as do documento. Considerando o texto exemplo o centro´ide se-
ria representado pelo vetor: (0.25; 0.25; 0.5; 0.5). Em seguida calcula-se o valor base da
distaˆncia entre a sentenc¸a e o centro´ide do documento, utilizando a distaˆncia do cosseno, e
finalmente os valores sa˜o normalizados entre 0 e 1. Sentenc¸as com um valor pro´ximo de
1 indicam um maior grau de coesa˜o com o centro´ide do documento. Dessa forma, no ex-
emplo: centroidsim(S1) = 0.5; centroidsim(S2) = 0.709; centroidsim(S3) = 0.709;
centroidsim(S4) = 1.
Ale´m destas caracterı´sticas, a representac¸a˜o vetorial do documento tambe´m e´ utilizada para
criar uma estrutura de dados que procura indicar de forma aproximada a a´rvore reto´rica do texto.
Essa estrutura e´ obtida utilizando um algoritmo de agrupamento hiera´rquico (Hierachical Clustering),
cuja saı´da e´ uma a´rvore bina´ria onde os no´s folhas representam as sentenc¸as e os no´s intermedia´rios
representam o relacionamento entre as sentenc¸as. A medida de similaridade utilizada pelo algoritmo
e´, novamente, a medida do cosseno. A partir da a´rvore gerada sa˜o obtidas as seguintes caracterı´sticas:
• Altura da Sentenc¸a na ´Arvore (height): e´ a altura de cada sentenc¸a s na a´rvore gerada pelo
algoritmo de agrupamento hiera´rquico. Esse valor e´ normalizado entre 0 e 1, produzindo, no
exemplo: height(S1) = 0.5; height(S2) = 0.75; height(S3) = 1; height(S4) = 1.
As pro´ximas quatro caracterı´sticas consideram a direc¸a˜o tomada pelo caminho que vai da
raiz da a´rvore a` sentenc¸a dada, em cada altura especı´fica (directioni). Os valores possı´veis para
esta caracterı´stica sa˜o: Left caso o no´ se encontre a esquerda na altura especificada, Right caso o
no´ se encontre a` direita na altura especificada e None caso o no´ na˜o se encontre abaixo da altura
especificada.
Para esta caracterı´stica sa˜o consideradas as alturas 1, 2, 3 e 4, a partir da raiz da a´rvore. Dessa
forma os valores em questa˜o para o texto exemplo seriam:
• Altura 1: direction1(S1) = Left; direction1(S2) = Right; direction1(S3) = Right;
direction1(S4) = Right.
• Altura 2: direction2(S1) = None; direction2(S2) = Left; direction2(S3) = Right;
direction2(S4) = Right.
• Altura 3: direction3(S1) = None; direction3(S2) = None; direction3(S3) = Left;
direction3(S4) = Right.
• Altura 4: direction4(S1) = None; direction4(S2) = None; direction4(S3) = None;
direction4(S4) = None.
No contexto do kNNSumm as direc¸o˜es na a´rvore sa˜o mapeadas da seguinte forma: None e´
classificado como 0; Left e´ classificada como 0.5; e Right e´ classificada como 1.
Ale´m das caracterı´sticas superficiais, o kNNSumm tambe´m utiliza as seguintes caracterı´sticas
profundas, obtidas quando necessa´rio diretamente do documento original com as sentenc¸as identifi-
cadas:
• Indicador de conceitos principais (mainconcepts): essa caracterı´stica bina´ria indica se uma
sentenc¸a possui ou na˜o um dos indicadores de conceitos principais do texto. Esses con-
ceitos sa˜o obtidos postulando-se que a maioria das ide´ias principais podem ser expressas
por substantivos. Dessa forma, para cada sentenc¸a, sa˜o identificados todos os substantivos,
utilizando um rotulador morfo-sinta´tico (Part-of-speech Tagger) [1]; para cada substantivo
calcula-se o nu´mero de sentenc¸as em que o mesmo ocorre; os quinze substantivos mais
frequ¨entes sa˜o selecionados como os indicadores de conceitos principais do documento. Dessa
forma, esta caracterı´stica vai ser considerada como sendo verdadeira para uma sentenc¸a se
esta contiver pelo menos um desses quinze substantivos, e falsa caso contra´rio. No exemplo
esses valores seriam: mainconcepts(S1) = Verdadeiro; mainconcepts(S2) = Verdadeiro;
mainconcepts(S3) = Verdadeiro; mainconcepts(S4) = Verdadeiro.
• Presenc¸a de Nomes Pro´prios (propernames): essa caracterı´stica indica se a sentenc¸a pos-
sui (verdadeiro) ou na˜o (falso) um nome pro´prio, cuja indicac¸a˜o e´ obtida utilizando o rotu-
lador morfo-sinta´tico. Considerando o exemplo esses valores seriam: propernames(S1) =
Falso; propernames(S2) = Falso; propernames(S3) = Verdadeiro; propernames(S4) =
Verdadeiro.
• Presenc¸a de Ana´foras (anaphors): essa caracterı´stica bina´ria indica se existe uma ana´fora
entre as seis primeiras palavras da sentenc¸a. As ana´foras sa˜o obtidas a partir de uma lista fixa.
Dessa forma, para o exemplo: anaphors(S1) = Falso; anaphors(S2) = Falso; anaphors(S3)
= Verdadeiro; anaphors(S4) = Falso.
• Presenc¸a de Marcadores de Discurso (speech): essa caracterı´stica bina´ria e´ verdadeira caso
a sentenc¸a possua uma marcador de discurso como “because” ou “futhermore” e falsa caso
contra´rio. No kNNSumm os marcadores de discurso constam de uma lista fixa. Dessa forma:
speech(S1) = Falso; speech(S2) = Verdadeiro; speech(S3) = Falso; speech(S4) = Falso.
3.2. Transformac¸a˜o do Documento
Como mencionado anteriormente, o kNNSumm faz uso do algoritmo de classificac¸a˜o k-NN. Uma
descric¸a˜o detalhada do algoritmo k-NN pode ser encontrada em [2].
Como em muitos algoritmos de aprendizado de ma´quina para aplicar o k-NN e´ necessa´rio
se ter um conjunto de treinamento, isto e´, um conjunto de instaˆncias que contenham ale´m de suas
caracterı´sticas o indicativo da classe a` qual pertencem. No contexto do kNNSumm e´ utilizado um
arquivo .arff com as informac¸o˜es de treinamento onde cada uma das instaˆncias e´ uma sentenc¸a, e o
vetor de caracterı´sticas que representa essa sentenc¸a e´ composto das caracterı´sticas apresentadas na
subsec¸a˜o 3.1 acrescida da classe a qual pertencem, neste caso Pertencente ou Na˜o Pertencente ao
suma´rio.
Dessa forma, dado um conjunto de treinamento, para se lidar com novas instaˆncias e´ com-
putada a distaˆncia entre esta nova instaˆncia e todas as instaˆncias disponı´veis no conjunto de treina-




(ai − bi)2 (1)
A classificac¸a˜o de cada nova instaˆncia vai depender do valor do parameˆtro k, pois para k = 1
cada nova instaˆncia vai ser classificada como sendo da classe correspondente a`quela da instaˆncia mais
pro´xima no conjunto de treinamento.
Para outros valores de k consideram-se as k instaˆncias mais pro´ximas no conjunto de treina-
mento, que contribuem para a decisa˜o da classe a atribuir; desta forma o ideal e´ se utilizar para k um
valor ı´mpar, permitindo que a decisa˜o seja feita por votac¸a˜o simples e evitando empates.
3.3. Sı´ntese do Documento
Uma observac¸a˜o importante e´ que o procedimento descrito na sec¸a˜o anterior na˜o leva em considerac¸a˜o
o tamanho do suma´rio a ser gerado.
Na pra´tica o usua´rio geralmente deseja obter um suma´rio de um tamanho determinado, ou
seja, com uma taxa de compressa˜o em relac¸a˜o ao documento original. Por isso, e´ importante utilizar
um algoritmo que ao inve´s de simplesmente predizer a classe e gerar o suma´rio, consiga ordenar as
sentenc¸as de forma que possam ser escolhidas as sentenc¸as mais relevantes para uma determinada
taxa de compressa˜o para compor o suma´rio.
Por esse motivo para ser possı´vel ordenar as sentenc¸as utilizando o classificador k-NN, utilizou-
se o seguinte procedimento:
1. a cada sentenc¸a associou-se um valor obtido a partir da me´dia harmoˆnica das distaˆncias dos k
vizinhos mais pro´ximos.
2. as sentenc¸as sa˜o ordenadas de acordo com estas distaˆncias, considerando a ordem crescente
da classe Pertencente e em seguida as sentenc¸as da classe Na˜o Pertencente em ordem decres-
cente.
4. Resultados Computacionais
Os experimentos foram realizados utilizando uma base de documentos formadas por noticias extraı´das
do Wall Street Journal da colec¸a˜o TIPSTER[9]. Essa colec¸a˜o e´ comumente utilizada para testes na
literatura de sumarizac¸a˜o automa´tica de documentos.
Para cada documento, o suma´rio considerado ideal, que permitiu a constituic¸a˜o do conjunto
de treinamento, foi produzido utilizando-se um dos seguintes procedimentos: (1) o suma´rio ideal foi
gerado automaticamente, e e´ formado pelas sentenc¸as mais similares, de acordo com a medida do
cosseno, com o suma´rio provido pelo autor do texto, seguindo o procedimento definido por Mani e
Bloedorn [8]; esse tipo de suma´rio e´ referido como “suma´rio ideal automa´tico”; (2) o suma´rio ideal
foi gerado manualmente, produzido por uma professora de ingleˆs que selecionou as sentenc¸as mais
relevantes do texto; esse tipo de suma´rio e´ aqui referido como “suma´rio ideal manual”.
Em todos os experimentos o conjunto de treinamento foi composto de 100 documentos com
seus respectivos suma´rios ideais automa´ticos. Foram realizados experimentos com dois tipos de bases
de teste. A primeira contendo 100 documentos com seus respectivos suma´rios ideais automa´ticos, e
a segunda contendo 30 documentos com seus respectivos suma´rios ideais manuais.
Em todos os experimentos o objetivo foi o de mensurar o acerto preditivo, ou seja, a habilidade
de generalizac¸a˜o do sumarizador. Como usual, os conjuntos de teste possuem apenas documentos na˜o
incluı´dos na etapa de treinamento.
Os resultados obtidos utilizando o classificador kNNSumm sa˜o apresentados nas Tabelas 1 e
2. Nelas tambe´m sa˜o apresentados os resultados obtidos em experimentos anteriores com o uso do
ClassSumm [3], [4]. A Correc¸a˜o e´ a me´dia obtida pelos valores de Precisa˜o (Precision) e Cobertura
(Recall) me´dios para cada conjunto de teste. A precisa˜o e´ o quociente entre o nu´mero de sentenc¸as
selecionadas corretamente para compor o suma´rio e o nu´mero de sentenc¸as selecionadas para compor
o suma´rio. A cobertura e´ o quociente entre o nu´mero de sentenc¸as selecionadas corretamente para
compor o suma´rio e o nu´mero de sentenc¸as do suma´rio ideal. Como nesses experimentos a taxa de
compressa˜o define um tamanho padra˜o para que os suma´rios gerados tenham o mesmo nu´mero de
sentenc¸as que os suma´rios alvos, precisa˜o = cobertura.
Tabela 1: Correc¸a˜o para os documentos com suma´rios ideais automa´ticos
Me´todo 10% Compressa˜o 20% Compressa˜o
Knn (k = 1) 17.43% 23.24%
Knn (k = 3) 18.87% 23.39%
Knn (k = 5) 19.97% 23.56%
Naı¨ve Bayes 40.47% 51.43%
C4.5 22.36% 34.68%
Tabela 2: Correc¸a˜o para os documentos com suma´rios ideais manuais
Me´todo 10% Compressa˜o 20% Compressa˜o
Knn (k = 1) 12.35% 18.92%
Knn (k = 3) 12.00% 19.01%
Knn (k = 5) 14.25% 17.34%
Naı¨ve Bayes 26.14% 37.50%
C4.5 24.38% 31.73%
Os resultados apresentados nas tabelas 1 e 2 mostram que a correc¸a˜o obtida pelo classificador
kNNSumm para a tarefa de sumarizac¸a˜o foi muito aque´m do esperado, tanto nos experimentos com
a base de documentos com suma´rios ideais automa´ticos, quanto com a base dos suma´rios ideais
manuais.
Esta conclusa˜o reforc¸a a observac¸a˜o de [3], que indica que a escolha do classificador e´, para a
tarefa de sumarizac¸a˜o, ta˜o importante quanto a escolha das caracterı´sticas utilizadas.
5. Concluso˜es e Direc¸o˜es Futuras
Como mencionado anteriormente, o objetivo deste trabalho era verificar a eficieˆncia do uso de algo-
ritmo de aprendizado de ma´quina que utilizasse o aprendizado baseado em instaˆncias. Para isso foi
utilizado o kNNSumm.
Os resultados obtidos mostraram que a performance do classificador k-NN foi muito aque´m
do esperado, visto que em todos os experimentos ele foi inferior aos classificadores bayesiano e C4.5,
desenvolvidos em trabalhos anteriores. Esses resultados corroboram com as concluso˜es apresentadas
no trabalho de [3], que indica ser a escolha do classificador para a tarefa de sumarizac¸a˜o ta˜o importante
quanto a escolha das caracterı´sticas utilizadas.
Como trabalho futuro os autores devera˜o aplicar outros me´todos a` tarefa, visando aumentar a
taxa de acerto dos classificadores, tais como o uso de te´cnicas de bagging e boosting, ale´m de outros
me´todos oriundos da a´rea de Reconhecimento de Padro˜es.
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