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We present a new trajectory formulation of high harmonic generation that treats classically al-
lowed and classically forbidden processes within a single dynamical framework. Complex trajectories
orbit the nucleus, producing the stationary Coulomb ground state. When the field is turned on,
these complex trajectories continue their motion in the field-dressed Coulomb potential and there-
fore tunnel ionization, unbound evolution and recollision are described within a single, seamless
framework. The new formulation can bring mechanistic understanding to a broad range of strong
field physics effects.
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Introduction The strong field dynamics of Coulombic
systems has been at the center of attention of the atomic,
molecular and optical physics communities for decades.
Particularly fascinating are the effects of above thresh-
old ionization (ATI) [1] and high harmonic generation
(HHG) [2–4]. Besides being of interest for its fundamen-
tal physics, HHG is a powerful tool for generating XUV
pulses that can be used to further investigate atomic and
molecular quantum dynamics.
Above threshold ionization and high harmonic gener-
ation are intrinsically quantum mechanical phenomena,
and where numerical evaluation of the time dependent
Schrödinger Equation (TDSE) is possible it faithfully re-
produces the experimentally observed quantities. How-
ever, numerical simulation does not always provide mech-
anistic understanding, and hence there is great interest
in trajectory-based classical and semi-classical models to
describe these phenomena [5, 6].
Consider the three-step model of HHG introduced by
Corkum [7] (see also [8]). In the three-step model, the
HHG process is decomposed as follows: 1) tunnel ioniza-
tion 2) free propagation in the presence of the field, and
3) recollision and recombination producing HHG emis-
sion [7, 9]. It is found that classical models are accurate
for the second step of the three-step model – the free
propagation in the presence of the field. But real-valued
trajectories cannot describe the tunnel ionization that
takes place in the first step. Moreover, real-valued tra-
jectories in the Coulomb system cannot describe a sta-
tionary initial wavefunction because all trajectories fall
into the nucleus. This undermines a consistent formu-
lation for sampling initial conditions from the stationary
wavefunction 1. As a result of these limitations, classical-
based models have generally chosen initial conditions on
the outside of the field-induced Coulomb barrier, with
the choice of initial momentum zero.
1 This is true for 1D models and for multi electron systems. Two
and three dimensional single electron models do not have this
problem.
In this paper we show that complex-valued classical
trajectories can overcome all of the above problems,
accounting for tunnel ionization, laser dressed electron
propagation and recollision, all within a single consis-
tent framework. For the purposes of presentation we
define a modified three-step model: 1) Construction of
the stationary ground state Coulomb wavefunction us-
ing complex trajectories. It is difficult to overstate how
non-trivial this step is, as will become clear below; 2)
Evolution of the complex trajectories in the presence of
the Coulomb potential plus time-dependent strong field.
Note that in this step tunneling ionization, free evolu-
tion and recombination are all treated in a seamless, uni-
fied way. 3) Construction of the high harmonic spec-
trum from the Fourier transform of the time-dependent
dipole acceleration. At every stage, the time-dependent
wavefunction is reconstructed and shown to be in semi-
quantitative agreement with the exact quantum result.
This is by no means the first attempt to use complex
trajectories to describe strong field ionization [10–21] but
we believe this is the first treatment where all portions
of the three-step model are described within a single,
consistent trajectory framework, sampled from an initial
Coulomb eigenstate. In some sense it is the completion of
the program of the classic papers by Perelomov, Popov,
and Terent’ev (PPT) [10], Corkum [7] and Lewenstein et
al. [9].
Theory The initial state of the system Ψ0(x), is ana-
lytically continued into the complex plane. This defines
a complex-valued action S0(x)
Ψ0(x) = e
i
~S0(x) S0(x), x ∈ C . (1)
A manifold of complex-valued initial conditions q0, p0 ∈
C is defined through the relation
p0(q0) =
∂S0(x)
∂x
∣∣∣∣
x=q0
, (2)
with a stability parameter α0(q0) =
∂2S0(x)
∂x2
∣∣∣
x=q0
. The
complex trajectories are then propagated by integrating
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2the equations of motion (EOM)
q˙ =
1
m
p
p˙ = −V ′(q)
S˙ =
1
2m
p2 − V (q) + i~
2m
α
α˙ = −V ′′(q)− 1
m
α2
(3)
where m is the mass of the system. The complex action
S = Scl + Sqm, where Scl =
∫
dt p
2
2m − V (q) and Sqm =∫
dt i~2mα.
In the final value coherent state propagator (FINCO)
method [22], each trajectory is associated with a matrix
element of the propagator in the coherent state repre-
sentation 〈gγ(ξ(q0))| U |Ψ0〉. Equations (3) subject to
initial conditions (2) determine the complex coordinate
qt(q0) and momentum pt(q0) at time t. This in turn pro-
vides a coherent state label ξ(q0) for the bra Gaussian
〈gγ(ξ(q0))| through the relation
2γqt(q0)− ipt(q0) = 2γq¯t(q0)− ip¯t(q0) ≡ ξ(q0) (4)
where qt, pt ∈ C, q¯t, p¯t, γ ∈ R [23]. The coherent
state matrix element is given by 〈gγ(ξ(q0))| U |Ψ0〉 =
φ(q0) e
σ(q0), where the exponent σ(q0) has the form
σ(q0) =
i
~
Sclt (q0) +
1
4γ~2
p2t (q0)−
1
4γ
(=ξ(q0))2 . (5)
Associated with this bra Gaussian is a ket Gaussian cen-
tered at ξ∗ = 2γq¯t(q0) + ip¯t(q0),
〈x| gγ(ξ(q0))〉 =
(
2γ
pi
) 1
4 e−γ[x−q¯t(q0)]
2−ip¯t(q0)[x−q¯t(q0)] .
(6)
The time evolved wavefunction Ψt(x) is represented in a
basis of these ket Gaussians
Ψt(x) =
∫ −dq0
4piγ
|J(q0)| 〈x| gγ(ξ(q0))〉 〈gγ(ξ(q0))| U |Ψ0〉 .
(7)
The Jacobian |J(q0)| =
∣∣∣dξ(q0)dq0 ∣∣∣2 and prefactor φ(q0) =
(8γpi)
1
4
[
dξ(q0)
dq0
]− 12
, where
dξ(q0)
dq0
= (2γMqp−iMpp)α0(q0)+ (2γMqq−iMpq) . (8)
The Mab are stability matrix elements defined by Mab =
∂at(q0)
∂b0(q0)
with a, b ∈ {p, q}. EOM for the Mab are given in
App. A.
Complex time When the EOM of the previous sec-
tion are applied to the Coulomb system, the methodol-
ogy fails at the first step: no meaningful reconstruction of
the ground state eigenfunction is obtained. Real-valued
bound state initial conditions all fall into the Coulomb
singularity. Strictly complex-valued trajectories, on the
other hand, diverge, as the complex Coulomb potential
is repulsive everywhere except on the real axis. Hence a
stable ground state can not be constructed from either
real or complex trajectories.
The resolution to this conundrum comes from allow-
ing time to be complex. The complex time plane has
singularities – points where the classical momentum goes
to infinity in a finite time. Paradoxically, these singulari-
ties, rather than being a nuisance, provide the solution to
the problem by changing the topology of the trajectories.
For instance, it is known that circumnavigating a time-
singularity in barrier scattering problems can transform
a transmitted trajectory into a reflected trajectory [24–
26]. In the Coulomb system, circumnavigating complex
time singularities leads to complex trajectories that orbit
the nucleus. Technically, these singularities cause the so-
lution qt(q0), pt(q0) to be multivalued, but the motion is
continuous when viewed as evolving on a multi-sheeted
Riemann surface. Motion on these sheets may correspond
to either classically allowed or classically forbidden pro-
cesses, depending on the trajectory initial conditions.
To understand more fully the influence of circumnav-
igating a singularity in time, we note that the singulari-
ties in complex time arise from singularities in complex
position [24, 25]. In Ref. [27] a full calculus was intro-
duced relating the asymptotic approach towards a sin-
gularity of the potential to the singularities in complex
time. As shown in [27], the Coulomb singularity at the
origin gives rise to three Riemann sheets for each singu-
larity encounter in time. Controlled circumnavigation of
the singularity in time leads to complex trajectories that
cycle through these three Riemann sheets, corresponding
to trajectories that orbit the nucleus (Fig. 1).
Associated with the singularities in complex position
there are always caustics, although the mathematical
connection between these two is yet to be discovered.
These caustics lead to divergence of a portion of the com-
plex trajectories, those that lie beyond what are known
as Stokes lines. A rigorous procedure for removing these
unphysical trajectories was introduced in Ref. [28].
The three-step model. Step 1: Constructing the ground
state of the Coulomb system The first step is to de-
scribe the stationary initial state of the Coulomb sys-
tem in terms of orbiting trajectories. Consider the anti-
symmetric, Cartesian 1D Coulomb ground state Ψ0(x) =
2x e−|x|. The strategy is to let these trajectories orbit the
nucleus freely until the field is turned on and then seam-
lessly continue their propagation in the presence of the
field.
A complex time contour that loops around a singu-
larity time passes onto a second Riemann sheet where
the corresponding trajectory orbits the nucleus. On this
alternate sheet, an additional singularity time is present
which is in turn circumnavigated by a loop contour. Con-
tinuing in this way, each loop corresponds to a trajectory
passing from one sheet of the Riemann surface to an-
3other, followed by propagation on that new sheet until
the next singularity encounter. Figure 1 shows this tran-
sition between sheets for two successive singularity times.
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FIG. 1. Riemann surface of the real part of the complex
momentum as a function of complex time p(t). Each sheet is
indicated by a different color. Two singularities are visible.
The integration contour, shown in red, loops around these
singularities, thus passing to the next sheet. For clarity, the
integration contour is shown on the base of the plot as well
as superimposed on the Riemann surfaces.
The total complex time contour thus consists of a se-
ries of loops around successive singularity times as shown
in Fig. 2. Note that the wavefunction is always recon-
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FIG. 2. Complex time integration contour for reconstructing
the Coulomb ground state. Note how the contour circumnav-
igates the singularity times.
structed at purely real times. The necessary excursions
back to the real time axis are not shown in Fig. 2.
The locations of singularity times depend on the tra-
jectory initial conditions. Propagating the entire mani-
fold with suitably chosen contours yields the desired sta-
tionary ground state depicted in Fig. 3, the only time-
dependence being a coordinate-independent phase rota-
tion. Both the magnitude and phase of the wave function
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FIG. 3. Coulomb ground state (thin red) and FINCO tra-
jecory reconstruction at t = 3 · 4pi with γ = 1
2
. (|Ψ| thick
blue, =Ψ, dashed blue)
are in semiquantitative agreement with the exact quan-
tum results.
Step 2: Strong field dynamics of the Coulomb system
Having described the construction of the initial wave-
function, we now introduce the time-dependent electric
field. The laser field is modeled in the dipole approxima-
tion and length gauge by the additional, time dependent
potential V˜ (q, t) = eqF0 sin(ωt) with the field strength
F0 = 7.35 · 10−2 au, electronic charge e and frequency
ω = 7.35 · 10−2 au. The Keldysh parameter is γ = 1.
The integration contour in the presence of the field is
shown in Fig. 4. Note that the addition of V˜ (q, t) does
not introduce additional singularities in complex space.
It does, however, shift the singularity times and intro-
duces additional encounters with the Coulomb singular-
ity. The loops around the shifted singularity times corre-
spond to orbiting trajectories that remain near the core
of the nucleus, modified by the presence of the field 2.
However, the loops that circumnavigate the new singu-
larity encounter correspond to a new kind of trajectory
dynamics: ionization of the electron and subsequent rec-
ollision with the nucleus. The ionizing and recolliding
trajectories result from three distinct parts of a complex
time contour : 1. A series of singularity loops causing the
trajectory to orbit the singularity at the origin. Termi-
nation of the loop sequence initiates tunnel ionization.
2. Straight line integration in complex time results in a
field-mediated excursion from the nucleus. Depending on
the trajectory initial conditions, the trajectory will ionize
or return to the core at a later time. 3. A loop around a
new singularity time that is not present in the field free
case induces recollision with the nucleus.
2 In practice, in order to avoid numerical inaccuracies in the
ground state, we skip the initial field free loops and start with
the field dressed loops at t = 0.
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FIG. 4. Integration contours describing an initial stationary
state as a strong external field is turned on. Different sections
of the contour correspond to different processes: bound, core
wave packet (solid), ionization (dashed) and recollision (dot-
ted). Note that singularity times have shifted with respect to
the field free case Fig. 2 and an additional singularity time is
present.
Each additional cycle of the field results in additional
contributions to the emitted wavepacket. These contri-
butions are generated via contours analogous to those of
the first ionization cycle, albeit with a varying number of
initial loops. E.g. the first ionization cycle begins after
three initial loops whereas the second ionization cycle re-
quires fifteen loops. Note that the time of maximum field
strength roughly coincided with three periods of phase
rotation of the ground state and a full cycle of the field
corresponds roughly to twelve periods of rotation of the
ground state such that the second field maximum occurs
after about fifteen periods of the ground state rotation.
Terminating the initial loop series earlier or later yields
trajectories that describe the same process but that dis-
agree with the quantum results. The physical significance
of these alternate contours is not yet understood.
Adding the contributions from all distinct contours
that make significant numerical contributions yields the
wavefunction in Fig. 5. The ionized part of the wave
function plotted for 1.5 periods of the field shows excel-
lent agreement with the quantum result, including the
complex nodal pattern resulting from the superposition
of the three distinct contributions, one from each of the
three half cycles of the field prior to the evaluation time.
As the laser field changes sign, the previously emitted
part of the wavefunction is partially redirected towards
the nucleus. This recolliding wavefunction recombines
with the ground state of the system, and can be com-
puted from the trajectory based reconstruction.
Step 3: Calculating the high harmonic spectrum The
spectrum of the radiation emitted as the recolliding wave-
function recombines with the ground state of the system
can be calculated as the Fourier transform of the dipole
acceleration computed in the form [29]
a(t) = 〈Ψ(t)| x¨ |Ψ(t)〉 =
∫
dx|Ψ(x, t)|2 ∂V (x, t)
∂x
. (9)
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FIG. 5. Coulomb ground state evolved under laser field influ-
ence: Split operator quantum solution (thin red) and FINCO
trajecory reconstruction (thick blue) at t = 1.5 ·Tω ≈ 10.2 ·4pi
with γ = 0.3. Included trajectories correspond to the core
wave packet, first and third half cycle ionization and second
half cycle recollision.
A comparison of the quantum and complex trajectory
calculation is shown in Fig. 6. The locations of the peaks
as well as the plateau structure, including the cutoff, are
reproduced very well. Remaining deviations in the inten-
sity of the peaks are due to errors in the reproduction of
the core wavepacket.
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FIG. 6. High harmonic spectrum obtained from the Fourier
transform of Eq. (9) for four periods of the field. Quantum
mechanical result (thin red) and FINCO (thick blue). Ar-
rows indicate the fundamental frequency of the field and the
corresponding expected cutoff at 3.17Up + Ip.
Several comments about our numerical procedure. The
FINCO wavefunction was reconstructed from four dis-
tinct classical processes: the first and third half cycle
ionization and the second and fourth half cycle recolli-
sion. The dominant regions in the initial manifold con-
tributing significantly to each of these processes were se-
lected manually. Since the quantitative simulation of the
core wavepacket is somewhat more involved, we added
5to the ionized and recolliding parts of the wavefunction,
the Coulomb ground state with its time-dependent phase,
Ψ(x, t)→ Ψ(x, t) + Ψ0(x) e i2 t.
All of the data presented was computed from ini-
tial conditions in only the positive half of coordinate
space, evolving on a single Riemann sheet of the potential
V (q) = ∓ 1q . Instead of computing the negative half from
the initially antisymmetric ground state Ψ0(x) evolving
on the other sheet of the potential, the dipole acceleration
was post-symmetrized according to a(t)→ a(t)−a(t− piω ).
Summary To summarize, we have shown how strong
field dynamics of the Coulomb system, including high
harmonic generation, can be modeled using complex clas-
sical trajectories. In this approach the spectrum emerges
in the three following steps: 1) Trajectories orbit the sin-
gularity in the complex plane, generating the Coulomb
ground state. 2) Under the influence of the strong field,
a subset of the trajectory manifold ionizes, with a subset
of the subset recolliding with the nucleus. 3) Recombina-
tion with the nuclear wavefunction yields high harmonic
radiation. There is no need for a separate tunnel ion-
ization step as in the traditional three step model; it is
included automatically in the second step.
The high harmonic spectrum reconstructed from the
FINCO trajectories agrees well with the full quantum re-
sults. With the complex trajectories correctly describing
tunnel ionization of the Coulomb ground state, a number
of exciting future possibilities present themselves.
There has been significant debate in the literature
whether the transition of the tunneling electrons through
the barrier happens instantaneously or with a delay
[18, 19, 30–33]. Since the complex trajectories used in
the present work are rigorously derived from the Coulomb
ground state without artificially imposing tunnel exit ini-
tial conditions, tunneling times may be read off directly.
Note that each trajectory has its own independent tun-
neling time, allowing for transparent analysis and inter-
pretation.
Aside from the manual selection of the significant re-
gions of the initial manifold, the only approximation in
the present approach is a truncation of an infinite hier-
archy of EOMs at second order [34], corresponding to a
saddle point evaluation of the path integral [35]. Since
no assumption is made on physical parameters such as
the strength of the field, we expect that the complex tra-
jectory method presented here will provide mechanistic
insight into a broad range of strong field effects in atomic
and molecular systems.
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Appendix A: Equations of motion for stability
matrix elements
The stability matrix elementsMab =
∂at(q0)
∂b0(q0)
with a, b ∈
{p, q} obey the following EOMs
M˙pp = −V ′′(q)Mqp M˙pq = −V ′′(q)Mqq (A.1)
M˙qp =
1
m
Mpp M˙qq =
1
m
Mpq . (A.2)
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