Abstract-Using large-dimensional random matrix theory (RMT), we conduct mutual information analysis of a multiple-input multiple-output (MIMO) multiple access channel (MAC). Our channel model reflects the characteristics in small-cell networks where antenna correlations, line-of-sight components, and general type of fading distributions have to be included. The mutual information expression can be expressed as functionals of the Stieltjes transform through the so-called Shannon transform. Ideally, if the Stieltjes transform is known in the context of the large-dimensional RMT, then the problem is solved. However, it is difficult to derive the Stieltjes transform of the considered channel models directly, especially when the transmit correlation matrices are generally nonnegative definite and the channel entries are non-Gaussian. To overcome this, we use the generalized Lindeberg principle to show that the Stieltjes transforms of this class of random matrices with Gaussian or non-Gaussian independent entries coincide in the large-dimensional regime. This result permits to derive the deterministic equivalents (e.g., the Stieltjes transform and the ergodic mutual information) for non-Gaussian MIMO channels from the known results developed for Gaussian MIMO channels. As an application, we determine the capacity-achieving input covariance matrices for the MIMO-MACs and prove that the capacity-achieving input covariance matrices are asymptotically independent of the fading distribution.
shed light on the capacity-achieving strategies of such systems. However, exact analysis for the achievable rates of MIMO channels could be difficult and for some channel models unsolvable. In the last few years, large-system approaches have emerged as a means to circumvent the mathematical difficulties, greatly motivated by the landmark contributions of Verdú-Shamai [3] and Tse-Hanly [4] using large-dimensional random matrix theory (RMT) to various problems in information theory. Since then, a large body of performance analyses of various MIMO channels were obtained by large-dimensional random matrix tools such as the Stieltjes transform method (or the Bai-Silverstein method) [5] [6] [7] [8] , 1 the Gaussian methods (integration by part and the Poincaré-Nash inequality) [9] [10] [11] [12] [13] , the free probability [14] , and the replica method [15] [16] [17] [18] [19] . See [20] [21] [22] for more details.
For channel matrices with Gaussian entries, the replica method, an approach originally developed in statistical physics, serves as a powerful tool to derive the relevant results. For example, it has been used to obtain asymptotic mutual information results for Rayleigh [16] and Rician fading [17] channels with separately correlated antennas. Nevertheless, this method is mathematically incomplete. To acquire a more sound mathematical procedure, advanced tools such as the Gaussian methods and the Stieltjes transform method are required. Using the Gaussian methods, the asymptotic mutual information expressions for Rayleigh and Rician fading channels have been confirmed rigorously by Hachem et al. [10] and Dumont et al. [11] , respectively. Based on the Stieltjes transform method, Couillet et al. have recently studied a MIMO multiple access channel (MAC) with separately correlated user channels [6] . 2 In this case, each user's channel matrix can be written in the form , where has independent and identically distributed (i.i.d.) zero-mean Gaussian entries, and and are both deterministic nonnegative definite matrices, characterizing the spatial correlation structure at the receiver and transmitter sides separately.
Though strictly speaking the large-system results are only asymptotically tight, they provide reliable performance predictions even for small system dimensions and offer insightful understanding on communications channels. Moreover, large-system results are also important for designing many practical wireless systems such as precoder design [6] , [12] , [13] , optimal training length design [7] , [23] , scheduling [24] , and others [25] , [26] . For most contributions, the elements of the MIMO channel matrix are assumed to be multivariate Gaussian distributions; that is, the amplitudes of the channel fading coefficients are either Rayleigh or Rician distributed. Despite being the most popular models for small-scale amplitude fading, there are other classes of fading distributions which serve as better models under certain circumstances [27] [28] [29] . For example, Molisch [29] proposed that Nakagami-distribution is best suited for modeling the small-scale amplitude fading in such as indoor residential/office, industrial environments, and suburban-like microcell environments. In addition, the log-normal distribution has recently been used to describe the small-scale amplitude fading in the IEEE 802.15.3a [28] . There is clearly an increasing demand to investigate channels with non-Gaussian fading and their performance [30] , [31] .
To appreciate the objective of this paper, it is important to understand the limitations of the existing results for non-Gaussian channels. In [6] , the results were only derived under the assumption that each transmitter-side correlation matrix is diagonal, although it was conjectured that the results might be valid even when is nonnegative definite. A channel model composed of a Hadamard product profile and a deterministic line-of-sight (LOS) component was studied in [8] which partially generalized the results in [6] . However, as compared to [6] , the matrices 's in [8] cannot be nonnegative definite. This paper aims to extend previous large-system results to a more general class of random matrices with non-Gaussian entries. As in [6] , we consider a -user MIMO MAC, in which each is spatially correlated separately at both sides. In our model, a deterministic LOS component is also considered. More specifically, the concerned Kronecker channel can be described as follows. The entries of are i.i.d. complex centered random variables (not necessarily Gaussian), 's are deterministic nonnegative definite matrices, and 's are diagonal nonnegative matrices. This model arises in small-cell networks (SCNs), as shown in Fig. 1 . The entries of express the spatial correlation across the transmit antenna elements, and the th diagonal entry of represents the channel gain from the user equipment (UE) to the th base station (BS). The SCNs, which are typically composed of densely deployed low-cost low-power BSs, have attracted considerable attention for their potential to increase the capacity of cellular networks [6] , [7] , [32] . In these networks, the channel fading would tend to be non-Gaussian. In contrast to [8] , our consideration allows UEs to be equipped with multiple spatially correlated antennas, which is a typical phenomenon due to space limitation of UEs.
There are several obstacles when one intends to apply the Stieltjes transform method originally developed for the case with diagonal (see, e.g., [5] and [6] ) to that with general nonnegative definite [33] . To overcome the difficulties, using the generalized Lindeberg principle [34] , [35] , we show that under very mild conditions, the Stieltjes transforms of the considered random matrices with Gaussian entries and that with non-Gaussian entries coincide in the large-dimensional regime, the so-called universal property. 3 This result enables us to derive the deterministic equivalents (e.g., the Stieltjes transform and the ergodic mutual information) for non-Gaussian MIMO channels from the known results for Gaussian MIMO channels. For uncorrelated channel matrices with i.i.d. entries, the universality of the ergodic mutual information is implicit in [30, Fig. 4 ] from computer simulations and has recently been revealed in [35, Corollary 2] . Our result proves that the deterministic equivalents of the MIMO MAC channel in [6] are true even if the entries of are non-Gaussian, and those and are deterministic nonnegative definite matrices. 4 Therefore, we prove the universality of the deterministic equivalents and the conjecture in [6] .
As an application, we study the capacity-achieving input covariance matrices for the SCNs. Assuming the knowledge of the channel statistics at the transmitters, an important issue is to maximize the ergodic mutual information with respect to the input covariance matrices. Such optimization has been addressed extensively in the literature including the finite-size system [36] [37] [38] and large-system approaches [6] , [11] , [13] . However, for most contributions, the elements of the MIMO channel matrix are assumed to be multivariate Gaussian 3 For the matrices with i.i.d. entries, the universality of the Stieltjes transform is a well-known result [22] . However, in this context, there are only very few results dealing with random matrices where the entries are correlated across both rows and columns. This paper, therefore, provides a contribution in this respect. 4 Note that if the LOS is absent, we allow 's to be nonnegative definite. See Section III for detail.
distributions. Whether the systems specifically designed for Gaussian scenarios still work in non-Gaussian environments is unknown, and the results available (see, e.g., [6] , [8] , and [39] ) are far too limited to answer this question. As one main contribution, we show that the capacity-achieving input covariance matrices in the large-dimensional regime are universal over a wide range of distribution forms. We hence generalize the applications of these asymptotic capacity-achieving input covariance matrices to the most general scenarios.
The remainder of this paper is structured as follows. Section II introduces the channel model of the SCNs. Section III presents our main results and outlines their proofs with details given in the appendices. Some mathematical tools needed in proving the results are reviewed in Appendix D. In Section IV, as an application of our main results, we establish some properties of the capacity-achieving input covariance matrices. Simulation results are provided in Section V, and finally, we conclude the paper in Section VI.
Notations
Throughout this paper, the complex number field is denoted by . For any matrix , denotes the th entry, while , and return the transpose and the conjugate transpose of , respectively. For a square matrix , , , , and denote the principal square root, inverse, trace, determinant of , respectively. The matrix inequality shows the nonnegative definiteness. Also, is the identity matrix, denotes either the zero matrix or a zero vector depending on the context, represents the Euclidean norm of an input vector or the spectral norm of an input matrix, denotes the Frobenius norm of a matrix, represents the spectral radius (i.e., the largest absolute value of the eigenvalues) of a matrix, returns the expectation of an input random entity, is the natural logarithm, and return the real part and the imaginary part of an input entity, respectively. In addition, denotes the indicator function of the set , and is the Kronecker product [40] . We use (or ) to denote a universal constant whose value does not depend on matrix sizes but may vary from one appearance to another. Almost sure (a.s.) convergence is denoted by . If is a sequence of real numbers, then and stands for and , respectively. As usual, , , and . Also, and .
II. CHANNEL MODEL AND PROBLEM FORMULATION

A. Multicell MIMO-MAC With LOS and Spatial Correlation
As shown in Fig. 1 , we consider a MIMO-MAC system with UEs, labeled as , which are equipped with antennas, respectively. The UEs transmit to interconnected small-cell single-antenna BSs simultaneously. The channel output vector can be written as (1) where and are the channel matrix and the transmit signal vector associated with , respectively, and is the complex Gaussian noise vector with zero mean and covariance matrix which accounts for a source of correlated interference. In the system, we assume that 's are independent Gaussian random vectors and the covariance matrices of the transmit signals are if otherwise.
We use the Kronecker model to characterize the spatial correlation by writing user 's channel as [41] ( 2) where is a deterministic diagonal matrix with the th diagonal entry, , being the channel gain from to the th receiving antenna (or the th BS), is a deterministic nonnegative definite matrix, which expresses the correlation of the transmit signals across the antenna elements of , consists of the random components of the channel in which the elements are i.i.d. complex random variables with zero mean and unit variance, and is a deterministic matrix corresponding to the LOS of the channel.
In this paper, we assume that the channel matrices are perfectly known at the receiver. Later, we will carry out the optimization on the signal covariance matrix based on the deterministic parts of the channel. The true signal-to-noise ratio (SNR) of each communication link is dependent on . However, setting the SNR based on will be an issue when the optimization for the input covariance matrices is investigated. Therefore, to get a proper definition on the SNR, we follow the standard convention [17] by considering . In this case, the power of the channel is given by It is customarily assumed that , , and are normalized such that , , and . In so doing, and can be used as indicators for the SNR and the Rician factor of user , respectively, which are independent from the matrix dimensions. For notational brevity, henceforth, we assume that and without loss of generality. 5 A diagonal structure in is sufficient to model the SCN scenarios under investigation. As shown in Fig. 1 , the th diagonal entry of , denoted by , represents the channel gain from to the th receiving antenna (or the th BS) which can be used to represent the distance-dependent pathloss. 6 However, the more general nonnegative definite structure for could extend our results to cope with more complex applications. Due to the presence of , unfortunately, the required analysis is incredibly arduous. As a result, if , we restrict our consideration to diagonal 's. Nevertheless, if , our results to be presented in Section III are valid even under nonnegative definite 's.
B. Mutual Information and Stieltjes Transform
Mutual information measures the achievable rate of a channel and has been a key metric for performance analysis in wireless communications. The Stieltjes transform provides a convenient tool to study behavior of random matrices in large-dimensional RMT. To do so, we first explain their relations.
Defining , , , and , the mutual information of the MIMO channel can be linked to the eigenvalues of a nonnegative definite matrix of the form
Let be the empirical spectral distribution (ESD) of the eigenvalues of , given by
One of the main problems in large-dimensional RMT is to study the limiting spectral distribution (LSD) of , denoted by . A convenient tool for this is the Stieltjes transform of which is defined as (5) for . We will denote as the class of all Stieltjes transforms of finite positive measures carried by . The Stieltjes transform provides a direct way to identify the LSD of large-dimensional random matrices. Some useful properties of the Stieltjes transforms are listed in Lemma 13. According to [5] and [43] , to show that the difference between and converges vaguely to zero, it is equivalent to show that (6) where is the Stieltjes transform of . The mutual information can be expressed as functionals of the Stieltjes transform of through the so-called Shannon distance between and the th receiving antenna. According to the WiMAX system evaluation specifications [42] , the 3 dB reference distance is (i.e., 3.6% of 1 km cell radius) and the pathloss exponent is . 
for , where it is assumed that for simplicity. 7 Here, provides a performance metric regarding the number of nats (or bits if in logarithmic base 2) per antenna that can be transmitted reliably over the SCN when the channel matrices are perfectly known at the receiver. In this paper, we are particularly interested in understanding the Stieltjes transform as well as the Shannon transform of in the asymptotic regime where is fixed and all grow to infinity with ratios such that (9) and . For convenience, we will refer to this asymptotic regime simply as . Our main goal is to find a nonrandom matrix-valued function (to be determined later) such that (10) This type of relation is referred to as deterministic equivalent [8] , and is said to be the deterministic equivalent to . We will apply (10) to find a deterministic equivalent of the ergodic mutual information , denoted by , and achieve this by proving . In general, the computation of relies on Monte-Carlo computer simulations, while the deterministic equivalent is analytical. As a consequence, the deterministic equivalent of the ergodic mutual information allows us to compute the asymptotic optimal precoding matrices which maximize under individual power constraints. In the next section, we will derive the deterministic equivalents of and . The maximization problem of over is then investigated in Section IV.
III. MAIN RESULTS
For notational convenience, we assume the case in this section. However, the general case can be easily addressed by changing the matrices via (11) Before we present our main results, we first state the assumptions imposed in our SCN model. 7 The generalization of the corresponding results to the case with is straightforward. In the case with , the related performance metric (or the mutual information) is given by (12) Clearly, because of the normalization constraint in (12) , the sequences are tight in while and are tight in . It means that for each fixed , we can always select an such that for all , , and for all , and .
Assumption 4:
The family of deterministic matrices is diagonal with nonnegative elements.
Notice that Assumption 4 requires to be diagonal which is more restrictive than Assumption 2. However, this assumption is still satisfied in the application of the SCNs under investigation. Also, it should be noted that Assumption 4 is not required for some theorems presented in this paper.
B. Main Results
We first introduce some properties of the deterministic matrix-valued function which is needed in the deterministic equivalents of the Stieltjes transform and the ergodic mutual information. To facilitate our expressions, we define the notation that returns the submatrix of obtained by extracting the elements of the rows and columns with indices from to .
Theorem 1: Let . Under Assumption 2, the deterministic system of the following equations:
8 Following the channel model in Section II, (12) should be , , and . Note that we set the right-hand sides of (12) to be one for notational brevity only and it can be replaced by any finite value.
have a unique solution for . In particular, and for . Proof: Proof of existence and uniqueness of the solution to (13) is postponed to the paragraphs after Theorem 4.
We next provide a deterministic equivalent for the Stieltjes transform of . and are arbitrary Hermitian matrices, but . Using a new approach based on the generalized Lindeberg principle [35] , we can handle both the cases in [33] and [44] and make the proofs simpler. As a result, Theorem 2 says that (15) 's are diagonal. Therefore, Theorem 2 is more general than these previous studies in the sense that the entries of are not necessarily Gaussian and is not necessarily diagonal, as conjectured in [6] . When and the LOS is present, we require 's to be diagonal due to mathematical difficulties. However, in this case it is worth pointing out that (15) is also true if the matrices are simultaneously unitary diagonalizable. This type of channel model is the so-called "virtual channel representation" in [45] and is found to be useful for modeling channels with many antennas [46] .
Next, we use Theorem 2 to provide a deterministic equivalent of the ergodic mutual information in the following theorem. For notational brevity, we denote and . (17) or equivalently (18) Proof: Equation (17) 
C. Proof of Theorem 2
This subsection gives an outline of the proof of Theorem 2 for ease of understanding.
As Step 1: By a martingale approach we first prove that (19) Step 
Step 3: The last step is to investigate the Stieltjes transform of so that the following is true:
Note that Step 1 and Step 2 are completed under Assumptions 1-3 in which 's and 's are generally nonnegative definite and . Appendix A.2 handles Step 1. To address Step 2, we mainly make use of the generalized Lindeberg principle given below.
Lemma 1: (Generalized Lindeberg Principle [35] ) Let and be two random vectors with mutually independent components. Define and with (22) Then, given a thrice continuously differentiable function , we have (23) where is the -fold derivative in the th coordinate, , and . If the error in (23) is small irrespective of the detailed properties of and , we indicate that the function shows a certain degree of universality, and that the expected value of only depends on certain fundamental properties of and , such as mean and variance (22) .
In our case, we define where is any matrix such that the product exists. As such, we have and . Therefore, our problem in
Step 2 is to estimate the error of . From Assumption 1, we have and . Therefore, in (22) . It then remains to evaluate the second and third lines of (23) . To achieve this, we need to take the third-fold derivatives of with respect to the th entries of each and then evaluate their quantities carefully. The details are addressed in Appendix A.3. Briefly, we will establish Plugging the quantity above into the second and third lines of (23) and then performing the simple integration, we can show that the error term is of order . Since is a positive sequence converging to zero, the result in Step 2 is thus obtained.
Here, it should be noted that both Lindeberg's principle (see [34] and [35] ) and the interpolation trick (see [47] and [44] ) can be used to handle Step 2. However, Lindeberg's principle is simpler than the interpolation trick when proving this type of problems.
Due to Step 2, the remaining task is to consider with underlying random variables being a standard Gaussian distribution. In the remainder of this section, we will show how Step 3 can be done case by case from the known results of Gaussian matrices.
Before proceeding, we recall some useful results. Denote the spectral decomposition of by , where is unitary and is diagonal. Since is Gaussian, the joint distribution of is the same as that of . Thus, has the same distribution as (24) where . Henceforth, we will assume that the channel is of the form .
Consider condition 1 of Theorem 2 (i.e., the case ) first. Denote the spectral decomposition of by . For simplicity, we assume . 9 The joint distribution of is the same as that of . Therefore, the distribution of is the same as that of . Since (25) with , it suffices to prove (21) with as follows: (26) However, the convergence of (21) Next, we turn to condition 2 of Theorem 2 (i.e., the case ). In view of (24), it is enough to prove (21) with as (27) The convergence of (21) with in (27) follows immediately from [6, Corollary 1] . Therefore, Step 3 is finished under condition 2 of Theorem 2.
Finally, we consider condition 3 of Theorem 2 (i.e., 's being diagonal). Note that 's are diagonal nonnegative matrices in the remainder of this section. From (24) , it suffices to prove (21) with as (28) The following theorem contributes to Step 3 in this case. 10 The proof of (21) under condition 3 of Theorem 2 is a result of Theorem 4. The idea is to cast the model into an extended model such that it fits into the framework of (29) . To this end, write where is given in (28) and (without a random component). Plugging this model into (30a) and (30b), we obtain (31) (32) Note that is now a matrix of size . From (30d), write (33) 10 The dominated convergence theorem is due to the expectation involved in (29) .
Applying Lemma 12 in Appendix D, we can obtain the principal submatrix of as (34) shown at the bottom of the page, where the third equality is due to the matrix inverse lemma (Lemma 12 in Appendix D). Plugging (33) and (34) into (30a)-(30d) and recovering the effect from the eigenvectors 's, we obtain the formulas (14a)-(14d). In particular, defining , we have , , , and . By (29a), we immediately establish (21) 
IV. CAPACITY-ACHIEVING INPUT COVARIANCE MATRICES
In this section, we shall explain the application of our main results to developing the capacity-achieving input covariance matrices for the SCNs. Further, we showed that the capacityachieving input covariance matrices are asymptotically independent of the fading distribution. The universality of the capacity-achieving input covariance matrices is of particular relevant to the engineering sense, since it implies the robustness of these input covariance matrices.
First, we formulate the problem explicitly. Recall that 's are assumed to be perfectly known at the receiver. We consider the problem of maximizing the ergodic mutual information: (35) where denotes the constraint set of the input covariance matrices. The optimal value of (35) is called the ergodic capacity of the MIMO channel and the matrices are called the capacity-achieving input covariance matrices. Since 's, 's, and 's are deterministic, (35) implies that the input covariance matrices are designed based on the deterministic (34) parts of the channel, and thus we assume the knowledge of the channel statistics at the transmitters.
Because the optimization problem (35) is convex, it can be solved by general-purpose convex optimization programming [48] . Specifically, we can apply the stochastic programming in [49] (named the Vu-Paulraj algorithm), which was developed based on a barrier method where the related gradient and Hessian are approximated by Monte-Carlo methods. Although this algorithm can be used to solve (35) with any type of fading distribution (not necessary Gaussian), the main drawback is its long execution time.
Since is analytical and a lot easier to compute than , it is natural to use for further development. That is, the optimization problem (35) is replaced by (36) Plugging (11) into (18), we have explicitly (37) where (38) and and for notational simplicity. Now, the question is whether is close to . Following [11, Proposition 3] and using Theorem 3, 11 one can check that goes asymptotically to zero. Because and are strictly concave in , we have that coincides with asymptotically. In Theorem 3, we have shown that the asymptotic mutual information expression is independent of the fading distribution. The capacity-achieving input covariance matrices, therefore, turns out to be universal.
In a similar way as in [6] , [11] , and [50] , we can have a closer look on each from (36), which is given in the following proposition.
Proposition 1:
The asymptotic-optimal input covariance matrices are the solution of the standard waterfilling maximization problem: (39) for . Here,
11 Now, and have to satisfy the assumptions 2 and 3 of Theorem 5.
Proof: See Appendix C. Indeed, (39) states that the asymptotic-optimal input covariance matrix of follows the water-filling principle with respective to the channel . Again, although in some special cases, a similar water-filling principle as Proposition 1 was proposed in [6] , [11] , and [50] , we show validity of the water-filling principle to extend beyond Gaussian and reveal the universality over a wide range of distribution forms. Next, we characterize the properties of in great detail as follows.
1) If
, we have
If and , the eigenvectors of the asymptotic-optimal input covariance matrix align with that of . This characteristic is consistent with [38] which is derived under the finite-size system and Rician fading distribution. It is believed that the same eigenvector structure holds for the general fading distribution, but, to the best of our knowledge, there exists no reference of such a work. Therefore, our universal result provides a possible solution in this respect. Note that in this simple case, the structure of the asymptotic-optimal input covariance matrix can directly be inferred from [8] together with [11] . However, applications to the channels with both general transmit correlation and general fading distribution are the main purpose of our result.
2) If
, the general expression of is complex. 12 Hence, we first look at an extreme case where . That is, the channels are deterministic. In this case, we have (43) Clearly, the asymptotic-optimal input covariance matrix of each user follows the water-filling principle that treats the other users as noise. This agree with the well-known iterative water-filling principle proposed by Yu et al. [51] . Next, we consider the more general case where only the channel of is deterministic. In this case, we get (44) Comparing (43) and (44), we can easily sense the effect due to the random part of the first user. Clearly, even if and are identity matrices, the eigenvectors of the asymptotic-optimal input covariance matrices for the two cases are quite different. Finally, we present an algorithm to implement Proposition 1. At first, one would infer that the standard water-filling algorithm (see, e.g., [48, Example 5.2] ) can be used to solve (39) . However, note that is a function of which should satisfy (13) . Hence, not only but also the optimization variables are involved in . As a result, the following iterative approach is proposed to find the optimal solution of (36):
Algorithm 1: For fixed , the maximization with respect to , i.e., (39) , can be solved by using the standard water-filling algorithm. On the other hand, for fixed , the parameters are solved according to (13) . Our algorithm, therefore, requires adapting and separately in an iterative fashion. If (or ), the iterative water-filling algorithm degenerates to that in [6, Table II ] (or [11] ).
V. SIMULATION RESULTS
In this section, computer simulations are provided to evaluate the reliability of the deterministic equivalents particularly when the channel entries are non-Gaussian and the numbers of antennas are not so large. First, we compare the analytical result (17) with the Monte-Carlo simulation results of the ergodic mutual information from averaging over a large number of independent realizations of .
Given the Kronecker MIMO channel model for , the simulation settings used in this study are based on the following assumptions. First, the spatial correlation is generated from a uniform linear array with half wavelength spacing in a wireless scenario. The propagation path cluster is assumed to have a Gaussian power azimuthal distribution, which is characterized by the mean angle and the root-mean-square spread [16] . Second, the channel gain from to each receiving antenna and its LOS components are generated randomly. Third, the i.i.d. entries of 's are assumed to be of the form [52] , where are the phases modeled as i.i.d. uniform random variables over , and is the random amplitude drawn from a distribution with normalized mean power, i.e.,
. The typical probability distributions for modeling the amplitude behavior include the Rayleigh, Nakagami, and log-normal distributions [28] , [29] . Among them, the Nakagami distribution is arguably the most general model that embraces the Rayleigh distribution and those having longer tails. On the other hand, the log-normal distribution is well known to be a suitable model for slowly varying communication channels, e.g., indoor radio propagation environments.
To measure the fading severity of the channel model, we adopt the coefficient of variance (CV) as a performance metric, which is defined by [52] (45) with being the variance of . According to [52] , the variation in ergodic mutual information can be significant if the values of CV are different. Note that the CV for Rayleigh fading channels is 0.526 and any CV value much greater than this reference point indicates a severe level of fading. For Nakagami fading, fading is severe if the Nakagami -factor is very small. However, the -factor is greater than 0.5 [53] , which gives a possible range for the CV values only in . Therefore, we use the log-normal distribution to generate a fading channel with very severe fading by setting a large value for CV.
Under a different fading severity, Figs. 2 and 3 show the results of and for the cases with and , respectively. As we can see, when the number of antennas grows large (e.g., ) all curves almost overlap regardless of the distributions or the CV values. The ergodic mutual information is more sensitive to the type of distribution as well as the CV value for the scenarios with small number of antennas. Thus, this invariance phenomenon of the ergodic mutual information in the large-dimensional regime agrees with our analysis. Also, one can observe that the case exhibits less sensitivity to the type of distribution, even for a small number of antennas because half of the energy has contributed to the LOS components which has nothing to do with mitigating the fading distributions.
Next, we evaluate the variance of by numerical simulations. Using the same parameters as those in Fig. 2, Fig. 4 shows the empirical variances against CV when (dB). We observe that as the number of receive antennas grows large, the variance of becomes small, or the mutual information approaches to a deterministic value in the large-dimensional regime. The scenario with and particularly corresponds to typical SCNs, where the transmitter has a small number of antennas while the receiver is composed of large number of antennas. This validates the practice of the deterministic approximation in the SCNs.
The CLT of has been recognized for different models by Moustakas et al. [16] , Taricco [17] , and Hachem et al. [54] , [55] . Although the CLT is beyond the scope of this paper, we find it important to clarify some properties of the variance of . In the large system of interest (e.g., ), it is noted that the log-normal distribution undergoes the highest variance. In addition, the curves of variance diverge as the CV value increases. Clearly, the CV does not provide a proper metrology neither for the mean nor the variance of in the large system limit. 13 In this paper, we have shown that depends on the second moment of the variables 's. As a consequence, the mean of the mutual information is invariant to the type of fading distribution in the large system limit. Under a simpler model (where the correlation matrices are diagonal), it has been pointed out recently in [55] that the variance of mutual information depends not only on the second moment but also on the fourth moment of the variables 's. This conjecture might be true in the SCNs of interest but at present, the required CLT to address the cases where the correlation matrices are generally nonnegative definite and the channel entries are non-Gaussian is not at all understood.
In Section IV, although we have shown that the capacity-achieving input covariance matrices are independent of the fading distribution in the large-dimensional regime, their performances under the systems with a small number of antennas are of great interest. With Gaussian channel entries, Dupuy and Loubaton [13] showed that the input covariance design based on the large-system results can provide indistinguishable results to that achieved by the stochastic programming (or the Vu-Paulraj algorithm [49] ), even for the cases with a small number of antennas. It is important to know if such good characteristics still hold when the channel entries are non-Gaussian. Therefore, we perform some simulations to examine this.
For the asymptotic-optimal input covariance matrices , Algorithm 1 is used. For the capacity-achieving input covari- 13 The insightful finding is due to the associate editor A. Moustakas. ance matrices , the Vu-Paulraj algorithm based on the barrier method is used, in which the average mutual information and their first and second derivatives are calculated by Monte-Carlo methods with trials. Note that will vary according to the fading distributions, while is always invariant to all types of fading distribution. To test the robustness of , we first examine the case with , since in this case, the ergodic mutual information is more sensitive to the type of distribution. In Fig. 5 , we consider and evaluate when the input covariance matrices are and . For comparisons, the cases with are also plotted. As can be seen, the asymptotic approach provides indistinguishable results to that achieved by the stochastic programming regardless of the fading distributions. Next, in Fig. 6 , we consider the more general case with . Both the cases with and are examined. As expected, we can see that is robust not only to the system dimension but also to the fading distribution.
VI. CONCLUSION
This paper provided the deterministic equivalent of the Stieltjes transform to deal with the channel matrices of the SCNs where the entries of the MIMO channel matrix are no longer limited to be Gaussian distributed. Also, the correlation effects (caused by insufficient antenna spacing) and the LOS components are included in the analysis. Using the deterministic equivalent, we provided the deterministic equivalent of the ergodic mutual information and showed that the ergodic mutual information of the channel matrices under investigation is asymptotically independent of their distributions. We then determined the capacity-achieving input covariance matrices through the deterministic equivalent of ergodic mutual information. Several eigenstructures of the capacity-achieving input covariance matrices were revealed. In particular, we showed that the capacity-achieving input covariance matrices are universal in the asymptotic regime. Simulation results revealed that the input covariance design based on the large-system result performs well not only for systems with small dimension but also for various fading distributions.
Finally, it is important to note that all the arguments in this paper are expected to be held even if 's are generally nonnegative definite and , since several of our simulation results demonstrated this claim. However, at present, due to mathematical difficulties, such development is ongoing.
APPENDIX A PROOF OF THEOREM 2
A.1 Truncation, Centralization, and Rescaling:
We begin the proof of Theorem 2 by replacing the entries of and that of the spectral decompositions of with truncated (and centralized) variables. It suffices to prove that the difference between the ESD of and the one of truncated converges to zero with probability one because such convergence is equivalent to the convergence of their Stieltjes transforms.
We first follow a line similar to that in [22, Sec. 4 .3] to truncate the spectral decompositions of . For any nonnegative definitive matrix , introduce its spectral decomposition and the corresponding truncation as follows:
where denotes the th largest eigenvalues of and . Also, for the rectangular matrix , define its singular value decomposition and the corresponding truncation version as follows:
where is obtained from with each singular value being replaced by . Let denote the th largest singular value of . By Lemma 6 and iv) of Lemma 4, we get (46) shown at the bottom of the next page. The right-hand side of the inequality of (46) can be made arbitrary small if is large enough by Assumption 3. Therefore, we can assume that the eigenvalues of are bounded by a constant .
Next, we truncate and centralize the entries of . As pointed out at Remark 1, the assumption can be removed from Theorem 2 if 's have the same mean. For this reason, we do not make the zero mean assumption in the subsequent analysis. For each , let where and .
Also, define and
, and and (obtained from with replaced by and , respectively). By Lemma 6 and iv of Lemma 4, we obtain (47) where the last step can be obtained in the same way as in [22, Sec. 4.3.2] . Repeating the first inequality in (47) 
For convenience, we still use , , , and to denote those truncated and centralized matrices.
A.2 Proof of Step 1:
The aim in this section is to prove that for any (50) which, together with Borel-Cantelli's lemma, ensures Step 1. For ease of explanation, we prove the case with only but the similar procedure can be easily extended to the case with . For this reason, we omit the index in the following procedure.
Let denote the th column of , be the column vector with the th element being 1 and otherwise 0, and set (51) Furthermore, we find it useful to define (52) (53) 14 Note that .
where . Also, we use to denote conditional expectation given , so that and . Therefore, we have (54) where
In (54), we have used the resolvent identity (see Lemma 3), (51) and (46) Since the mathematical treatments for and are similar, we here consider only. Starting from the Cauchy-Schwartz inequality and then applying Lemma 2, we get Lemma 10 gives (56) Note that , , , and are all bounded. Hence, we have (57) Then, by Lemma 9, we can show that for any ,
where the second inequality follows from Lemma 7 and the last equality is due to (57 By applying the independence between and and using (56), (61), and (68), we have Therefore, using Lemma 9 with the above, we have, for any (69) Equation (50) then follows from (58), (60), and (69). The proof is complete.
A.3 Proof of Step 2:
As before, we will prove the case only and drop the unnecessary index in the sequel. To begin with, recall the definition: (70) (71) where and are matrices with entries satisfying (49) but is Gaussian. The aim here is to prove
The strategy is to use Lemma 1, the Lindeberg principle [35, Th. 2] .
In order to show (72) using Lemma 1, recall the definition:
where is any matrix such that the product exists. As such, we have and . Therefore, the proof of (72) is equivalent to evaluating . As pointed out at the end of the first paragraph of Appendix A, . Also we have . Therefore, in (22) . We next evaluate the second and third lines of (23) . To achieve this, we need to take the derivatives of with respect to the real and imaginary parts of the th entries of , respectively. Because the real and imaginary parts of are independent, all the results established in the real case can be directly applied for the complex case. Thus, without loss of generality, we deal with and with real entries only in order to present the formulas in a compact and succinct way.
To apply (23) (17) . Finally, we show in Appendix B.3 that with the additional assumptions, (88) can be strengthened to almost surely convergence as .
B.1 Proof of the Convergence of :
By Theorem 2 together with the dominated convergence theorem, we have (89) Let be the probability distribution whose Stieltjes transform is . Notice that [8] (90) Also, we notice the following equalities:
We will confirm these equalities later. From (91) and (92) The proof of (95) being the right-hand slide of (92) is similar to that in [8, Lemma C.1] and is therefore omitted. The proof of (16) is complete.
B.2 Explicit Expression of :
In this appendix, we will prove
or equivalently
The right-hand side of (97) can be reexpressed as (98) where is due to the resolvent identity (Lemma 3) and follows merely from the definitions of and . We then prove that (98) corresponds to the left-hand side of (97 is strictly convex with respect to . Also, it is easy to check that the constraints of (36) satisfy Slater's condition [48] . Therefore, the Karush-Kuhn-Tucker (KKT) conditions provide the necessary and sufficient conditions for optimality of (36) . Introducing Lagrange multipliers for the constraints , and multipliers for the constraints , we obtain the KKT conditions 17 (104) for . Applying the matrix inverse lemma, the first line of (104) can be rewritten as (105) 17 To obtain the first line of (104), one has to calculate the gradient of with respect to . It may seem involved because for are also functions of . However, one can show that the derivative of with respect to equals that of with respect to . This property has been adopted by several authors (see, e.g., [6] and [13] ).
where has been defined in (40) . As a result, the KKT conditions of (104) for each are identical to those of the maximization problems in (39) .
APPENDIX D MATHEMATICAL TOOLS
In this appendix, we provide some mathematical tools needed in the proof of Appendixes A-C.
Lemma 2 [56] : 1) Let and be any matrices such that the product exists and is a square matrix. Then i)
, ii) , iii) , iv .
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