Abstract Gradient methods are frequently used in large scale image deblurring problems since they avoid the onerous computation of the Hessian matrix of the objective function. Second order information is typically sought by a clever choice of the steplength parameter defining the descent direction, as in the case of the wellknown Barzilai and Borwein rules. In a recent paper, a strategy for the steplength selection approximating the inverse of some eigenvalues of the Hessian matrix has been proposed for gradient methods applied to unconstrained minimization problems. In the quadratic case, this approach is based on a Lanczos process applied every m iterations to the matrix of the most recent m back gradients but the idea can be extended to a general objective function. In this paper we extend this rule to the case of scaled gradient projection methods applied to nonnegatively constrained minimization problems, and we test the effectiveness of the proposed strategy in image deblurring problems in both the presence and the absence of an explicit edge-preserving regularization term.
The image formation process is an inverse problem that can be modeled as the following linear system
where y ∈ R n 2 is the observed data, x ∈ R n 2 represents an ideal, undistorted image to be recovered, A ∈ R n 2 ×n 2 is a typically ill-conditioned matrix describing the blurring effect, b is a known background radiation and η ∈ R n 2 is the noise corrupting the data. Because of the ill-conditioning affecting the problem and the presence of noise on the measured data, a trivial approach that seeks the solution of (1) is in general not successful; thus, alternative strategies must be exploited. Variational approaches to image restoration [33] suggest to recover the unknown object through iterative schemes suited for the following constrained minimization problem min
where J 0 is a continuously differentiable convex function measuring the difference between the model and the data. The definition of the function J 0 depends on the noise type introduced by the acquisition system. Particularly, in the case of additive white Gaussian noise the cost function is characterized by a least squares distance of the form
while, when the data are affected by Poisson noise the so-called Kullback-Leibler (KL) divergence is used:
y i ln
Due to the ill-posedness of the image restoration problem, one is not interested in computing the minimum points of J 0 in (3) or (4) because the exact solution of (2) does not provide a sensible estimate of the unknown image. For this reason, iterative minimization methods are usually exploited to obtain acceptable solutions by early stopping. Another technique to face up to this problem requires to exactly solve the following optimization problem min
where J R is a regularization term adding a priori information on the solution and β is a positive parameter balancing the role of the two objective function components J 0 and J R . A frequently used function for the regularization term is a smooth approximation of the total variation, also known in the literature as hypersurface potential (HS), defined as [1, 3] J HS R (x) = 1 2 n i,j=1
where
; ψ δ (t) = 2 t + δ 2 , δ > 0 and it has been assumed that x n+1,j = x 1,j and x i,n+1 = x i,1 . Both formulations of the imaging problem require an effective optimization method able to provide a meaningful solution in a reasonable time. Among all possible choices, first-order methods are particularly suited to deal with this kind of problems for several reasons. First, due to the large size of the images (which becomes a crucial issue especially in 3D applications), the handling of the Hessian matrix is an impractical task. Then, first-order methods are used to quickly achieve solutions with low/medium accuracy, which is a general requirement in imaging problems. Finally, when the optimization scheme is used as iterative regularization method to minimize the cost function (2) , an excessively fast converge makes the automatic choice of the stopping iteration a crucial issue, since a difference of few iterations from the one providing the best reconstruction can lead to substantial differences in the final images.
In this paper we extend to the case of a general scaled gradient projection method a steplength selection rule recently proposed by Fletcher [18] in the unconstrained optimization framework and we test its effectiveness in image deblurring problems. This rule is based on the estimate of some eigenvalues of the Hessian matrix which, for quadratic problems, can be achieved by means of a Lanczos process applied to a certain number of consecutive gradients. Since the scheme depends only on these stored gradients, it can be easily generalized to nonquadratic objective functions, and showed very competitive results in several benchmark problems with respect to other first-order and quasi-Newton methods. The extension to scaled methods and non-negatively constrained problems requires a generalization of the matrix with the back gradients accounting for the presence of both the scaling matrix multiplying the gradient and the projection on the non-negative orthant.
The resulting scheme consists in the storage of a set of scaled gradients (instead of the usual ones) in which some components of the gradients themselves are put equal to zero. Our numerical experiments on the non-negative minimization of the LS distance and the KL divergence show that the proposed approach is able to compete with standard gradient methods and other recently proposed schemes, providing in some cases good reconstructions with a significantly lower number of iterations. The plan of the paper is the following: in section 2 we recall the features of a scaled gradient projection method and, in particular, of the scaling matrix multiplying the gradient. In section 3 we focus the analysis on the choice of the steplength parameter and we describe state-of-the-art strategies and our proposed rule. In section 4 some numerical experiments on small quadratic programming (QP) and image deblurring least-squares problems are presented, while in section 5 we address the image deblurring problem with data perturbed with Poisson noise also by adding an edge-preserving regularization term in the objective function. Our conclusions are given in section 6.
Scaled gradient projection methods
A general scaled gradient projection (SGP) method [4] for the solution of
with J differentiable function, is an iterative algorithm whose (k + 1)-th iteration is defined by
where • D k is a symmetric and positive definite scaling matrix;
• P + (·) denotes the projection operator onto the non-negative orthant.
The scaling matrix D k is usually chosen according to the cost function J 0 and the regularization term J R . Following the approach proposed in [24, 25] , if J 0 and J R can be decomposed in the form
with U 0 , U R ≥ 0 and V 0 , V R > 0, then a possible scaling matrix is given by
where v/w is the componentwise ratio between v and w and the diagonal entries , 6] . We remark that the choice of a diagonal scaling matrix is preferable since in this case the projection on the nonnegative orthant is straightforward and does not require the solution of a further quadratic subproblem at each iteration. Since in general the imaging matrix A has non-negative entries, the gradients of the cost functions in (3) and (4) satisfy the decomposition in (9)
where 1 is the vector with all entries equal to 1. In a similar way, the negative gradient of the regularization term in (6) can be written as in (9) with [34] [U
The crucial task of speeding up the convergence of a scaled gradient projection method is generally assigned to the steplength parameter, which will be analyzed in the following section.
A new steplength selection rule
Once the scaling matrix has been fixed, the steplength parameter α k is chosen to encode some second order information to improve the converge rate of the scheme [6, 15, 17] . Possible choices are the two rules proposed by Barzilai and Borwein (BB) [2] for nonscaled gradient methods and extended by Bonettini et al [12] to account for the presence of a scaling matrix D k . These rules arise from the approximation
−1 in the following way:
The resulting values becomes
, which reduce to the standard BB rules when D k is equal to the identity matrix I for all k (in the following, we will denote by GP a nonscaled gradient projection method). Several alternating criteria of the two BB rules have been proposed to improve the convergence rate, as the adaptive steepest descent method [36] , the adaptive Barzilai-Borwein (ABB) method [36] and its generalizations ABB min1 and ABB min2 provided by Frassoldati et al [19] . The aim of this paper is to realize an accelerating strategy for the SGP method through the generalization of a steplength selection rule recently suggested by Fletcher [18] in the unconstrained optimization framework. For unconstrained minimization problems, theoretical considerations, confirmed by numerical experiments, showed the efficacy of this rule in improving the performances of first-order algorithms compared to the choice of a single BB value. This analysis encouraged us to investigate the possibility of extending the Fletcher's scheme to the case of constrained optimization in order to use this innovative idea for scaled gradient projection method of the type (8) , particularly in image deblurring applications.
The new approach proposed in [18] consists of a new limited memory scheme to select the steplength in the steepest descent methods. In particular, a limited number m of back values of the gradient vectors
is stored in memory together with a (m+1)×m matrix Γ containing the reciprocals of the corresponding last m steplengths
The sequence of steepest descent iterations is divided into groups of m iterations, that Fletcher called sweeps. In every sweep, m different steplengths are needed: these are chosen equal to the reciprocals of the eigenvalues of the matrix Φ defined as
where G T G = R T R denotes the Cholesky factorization of the matrix G T G, under the assumption that the columns of G are linearly independent, and r is the solution on the linear system
. In [18] the author proved that, in the case of quadratic optimization, the eigenvalues of the matrix Φ (known in the literature as Ritz values) give some second derivative information about the problem because they are distinct estimates of the eigenvalues of the objective function Hessian matrix. Indeed, in that case Φ is a tridiagonal matrix coming from the application of m iterations of the Lanczos process initialized with the vector g [20] . This approach results interesting because of the so-called finite termination property: if the eigenvalues of the Hessian matrix, ξ 1 , . . . , ξ n 2 , are known and if
For a general objective function, Φ is upper Hessenberg and the Ritz-like values are obtained by computing the eigenvalues of a symmetric and tridiagonal approximation Φ of Φ defined as
where diag(·) and tril(·, −1) denote the diagonal and the strictly lower triangular parts of a matrix. Possible negative eigenvalues of the resulting matrix are discarded before using this set of steplengths for the next iterations. Several numerical experiments [18] , for both quadratic and nonquadratic test problems, demonstrate that this new steplength selection rule is able to improve the convergence rate of steepest descent methods with respect to other, often used, possibilities for choosing the steplength. Motivated by these promising results and taking into account that the convergence for the scaled gradient projection method (8) is guaranteed for every choice of the steplength in a bounded interval [4] , we tried to exploit the Fletcher's steplength selection rule in the algorithms used for constrained optimization. In the extension of the original scheme to the SGP method, the main change is the definition of a new matrix G that generalizes the matrix G in (11) . In particular, we have to consider two fundamental elements: the presence of the scaling matrix multiplying the gradient direction and the projection onto the feasible set. As concerns the former issue, we exploit the remark that each scaled gradient iteration can be viewed as a usual gradient iteration applied to a scaled objective function by means of a transformation of variables of the type
, where the notation D
1/2
indicates the square root matrix of D. This idea led us to store at each iteration the scaled gradient
. The non-negativity constraint is addressed by looking at the complementarity condition of the KKT optimality criteria [27] , for which the components of the gradient related to inactive variables of the solution have to vanish. To this aim, we stressed the minimization over these components by storing the vectors g (k) whose j-th entry is given by
Driven by the previous considerations, our implementation of the Fletcher's rule for the constrained case is based on the following choice for the matrix G:
As concerns the computational cost of the steplength derivation, each sweep (i.e., each group of m iterations) requires the computation of the m scaled gradients 
are straightforward. It is worth noting that the computation of either the BB1 or the BB2 steplength for m iterations needs 3m vector-vector products. Therefore, if we assume for example m = 3, then both the generalization of the limited memory approach and each BB steplength can be computed in O(9n 2 ) products, while the computational cost grows up to O(18n 2 ) for any alternating strategy of the two BB rules. In the next sections we present the benefits that can be gained by using the steplength selection rule based on the Ritz values adapted to the constrained optimization in the image reconstruction framework.
Numerical experiments -quadratic case
In this section we report the results of several numerical experiments we carried out on constrained QP problems in order to validate the efficacy of the limited memory selection rule. First we show few tests on the minimization of a quadratic function of 20 variables, with the analysis of the behaviour of three steplengths when varying some features of the optimization problem. Then we present realistic experiments of imaging problems with a comparison of several scaled and nonscaled gradient projection methods.
Quadratic problems
The aim of this section is to investigate possible dependencies of the results provided by a (S)GP method with different steplengths on the features of the quadratic problem to be addressed, as the distribution of the eigenvalues of the Hessian matrix A, the number of active constraints and the condition number. Therefore, we built up some ad hoc tests to evaluate different selection rules for different choices of these parameters of the problem. In particular, we consider the minimization problem min
where:
• we chose a vector ξ ∈ R 20 and we defined the matrix A as Qdiag(ξ)Q T , where Q is an orthogonal matrix obtained by a QR factorization of a random matrix;
• we defined randomly the set Ia ⊆ {1, . . . , 20} of na active constraints;
• we defined the vector of Lagrange multipliers µ ∈ R 20 by setting
In a similar way, we defined the solution of the problem
• we defined the vector y = Ax * − µ.
The generalization of the limited memory (Ritz) steplength to the constrained case has been compared to the ABB min1 and BB1 values, where in the former case we used the generalized rule accounting for a variable τ proposed in [12] . For all the three algorithms we exploited both a monotone and a nonmonotone linesearch [21] to determine the parameter λ k . In the latter case, the sufficient decrease at each iteration is evaluated with respect to the maximum of the objective function on the last M = 10 iterations. In the limited memory rule, the number m of back stored gradient has been set equal to 3. Following [18] , we started by considering ξ = ((
) 19 ) and we investigated possible choices of the scaling matrix for the minimization problem (14) . The number of active constraints has been set equal to 8. We remark that, since A in our tests has also negative entries, the scaling matrix provided by the splitting of ∇J LS 0 is not applicable. Possible scaling matrices are given by: S1) the inverse of the diagonal of A: D P R k = diag (1/diag(A)), which for the quadratic case is equivalent to apply a nonscaled gradient projection method to a preconditioned version of the minimization problem; S2) the scaling matrix proposed by Coleman and Li [13] for interior trust region approaches applied to nonlinear minimization problems subject to box constraints:
The diagonal entries of all the scaling matrices have been projected in the range [10 −5 , 10 5 ] to guarantee the convergence of the schemes. In order to avoid the dependency of the analysis on the stopping criterion used, in Table 1 we reported the number of iterations required by the different algorithms to reach a relative reconstruction error (RRE)
lower than prefixed thresholds (e.g., 10 −4 , 10 −6 , 10 −8 ). The performances with a trivial scaling matrix are also reported. From the information provided in Table 1 and shown graphically in the top left panels of Figures 1 and 2 we can see that the choice of the steplength provided by the limited memory rule is able to reduce substantially the number of iterations required to reach a given accuracy, with maximum gains of more than 30% of iterations with respect to the ABB min1 strategy. The BB1 steplength seems to be less effective in all cases. As concerns the comparison between the scaling matrices, the best performances are obtained with the two stationary choices (i.e., the identity or the inverse of the diagonal of A), while the XK and in particular the CL scaling matrices exhibit a clear slower convergence rate. In the following tests, we used the nonscaled GP algorithm and we analyzed the behaviour of the schemes for:
• different values of the number of active constraints na: 1, 8, 18. The results are shown in Table 2 the maximum value. The results are reported in Table 3 Table 4 and in the bottom right panels of Figures 1 and 2 .
The different numerical experiments we carried out lead to similar conclusions. In fact, if the ABB min1 and BB1 steplengths overtake each other according to the features of the problem, the values provided by the limited memory rule allow a systematic reduction of the iterations required. A further interesting feature that we noticed in all our tests (but we did not reported in the results of the paper for practicality reasons) is that the lower number of iterations required by the proposed rule is always combined with the faster recovery of the active set of the solution. 
Imaging problems
In this section we consider a general image reconstruction problem with data perturbed by Gaussian noise and we address the corresponding constrained minimization problem (7), with J ≡ J LS 0 , by means of the following algorithms:
• the nonscaled gradient projection method equipped with either the adaptive BB rule (GP ABB min1 ) or the new limited memory steplength selection rule (GP Ritz); • the scaled gradient projection method equipped with the scaling matrix (10), with β = 0 and V 0 ≡ V LS 0 , and either the adaptive BB rule (SGP ABB min1 ) or the new limited memory steplength selection rule (SGP Ritz);
• the iterative space reconstruction algorithm (ISRA) [16] , one of the most exploited method in the literature to deal with the image deblurring problem related to Gaussian noise. ISRA can be seen as a scaled gradient method with constant steplength equal to 1, since its (k + 1)-th iteration is defined by
We point out that, for the (S)GP ABB min1 approaches, we adopted the modification of the ABB min1 rule exploited e.g. in [29, 30] , in which the first 20 steplengths have been chosen equal to the BB2 ones to avoid huge steps at the beginning of the minimization process. Moreover, for all algorithms a monotone linesearch has been adopted to determine the parameter λ k . The performances of these methods have been assessed in a comparison with the gradient projection extrapolation (GP Extra) method [5] , which has the form
where x (−1) = x (0) and η k ∈ (0, 1). We will assume that
where the sequence {θ k } satisfies θ 0 = θ 1 ∈ (0, 1] and
The following proposition on the iteration complexity of the GP Extra scheme holds true [5] .
n , where X * is the set of minimizers of J over the feasible set. Assume that ∇J is Lipschitz continuous with Lipschitz constant L, X * is nonempty and J * is the minimum of J. Let {x (k) } be a sequence generated by the algorithm (15), where α = 1 L and η k satisfies Eqs. (16)- (17) . Then lim k→∞ d(x (k) ) = 0 and
We remark that the function J 
where ξmax(X) indicates the maximum eigenvalue of X. The test problems here considered are generated by convolving the original 256 × 256 images, shown in the first row of Figure 3 and denoted by A, B, C, with a point spread function (PSF) and perturbing the results with additive Gaussian noise with zero mean (we assume that no background radiation is present). The PSF we adopted is a simulation of a ground-based telescope and can be downloaded from the website http://www.mathcs.emory.edu/∼nagy/ RestoreTools/index.html. For each of the considered images, we show the blurred and noisy data used in the experiments in the second row of Figure 3 . Table 5 reports the minimum RREs and the numbers of iterations required to provide the minimum error, together with the execution times. We remark that, for the GP Extra, the steplength α has been chosen as the reciprocal of the value suggested in (18) at each iteration. We show in Figure 4 the RRE (as a function of the number of iterations) and the decrease of the objective function provided the different methods for the test problem B, but we appreciated an analogous behavior also from the analysis of problems A and C. To illustrate an example of reconstruction quality provided by a gradient projection method we show the recovered images for test problem C in Figure 5 . The experiments carried out in section 4.1 are intrinsically different from the tests on imaging problems, since here we do not ask a method to approximate as fast as possible the solution of the minimum problem, but we look for methods which, starting from a given x (0) , are able to generate a route toward a minimizer of the objective function which passes as close as possible to the original image. The main difference between the two sets of results we obtained is that, in image reconstruction problems, the presence of the scaling matrix has a positive effect (see also [7, 14] ), as attested by both the lower RREs and the reduced number of iterations needed by the SGP ABB min1 and SGP Ritz methods with respect to their nonscaled versions GP ABB min1 and GP Ritz. The constant behaviour noticed on the several tests is that the iterations required by the steplength defined by the limited memory approach are again fewer than those of the alternated scheme, and comparable with a state-of-the-art method as the GP Extra algorithm. It is worth noting that the decrease of the objective function exhibited by the GP and SGP approaches is very similar to that of the GP Extra method, whose iteration complexity has been proved to be O(1/ √ ε) (see Proposition 1). Nevertheless, besides the product A T Ax (k) which has to be computed at each iteration by all the algorithms, we have to remark that the GP Extra does not require any additional vector-vector product, with a result of a faster execution time even in cases in which a higher number of iterations are required to provide the best reconstruction (see Table 5 , problems A and C). For the case of image reconstruction problems with data affected by Poisson noise, we evaluated the utility of the limited memory steplength selection rule in both the presence and the absence of an explicit regularization term in the objective function.
Approach without regularization terms
In this section the minimization of the KL-divergence defined in (4), subject to non-negative constraints, on two datasets has been studied. We considered two objects of different size: the 256 × 256 spacecraft image (used also in the Gaussian noise discussion) and a 512 × 512 microscopy phantom representing a micro-tubule network inside the cell [28] . The blurred and noisy images have been obtained by convolving the original images with the PSF described in the previous section, adding a constant background equal to 100 and 1, respectively, and by perturbing the result of the convolution with Poisson noise. Figure 6 reports the images of the spacecraft and phantom datasets, indicated by D and E. In our tests on Poisson data we excluded the GP Extra algorithm since a) the extrapolation step might generate a vector x (k) outside the domain of the KL divergence, and b) only an upper bound of the Lipschitz constant for ∇J KL 0 is available [23] . The minimum error reached by the compared methods and the corresponding number of iterations and execution time needed to recover an approximation of the true image have been reported in Table 6 . We also show the results obtained with the Richardson-Lucy (RL) algorithm [26, 31] , which is the strategy commonly used in the literature to treat image reconstruction problems with Poisson data and whose (k + 1)-th iteration is defined by
As shown in the previous equation, also the RL algorithm can be viewed as a scaled gradient method with constant steplength equal to 1. We remark that, for all the considered methods, the main computations for each iteration are the two matrix-vector products Ax (k) and A T (y/(Ax (k) + b)), which require 4 FFTs if periodic boundary conditions are assumed [22] . The reconstruction error behavior and the decrease of the objective function generated by the different algorithms in solving test problem D can be appreciated in Figure 7 , while in Figure 8 we report the reconstructions of object E provided by RL and the SGP methods. 
Edge-preserving regularization
The last numerical results we describe have been obtained by solving the regularized minimization problem (5) with the HS term defined in (6) on the dataset, called F, shown in Figure 9 . The original image is the 256 × 256 Cameraman used in several papers. The values of the original image are in the range [0, 1000] and the background term has been set to zero. The corrupted data has been generated by convolving the object with a Gaussian PSF with standard deviation equal to 1. and adding Poisson noise. For these tests, we compared the two SGP approaches with other two recent methods, namely:
• the PIDSplit+ algorithm [32] , which is an alternating direction method of multipliers (ADMM) specifically tailored for the non-negative minimization of the KL functional with the addition of the total variation regularization term; • the alternating extragradient method (AEM) [10] , which is a strategy for saddle point problems which applies to the minimization of a sum of convex functions reformulated in primal-dual form.
The original schemes have been suitably adapted by ourselves to account for the presence of the smoothing parameter δ in the HS regularization term. Few remarks on the computational cost of a single iteration for these two approaches are necessary for a more reliable comparison of the results. As in the non regularized case, all the methods need the computation of two matrix-vector products involving A and A T . In addition, the PIDSplit+ algorithm requires the solution of a n 2 × n 2 linear system, which can be computed by means of two FFTs exploiting the structure of the coefficient matrix [32] . As concerns AEM, the additional number of matrix-vector products depends on the backtracking procedure needed to set the steplength parameter. We have to remark that AEM is a fully automatic scheme (i.e., all its parameters are self-tuned) while PIDSplit+ depends on a user supplied parameter γ whose choice strongly influences its convergence behaviour (see e.g. [11] ). We arbitrarily fixed the parameters β = 0.0045 and δ = 0.1, and we performed 10000 AEM iterations to get an approximate solution x * β,δ . Then we run SGP ABB min1 , SGP Ritz and PIDSplit+ (with the value of γ set equal to 50/β as in [32] ) and took note of the first iterations when the relative Euclidean distance
was below certain thresholds (e.g., 10 −2 , 10 −3 and 10 −4 ). Table 7 shows those numbers of iterations together with the corresponding reconstruction errors (i.e., the relative Euclidean errors between the k-th iterate and the true object) and execution times. Figure 10 reports the difference between the reference value J(x * β,δ ) and the values of the objective function during the iterative procedure obtained by applying AEM, SGP ABB min1 , SGP Ritz and PIDSplit+. The plots of the distances (19) as functions of the iterations are also shown. The presence of a HS regularization term in the objective function leads to similar conclusions with respect to the non regularized problems. In fact, the combination between SGP and the limited memory steplength allows again a substantial reduction of the iterations without losing in accuracy, and results to be comparable with more elaborated strategies requiring a heavier cost per iteration. 
Conclusions
In this paper we considered a first-order method for the minimization of nonnegatively constrained optimization problems arising in the image reconstruction field, and we introduced a new strategy for the steplength selection which generalizes a rule recently proposed in the unconstrained optimization framework. The steplength value is based on the storage of a limited number of back gradients and we showed how it can be extended to account for the presence of both a scal-ing matrix multiplying the gradient of the objective function and a non-negative constraint on the pixels of the unknown image. We first tested our rule in the minimization of a quadratic function with different features, and we showed that the limited memory steplength is extremely competitive with respect to state-ofthe-art BB-like choices. Similar conclusions can be drawn up by the numerical experiments we carried out on image reconstruction problems where the measured images are affected by either Gaussian or Poisson noise. Thanks to the significant reduction of the iterations achievable by the proposed steplength, in our future work we will consider the application of our new scheme to real-world imaging problems, as the reconstruction of X-ray images of solar flares starting from the emitted radiation [8, 9] and the deblurring of conventional stimulated emission depletion (STED) microscopy images of sub-cellular structures in fixed cells [35] . A parallel implementation of the algorithm will be also developed to further cut down the computational cost of the reconstruction procedure.
