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Summary 
This paper first establishes a new core theorem using the concept of generated payoffs: 
the TU (transferable utility) core is empty if and only if the maximum of generated 
payoffs (mgp) is greater than the grand coalition’s payoff v(N), or if and only if it is 
irrational to split v(N). It then provides answers to the questions of what payoffs to split, 
how to split the payoff, what coalitions to form, and how long each of the coalitions will 
be formed by rational players in coalitional TU games. Finally, it obtains analogous 
results in coalitional NTU (non-transferable utility) games. 
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1. Introduction 
In cooperative game theory with transferable utilities (TU), the previous literature has 
focused on the question of how to split the grand coalition’s payoff. This paper begins by 
asking a fundamentally different question: Is it always rational to split the grand coalition’s 
payoff? If the answer is no, then in what games is it irrational to split the grand coalitional 
payoff? 
The paper provides conclusive answers by exploring the possibility that players could 
achieve payoffs higher than the grand coalition’s payoff, denoted as v(N).  Such exploration 
leads to the maximum of generated payoffs (mgp) for coalitional TU games and leads to the 
equivalence among three arguments: i) it is irrational to split v(N); ii) mgp is greater than 
v(N); and iii) the core of the game is empty.  In other words, core existence in coalitional TU 
games can be understood by the rationality of splitting v(N), in addition to the known result 
that it is balanced (Bondareva [1962], Shapley [1967]) and that its v(N) is greater than the 
minimum no-blocking payoff (mnbp, Zhao [2001]).  Because game theory is the study of 
players’ rationality, and because it is irrational to split v(N) in games with an empty core, the 
equivalence between empty core and the irrationality of splitting v(N) suggests the need to 
modify previous studies on splitting v(N), which has far-reaching implications for future 
research in cooperative game theory.  In particular, it suggests that future research on core 
enlargements (such as stable set, bargaining set, etc.) should focus on partition function 
games, because such non-core splits of v(N) violate players’ rationality in coalitional games. 
The discovery of new generated payoffs allows us to answer four other (perhaps more 
important) questions: What payoffs will be split? How will the payoff be split? What 
coalitions will be formed? and How long will each of the coalitions be formed by rational 
players in coalitional TU games?  Briefly answering these questions (in order), players will   3
split the game’s maximal payoff (mp), defined as the larger of v(N) and mgp; the set of stable 
splits of mp is equal to the core if it is rational to split v(N) (i.e., mgp≤v(N)) and equal to the 
optimal set for mnbp if otherwise (i.e., mgp>v(N)); players will form coalitions in those 
minimal balanced collections that generate the game’s mp; and each coalition in the formed 
collection will be formed for a length or percentage of time determined by the collection’s 
unique balancing vector. 
Finally, the paper obtains analogous results in coalitional non-transferable utilities 
(NTU) games.  Due to the generality of non-transferable utilities, some of the NTU results 
are weaker than the corresponding TU results.  In particular, the irrationality of choosing 
from the grand coalition’s payoff set is only sufficient for an empty NTU core, although the 
irrationality of splitting v(N) is both necessary and sufficient for an empty TU core. 
  The rest of the paper is organized as follows.  Section 2 reviews the known core 
results, section 3 studies the generated payoffs and reports a new core theorem, and section 4 
studies the maximal payoff and establishes the coalition formation theory.  Section 5 obtains 
analogous results in coalitional NTU games, section 6 concludes, and the appendix provides 
the proofs. 
2. Description of the Problem 
This section reviews the concept of the core and its known existence results in 
coalitional TU games.  Let N = {1, 2, ..., n} be the set of players, and N = 2
N be the set of all 
coalitions.  A TU game in coalitional form (or characteristic form), given below,  
(1)  Γ = {N, v(.)}, 
is a set function v: N → R+ with v(∅) = 0, which specifies a joint payoff v(S) for each 
coalition S ∈ N.  We use a lowercase v in v(.) to define the above TU game (1), and an   4
uppercase V in V(.) to define coalitional non-transferable utility (NTU) games in section 5.   
A payoff vector is any x = (x1,…, xn)∈ R
n
+, with xi as player i’s payoff for each i∈ N.   
Let X(v(N)) = {x∈ R
n
+ |Σi∈Nxi = v(N)} denote the set of payoff vectors that are splits of v(N), 
which is often called the preimputation or preimputation space (see Maschler [1992] for 
surveys). Given S∈N, a split x∈X(v(N)) is unblocked by S if it gives S no less than v(S) (i.e., 
Σi∈Sxi ≥ v(S)), and it is in the core (or a core vector) if it is unblocked by all S≠ N.  Denote the 
set of all core vectors for the game (1) as 
 (2)  c(Γ) = {x∈ X(v(N)) | Σi∈Sxi ≥ v(S) for all S ≠ N}. 
We use a lowercase c in c(Γ) to denote TU core and an uppercase C in C(Γ)  to 
denote NTU core in section 5.  Given the game (1), Bondareva (1962) and Shapley (1969) 
showed that its core is non-empty if and only if it is balanced.  A balanced game is defined 
below. 
Given a collection of coalitions B = {T1, ..., Tk} and a player i∈N, the subset of 
coalitions that include i as a member is B (i) = {T∈ B | i∈T}.  B is a balanced collection (or 
balanced) if it has a balancing vector, which is a k-dimensional positive vector w∈R
k 
++ such 
that ΣT∈B(i)wT = 1 for each i∈N.  A balanced collection can be interpreted as a balanced 
assignment for assigning n students into k (1< k < n) Internet chat rooms (i.e., coalitions or 
discussion groups).  Suppose that each student has one unit of total connection time (= 100 
minutes) and could simultaneously join several chat rooms through several connections (i.e., 
by simultaneously logging onto several computers). 
Define an assignment as a pair (B, w) of chat rooms and opening times, where B = 
{T1, ..., Tk} is the set of chat rooms (Tj ≠ ∅, all j), and for each T∈ B,  wT > 0 is the length (or 
percentage) of time during which chat room T opens (i.e., it opens for 100× wT minutes).  The   5
set of chat rooms assigned to each student i is B(i) = {T∈B|i∈T}, so i’s total participating 
time is ΣT∈B(i)wT.   Then, (B, w) is a balanced assignment if ΣT∈B(i)wT = 1 for all i.  In words, a 
balanced collection is a balanced assignment such that the total participation time for each 
student is precisely 100 minutes.  Now, the game (1) is balanced if Σ T∈BwTv(T)  ≤ v(N) holds 
for each balanced B  with balancing vector w. 
The equivalence between balancedness and the non-empty core was proved by 
applying the duality theorem to the following linear programming problem (see Myerson 
[1991], pp. 432-433, and Kannai [1992], pp. 360-361):1 
(3)  Min {Σi∈Nxi | x∈ R
n
+; Σi∈S xi ≥ v(S) for all S ≠ N, and Σi∈Nxi = v(N)}. 
The minimum no-blocking payoff (mnbp) for game (1) is defined as 
(4)  mnbp = Min {Σi∈Nxi | x∈ R
n
+; Σi∈S xi ≥ v(S) for all S ≠ N}. 
The equivalence between v(N)≥ mnbp and non-empty core (Zhao [2001]) is a refinement of 
the intuition that the core will be non-empty if v(N) is sufficiently large.2  One advantage of 
the  mnbp method is that it characterizes the core’s interior: the core has a non-empty 
(relative) interior if and only if mnbp< v(N) holds.   
  Although the minimization problem (4) for mnbp differs from (3) only in that the 
grand coalition’s constraint is removed, their duality results have completely different 
                                                 
1   Alternatively, it can be proved by applying the convex hyperplane separation theorem, which leads to the 
duality theorem for (3).  Because the objective of (3) is the constant v(N), its optimal and feasible sets are 
identical, which coincides with the core.  By the duality theorem, c(Γ) ≠ ∅  is equivalent to that the dual 
problem’s objective is bounded by v(N), or that the game is balanced. 
2   To see such intuition, let the vertical axis denote v(N), and fix all v(S), S≠N.  Now, start with a large v(N) 
(so its core is non-empty) and keep reducing v(N).  The core will eventually become empty after v(N) falls 
below a critical value, which is equal to the above mnbp. 
   6
implications.  As readers will see in the next two sections, the duality theorem for (4) not 
only provides a new argument for core existence, but it also answers four other (perhaps 
more important) questions: What payoffs will be split? How will the payoff be split? What 
coalitions will form? and How long will each of these coalitions be formed by rational 
players in our game (1)? 
3.   The Maximum of Generated Payoffs and a New Core Theorem 
In what games is it irrational to split v(N)?  Let us begin with an inessential game in 
which v(N) < Σi∈Nv(i).3   Will rational players split v(N) in this game?  The answer is no, 
because players together are better off by splitting Σi∈Nv(i), instead of v(N).     
Similarly, rational players will not split v(N) in games in which there is a partition Δ 
such that v(N) < gp(Δ) = ΣS∈Δv(S), where gp(Δ) = ΣS∈Δv(S) is the payoff generated by the 
partition Δ.4  Moving further along this line of argument, we define the payoff generated by a 
minimal balanced collection5 and the mgp as below:     
Definition 1: Given game (1) and a minimal balanced collection B with its unique 
balancing vector w, the payoff generated by B is given by gp(B)=Σ T∈BwTv(T), and the 
maximum of generated payoffs (mgp) is given by 
(5)  mgp = mgp(Γ)= Max {gp(B) | B ∈ B}, where 
(6)  B = {B = {T1, ..., Tk} |N∉ B, B is a minimal balanced collection} 
denotes the set of all minimal balanced collections. 
                                                 
3   We simplify v({i}) as v(i), v({1,2}) as v(12).  Similar simplifications apply to other coalitions.   
4   Such payoffs from a partition have been studied for other purposes. For example, Guesnerie and Oddou 
(1979) and Sun et al. (2005) studied the c-core or C-stable set, and Zhou (1994) studied his bargaining set.  
5   A minimal balanced collection is a balanced collection such that no proper subcollection is balanced.  One 
can show that a balanced collection is minimal if and only if its balancing vector is unique.   7
 The definition considers only minimal balanced collections, because a non-minimal 
balanced collection is the union of minimal balanced collections.  To ameliorate the 
conceptual difficulty in understanding how a balanced collection could generate the payoff 
gp(B)=Σ T∈BwT v(T), consider again the problem of assigning n students into k Internet chat 
rooms, and treat each v(T) as the payoff per unit of time each chat room Τ receives from 
advertisers, which also can be understood as the number of visits that T receives per unit of 
time.  Then, the total payoff generated by a balanced assignment (B, w) is equal to 
gp(B)=Σ T∈BwT v(T), which is equal to the sum of individual payoffs under the equal-share 
rule.6   The following example illustrates such generated payoffs and the irrationality of 
splitting v(N) in games with mgp > v(N). 
Example 1 (Internet Assignment Problem): n= 3, v(1) = v(2)= v(3)=0, v(12) = 
v(23) = v(13) = v(123)= $1000.  The five minimal balanced collections (excluding {N}) are 
the four partitions and B5 = {12, 13, 23} with a balancing vector {0.5, 0.5, 0.5}.  By (5), mgp 
= gp(B5) = $1500.  The revenue of opening the grand chat room N = {1,2,3} for 100 minutes 
is $1000, and the revenue of opening each of the two-member chat rooms for 50 minutes is 
mgp = $1500 > v(N) = $1000.  Hence, it is irrational to split v(N) = $1000 in this game, 
because they could split mgp = $1500. 
Readers could treat Example 1 as the voting game after dividing each v(S) by 1000 
and could predict that a player will form an alliance with each of the other two players for 
half of the time.  This can be completed through a dynamic or virtual process in which a 
                                                 
6  Under the equal-share rule, each student i∈T receives v(T)/|T| per unit of time by participating in chat 
room T.   Because each chat room T in B  is opened for wT units or percentage of the time, i’s payoff from (B, 
w) is equal to v(i,B) = ΣT∈B(i)wTv(T)/|T|, and the sum of these payoffs are Σi∈Nv(i,B) = Σi∈NΣT∈B(i)wTv(T)/|T| = 
ΣT∈BwTΣi∈Tv(T)/|T| = ΣT∈BwTv(T) = gp(B). 
   8
player is able to spend one half of his life before (or after) the game or spend two halves of 
his life simultaneously.  Although imaginative, such a process is consistent with empirical 
evidence.  In China’s three-kingdom period (220-280 A.D.), for example, two players (Wei 
and Wu) lived long before the famous three-kingdom game was played.  
Denote the maximal (or optimal) set for the above (5) as B0 given below:   
(7)  B0 = B0 (Γ) = {B∈B| gp(B)= mgp} = Arg-Max{gp(B)|B∈B}. 
For each maximal collection B∈B0 with its unique balancing vector w, it will generate the 
game’s mgp when each T∈B  is formed for wT units (or percentage) of the time. 
Note that computing the above mgp is not an easy task for a large n, because the 
number of minimal balanced collections is much larger than the Bell number (i.e., the 
number of all partitions).7  However, as shown in Theorem 1 below, one can obtain mgp by 
solving the simpler minimization problem (4) instead of solving (5), because the two 
problems are dual to each other. 
Theorem 1: Given game (1), the maximization problem (5) for mgp is dual to the 
minimization problem (4) for mnbp, so mgp = mnbp holds.   
Theorem 1 is proved in the appendix.  Theorem 1 leads directly to three equivalent 
core theorems given below: 
Theorem 2: Given game (1), let its core, mnbp, and mgp be given in  (2), (4), and (5), 
respectively.  Then, c(Γ) ≠ ∅  is equivalent to each of the following three claims:  
(i) the game is balanced (Bondareva [1962], Shapley [1967]); 
(ii)  mnbp(Γ)≤ v(N) (Zhao [2001]); and 
                                                 
7   Peleg (1965) provides an algorithm for finding all minimal balanced collections.  The Bell number (i.e., the 
number of all partitions) is the sum of Sterling numbers of the second kind.  For n = 1, 2, …, 10, their Bell 
numbers are, respectively: 1, 2, 5, 15, 52, 203, 877, 4140, 21147, 115975.   9
   (iii) v(N) ≥ mgp(Γ). 
To summarize, there are now three necessary and sufficient empty-core arguments:  
the game is unbalanced, v(N) is below mnbp, and it is irrational to split v(N).  This indicates 
that previous results for splitting v(N) will be irrational whenever the core is empty, and it 
suggests the need to modify all previous studies on splitting v(N), including the more than 10 
chapters on core and values in the handbook of game theory (Aumann and Hart [1992]).  In 
particular, it suggests that future research on core enlargements (such as stable set, 
bargaining set, etc.) should focus on partition function games, because such splits of v(N) are 
outside of the new core (see next section) that is always non-empty in coalitional games. 
4.   The Maximal Payoff and Coalition Formation in Coalitional TU Games 
The previous section shows that rational players will not split v(N) in games with an 
empty core.  Then, what payoffs will rational players split in games with an empty core?  We 
propose that they will split the maximal payoff defined below:  
Definition 2:  The maximal payoff (mp) for game (1) is given by 
(8)  mp = mp(Γ) = Max {mgp, v(N)}, 
where mgp = mgp(Γ) is the maximum of generated payoffs given in (5).     
It is straightforward to see that mp = v(N) if c(Γ) ≠ ∅, = mgp > v(N) if c(Γ) = ∅.  
Because it is rational to split v(N) = mp if c(Γ) ≠ ∅, and mgp = mp >v(N) if c(Γ) = ∅, 
rational players will always split a game’s maximal payoff given in (8), and this answers the 
question of what payoffs will be split. As shown in Example 1, our three students will split 
the game’s maximal payoff of mp = $1500, instead of v(N) = $1000.  
Next, consider the question of how to split the maximal payoff. Let the optimal set for   10
mnbp in (4) be denoted as Y given below:   
(9)  Y = Y(Γ) = Arg-Min{Σi∈Nxi | x∈Rn
+, Σi∈S xi ≥ v(S) for all S≠N}, 
which is the set of splits of mgp (i.e., Σxi = mnbp = mgp) that possibly can be blocked only 
by the grand coalition N, because each x ∈ Y(Γ) satisfies the rationality for all S≠N and all B 
∈B.  Given x∈ Y(Γ), its stability falls into the following three cases: 
Case 1.  mgp > v(N), or c(Γ)= ∅.  In this case, x is stable against all deviations, 
because no coalition S (including N) or any minimal balanced collection B can block it.   
Case 2.  mgp = v(N), or c(Γ)≠ ∅ and Int c(Γ) = ∅, where Int c(Γ) is the (relative) 
interior of the core.  In this case, x also is stable against all deviations, because Y(Γ) = c(Γ). 
Case 3.  mgp < v(N), or Int c(Γ) ≠ ∅.  In this case, x is clearly unstable because it 
violates the grand coalition’s rationality (i.e., Σxi = mgp<v(N)). 
The above discussions indicate that the set of stable splits of mp is equal to the 
optimal set Y(Γ) if mgp= mnbp> v(N), and the core if mgp= mnbp≤ v(N).   
Finally, consider the question of what coalitions will be formed.  Because rational 
players will split the game’s maximal payoff, coalitions formed by rational players will 
support the maximal payoff.  By the above properties of mp, rational players will form the 
grand coalition if v(N) ≥ mgp= mnbp and the minimal balanced collections in B0 in (7) if 
v(N) < mgp = mnbp.  The unique balancing vector for the formed minimal collection 
answers the question of how long will each of these coalitions be formed. 
The next theorem summarizes the above answers.    
Theorem 3:  Given game (1), let its mgp and mp be given in (5) and (8), c*= 
c*(Γ)≠ ∅ denote the set of rational splits of mp, and B
* = B
*(Γ)  ≠ ∅  denote the set of stable 
collections that will be formed.  Then, the following three claims hold:    11
(i) rational players will split the maximal payoff mp = mp(Γ);  
(ii) the set of rational splits of mp is given by   
(10)  c*(Γ) = 
⎩
⎨
⎧   c(Γ)  if v(N) = mp(Γ);
  Y(Γ)  if v(N) < mp(Γ);
 
where c(Γ) and Y(Γ) are given respectively in (2) and (9); and 





⎧      {N}          if v(N) = mp(Γ) > mgp(Γ);
 {N}∪B0(Γ)   if v(N) = mp(Γ) = mgp(Γ);
    B0(Γ)          if v(N) < mp(Γ) = mgp(Γ);
 
where B0(Γ) is given in (7); and for each B ∈B
*(Γ) with its unique balancing vector w, each 
coalition T∈B  will be formed for wT unit (or percentage) of the time.   
Observe that c*(Γ) ≠ ∅ always holds, so there always exists a split of the maximal 
payoff that is unblocked by any coalition or any balanced collection.  It might be useful to 
call c*(Γ) in (10) the new core as compared with the old core c(Γ) in (2).  In the old core, 
players split v(N) and only rule out deviations by each coalition, whereas in the new core, 
players split the maximal payoff and rule out not only deviations by each coalition, but also 
simultaneous deviations by each minimal balanced collection.  In the Internet assignment 
game of Example 1, our three students will form each of the two-member chat rooms for 50 
minutes and each will receive $500; such a split is stable against all possible deviations.   
5.  Extension to Conational NTU Games 
This section answers the questions of what subset of payoffs from which players will 
choose, how players choose a payoff vector, what coalitions will form, and how long each of 
these coalitions will be formed in coalitional NTU games.  Due to the generality of non-
transferable utilities, some of these NTU results are weaker than the corresponding TU 
results.  In particular, conditions for a non-empty NTU core are only sufficient but not   12
necessary.  
A coalitional NTU game, or an NTU game in characteristic form, is defined as  
(12)  Γ = {N, V(.)}, 
which specifies a non-empty set of payoffs, V(S)⊂ R
S, for each S∈N, where R
S is the 
Euclidean space whose dimension is the number of players in S and whose coordinates are 
the players in S.  For each S∈ N, let the (weakly) efficient set of V(S) be given as 
∂V(S)  = { y∈V(S) | there is no x ∈ V(S) such that x>>y},  
where vector inequalities are defined as below:  x ≥ y  ⇔  xi ≥ yi,  all i;  x > y ⇔  x ≥ y and x 
≠ y; and x >> y ⇔ xi > yi, all i. 
Scarf (1967b) introduced the following two assumptions for (12): (i) each V(S) is 
closed and comprehensive (i.e., y∈V(S), u∈R
S and u ≤ y imply u∈V(S)); (ii) for each S, 
{y∈V(S)|yi≥ ∂V(i)>0, all i∈S} is non-empty and bounded.  It is useful to note that ∂V(i) = 
Max  {xi | xi∈V(i)}.  One can check that part (ii) is satisfied in Example 2 (given after 
Definition 3 in this section).  Under these assumptions, each ∂V(S) is closed, non-empty, and 
bounded from above.   
Given S∈ N, a payoff vector u∈ R
n
+ is blocked by S if there is y∈ V(S) such that y >> 
uS (i.e., uS∈V(S)\∂V(S)), or in words, if S can obtain a higher payoff for each of its members 
than that given by u.  A payoff vector u∈∂V(N) is in the core if it is unblocked by all S ≠ N, 
so the core of (12) can be given as 
(13)  C(Γ)  = { u∈∂V(N) | uS∉V(S)\∂V(S), all S≠N }. 
We now define the concept of a balanced NTU game (Scarf [1967b]) geometrically.  
For each S ≠ N, let ~ v(S) = V(S)×R
−S⊂ R
n denote the n-dimensional cylinder with V(S), where   13
R
−S = ∏i∈Ν\SR
i.  Then, the set of payoffs generated by a minimal balanced B, and the set of 
generated payoffs can be defined as below: 
  Definition 3:  Given a minimal balanced B ∈ B, the payoffs generated by B and the 
set of generated payoffs in (12) are given, respectively, as 
(14)  GP(B) =     ∩
S∈B
~ v(S)  ⊂ R
n, and 
(15)  GP = GP(Γ) =     ∪
B∈BGP(B), 
where B is the set of minimal balanced collections (excluding N) given in (6). 
Note that (14) becomes GP(B) = ∏S∈BV(S) when B is a partition.  Similar to the TU 
case, (15) covers only minimal balanced collections because non-minimal ones are the 
unions of minimal ones.  Readers are encouraged to visualize the generated payoffs in 
Example 2 below, whose non-negative parts are illustrated in Figure 1.  
Example 2: n = 3, V(i)= {xi | xi ≤ 1}, i = 1, 2, 3; V(12)= {(x1, x2) | (x1, x2)≤ (3,2)}, 
V(23) = {(x2, x3) | (x2, x3)≤ (2,3)}, V(13) = {(x1, x3) | (x1, x3)≤ (2,2)}, and V(123) = V(N) = 
{x|x1+x2+x3≤ 7}.  For the five minimal balanced collections, B1= {1, 2, 3}, B2 = {12, 3}, B3 
= {23, 1}, B4 = {13, 2}, and B5 = {12, 13, 23}, their generated payoffs are:  GP(B1) = {x|x≤ 
(1,1,1)}; GP(B2) = {x|x≤ (3,2,1)}; GP(B3) = {x|x≤(1,2,3)}; GP(B4)= {x|x≤ (2,1,2)}; and 
GP(B5) = {x|x≤ (2,2,2)}. 
Now, the NTU game (12) is balanced if  
(16)  GP(Γ)⊂ V(N) 
holds, where GP(Γ) is the generated payoffs in (15), or in words, (12) is balanced if for each 
balanced B, u∈V(N) must hold if uS∈V(S) for all S∈B.  To understand a balanced game 
geometrically, visualize that one is flying in a jet above the Rocky Mountains, and treat the 
generated payoffs as peaks of the mountains and V(N) as clouds.  Then, a game is balanced if   14
one sees only clouds (i.e., GP(Γ)⊂ V(N), see Figure 2a) and unbalanced if one sees at least 
one peak above the clouds (i.e., GP(Γ)⊄ V(N), see Figure 2b).  
Figure 1.  The generated payoffs in Example 2, where  B 1= {1, 2, 3},  
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Figure 2a shows V(N) and the generated payoffs in Example 2.  Because one sees 
only clouds, the game is balanced.  Let V(N) be reduced to V(123) = {x|x1+x2+x3≤5} and all   15
other V(S) remain unchanged.  Then, as shown in Figure 2b, because the three peak points a, 
b,  and c are above the clouds or the simplex X(5) = {x∈ R
3
+|Σ xi = 5}, the game now becomes 
unbalanced. 
Note that the minimal balanced collection B5 = {12, 13, 23} in Example 2 generates 
new payoffs that are outside of those generated by the four partitions (i.e., the unit cube next 
to [2, 1, 2] and on the same level; see the difference between [e] and [f] in Figure 1).  Similar 
to Example 1, players could achieve such new generated payoffs in GP(B5) by forming each 
of the two-member coalitions for half of the time.  Needless to say, it is the discovery of such 
new generated payoffs (or the maximum of generated payoff in Example 1) that gives rise to 
the coalition formation theory introduced in this paper. 
Definition 4 below extends the concept of mnbp in (4) to minimum no-blocking 
frontier (MNBF), and mgp in (5) to (weakly) efficient generated-payoffs (EGP).  Recall that 




superscript C denotes the complement of a set.   Let    





denote the set of payoff vectors that are unblocked by all S ≠ N.  Then, the core or (13) 
becomes C(Γ)=∂V(N)∩UBP, and the concepts of MNBF and EGP can be defined below.    
  Definition 4: Given game (12), let its GP and UBP be given in (15) and (17).  Let 
MNBF denote its minimum no-blocking frontier and EGP its efficient generated-payoffs.  
Then,  MNBF and EGP are given by  
(18)   MNBF= MNBF(Γ) = { y∈UBP | ∃ no x ∈ UBP such that x<<y}, and 
(19)   EGP=EGP(Γ)=∂GP(Γ)= {y∈GP| ∃ no x∈ GP such that x>>y}. 
By (18), MNBF is the lower boundary or the minimum weakly efficient set of UBP.    16
Any payoff vector on (or above) this boundary is unblocked by all S≠N, this is analogous to 
the TU result that any solution of (4) given in (9) is unblocked by all S ≠  N.  By (19), EGP 
is the upper boundary of GP.  It will be irrational to choose any y∈V(N) if y is below this 
boundary; this is analogous to the TU result that it is irrational to split v(N) < mgp.  Let  
(20)   Z = Z(Γ) = MNBF∩ EGP 
denote the set of unblocked and efficient generated-payoffs.  The next theorem shows that Z 
≠ ∅ always holds, which is the NTU counterpart of mgp = mnbp in Theorem 1.  
Theorem 4: Given game (12), let Z = Z(Γ) be given in (20).  Then, Z ≠ ∅.   
It is straightforward to see that EGP* = {{1, 2, 3}; {2, 2, 2}; {3,2,1}} in Example 2.8  
One can check that none of these three vectors is blocked, so MNBF∩EGP≠ ∅  holds in the 
example.  
Theorem 4 is proved by a version of Scarf’s closed covering theorem (1967a) due to 
Zhou (1994).  Recall that EGP⊆ V(N) holds in balanced games. By MNBF⊂UBP,  Z= 
MNBF∩EGP ≠∅ leads directly to C(Γ)= ∂V(N)∩UBP ≠∅  in balanced games.  Hence, our 
proof of Theorem 4 implies a new proof of Scarf’s core theorem.   
Now, consider the rationality of choosing a payoff vector from V(N).  Similar to the 
irrationality of splitting v(N) in TU games with v(N) < mgp, it will be irrational to choose 
u∈ V(N) if V(N)⊂ GP\∂GP (i.e., if there is B∈B and v∈GP(B) such that v>>u), and rational 
to choose u∈ V(N) if GP⊆ V(N)  (i.e., if the game is balanced).  Using our geometric 
interpretation, it is irrational to choose u∈ V(N) if one sees no clouds (V(N)⊂ GP\∂GP) and 
                                                 
8   EGP* is the efficient set given by EGP* = {y∈GP|∃ no x∈GP such that x >y} ⊆ EGP, which is a 
refinement of the weakly efficient set EGP defined in (19).   17
rational to choose u∈V(N) if one sees no peaks (GP⊂ V(N)). 
However, unlike in TU games where either v(N) < mgp or v(N) ≥  mgp holds, it is 
possible in NTU games that neither V(N)⊂ GP\∂GP nor GP⊂ V(N) holds, or that one sees 
both clouds and peaks.  The existence of such unbalanced games with V(N)⊄ GP\∂GP is 
what makes the following NTU core results weaker than the corresponding TU core results 
in Theorem 2.    
Theorem 5: Given Γ in (12), let its core, GP and MNBF be given in (13), (15) and 
(18) respectively.  Then, the following three claims hold:  
 (i) C(Γ) ≠ ∅  if GP⊂ V(N) (Scarf [1967b]); 
(ii) C(Γ) = ∅  if V(N) ⊂  GP\∂GP; and 
   (iii) C(Γ) ≠ ∅ ⇔  there exists x∈∂V(N) and y∈ MNBF such that x ≥ y. 
Comparing Theorem 5 with Theorem 2 leads to the following two differences and 
one similarity between NTU and TU core results: i) balancedness is only a sufficient 
condition for NTU core existence (Scarf [1967b]), and a necessary and sufficient condition 
for TU core existence (Bondareva [1962], Shapley [1967]); ii) the irrationality of choosing 
from V(N) is only a sufficient condition for an empty NTU core, whereas the irrationality of 
splitting v(N) is a necessary and sufficient condition for an empty TU core; and iii) “V(N) has 
a payoff vector on or above MNBF” is a necessary and sufficient condition for NTU core 
existence, and “v(N) ≥ mnbp” is a necessary and sufficient condition for TU core existence 
(Zhao [2001]).  As with the TU case, the irrationality of choosing u∈ V(N)  ⊂ GP\∂GP 
suggests the need to modify previous studies on NTU games with an empty core. 
The NTU counterpart of a TU game’s maximal payoff in (8) is the following concept 
of efficient payoffs:     18
    Definition 6:  The set of efficient payoffs (EP) for our NTU game (12) is given by 
(21)  EP = EP(Γ)=∂ (GP∪V(N))= {y∈GP∪ V(N) | ∃ no x∈GP∪ V(N) with x>>y}, 
where GP = GP(Γ) is the generated payoff given in (15).     
Recall that players in a TU game will always split the maximal payoff defined in (8).  
Similarly, players in a NTU game will always choose from the set of efficient payoffs 
defined in (21). This answers the question of what subset of payoffs from which players will 
choose.   
Next, consider the question of how to choose a payoff vector from EP.   Let 
(22)  D0 = D0(Γ)= {B∈B| GP(B) ∈ Z(Γ)} 
denote the set of minimal-balanced collections that support Z(Γ) in (20).  For each B∈ D0 
with its balancing vector w, it will generate the efficient generated-payoffs in GP(B) ∈ Z(Γ) 
when each T∈B  is formed for wT percentage of the time.  As with the TU case, each payoff 
vector y∈ Z(Γ) (i.e., y∈ GP(B) for some B∈ D0) can possibly be blocked only by the grand 
coalition N, because the payoff vector y satisfies the rationality for all S≠N and all B ∈B.  
Hence, y∈ Z(Γ) is stable if and only if y∉V(N)\∂V(N).  It will be useful to consider the 
stability of each y∈ Z(Γ) in the following three cases.   
Case 1. V(N)⊂ GP.  In this case, it is impossible to have y∈V(N)\∂V(N), so y is stable 
against deviations by all S⊆ N and all B∈ B.   
Case 2.  GP⊂ V(N).  In this case, y is unstable if y∉∂V(N) (because it will be blocked 
by N), and stable if y∈∂V(N).    
Case 3.  V(N)⊄ GP and GP⊄ V(N).  This case is what makes NTU results different 
from TU results.  The stability of y depends on whether C(Γ) ≠ ∅.  If C(Γ) = ∅, y is stable   19
because N can not block it (otherwise, C(Γ) ≠ ∅  holds); if C(Γ) ≠ ∅, the stability of y is 
similar to Case 2: y is unstable if y∈V(N)\∂V(N), and stable if y∉V(N)\∂V(N). Note that 
y∈V(N) might not hold in Case 3, but it always holds in Case 2. 
The above discussions indicate that the set of stable payoffs in EP is Z(Γ) in Case 1, 
C(Γ) in Case 2, C(Γ)∪{Z(Γ)∩[V(N)\∂V(N)]
C} in Case 3 with C(Γ) ≠ ∅, and Z(Γ) in Case 3 
with C(Γ) = ∅. 
Finally, consider the question of what coalitions will be formed. By earlier 
arguments, rational players will choose from the set of efficient payoffs in (21), so coalitions 
formed by rational players shall be either the grand coalition N or the minimal balanced 
collections from D0(Γ) in (22), which support those efficient payoffs in (21) that are also 
stable.  As with the TU case, the unique balance vector associated with each minimal 
balanced collection answers the question of how long each of these coalitions will be formed.  
The next theorem summarizes the above answers.    
Theorem 6:  Given game (12), let Z(Γ) and EP(Γ) be given in (20) and (21), C
*= 
C
*(Γ) ≠ ∅ denotes the set of stable payoffs from EP(Γ), and D
*= D
*(Γ) ≠ ∅ denotes the set 
of minimal balanced collections that will be formed.  Then, the following claims hold:  
(i) rational players will choose from the efficient payoffs in EP(Γ);  
(ii) the set of stable payoff vectors in EP(Γ) is given by   




⎧     C(Γ)            if  GP⊂ V(N); 
 C(Γ)∪Z(Γ)*   if V(N)⊄ GP; GP⊄ V(N); C(Γ) ≠ ∅;
     Z(Γ)            if V(N)⊄ GP; GP⊄ V(N); C(Γ) = ∅; or if V(N)⊂ GP;
 
where Z(Γ)* = Z(Γ)∩[V(N)\∂V(N)]
C, and C(Γ) is the core given in (13);  
(iii) the set of stable collections of coalitions that will be formed is given by     20




⎧     {N}           if  GP⊂ V(N); 
{N}∪D1(Γ)    if V(N)⊄ GP; GP⊄ V(N); C(Γ) ≠ ∅;
     D0(Γ)        if V(N)⊄ GP; GP⊄ V(N); C(Γ) = ∅; or if V(N)⊂ GP;
  
where D1(Γ)= {B∈D0(Γ)|GP(B)∈ Z(Γ)*}, D0(Γ) and Z(Γ)* are given in (22) and (23); and 
for each B∈D
*(Γ) with its unique balancing vector w, each coalition T∈B  will be formed for 
wT unit (or percentage) of the time. 
Observe that C
*(Γ) ≠ ∅ always holds, so there always exists an efficient payoff that is 
unblocked by any coalition or any balanced collection.  Such difference between the new 
core C
*(Γ) in (23) and the old core C(Γ) in (13) is the consequence of the possible new 
generated payoffs.  In the old core C(Γ), players just choose from V(N) and only rule out 
deviations by each coalition.  In the new core C
*(Γ), players choose from the game’s efficient 
payoffs (including the possible new and higher payoffs) and rule out not only deviations by 
each coalition, but also simultaneous deviations by each minimal balanced collection.      
6.  Conclusion and Discussion 
The above analysis revealed the possibility that players in a coalitional game 
sometimes could achieve better payoffs than the grand coalition’s payoffs by forming a 
minimal balanced collection of coalitions.  Our exploration of such opportunity led to the 
concepts of maximal payoff (mp) and efficient payoffs (EP) in TU and NTU games, which 
will be better than the grand coalition’s payoff whenever the core is empty.   
In addition to the new core argument, the exploration led to the following four 
conclusions: i) players will achieve the game’s mp (EP) in TU (NTU) games; ii) the set of 
stable payoffs is equal to the core if the core is non-empty and is equal to the optimal set of 
mnbp (the set of unblocked and efficient generated-payoffs) in TU (NTU) games if the core 
is empty; iii) players will form those coalitions in a minimal balanced collection that support   21
the game’s mp (EP) in TU (NTU) games; and iv) the unique balancing vector for the minimal 
balanced collection determines the length (or percentage) of time in which each of the 
coalitions will be formed. 
The irrationality of achieving the grand coalition’s payoff in games with an empty 
core suggests the need to modify previous results for splitting v(N) (or choosing from V(N)).  
Among such a long list of future studies, readers are encouraged to investigate the properties 
of the following values and refinements of the new core: i) modified Shapley value: 
replacing v(N) with mp in Shapley (1953); ii) modified nucleolus: replacing v(N) with mp in 
Schmeidler (1969); iii) quasi-Shapley value: the vector in c*(Γ) that has the shortest distance 
between  c*(Γ) and the modified Shapley value; iv) modified dual nucleolus: the 
lexicographical maximizer of the ascending excess vector on c*(Γ); and v) extensions of (i-
iv) to coalitional NTU games.  Note that (ii-iv) are different core selections.  
  
Appendix 
Proof of Theorem 1:   For each S≠N, let eS = (x1, …, xn)′∈ Rn
+ be its incidence vector or the 
column vector such that xi = 1 if i∈S and xi = 0 if i∉S, and e = eN = (1, …, 1)′  be a column 
vector of ones.  Then, the dual problem for the minimization problem (4) is the following 
maximization problem:  
(25)  Max  {ΣS≠NyS v(S) | yS ≥ 0 for all S≠N; and ΣS≠NyS eS ≤ e}. 
We will show that (25) is equivalent to the maximization problem (5).  First, we show 
that the inequality constraints in (25) can be replaced by equation constraints. 
Let Ay≤ e and y≥0 denote the constraints in (25), where A = An×(2
n
-2) = [eS|S≠Ν] is 
the constraint matrix, and y is the (2
n-2) dimensional vector whose indices are the coalitions.   22
Let the rows of A be a1, …, an, and for each feasible y, let T = T(y) = {i|a i⋅y <1} be the set 
of loose constraints, so N\T = {i|a i⋅y =1}  is the set of binding constraints.   
If T(y) ≠ ∅, let z be defined as:  zS = yS+(1- ai⋅y) if S = {i}, for each i∈T, and zS = yS 
if S ≠ {i} for all i∈ T.  One sees that z > y and T(z) =∅.  Hence, for any y with T(y) ≠ ∅, 
there exists z≥0, Az= e such that ΣS≠NyS v(S)≤   ΣS≠NzS v(S).  This shows that the feasible set of 
(25) can be reduced to {z | z≥0, Az= e}, without affecting the maximum value.  So the 
maximization problem in (25) is equivalent to the following problem:   
(26)  Max  {ΣS≠NyS v(S) | Ay = e, and y ≥ 0 }. 
Note that for each feasible y in (26),  B(y) = {S | yS > 0} is a balanced collection.  Next, 
we establish the one-to-one relationship between the extreme points of (26) and the minimal 
balanced collections.  Let y be an extreme point of (26); we will show that B(y) = {S | yS > 0} is 
a minimal balanced collection.   
Assume by way of contradiction that B(y) is not minimal, then there exists a balanced 
subcollection B’⊂ B(y) with balancing vector z.  Note that zS > 0  implies  yS > 0.  Therefore, for 
a small t > 0 (e.g., 0 < t ≤ ½, and t ≤ Min {yS /|zS -yS| | all S with  yS≠ zS}), one has 
w = y – t(y-z) ≥ 0, w’ = y + t(y-z) ≥ 0.   
Ay = e and Az = e lead to Aw = e and Aw’ = e.  But y = (w+w’)/2 and w ≠ w’ contradict the 
assumption that y is an extreme point.  So B(y) must be minimal.   
Now, let B = {T1, ..., Tk} be a minimal balanced collection with a balancing vector z.  
We need to show that z is an extreme point of (26).  Assume again by way of contradiction 
that z is not an extreme point, so there exists w ≠ w’ such that z = (w+w’)/2.  By w≥ 0 and 
w’≥ 0, one has   23
{S | wS >0} ⊆ B ={S | zS >0}, and {S | w' S >0} ⊆ B ={S | zS >0}. 
The above two expressions show that both w and w’ are balancing vectors for some 
subcollections of B.  Because B is minimal, one must have w = w’ = z, which contradicts w ≠ 
w’.  Therefore, z must be an extreme point of (26).           
Finally, by the standard results in linear programming, the maximal value of (26) is 
achieved among the set of its extreme points, which are equivalent to the set of the minimal 
balanced collections, so (26) is equivalent to Max {ΣS∈BySv(S)}, subject to the requirements 
that N∉ B and B is a minimal balanced collection with the balancing vector y.   This shows 
that (25) is equivalent to the maximization problem (5) for mgp, which completes the proof 
f o r   T h e o r e m   1 .          Q.E.D 
Proof of Theorem 2:   It follows from Theorem 1 and the known results in Bondareva 
(1962), Shapley(1967), and Zhao (2001).             Q.E.D 
Proof of Theorem 3:   The discussion between Definition 2 and the theorem serves as a 
proof  of  the  theorem.            Q.E.D 
Our proof for Theorem 4 uses the following lemma on open covering of the simplex 
Δ
N = X(1) = {x∈ Rn
+|Σ i∈Nxi = 1}. 
Lemma 1 (Scarf [1967a], Zhou [1994]):   Let {CS}, S≠N, be a family of open subsets 
of Δ
N that satisfy Δ
N\{i}={x∈Δ
N |x i = 0}⊂C{i} for all i∈N, and ∪S≠NCS = Δ
N, then there exists 
a balanced collection of coalitions B such that ∩S∈BCS ≠ ∅. 
Proof of Theorem 4:   Let UBP be the set of unblocked payoffs in (17), and EGP be the 
boundary or (weakly) efficient set of the generated payoff in (19).  We shall first show that 
UBP∩ EGP ≠ ∅.     24
For each coalition S≠ N, let WS = {IntV(S)×R
−S}∩EGP be an open (relatively in 
EGP) subset of EGP, where IntV(S) = V(S)\∂V(S) is the interior of V(S).  For each minimal 
balanced collection of coalitions B, we claim that   
(27)   ∩S∈BWS = ∅ 
holds.  If (27) is false, there exists y∈EGP and y∈ IntV(S)×R
−S for each S∈ B.  We can now 
find a small t >0 such that y+te∈ IntV(S)×R
−S for each S∈ B, where e is the vector of ones.  
By the definition of (14) and (15), y+te∈ GP(B) = ∩S∈B{V(S)×R
−S}⊂ GP, which contradicts 
y∈EGP.  This proves (27). 
Now, suppose by way of contradiction that UBP∩ EGP = ∅.  Then, EGP⊂ UBP
C, 







together lead to ∪S≠NWS = EGP, so {WS}, S≠N, is an open cover of EGP.  
  Because the set of generated payoffs is comprehensive and bounded from above, and 
the origin is in its interior (by ∂V(i)>0, all i), the following mapping from EGP to Δ
N:  
  f: x → x/Σ xi, 
 is a homeomorphism.  Define CS = f(WS) for all S⊆ N, one sees that {CS}, S≠N, is an open 
cover of Δ
N = f(EGP). 
For each i∈N, ∂V(i)>0 leads to EGP∩ {x∈R
n|xi =0}⊂ W{i}, which in turn leads to 
Δ
N\{i}={x∈Δ
N |x i = 0} = f(EGP∩ {x∈R
n|x i =0}) ⊂ C{i} = f(W{i}).  Therefore, {CS}, S≠N, is 
an open cover of Δ
N satisfying the conditions of Scarf-Zhou open covering theorem, so there 
exists a balanced collection of coalitions B0 such that ∩ S∈B0CS ≠ ∅, or that   25
(28)   ∩ S∈B0WS ≠ ∅, 
which contradicts (27).  Hence, UBP∩ EGP ≠ ∅.   
For each x∈UBP∩EGP, we claim x∈MNBF.  If this is false, we can find a small 
τ >0 such that x-τe∈UBP.  Let B∈B be the minimal balanced collection of coalitions such 
that x∈ GP(B) = ∩S∈B{V(S)×R
−S}.  Then, x-τe ∈ IntV(S)×R
−S for each S ∈ B, which 
contradicts x-τe ∈ UBP.   Therefore, MNBF∩EGP = UBP∩EGP ≠ ∅ .        Q.E.D  
Proof of Theorem 5:   It follow from the discussions preceding the theorem.     Q.E.D  
Proof of Theorem 6:   The conclusions follow from the discussions between Definition 6  
a n d   t h e   t h e o r e m .                 Q.E.D 
  
REFERENCES 
R. Aumann and S. Hart (1992), Handbook of Game Theory, eds., Amsterdam: Elsevier 
Science Publishers B.V.. 
O. Bondareva (1962), The theory of the core in an n-person game (in Russian),Vestnik 
Leningrad. Univ.,  Vol. 13, 141-142. 
R. Guesnerie and C. Oddou (1979),  On economic games which are not necessarily 
superadditive,  Economics Letters, Vol. 3, 301-306. 
Y. Kannai (1992),  The core and balancedness,  Chapter 12  in Handbook of Game Theory, 
R. Aumann and S. Hart, eds., Amsterdam: Elsevier Science Publishers B.V. 
M. Maschler (1992),  The bargaining set, kernel, and nucleolus, Chapter 18 in Handbook of 
Game Theory, R. Aumann and S. Hart, eds., Amsterdam: Elsevier Science Publishers 
B.V..   26
M. Maschler, B. Peleg, and L. Shapley (1979), The geometric properties of the kernel, 
nucleolus, and related solution concepts,  Mathematics of Operations Research, Vol. 4, 
303-338.  
R. Myerson (1991), Game Theory, Cambridge, MA: Harvard University Press. 
B. Peleg (1965), An inductive method for constructing minimal balanced collections of finite 
sets, Naval Research Logistics Quarterly, Vol. 12, 155-162.  
H. Scarf (1967a), The approximation of fixed points of a continuous mapping, SIAM Journal 
of Applied Mathematics, Vol. 15,  1328-1342. 
H. Scarf (1967b), The core of an n-person game, Econometrica, Vol. 35, 50-69.  
D. Schmeidler (1969),  The nucleolus of a characteristic function game, SIAM Journal of 
Applied Mathematics, Vol. 17, 1163-1170. 
L. Shapley (1953), A value for N-person games, in Contributions to the theory of games II, 
H. Kuhn and A. W. Tucker, eds., Annals of Mathematics Studies, Vol. 28.  Princeton: 
Princeton University Press. 
L. Shapley (1967), On balanced sets and cores, Naval Research Logistics Quarterly, Vol. 14, 
453-460. 
N. Sun, W. Trockel, and Z. Yang (2005), Competitive outcomes and endogenous coalition 
formation in an n-person game, Working Paper, Institute of Mathematical Economics, 
Bielefeld University. 
J. Zhao (2001), The relative interior of base polyhedron and the core, Economic Theory, Vol. 
18, 635-648.  
L. Zhou (1994), A new bargaining set of an N-person game and endogenous coalition 
formation, Games and Economic Behavior, Vol. 6, 512-526.  NOTE DI LAVORO DELLA FONDAZIONE ENI ENRICO MATTEI 
Fondazione Eni Enrico Mattei Working Paper Series 











NOTE DI LAVORO PUBLISHED IN 2008 
CCMP 1.2008  Valentina Bosetti, Carlo Carraro and Emanuele Massetti: Banking Permits: Economic Efficiency and 
Distributional Effects 
CCMP 2.2008  Ruslana Palatnik and Mordechai Shechter: Can Climate Change Mitigation Policy Benefit the Israeli Economy? 
A Computable General Equilibrium Analysis 
KTHC 3.2008  Lorenzo Casaburi, Valeria Gattai and G. Alfredo Minerva: Firms’ International Status and Heterogeneity in 
Performance: Evidence From Italy 
KTHC 4.2008  Fabio Sabatini: Does Social Capital Mitigate Precariousness? 
SIEV 5.2008  Wisdom Akpalu: On the Economics of Rational Self-Medication 
CCMP 6.2008  Carlo Carraro and Alessandra Sgobbi: Climate Change Impacts and Adaptation Strategies In Italy. An 
Economic Assessment 
ETA 7.2008  Elodie Rouvière and Raphaël Soubeyran: Collective Reputation, Entry and Minimum Quality Standard 
IEM 8.2008  Cristina Cattaneo, Matteo Manera and Elisa Scarpa: Industrial Coal Demand in China:  A Provincial Analysis 
IEM 9.2008  Massimiliano Serati, Matteo Manera and Michele Plotegher: Econometric Models for Electricity Prices: A 
Critical Survey 
CCMP 10.2008  Bob van der Zwaan and Reyer Gerlagh: The Economics of Geological CO2 Storage and Leakage 
KTHC 11.2008  Maria Francesca Cracolici and Teodora Erika Uberti: Geographical Distribution of Crime in Italian Provinces: 
A Spatial Econometric Analysis 
KTHC 12.2008  Victor Ginsburgh, Shlomo Weber and Sheila Weyers: Economics of Literary Translation. A Simple Theory and 
Evidence 
NRM 13.2008  Carlo Giupponi, Jaroslav Mysiak and Alessandra Sgobbi: Participatory Modelling and Decision Support for 
Natural Resources Management in Climate Change Research 
NRM 14.2008  Yaella Depietri and Carlo Giupponi: Science-Policy Communication for Improved Water Resources 
Management: Contributions of the Nostrum-DSS Project 
CCMP 15.2008  Valentina Bosetti, Alexander Golub, Anil Markandya, Emanuele Massetti and Massimo Tavoni: Abatement Cost 
Uncertainty and Policy Instrument Selection under a Stringent Climate Policy. A Dynamic Analysis 
KTHC 16.2008  Francesco D’Amuri, Gianmarco I.P. Ottaviano and Giovanni Peri: The Labor Market Impact of Immigration in 
Western Germany in the 1990’s 
KTHC 17.2008  Jean Gabszewicz, Victor Ginsburgh and Shlomo Weber: Bilingualism and Communicative Benefits 
CCMP 18.2008  Benno Torgler, María A.GarcíaValiñas  and Alison Macintyre: Differences in Preferences Towards the 
Environment: The Impact of a Gender, Age and Parental Effect 
PRCG 19.2008  Gian Luigi Albano and Berardino Cesi: Past Performance Evaluation in Repeated Procurement: A Simple Model 
of Handicapping 
CTN 20.2008  Pedro Pintassilgo, Michael Finus, Marko Lindroos and Gordon Munro (lxxxiv): Stability and Success of 
Regional Fisheries Management Organizations 
CTN 21.2008  Hubert Kempf and Leopold von Thadden (lxxxiv): On Policy Interactions Among Nations: When Do 
Cooperation and Commitment Matter? 
CTN 22.2008  Markus Kinateder (lxxxiv): Repeated Games Played in a Network 
CTN 23.2008  Taiji Furusawa and Hideo Konishi (lxxxiv): Contributing or Free-Riding? A Theory of Endogenous Lobby 
Formation 
CTN 24.2008  Paolo Pin, Silvio Franz and Matteo Marsili (lxxxiv): Opportunity and Choice in Social Networks 
CTN 25.2008  Vasileios Zikos (lxxxiv): R&D Collaboration Networks in Mixed Oligopoly 
CTN 26.2008  Hans-Peter Weikard and Rob Dellink (lxxxiv): Sticks and Carrots for the Design of International Climate 
Agreements with Renegotiations 









 (lxxxiv) This paper was presented at the 13th Coalition Theory Network Workshop organised by the Fondazione Eni 





















  2008 SERIES 
  CCMP  Climate Change Modelling and Policy  (Editor: Marzio Galeotti ) 
  SIEV  Sustainability Indicators and Environmental Valuation (Editor: Anil Markandya) 
  NRM  Natural Resources Management  (Editor: Carlo Giupponi) 
  KTHC  Knowledge, Technology, Human Capital  (Editor: Gianmarco Ottaviano) 
  IEM  International Energy Markets (Editor: Matteo Manera) 
  CSRM  Corporate Social Responsibility and Sustainable Management (Editor: Giulio Sapelli) 
  PRCG  Privatisation Regulation Corporate Governance (Editor: Bernardo Bortolotti) 
  ETA  Economic Theory and Applications (Editor: Carlo Carraro) 
  CTN  Coalition Theory Network 
 
 
 
 
 
 