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Abstract
Let L be a linear differential operator with polynomial coefficients. We show that there is
an automorphism of differential operators Dα and an integral transform Hα (called the Hermite
transform) on functions for which (DαL)f (x)= 0 impliesLHα(f )(x)= 0. We present an algorithm
that computes the Hermite transform of a rational function and use it to find n + 1 linearly
independent solutions of Ly = 0 when (DαL)y = 0 has a rational solution with n distinct finite
poles.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
One of the well-known methods for solving linear differential equations is Frobenius’
method of power series. In symbolic computation, other types of polynomial series have
also been considered [4,10]. Rebillard [10] in his thesis considers Fourier series of
families of hypergeometric polynomials and defines a transformation RP which for a
given hypergeometric polynomial family P = {Pn} to every linear differential operator L
assigns a linear recurrence operator L such that for a formal series y(x)=∑∞n=0 cnPn(x)
satisfyingLy = 0 its coefficient sequence c= (cn) satisfies Lc= 0. Therefore, the problem
of finding formal series solutions of a differential equation reduces to the problem of
solving a recurrence relation for the coefficient sequence. In Section 2 we recall some
facts on hypergeometric polynomials and describe the transformationRP .
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302 H. Zakrajšek / Advances in Applied Mathematics 31 (2003) 301–320In the rest of the paper we restrict ourselves to families of Hermite-related polynomials
H(α) = {H(α)n (x)} (with α = 2 giving the classical Hermite polynomials Hn(x)). It turns
out that in this case the transformation RH(α) is a monomorphism, which is not the case
when a general hypergeometric family is involved. The same is also true of the analogous
transformation RP corresponding to the power family P = {xn}. Since the ranges of
both transformations, RH(α) and RP , are the same we obtain an automorphism Dα =
R−1P ◦RH(α) of the Weyl algebra K[x,D] with the following property:
∑∞
n=0 cnH
(α)
n (x)
belongs to KerL iff
∑∞
n=0 cnxn belongs to KerDαL. The transformation Dα is defined
in Section 3 (see also [11]). In Section 4 we define a 1-parametric family of integral
transforms Hα (called the Hermite transform) on functions for which (DαL)f (x) = 0
implies LHα(f )(x) = 0. Thus any solution of (DαL)y = 0 gives rise to a solution
of Ly = 0 provided that Hα(f )(x) exists. In Section 5 we describe an algorithm that
computes the Hermite transform of a rational function. We use the algorithm in Section 6 to
construct n+ 1 linearly independent solutions of Ly = 0 when the corresponding equation
(DαL)y = 0 has a rational solution with n distinct poles. We also specify a polynomial
equation to determine the values of α for which the transformed equation can have a
rational solution.
Throughout the paper, K denotes an arbitrary field of characteristic zero and N the
set of nonnegative integers. We use E to denote the shift operator acting on sequences
over K . Similarly, we denote by K[n,E,E−1] the algebra of recurrence operators and
by K[x,D] the Weyl algebra of linear differential operators with polynomial coefficients
where D denotes the usual differential operator Dp(x)= ddx p(x). If we write an element
L ∈K[x,D] in the monomial form
L=
∑
i,k
aikx
iDk,
then maxaik =0 k is the order of L and maxaik =0(i + k) is the total degree of L. By La we
denote
La =
∑
i,k
aik(x + a)iDk.
Note that Laf (x)= 0 iff Lf (x − a)= 0.
2. Hypergeometric polynomials
We introduce here hypergeometric polynomials and describe a procedure due to
Rebillard [10] which to a linear differential operator L of order r assigns a linear
recurrence operatorL such that L(∑∞n=0 cnPn(x))=∑∞n=0(Lc)nP (r)n (x). For more details
on hypergeometric polynomials see [8,10].
A polynomial family P = {Pn(x)}∞n=0 is called hypergeometric if each Pn is of degree
exactly n and satisfies the hypergeometric differential equation
σ(x)y ′′ + τ (x)y ′ + λny = 0 (1)
H. Zakrajšek / Advances in Applied Mathematics 31 (2003) 301–320 303where σ and τ are polynomials of degree at most two, respectively one, and λn = −n×
((n− 1)/2)σ ′′(x)+ τ ′(x)). With σ and τ the family is determined up to a multiplicative
constant. To get a complete family—this means that for every n ∈ N Eq. (1) has a
polynomial solution of degree n—the function n → λn has to be injective. Thus τ has
to be of degree one, and if σ ′′ = 0 then 2τ ′/σ ′′ /∈ {0,−1,−2, . . .}.
For every hypergeometric family there exist recurrence operators X, B, and S in
K[n,E,E−1] such that for each Pn we have
xPn(x)= XPn(x)= x1(n)Pn+1(x)+ x0(n)Pn(x)+ x−1(n)Pn−1(x), (2)
Pn(x)= BP ′n(x)= β1(n)P ′n+1(x)+ β0(n)P ′n(x)+ β−1(n)P ′n−1(x), (3)
σ(x)P ′n(x)= SPn(x)= s1(n)Pn+1(x)+ s0(n)Pn(x)+ s−1(n)Pn−1(x), (4)
where xi, βi, si ∈K(n) and depend only on σ and τ [7,8,10]. If σ is of degree zero (with
no loss of generality we may assume that σ(x)= 1) then
P ′n(x)= SPn(x)= s−1(n)Pn−1(x),
hence kth derivative P (k)n can be expressed by Pn−k .
Let us recall that for a recurrence operator F ∈K[n,E,E−1]
F =
s∑
k=r
fk(n)E
k, r, s ∈ Z,
its adjoint operator F is defined by [3,10]
F =
−r∑
k=−s
f−k(n+ k)Ek.
If (an)∞n=−∞ and (bn)∞n=−∞ are two sequences of functions, then
∞∑
n=−∞
anF(bn)=
∞∑
n=−∞
F(an)bn,
where the two sums are treated as formal series of functions.
Consider a linear differential operator of order r ,
L=
r∑
pk(x)D
k,k=0
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polynomials
∑∞
n=0 cnPn(x), we need to know how L acts on Pn. By (2) and (3) we obtain
a recurrence operator L such that LPn = LP (r)n and
L
( ∞∑
n=0
cnPn(x)
)
=
∞∑
n=0
(Lc)nP (r)n (x),
where L is the adjoint operator of L. In this way every hypergeometric family P =
{Pn(x)}∞n=0 gives rise to the transformation RP :K[x,D] → K[n,E,E−1] having the
following property: if a formal series
∑
cnPn(x) satisfies Ly = 0 then its coefficient
sequence c= (cn) satisfies RP (L)(c)= 0.
When σ(x) = 1, as in the case of Hermite polynomials (see below), we use (2)
and (4) to construct a recurrence operator L =∑rk=0 Skpk(X) so that LPn = LPn. The
transformationRP is then defined by
RP :L=
r∑
k=0
pk(x)D
k → L=
r∑
k=0
pk(X )Sk.
Note that L(
∑
cnPn) = 0 iff RP (L)(c) = 0. Therefore, if we use algorithms of [2], [1],
or [9], respectively, to find polynomial, rational, or hypergeometric solutions, respectively,
of RP (L)(c) = 0 we can find all Hermite series solutions of Ly = 0 with polynomial,
rational, or hypergeometric coefficients, respectively.
3. The isomorphismDα
We introduce in this section the Hermite-related polynomials H(α) and show that the
transformationRH(α) is a monomorphism fromK[x,D] toK[n,E,E−1]. The same is also
true for the transformation RP corresponding to the power family {xn}. Since the ranges
of both transformations are the same, we define an automorphism Dα =R−1P ◦RH(α) of
K[x,D] with the following property: ∑∞n=0 cnH (α)n (x) belongs to KerL iff ∑∞n=0 cnxn
belongs to KerDαL.
Let us focus on the hypergeometric differential equation
y ′′(x)− αxy ′(x)+ αny(x)= 0 (5)
depending on a complex parameter α = 0. For α = 2 this differential equation is satisfied
by the classical Hermite polynomial Hn(x). As σ(x)= 1 and τ (x)=−αx , Eq. (5) has, by
Rodrigues’ type formula [8], a polynomial solution for every n ∈N
H(α)n (x)=
Bn dn
n
ρ(x),ρ dx
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equation
(σρ)′ = τρ,
therefore ρ(x)= e−αx2/2.
Definition 1. Let α ∈C− {0}. The family of Hermite-related polynomials H(α) = {H(α)n ;
n ∈N} is defined by
H(α)n (x)= (−1)neαx
2/2 dn
dxn
e−αx2/2.
Applying the formulas from [7,10] to the family H(α) we obtain the corresponding
operators Xα and Sα
Xα = 1
α
E + nE−1, Sα = αnE−1,
hence the transformationRH(α) :K[x,D]→K[n,E,E−1] is defined by
RH(α) :
r∑
k=0
pk(x)D
k →
r∑
k=0
pk(Xα)Skα,
where
Xα = (n+ 1)E + 1
α
E−1, Sα = α(n+ 1)E
are the adjoints of Xα and Sα , respectively.
Proposition 2. Let P be a hypergeometric polynomial family with σ(x)= 1 and let X and
S be the adjoints of X and S, respectively, defined in (2) and (4). If X and S satisfy the
commutation rule
SX =XS + 1, (6)
then the transformationRP :K[x,D]→K[n,E,E−1]
RP :
r∑
k=0
pk(x)D
k →
r∑
k=0
pk(X )Sk
is a homomorphism of K-algebras.
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λ1RP (L1)+ λ2RP (L2). Using Leibniz’ rule Djp(x)=
∑j
i=0
(
j
i
)
p(i)(x)Dj−i , it follows
that
RP (L2L1)=RP
(
r2∑
j=0
r1∑
k=0
qj (x)D
jpk(x)D
k
)
=RP
(
r2∑
j=0
r1∑
k=0
j∑
i=0
(
j
i
)
qj (x)p
(i)
k (x)D
j−i+k
)
=
r2∑
j=0
r1∑
k=0
r∑
i=0
(
j
i
)
qj (X )p(i)k (X )Sj−i+k .
Since operators X and S obey the same commutation rule as x and D, we can replace in
Leibniz’ rule x and D by X and S , respectively, to obtain
RP (L2)RP (L1)=
r2∑
j=0
r1∑
k=0
qj (X )Sj pk(X )Sk =
r2∑
j=0
r1∑
k=0
j∑
i=0
(
j
i
)
qj (X )p(i)k (X )Sj−i+k,
henceRP (L2L1)=RP (L2)RP (L1). ✷
Let P = {xn} be the power family. Since xxn = XP xn = Exn and Dxn = SP xn =
nE−1xn, the adjoint operators of XP and SP areXP =E−1 and SP = (n+1)E. Therefore,
both families, H(α) and P , satisfy the commutation rule (6), hence RH(α) and RP are
homomorphisms.
Furthermore, both transformations are one-to-one. SinceRP is linear it suffices to show
that KerRP = {0}. Suppose thatRP (L)= 0 for some nonzeroL=∑i,k aikxiDk . Writing
L=
∑
i
ai,l+ixiDl+i +
∑
k−i>l
aikx
iDk,
where l = minaik =0{k− i} (so at least one ai,l+i = 0), the coefficient ofEl inRP (L) equals
to
∑
i
ai,l+i (n− i + 1)(n− i + 2) · · ·(n+ l) = 0
which is in contradiction with RP (L)= 0.
The same argument is applied to show that RH(α) is one-to-one.
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Xα = 1
α
XP + SP , XP = αXα − Sα, Sα = αSP , SP = 1
α
Sα,
meaning that the ranges of RH(α) and RP coincide, so we can define an automorphism
Dα =R−1P ◦RH(α) :K[x,D]→K[x,D] such that DαL applied to a formal power series∑
cnx
n induces the same recurrence operator as L acting on a formal Hermite series∑
cnH
(α)
n (x), therefore,
(DαL)
(∑
cnx
n
)
= 0 ⇔ L
(∑
cnH
(α)
n (x)
)
= 0.
To describe Dα on K[x,D], it suffices to give it on the two generators x and D
Dα : x → 1
α
x +D,
D → αD.
The inverse is given by
D−1α : x → αx −D,
D → 1
α
D.
4. The Hermite transformHα
We define in this section a 1-parametric family of linear integral transforms Hα on
functions and show that LHα(f )(x)= 0 as soon as (DαL)f (x)= 0.
Let for the moment α = 2. Then H(2)n (x)=Hn(x) is the classical Hermite polynomial
and we have an integral representation [5, p. 278]
Hn(x)= (−2i)
n
√
π
ex
2
∞∫
−∞
tne−t2e2ixt dt .
We can read this as Hn(x)=H2(tn)(x), where
H2(tn)(x)= 1√
π
∞∫
−∞
(−2it)ne−(t−ix)2 dt .
In the previous section we introduced an automorphism Dα of K[x,D] having the
following property
L
(∑
cnH
(α)
n
)
= 0 ⇔ (DαL)
(∑
cnx
n
)
= 0,
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LH2
(∑
cnt
n
)
(x)= 0 ⇔ (D2L)
(∑
cnx
n
)
= 0.
Since H(α)n (x)= (−1)neαx2/2 dndxn e−αx
2/2 we have for arbitrary α
H(α)n (x)=
(
α
2
)n/2
Hn
(√
α
2
x
)
which for α > 0 (to ensure the convergence of the integral) yields the integral representa-
tion
H(α)n (x)=
√
α
2π
∞∫
−∞
(−iαt)ne−α(t−ix)2/2 dt . (7)
Definition 3. Let f be a complex function and α > 0. If there is a (finite or infinite) interval
(a, b) such that the integral
Hα(f )(x)=
√
α
2π
∞∫
−∞
f (−iαt)e−α(t−ix)2/2 dt (8)
is convergent for all x ∈ (a, b), then we will call the function Hα(f )(x) the Hermite
transform of f with parameter α.
It is easy to see thatHα is linear. Evidently, not every function has a Hermite transform,
so we will be concerned with questions of existence. For instance, if f (t) = et4 , it is
obvious that the integral
∞∫
−∞
eα
4t4e−α(t−ix)2/2 dt
does not exist for any α > 0 and x ∈ R. On the other hand, the Hermite transform of et2
exists for all positive α and it is defined on R.
Definition 4. Let α > 0. A complex function f satisfies the Hα-condition if there exist a
real number k < α/2, a nonnegative number N and a polynomial p such that
(1) |f (−iαt)| p(t)ekt2 for |t|N ,
(2) f (−iαt) is absolutely integrable on (−N,N).
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eαx
2/2
∞∫
−∞
f (−iαt)e−αt2/2eiαxt dt (9)
and split the integral in three parts
∞∫
−∞
f (−iαt)e−αt2/2eiαxt dt = I1 + I2 + I3,
where
I1 =
N∫
−N
f (−iαt)e−αt2/2eiαxt dt, I2 =
−N∫
−∞
f (−iαt)e−αt2/2eiαxt dt,
I3 =
∞∫
N
f (−iαt)e−αt2/2eiαxt dt .
Then I1, I2, and I3 are bounded, hence the integral (8) is absolutely convergent on the real
axis and uniformly convergent on any finite interval.
Theorem 5. Let α > 0 and let f satisfy the Hα-condition. Then the Hermite transform of
f with parameter α is defined for every x ∈ R. The integral (8) converges uniformly on
any finite interval and
dk
dxk
∞∫
−∞
f (−iαt)e−α(t−ix)2/2 dt =
∞∫
−∞
f (−iαt) ∂
k
∂xk
e−α(t−ix)2/2 dt .
Proof. We have to justify that
∞∫
−∞
f (−iαt)e−αt2/2eiαxt dt
can be repeatedly differentiated under the integral sign. Since kth derivative of eiαxt with
respect to x is (iαt)keiαxt and observing that tkf also satisfies theHα-condition if f does,
the integral
∞∫
−∞
f (−iαt)e−αt2/2 ∂
k
∂xk
eiαxt dt
converges uniformly on R, which concludes the proof. ✷
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(1) Hα(f ′)(x)= 1αDHα(f )(x),
(2) Hα(tf )(x)= (αx −D)Hα(f )(x).
Proof. Using integration by parts and Theorem 5, we obtain
Hα(f ′)(x)= i
√
α
2π
∞∫
−∞
(t − ix)f (−iαt)e−α(t−ix)2/2 dt
=
√
α
2π
1
α
∞∫
−∞
f (−iαt) ∂
∂x
e−α(t−ix)2/2 dt = 1
α
DHα(f )(x),
which proves the first statement. For the second statement, we compute
Hα(tf )(x)=
√
α
2π
∞∫
−∞
(αx − αx − iαt)f (−iαt)e−α(t−ix)2/2 dt
= αxHα(f )(x)−DHα(f )(x). ✷
Theorem 7. Let L be a linear differential operator with polynomial coefficients, let α > 0
and let f satisfy the Hα-condition. If (DαL)f (x)= 0 then LHα(f )(x)= 0.
Proof. Since Dα is an automorphism on K[x,D], we can write DαL =∑i,k aikxiDk ,
hence L =∑i,k aik(αx −D)iα−kDk . Then using Proposition 6 and linearity of Hα , we
have
LHα(f )(x)=
∑
i,k
aik(αx −D)iα−kDkHα(f )(x)=
∑
i,k
aik(αx −D)iHα
(
f (k)
)
(x)
=
∑
i,k
aikHα
(
t if (k)
)
(x)=Hα
(∑
i,k
aikt
if (k)
)
(x)= 0. ✷
Example 8. Let L=D2 − 4xD+ 3x2 + 2n− 1 and n ∈N. Then
DαL=
(
α2 − 4α+ 3)D2 + (−4x + 6x/α)D + 3x2/α2 + 3/α+ 2n− 1.
Choose α = 3 to get a first order differential equation (D3L)y = 0 with a solution
f (x)= xnex2/12, henceH3(f )(x)=√3/(2π)ex2/2Hn(x) satisfies Ly = 0.
On the other hand, for α = 1 a solution of (D1L)y = 0 is g(x)= x−n−1e−3x2/4 which
does not satisfy the H1-condition.
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solution of Ly = 0. However, it is possible that f (t) does not fulfill the Hα-condition
while f (t + αd) does for some d . An example: f (t)= t−1 and d = 1. In this case we can
still obtain a solution of Ly = 0 knowing a solution f of (DαL)y = 0.
Corollary 9. Let d ∈C be such that f (t + αd) satisfies the Hα-condition.
If (DαL)f (x)= 0 then LHα(f (t + αd))(x − d)= 0.
Proof. Note that (DαL)f (x) = 0 implies (DαL)cf (x + c) = 0 for every c ∈ C.
Since (DαL)c = DαLc/α , it follows that (DαLc/α)f (x + c) = 0 for every c. Taking
c= αd and using Theorem 7, we obtain that LdHα(f (t + αd))(x) = 0 and finally that
LHα(f (t + αd))(x − d)= 0. ✷
5. Computing the Hermite transform of rational functions
We show in this section how the Hermite transform of a rational function can easily be
obtained from its partial fraction decomposition.
Proposition 10. For α > 0 and k ∈N we have
(1) Hα(
∑d
k=0 aktk)(x)=
∑d
k=0 akH
(α)
k (x),
(2) Hα((t + αd)k)(x − d)=Hα(tk)(x) for every d ∈R.
Proof. By (7) and (8), Hα(tn)(x) = H(α)n (x). Therefore, the first assertion follows by
linearity of Hα . To prove the second statement, we integrate the analytic function f (t)=
(−iαt)ke−α(t−ix)2/2 over the rectangle with verticesR,R+ id,−R+ id,−R where R > 0.
By the residue theorem this integral is zero for every R > 0. On the other hand, letting
R→∞, the integrals over the vertical sides tend to zero, therefore
∞∫
−∞
f (t)dt =
∞+id∫
−∞+id
f (t)dt .
The integral on the left is equal to
√
2π/αHα(tk)(x). To conclude the proof we introduce
a new variable u= t − id in the integral on the right to obtain
Hα
(
tk
)
(x)=
√
α
2π
∞∫
−∞
(−iαu+ αd)ke−α(u−i(x−d))2/2 du
=Hα
(
(t + αd)k)(x − d). ✷
Using the partial fraction decomposition of a rational function f it is easy to see that
the Hermite transform of f exists as soon as f has no poles with zero real part. Namely, if
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is bounded on R. For simple fractions we have the following result.
Proposition 11. Let α > 0. For a complex number b with nonzero real part the following
is true
(1) Hα(1/(t − b))(x)= eαx2/2−bx(C −
∫ x
0 e
−αs2/2+bs ds) where C =Hα(1/(t − b))(0),
(2) Hα((1/(t − b))k+1)(x)= (−1/α)k 1k!DkHa(1/(t − b))(x).
Proof. Let us write f (t)= (t − b)−1. As Hα(1)(x)= 1 and
Hα
(
(t − b)f )(x)=Hα(tf )(x)− bHα(f )(x),
by Proposition 6 we obtain that y =Hα(f )(x) satisfies (αx − b)y − y ′ = 1, therefore
Hα(f )(x)= eαx2/2−bx
(
C −
x∫
0
e−αs2/2+bs ds
)
.
By putting x = 0 we conclude the proof of the first statement. To prove the second identity
we use induction on k and Proposition 6, and we compute
Hα
((
1
t − b
)k+1)
(x)=− 1
αk
DHα
((
1
t − b
)k)
(x)
=
(
− 1
α
)k 1
k!D
kHα
(
1
t − b
)
(x). ✷
Corollary 12. Let α > 0 and let f be a rational function with a partial fraction
decomposition
f (t)= q(t)+
n∑
i=1
mi∑
j=1
cij
(t − bi)j , (10)
where q is a polynomial and bi , i = 1, . . . , n, are distinct poles of f .
(1) Let Rebi = 0 for i = 1, . . . , n. Then
Hα
(
f (t)
)
(x)
=Hα
(
q(t)
)
(x)+
n∑
i=1
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1(Ci(0)Fi(x)−Gi(x)).
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Hα
(
f (t + αd))(x − d)
=Hα
(
q(t)
)
(x)+
n∑
i=1
[
C˜i (d)ui(x)Fi(x)− ui(x)Gi(x)− vi(x)
]
,
where we have written
Fi(x)= eαx2/2−bix , (11)
Gi(x)= Fi(x)
x∫
0
ds
Fi(s)
, (12)
Ci(d)=Hα
(
1
t + αd − bi
)
(0), C˜i(d)= Ci(d)
Fi(d)
+
d∫
0
du
Fi(u)
,
and ui , vi are some polynomials.
Proof. The first statement is a direct consequence of linearity of Hα and Proposition 11.
Let us prove the second statement. If d = (1/α)Rebi , then Hα((t + αd − bi)−j )(x)
exists for all x ∈R. By Proposition 11,
Hα
(
1
t + αd − bi
)
(x − d)= Fi(x)
Fi(d)
(
Ci(d)−
x−d∫
0
e−αs2/2+(bi−αd)s ds
)
,
where Ci(d)=Hα(1/(t + αd − bi))(0). Introducing the variable u= s + d , we obtain
Hα
(
1
t + αd − bi
)
(x − d)= C˜i (d)Fi(x)−Gi(x), (13)
where we denoted
C˜i (d)= Ci(d)
Fi(d)
+
d∫
0
du
Fi(u)
.
One easily verifies that for a polynomial w and k ∈N
Dk(wFi)= uikFi, (14)
Dk(wGi)= uikGi + vik, (15)
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and 11, (13)–(15) we obtain
Hα
(
f (t + αd))(x − d)=Hα(q(t))(x)+ n∑
i=1
[
C˜i(d)ui(x)Fi(x)− ui(x)Gi(x)− vi(x)
]
,
where by ui, vi we denoted polynomials defined by
ui(x)Fi(x)=
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Fi(x), (16)
ui(x)Gi(x)+ vi(x)=
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Gi(x). ✷ (17)
6. Applications to differential equations
We first establish that any rational solution of (DαL)y = 0, α > 0, having n distinct
finite poles gives rise to n + 1 linearly independent solutions of Ly = 0. In the rest of
the section we show that the same is also true when α is a nonzero complex number and
solutions are obtained by the same algorithm. Furthermore we show that (DαL)y = 0 can
have a rational solution only if α is a root of a certain polynomial.
Lemma 13. Let bi , i = 1, . . . , n, be pairwise distinct complex numbers, let α ∈ C − {0}
and Fi, i = 1, . . . , n, be as in (11), and let w, ui , i = 1, . . . , n, be arbitrary rational
functions. Then
S = {uiFi; i = 1, . . . , n} ∪
{
w−
n∑
i=1
uiFi
x∫
0
ds
Fi(s)
}
is linearly independent over C.
Proof. We prove the assertion by induction on |S|. If |S| = 2 then w−u1F1
∫ x
0 (1/F1) and
u1F1 are linearly independent since the second function is hyperexponential but the first is
not.
Let |S| = n+ 1 and suppose that there exist ai ∈C, i = 1, . . . , n+ 1, such that
n∑
i=1
aiuiFi + an+1
(
w−
n∑
i=1
uiFi
x∫ 1
Fi
)
= 0. (18)0
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D
(
uiFi
x∫
0
(1/Fi)
)
= siuiFi
x∫
0
(1/Fi)+ ui,
by applying D to (18) and multiplying (18) by sn we obtain
n∑
i=1
aisiuiFi + an+1
(
w′ −
n∑
i=1
(
siuiFi
x∫
0
1
Fi
+ ui
))
= 0,
n∑
i=1
aisnuiFi + an+1
(
snw−
n∑
i=1
snuiFi
x∫
0
1
Fi
)
= 0.
After subtracting the above equations, we have
n−1∑
i=1
ai(si − sn)uiFi + an+1
(
w′ −
n∑
i=1
ui − snw−
n−1∑
i=1
(si − sn)uiFi
x∫
0
1
Fi
)
= 0,
therefore by induction hypothesis ai = 0 for i = 1, . . . , n− 1, and an+1 = 0. Then from
(18) it follows that an = 0, hence S is linearly independent over C. ✷
Theorem 14. Let α > 0, let f be a non-polynomial rational function as in (10) and let L be
a linear differential operator with polynomial coefficients. If (DαL)f (x)= 0 then Ly = 0
has n+ 1 linearly independent solutions of the form
yi(x)=
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Fi(x), i = 1, . . . , n,
yn+1(x)=Hα(q)(x)−
n∑
i=1
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Gi(x),
where Fi(x) and Gi(x) are as in (11) and (12).
Proof. For every d = (1/α)Rebi , i = 1, . . . , n, from Corollary 9 we derive that
LHα(f (t + αd))(x − d)= 0. On the other hand, by Corollary 12,
LHα
(
f (t + αd))(x − d)
= LHα
(
q(t)
)
(x)+L
[
n∑(
C˜i(d)ui(x)Fi(x)− ui(x)Gi(x)− vi(x)
)]
,i=1
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u˜i(x)Fi(x), we obtain
n∑
i=1
C˜i (d)u˜i(x)Fi(x)= L
[
n∑
i=1
(
ui(x)Gi(x)+ vi(x)
)−Hα(q(t))(x)
]
. (19)
We shall show that u˜i(x)Fi(x)= 0, i = 1, . . . , n. Suppose that this is not true. Without loss
of generality we may assume that all u˜i (x)Fi(x) = 0. Now choose real numbers d1 and d2
(different from (1/α)Rebi , i = 1, . . . , n) so that C˜1(d1) = C˜1(d2), put d := d1 and d := d2
in (19), then subtract the resulting equations to find
n∑
i=1
(
C˜i (d1)− C˜i(d2)
)
u˜i(x)Fi(x)= 0.
As u˜i(x)Fi(x) are nonsimilar hyperexponential functions the above equation implies
that C˜1(d1) − C˜1(d2) = 0, a contradiction, hence u˜1(x)F1(x) = 0. Repeating the
above argument for i = 2, . . . , n we have u˜i(x)Fi(x) = 0 for all i = 1, . . . , n, so the
right-hand side of (19) also equals to zero. Therefore, ui(x)Fi(x), i = 1, . . . , n, and
Hα(q(t))(x) −∑ni=1(ui(x)Gi(x) + vi(x)) satisfy Ly = 0 and, by Lemma 13, they are
linearly independent. ✷
Example 15. It is known that the Weber differential equation
y ′′ − xy ′ − ay = 0
has a formal power series solution [6]
y = C1
(
1+
∞∑
k=1
a(a + 2) · · · (a + 2k− 2)
(2k)! x
2k
)
+C2
(
x +
∞∑
k=1
(a + 1)(a+ 3) · · · (a + 2k − 1)
(2k + 1)! x
2k+1
)
.
If a = −n, n ∈ N, is even (odd) then the first (second) sum is a polynomial of degree n.
With our method we can find explicit solutions when a = n. Writing L=D2−xD−n and
choosing α = 1 we obtain (D1L)y =−xy ′ − ny = 0 having a rational solution y = x−n.
Therefore, linearly independent solutions of Ly = 0 are
y1(x)= d
n−1
dxn−1
ex
2/2, y2(x)= d
n−1
dxn−1
(
ex
2/2
x∫
0
e−s2/2 ds
)
.
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a non-polynomial rational solution. It is known [1] that this can happen only if the leading
coefficient of DαL is nonconstant. First let us prove two lemmas.
Lemma 16. For α ∈C− {0} and i ∈N
(
1
α
x +D
)i
=
i∑
j=0
(
i
j
)(
x
α
)j
Di−j + terms of total degree< i.
Proof. We use induction on i . From Dx = xD + 1 it follows that Dnx = xDn + nDn−1,
hence (
1
α
x +D
)i+1
=
i∑
j=0
(
i
j
)(
x
α
)j+1
Di−j +
i∑
j=0
(
i
j
)(
x
α
)j
Di+1−j + · · ·
=
i+1∑
j=0
(
i + 1
j
)(
x
α
)j
Di+1−j + terms of total degree< i + 1
which concludes the proof. ✷
Lemma 17. Let L=∑aikxiDk be of total degree m and α = 0. Then DαL is of order m
iff pL(α)=∑mi=0 ai,m−iαm−i = 0. Moreover, if DαL is of order m then it has no singular
points.
Proof. Writing L = ∑mi=0 ai,m−ixiDm−i + ∑i+k<m ai,kxiDk and bearing in mind
Lemma 16, we obtain
DαL=
m∑
i=0
ai,m−i
(
x
α
+D
)i
(αD)m−i +
∑
i+k<m
ai,k
(
x
α
+D
)i
(αD)k
=
m∑
i=0
ai,m−i
i∑
j=0
(
i
j
)(
x
α
)j
αm−iDm−j +
∑
i+k<m
bi,kx
iDk
=
m∑
j=0
(
x
α
)j
Dm−j
m∑
i=j
(
i
j
)
ai,m−iαm−i +
∑
i+k<m
bi,kx
iDk.
The coefficient of Dm is
∑m
i=0 ai,m−iαm−i which concludes the proof. ✷
Therefore, we only have to consider a finite set of values for α—all nonzero roots of the
polynomial pL(t) =∑mi=0 ai,m−i tm−i , constructed from the terms of total degree m in L
by substituting 1 for x and t for D. For α > 0 we then use the algorithm of Abramov [1]
to find rational solutions of (DαL)y = 0 and apply Theorem 14 to get solutions of Ly = 0.
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α = 0.
First we extend the definition of Hα on polynomials by
α ∈C : Hα(tn)(x)=H(α)n (x).
Let L=∑i,k aikxiDk be of total degree m and denote Lβ =∑i,k aik(x/β)i(βD)k . Then
Lβy(x)= 0 iff Ly(βx)= 0. Let α satisfy pL(α)= 0 and choose β such that β2 = α. Since
Lβ is of total degree m and
Lβ =
m∑
i=0
ai,m−iβm−2ixiDm−i +
∑
i+k<m
aikβ
k−ixiDk,
pLβ (1)= 0 and, by Lemma 17, D1Lβ is of order less than m.
Lemma 18. Let α = β2. Then (DαL)f (x)= 0 iff (D1Lβ)f (βx)= 0.
Proof. We write t = βx , g(x)= f (t) and
DαL=
∑
i,k
aik(t/α +Dt)i(αDt )k, D1Lβ =
∑
i,k
aikβ
−i (x +Dx)i(βDx)k.
As Dkxg(x)= βkDkt f (t), we compute
(D1Lβ)g(x)=∑
i,k
aikβ
k−i (x +Dx)iDkxg(x)=
∑
i,k
aik
(
t
β2
+Dt
)i
β2kDkt f (t)
= (DαL)f (t). ✷
Let now (DαL)y = 0 be satisfied by a rational function f as in (10). Then (D1Lβ)y = 0
has a rational solution g(x)= f (βx). Let Fi(x),Gi(x) be as in (11), (12) and denote
F
β
i (x)= ex
2/2−bix/β, Gi(x)= Fβi (x)
x∫
0
ds
F
β
i (s)
,
hence Fβi (x) = Fi(x/β) and Gβi (x) = βGi(x/β). By Theorem 14, Lβy = 0 has n + 1
solutions
y
β
i (x)=
m∑
j=1
(−1)j−1 cij
βj (j − 1)!D
j−1Fβi (x), i = 1, . . . , n,
y
β
n+1(x)=H1
(
q(βt)
)
(x)−
n∑ mi∑
(−1)j−1 cij
βj (j − 1)!D
j−1Gβi (x),i=1 j=1
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yi(x)= yβi (βx)=
1
β
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Fi(x), i = 1, . . . , n,
yn+1(x)= yβn+1(βx)=Hα(q)(x)−
n∑
i=1
mi∑
j=1
(
− 1
α
)j−1 cij
(j − 1)!D
j−1Gi(x).
In the last line we used H(b)n (x) = (b/a)n/2H(a)n (√b/ax), hence for q(t) =∑k aktk we
have
H1
(
q(βt)
)
(βx)=
∑
k
akβ
kH
(1)
k (βx)=
∑
k
akH
(α)
k (x)=Hα
(
q(t)
)
(x).
Example 19. Let L = D3 − 4xD2 + (4x2 − 5)D + 8x . Then pL(t) = t3 − 4t2 + 4t =
t (t − 2)2, D2L= 2(x2 + 1)D+ 4x . Using the algorithm of [1] we find a rational solution
f (x)= 1
2i
(
1
x − i −
1
x + i
)
,
of (D2L)y = 0. By Theorem 14, F1,F2,G1 −G2 satisfy Ly = 0, where
F1(x)= ex2−ix, G1(x)= F1(x)
x∫
0
ds
F1(s)
,
F2(x)= ex2+ix, G2(x)= F2(x)
x∫
0
ds
F2(s)
.
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