Abstract. A two-mesh superconvergent gradient recovery mechanism for elliptic equations is presented. The method first computes the gradient over a fine mesh and then project it to a coarser mesh. This projected gradient has superconvergence properties for general unstructured meshes. The difference between the computed and projected gradient is used as the error indicator in refining a mesh adaptively. This new superconvergence mesh refinement technique is easy to implement and can be used for a large class of problems. Numerical experiments for smooth and singular elliptic problems given in this work show the efficiency of this technique. Comparisons with a classical mesh adaptivity method is also given here to show the advantages.
Introduction
In recent years, adaptive algorithms for finite element approximation have been extensively investigated. When producing the mesh, different indicators could be used to refine it [4, 5, 7, 12, 14, 15, 18, 25, 29, 32] . One of the popular indicators is the superconvergence indicator. The well-known ZZ [32] method has been intensively tested and studied for different kind of applications. Recently, we have extended the original ZZ method to a method called MZZ (modified ZZ) method [13] . For the MZZ method, it normally works with two meshes. One is called the "master" mesh which is coarser and one is called the "slave" mesh which is produced by refining the "master" mesh. The finite element solution is computed on the finer slave mesh. After the computation of the finite element solution, we project the gradient or the solution itself to a finite element space of equal or higher order on the master coarser mesh. It is proved that such a procedure gives a solution having superconvergence properties [26, 27] . Contrary to many other superconvergence methods, this procedure does not need to impose uniformity or geometrical symmetry on the mesh. Thus, we use such an indicator to do mesh refinement, and we do not need to impose any conditions on how to refine the mesh. Compared with other adaptive mesh methods [1-6, 8-10, 14, 18-24, 28-31] , our method is easy to implement and can be used for a large class of problems.
The two-mesh superconvergence method
The method can be used for different kind of applications. We shall consider the model problem:
where a = (a ij ) d i,j=1 is the coefficient tensor which is symmetric, bounded, and uniformly positive definite in a polygonal domain Ω ⊂ R d with measurable entries
and c = c(x) are assumed to ensure a uniqueness of solutions for (2.1) such that u ∈ H 1 (Ω) and u = g on ∂Ω. The method is also correct for other kind of boundary conditions. Let
A weak form for the problem (2.1) seeks a function u ∈ H 1 (Ω) such that u = g on ∂Ω and
Here we have assumed that the boundary data g ∈ H 1/2 (∂Ω). As we have mentioned, we need two meshes for our superconvergence method. We denote T τ the coarser master finite element partition of Ω. This partition will be used for the post-processing process. The slave finer mesh T h is always produced by refining the coarser mesh T τ . This mesh will be used to solve the finite element solution. Corresponding to the two meshes, we also need to two finite element spaces S h and L τ . The space S h is a scalar finite element space of piecewise polynomials of a given order k ≥ 1 over the partition T h . The space L τ is a vector finite element space of piecewise polynomials of order r ≥ 0 over the partition T τ . Normally, L τ has higher order, i.e. r ≥ k. For problem (2.1), we shall require that S h ⊂ H 1 (Ω). The finite element solution of (2.2) is a function
(Ω) ∩ S h and g h is a certain approximation of the Dirichlet boundary data g.
The project space L τ can be continuous or discontinuous. Our numerical experiments indicate that the computational cost associated with continuous projection spaces is rather cheap and the recovered solution is normally better than discontinuous projection spaces. Assume that L τ ⊂ C α (Ω). Our analysis [13] indicates that bigger α will give better accuracy for the recovered solution. However, it is not practical to construct finite elements space with α ≥ 1. Normally, we have α = 0.
Once the finite element solution is obtained, we shall do a L 2 projection for the
Let q = a∇u. Under some conditions, the projected flux has superconvergence. In order to get superconvergence, we need to assume that there is a fixed real number 1 < s ≤ k + 1. The dual problem and the projection finite element space should have some properties. First, the dual problem of (2.2) has H s -regularity in the sense that for any given f ∈ H s−2 (Ω), the following problem
where n is the unit outward normal vector of ∂Ω and ∂w ∂na = (a∇w) · n denotes the normal component of the flux variable on the boundary ∂Ω for the dual solution w. Second, the projection space L τ need to have the following regularity
Under those conditions, it can be proved that the projected flux has the following superconvergence property [13] :
Since s > 1, hτ
we choose the polynomial order r sufficiently high and the mesh size τ sufficiently coarse. Accordingly, we have
which means that we could use Q τ q h − q h as an indicator to do mesh refinement.
Mesh adaptivity.
In our computations, only the coarse mesh T τ will be produced adaptively. The fine mesh T h is always a refinement of T τ . We also take S h and L τ to be linear finite element spaces over T h and T τ respectively. Each element of T τ is refined into four equal elements to get the mesh T h . Thus, we only need to store the information of mesh T τ in the computer, the mesh T h is known from the mesh structure of T τ .
For a given tolerance , we want to adaptively produce the meshes such that
To this end, for a given coarse mesh L τ , we compute the maximum value of the left hand side of Equation (2.8) over all the coarse mesh elements:
We choose a parameter θ ∈ (0, 1). For a given coarse mesh element K ∈ T τ , we
The refinement process is stopped if either (2.8) is satisfied, the memory limit has been reached, or the change of the computed solution in the energy norm is less than a given tolerance. More formally, this indicator function will be refered to as
In order to show the efficiency of our error indicator, we shall compare the mesh produced by our method with the jump error indicator of [12, 16] . The error indicator of [12, 16] is based on the homogeneous Dirichlet problem for ∆u = f, where one can show that a computed finite element solution of the flux q h satisfied the error estimate
where [·] is the jump on the edge Γ i of K ∈ Ω h and α and β are mesh independent constants. When the conductivity is non-constant, and we solve for
is used instead. This method does not need to work on two meshes simultaneously. As earlier, an element K ∈ Ω h is then refined if
In the numerical experiments, the indicators E G (K) and E J (K) will be compared.
Numerical results
To illustrate the performance of our flux recovery method and its use in mesh adaption, we will compare our indicator E G (K) with the standard mesh adaption technique of [12, 16] given by E J (K). Comparisons with other recovery schemes has been provided in [13] and will not be repeated here.
The function value errors are computed by
and the gradient error is computed by
The integration over each element is computed by a sixth order quadrature rule. Furthermore, we set α = β = 0.15 in Equation (2.9). The tolerance θ is chosen experimentally on a case by case basis to ensure a smooth refinement, typically θ = 0.4. In the error-plots, we always use logarithmic axis in which the x-axis is the degrees of freedom (DoF) of the triangulation, while the y-axis is either the function error or the gradient error. A solid line will denote the error computed on the mesh produced by E G , dashed line is for the error by E J and the dashed-dotted line is for the error of the recovered gradient Q τ q h . Figure 1 . Error plots for the smooth problem in §3.1, The rate of convergence of the recovered gradient using E G is 0.85, while the rate is 0.53 using E G .
We shall also measure the rate of convergence of the gradients. The convergence rate is evaluated using the following formula: The functional error and gradient errors are shown in Figure 1 , and the meshes produced by the two indicator functions are presented in Figure 2 . The convergence rate for the recovered gradient using E G is clearly better than those recovered by E J , while the functional error is generally smaller for the mesh produced by the E G indicator. It is also instructive to investigate the error distribution of the gradients on the different meshes. In Figures 3-4 we have plotted the pointwise error
in which u h x and u h y are the computed solution derivatives. From the figure, it is clear that the recovered gradient on the mesh produced by the E G indicator is overall smaller, while the E J mesh has a gradient with larger errors near the four corners. 
Discontinuous coefficients.
A problem which has a singularity due to a discontinuous conductivity coefficient is and is due to [17] . It is 
For a given value of γ, Equations (3.5)-(3.6) can be solved for γ, ρ and σ, and in [17] several solutions were provided where ρ = π/4. Here we will consider (3.7)
Adaptive finite element methods for this problem has been studied [7, 25] , however their goal was reducing the error u h − u 0 and not necessarily the error in the gradient. Applying the two indicator functions to this problem gives the computational results in Figure 5 along with the produced meshes in Figure 6 . We see that the function errors are steadily decreased, while the reduction of the gradient Figure 5 . Plots of the errors (3.2) for the problem in §3.2 with γ = 0.5. The convergence rate for the gradients is slower here, and it is clear that the E J indicator does a rather better job than the E G indicator. The rate of convergence of the E J indicator is 0.55, while E G has a convergence rate of 0.36. error is slower. Also, the classical indicator E J consistently outperforms the E G indicator, even for the gradient. Figure 7 shows the gradient error distributions as was shown for the smooth problem in § 3.1. While the E J indicator has a small error in large portions of the domain, however it has a larger error at origin. As the mesh is further refined, the error in the origin is dominating.
Corner singularity.
The next problem has a singularity induced by a reentrant corner, and is
The exact solution is u(r, θ) = r γ sin (γθ) and the boundary data u 0 is taken to be consistent with the analytical solution. It is easy to see that the regularity of the solution depends directly on γ. We will consider the case with γ = 4/3 and γ = 2/3, u ∈ H 2 for the former choice, but not for the latter. The meshes produced for the case of γ = 4/3 are shown in Figure 9 , and plots of the error (3.2) are in Figure 8 . This can be compared with the case of γ = 2/3 given in Figures 10-11 . In both cases we see that the recovered gradient is clearly superconvergent, while the function errors comparing the two meshes are comparable to one another.
We note that this particular corner singularity problem has been studied earlier in [11] where an indicator function based on the jumps of the gradient across the edges of each element was used. The tests here show clearly that our method can handle this problem better than the E J indicator, especially with regards to the accuracy of the recovered gradient. Figure 8 . Plots of the errors for the corner singularity problem in §3.3 with γ = 4/3, giving the meshes in Figure 9 . The rate of convergence of the recovered gradient is 0.84, while the rate of convergence of the gradient produced by the standard adaption is 0.51. Figure 9 . Meshes produced by the mesh adaptivity schemes applied to the corner singularity problem of §3.3 with γ = 4/3. The mesh given by E G is shown with 2144 nodes and has a recovered gradient error of 2.967 · 10 −3 while the mesh produced with E J is with 1925 nodes and an error of 9.313 · 10 −3 .
3.4. Mixed Dirichlet/Neumann problem. The last problem we shall consider is the mixed Dirichlet/Neumann problem, also studied in [11] . It is ∆u = 0, in Ω, Figure 10 . Plots of the errors for the corner singularity problem in §3.3 with γ = 4/3, with the associated meshes of Figure 11 . Here the convergence rate of the recovered gradient using E G is 1.12, and it has a rate of 0.69 for the E J indicator. where Ω = {(r, θ) : 0 < r < 1, 0 < θ < π} ,
The analytical solution is u(r, θ) = √ r sin θ 2 and the Dirichlet boundary data is chosen consistent with this solution. Note that ∇u is singular as |x|, |y| → 0. Error-plots are given in Figure 12 followed by the corresponding meshes in Figure 13 . Again, note the superconvergence behaviour of the recovered gradient. This time around, the E J indicator produces the smallest functional error, but the recovered gradient given by E G is an order of magnitude more accurate than the regular gradient.
Concluding remarks
Mesh adaptivity has been widely studied in the literature. We have proposed a two-mesh superconvergence method which provides both a much more accurate gradient than classical methods, and offers an associated mesh refinement indicator.
The advantages of this scheme is that it can be easily used for a wide range of problems. The implementation for different kind of problems is easier than other approaches. Our numerical experiments show that the method works well for smooth problems as well as for problems with singularities.
