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Abstract
We study the initial value problem for a hyperbolic–elliptic coupled system with arbitrary
large discontinuous initial data. We prove existence and uniqueness for that model by means
of L1-contraction and comparison properties. Moreover, after suitable scalings, we study both
the hyperbolic–parabolic and the hyperbolic–hyperbolic relaxation limits for that system.
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1. Introduction
We are interested in the study of the following hyperbolic–elliptic coupled system
ut þ 12ðu2Þx ¼ qx;
qxx þ q ¼ ux
(
ð1:1Þ
with u0 as initial condition.
This system is known as the simplest mathematical model in the study of radiating
gases. Indeed, in speciﬁc physical situation (see [Ham71] and the book of [VK65]),
(1.1) gives a good approximation to the following Euler system which describes the
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motion of a radiating gas
rt þ ðruÞx ¼ 0;
ðruÞt þ ðru2 þ pÞx ¼ 0;
frðe þ u2
2
Þgt þ fruðe þ u
2
2
Þ þ pu þ qgx ¼ 0;
qxx þ aq þ bðy4Þx ¼ 0:
8>><
>>:
ð1:2Þ
In (1.2), as usual, r; u; p; e and y are, respectively, the mass density, velocity,
pressure, internal energy and absolute temperature of the gas, while q represents the
radiative heat ﬂux and a and b are given positive constants depending on the gas
itself. Systems (1.1) and (1.2) are both treated in [KNN98], where, with an
appropriate stability condition and with energy estimates, it is proved the global
existence of Hs solutions to those systems and its asymptotic behavior. In particular,
for simpler system (1.1), it is proved that its solutions can be approximated, as
t-N; by the solutions of the viscous Burgers’ equation
ut þ 12ðu2Þx ¼ uxx;
which can be obtained formally by neglecting the higher-order term qxx in the elliptic
equation in (1.1). Moreover, either shock waves and classical solutions for (1.1) are
studied in [KN98,KN99a,KN99b], while the time asymptotic behavior of solutions
to (1.1) with discontinuous initial data is investigated in [Nis00].
More recently, Serre [Ser] proved the stability of travelling waves for the
hyperbolic–elliptic system (1.1), besides the case of the relaxation approximation.
Moreover, system (1.1), which can be rewritten as a scalar balance law of the form
ut þ 12ðu2Þx ¼ u þ K *u; ð1:3Þ
where the kernel K is given by 1
2
ejxj [KNN98,Ser], can be interpreted as a third way
to approximate the scalar conservation law
ut þ 12ðu2Þx ¼ 0;
in addition to the classical vanishing viscosity and relaxation approximations.
In this paper we study the Cauchy problem for Eq. (1.3) and we prove the
existence and the uniqueness of its weak entropy solutions. This result is obtained
essentially by taking advantage of the dissipative nature of the source term which
allows to prove L1-contractivity and comparison principle for that equation.
Moreover, driven by the previous results quoted above, we analyze both the
hyperbolic–hyperbolic and the hyperbolic–parabolic relaxation limits for (1.1). More
precisely, under the scaling ðx; tÞ-ðxe; teÞ; we prove the scaled solution converges
strongly to the entropy solution of the inviscid Burgers’ equation, while, under
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the scaling
ueðx; tÞ ¼ 1
e
u
x
e
;
t
e2
 
;
qeðx; tÞ ¼ 1
e2
u
x
e
;
t
e2
 
;
the sequence ue converges to the solution of the viscous Burgers’ equation, in
agreement with the asymptotic results of [KNN98].
We emphasize that the singular limits analyzed here are not standard relaxation
limits. Indeed, either in the hyperbolic and in the parabolic case, there is no initial
layer in the limit solution, since there are no time derivatives in the second equation
of (1.1). Therefore, we do not discuss genuine relaxation limits of 2	 2 systems
toward scalar equations, but we deal with singular limits of nonhomogeneous scalar
equations. This feature becomes evident if we consider the reformulation of (1.1)
given by Eq. (1.3). Concerning this equation, we notice that the particular form of
the convolution kernel K comes from the original hyperbolic–elliptic system (1.1),
but all the results we establish in this paper are valid for any convolution kernel K
which is even and satisﬁes
KX0;
Z þN
N
KðxÞ dx ¼ 1:
Indeed, the L1-contraction property of the source term comes from the above
assumptions and the control of the singular limits is based on the properties of the
ﬁrst two momenta of K (see Remarks 3.6 and 3.14). Finally, we remark that all the
results presented here, except the hyperbolic–parabolic relaxation limit, can be
carried out with a general C2 ﬂux f ðuÞ instead of the Burgers’ ﬂux 1
2
u2: Indeed, as we
pointed out before, in order to analyze the hyperbolic–parabolic relaxation limit, we
must scale also the dependent variable u and therefore the form of the ﬂux function
takes a role in this limit. More precisely, considering a general, smooth ﬂux f ðuÞ
which veriﬁes f ð0Þ ¼ f 0ð0Þ ¼ 0; the limit equation is given by
ut þ 12 f 00ð0Þðu2Þx ¼ uxx;
namely, it is again given by the viscous Burgers’ equation. Moreover, due to the LN
bound on ue we shall prove, even in this case, the analysis of the relaxation limit for a
general ﬂux can be carried out without signiﬁcant modiﬁcations.
The rest of this paper is organized as follows. In the next section we prove the
uniqueness of the entropy solution of our model and the existence of such solution,
ﬁrst when the initial datum is chosen in LNðRÞ-L1ðRÞ and then for general LNðRÞ
initial conditions. To perform this task, we use the vanishing viscosity method. The
stability and compactness of the sequence issued by this method is proved with the
aid of the L1-contractivity and the comparison principle for (1.3). In the last section
we analyze the two different relaxation limit and we prove the convergence of the
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relaxation sequence again using the LN and L1 estimates of the previous section.
Finally, in the appendix we establish the local in time existence in L1ðRÞ-LNðRÞ for
the vanishing viscosity approximation of (1.3).
2. Global well-posedness of the model
In this section we treat the existence and the uniqueness of the weak entropy
solution to the hyperbolic–elliptic model (1.1). We start with the study of the case of
initial data u0ðxÞ in LNðRÞ-L1ðRÞ: As we pointed out in the previous section, this
system can be reformulated as a nonhomogeneous Burgers’ equation as follows:
ut þ 12ðu2Þx ¼ u þ K *u; ð2:1Þ
where the convolution kernel K is given by 1
2
ejxj: As usual, a bounded measurable
function u is a weak solution to (2.1) if it veriﬁes this relation in distributional sense
and the test functions are smooth functions with compact support, intersecting the
line t ¼ 0: Moreover, a weak solution is entropic if, in addition, it veriﬁes the
inequality
Z T
0
Z þN
N
½ZðuÞct þ qðuÞcx dx dt þ
Z þN
N
Zðu0ðxÞÞcðx; 0Þ dx
X
Z T
0
Z þN
N
Z0ðuÞ½u  K *uc dx dt; ð2:2Þ
for any convex entropy Z with ﬂux q given by
qðuÞ ¼
Z u
sZ0ðsÞ ds
and for any nonnegative Lipschitz continuous test function c on R	 ½0; T  with
compact support, intersecting the line t ¼ 0: We stress that, as in the theory of
homogeneous conservation laws, it sufﬁces to require relation (2.2) only for a
particular class of entropies Z; namely, for ZðuÞ ¼7u; together with the family
ZkðuÞ ¼ ðu  kÞþ; kAR and wþ ¼ maxfw; 0g:
Remark 2.1. As in the study of scalar conservation laws with no source term, the
existence and uniqueness of entropy solutions to (2.1) we will prove here do not rely
on the particular form of the convection term, but it can be proved for a general,
smooth ﬂux function f ðuÞ instead of 1
2
u2:
We start by proving the existence of weak entropy solutions to the Cauchy
problem for (2.1). To perform this task, we employ the method of vanishing
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viscosity, namely, we approximate this equation with the parabolic equation
ut þ 12ðu2Þx ¼ u þ K *u þ muxx ð2:3Þ
and we seek for a solution to (2.1) as limit, as mk0; of solutions to (2.3). Concerning
this equation, we can prove the following theorem.
Theorem 2.2. Let u and %u be solutions of (2.3) with initial data u0;
%u0AL1ðRÞ-LNðRÞ: Then, for any t40;
Z þN
N
ðuðx; tÞ  %uðx; tÞÞþ dxp
Z þN
N
ðu0ðxÞ  %u0ðxÞÞþ dx; ð2:4Þ
jjuð; tÞ  %uð; tÞjjL1ðRÞpjju0ðÞ  %u0ðÞjjL1ðRÞ: ð2:5Þ
Moreover, if u0ðxÞp %u0ðxÞ a.e. on R; then uðx; tÞp %uðx; tÞ a.e. on R	 ½0; T : In
addition, the range of both u and %u is contained in ½a; a; where
a ¼ maxfjju0jjLNðRÞ; jj %u0jjLNðRÞg:
Proof. Let T40 be such that Eq. (2.3), with initial data u0; %u0AL1ðRÞ-LNðRÞ; has
smooth solutions such that uð; tÞ; %uð; tÞAL1ðRÞ-LNðRÞ for tA½0; T  (see Appendix
A for details). We start by proving the relation (2.4) for any tA½0; T : For e40; we
deﬁne
ZeðxÞ ¼
0 if Noxp0;
x2
4e if 0oxp2e;
x e if 2eoxoþN:
8><
>:
Since u and %u verify (2.3), we have
Zeðu  %uÞt þ 12½Z0eðu  %uÞðu2  %u2Þx  12 Z00e ðu  %uÞðu2  %u2Þðu  %uÞx
¼ mZeðu  %uÞxx  mZ00e ðu  %uÞ½ðu  %uÞx2  Z0e½u  %u  K *ðu  %uÞ: ð2:6Þ
Integrating (2.6) in x and t and since
mZ00e ðu  %uÞ½ðu  %uÞx2X0;
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we end up with the following inequality:Z þN
N
Zeðuðx; tÞ  %uðx; tÞÞ dxp
Z þN
N
Zeðu0ðxÞ  %u0ðxÞÞ dx
þ 1
2
Z t
0
Z þN
N
Z00e ðu  %uÞðu2  %u2Þðu  %uÞx dx ds

Z t
0
Z þN
N
Z0e½u  %u  K *ðu  %uÞ dx ds: ð2:7Þ
Moreover, as ek0; we have, pointwise,
Zeðuðx; tÞ  %uðx; tÞÞ-ðuðx; tÞ  %uðx; tÞÞþ;
Z0eðuðx; tÞ  %uðx; tÞÞ-sgnðuðx; tÞ  %uðx; tÞÞþ;
Z00e ðuðx; tÞ  %uðx; tÞÞðu2  %u2Þ-0:
Hence, letting ek0 in (2.7) we obtainZ þN
N
ðu  %uÞþ dxp
Z þN
N
ðu0  %u0Þþ dx

Z t
0
Z þN
N
ðu  %uÞþ  sgnðu  %uÞþK *ðu  %uÞ dx ds: ð2:8Þ
At this point, we estimate the convolution term in the above relation as follows:Z t
0
Z þN
N
sgnðu  %uÞþK *ðu  %uÞ dx dt
¼
Z t
0
Z þN
N
sgnðu  %uÞþ1
2
Z þN
N
ejxyjðu  %uÞðyÞ dy dx dt
p
Z t
0
Z þN
N
1
2
Z þN
N
ejxyjðu  %uÞþðyÞ dy dx dt
¼
Z t
0
Z þN
N
ðu  %uÞþðyÞ dy dt
and therefore relation (2.8) reduces toZ þN
N
ðu  %uÞþ dxp
Z þN
N
ðu0  %u0Þþ dx
which is exactly (2.4). Interchanging the roles of u and %u; from (2.4) we easily obtain
(2.5). Moreover, the monotonicity property stated at the end of the theorem is again
a consequence of (2.4). Now, it is not possible to prove the bound of the solutions in
LN using directly this monotonicity, because the constants are solutions of our
equations, which do not belong to L1ðRxÞ: Indeed, it is still possible to prove this
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bound, thanks to an uniform control of the Lp norms of the solutions. Indeed, with
standard arguments, we can multiply Eq. (2.3) by a regularization of pjujp1sgnðuÞ
and we obtain Z þN
N
jujp dxp
Z þN
N
ju0jp dx 
Z t
0
Z þN
N
pjujp dx ds
þ
Z t
0
Z þN
N
pjujp1jK *uj dx ds: ð2:9Þ
We estimate once again the convolution integralZ þN
N
jujp1jK *uj dxpjjujjp1Lp jjK *ujjLppjjujjp1Lp jjujjLp jjK jjL1 ¼ jjujjpLp ;
because of the identity
1
2
Z þN
N
ejxj dx ¼ 1:
Hence, (2.9) becomes
jjujjLppjju0jjLppjju0jj
p1
p
LN jju0jj
1
p
L1
:
Thus, the LN norm of u is estimated by
jjujjLNp lim sup
p-þN
jjujjLpp limp-þN jju0jj
p1
p
LN jju0jj
1
p
L1
¼ jju0jjLN
and the last assertion of the theorem follows easily. Finally, this a priori estimate,
together with the L1 estimate coming from (2.3), implies in particular the local-in-
time solution of (2.3) is indeed global and all the estimates we have proved are global
in time. &
As in the homogeneous case [Daf00], setting %uðx; tÞ ¼ uðx þ h; tÞ; the estimate (2.5)
can be used to estimate, uniformly with respect to m; the L1-modulus of continuity of
the solution um to (2.3) with u0AL1ðRÞ-LNðRÞ: Indeed, the following lemma holds.
Lemma 2.3. Let um be the solution to (2.3) with u0AL1ðRÞ-LNðRÞ as initial datum. In
particular Z þN
N
ju0ðx þ hÞ  u0ðxÞj dxpoðjhjÞ; for any hAR; ð2:10Þ
for some nondecreasing function o on ½0;þNÞ with oðrÞk0 as rk0: Then there exists a
constant C, depending only on jju0jjLNðRÞ such that, for any t40;Z þN
N
jumðx þ h; tÞ  umðx; tÞj dxpoðjhjÞ; for any hAR ð2:11Þ
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and
Z þN
N
jumðx; t þ kÞ  umðx; tÞj dxpCðk þ k23 þ mk13Þjju0jjL1ðRÞ þ 4oðk
1
3Þ; ð2:12Þ
for any k40:
Proof. For any ﬁxed t40; applying (2.5) with %uðx; tÞ ¼ uðx þ h; tÞ; we obtain (2.11).
Fix now k40: Let f be a smooth, bounded function on R: Then, multiplying (2.3)
by f and integrating by parts one has
Z þN
N
fðxÞ½uðx; t þ kÞ  uðxÞ dx
¼
Z tþk
t
Z þN
N
f0ðxÞ 1
2
uðx; tÞ2 þ mf00ðxÞuðx; tÞ
	
þ fðxÞðuðx; tÞ þ ðK *uÞðx; tÞÞ dx dt: ð2:13Þ
Let us choose
fðxÞ ¼
Z þN
N
k
1
3r
x  x
k
1
3
 !
sgnðuðx; t þ kÞ  uðx; tÞÞ dx;
where r is a molliﬁer, namely a smooth, nonnegative function with support
contained in ½1; 1 and total mass one. Since jfjp1; jf0jpc1k
1
3 and jf00jpc2k
2
3;
from (2.13) we obtain
Z þN
N
fðxÞðuðx; t þ kÞ  uðx; tÞÞ dxpCðk þ k23 þ mk13Þjju0jjL1ðRÞ; ð2:14Þ
where the constant C depends only on jju0jjLN : Moreover,
juðx; t þ kÞ  uðx; tÞj  fðxÞðuðx; t þ kÞ  uðx; tÞÞ
¼
Z þN
N
k
1
3r
x  x
k
1
3
 !
½juðx; t þ kÞ  uðx; tÞj
 ðuðx; t þ kÞ  uðx; tÞÞsgnðuðx; t þ kÞ  uðx; tÞÞ dx
p2
Z þN
N
k
1
3r
x  x
k
1
3
 !
juðx; t þ kÞ  uðx; tÞ  ðuðx; t þ kÞ  uðx; tÞÞj dx:
Finally, integrating in dx the above inequality, we get (2.12), in view of (2.11) and
(2.14). &
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In view of Lemma 2.3, the sequence um is compact in L1loc (and bounded in L
N)
that is, passing if necessary to a subsequence, it converges strongly (and boundedly
almost everywhere in R	 ½0;þNÞ) to a function uAL1ðR	 ½0; T Þ-LNðR	 ½0; T Þ:
Moreover, due to the strong convergence of the sequence and due to its boundedness
in LN; it is easy to verify that u is an entropy solution to (2.1) with u0 as initial data.
Hence, the following theorem holds.
Theorem 2.4. Let um be the solution to (2.3) with u0AL1ðRÞ-LNðRÞ as initial datum.
Then, as mk0; for any T40;
um-u; strongly in LplocðR	 ½0; T Þ; poþN;
and uAL1ðR	 ½0; T Þ-LNðR	 ½0; T Þ is an entropy solution to (2.1) with u0 as initial
datum.
We pass now to the study of the uniqueness of the weak, entropy solutions to (2.1)
with initial datum in L1ðRÞ-LNðRÞ:
Theorem 2.5. Let u; %uALNð½0; T ; L1ðRÞ-LNðRÞÞ be weak entropy solutions of (2.1)
with initial data u0; %u0AL1ðRÞ-LNðRÞ: Then, for any tA½0; T ;Z þN
N
ðuðx; tÞ  %uðx; tÞÞþ dxp
Z þN
N
ðu0ðxÞ  %u0ðxÞÞþ dx; ð2:15Þ
jjuð; tÞ  %uð; tÞjjL1ðRÞpjju0ðÞ  %u0ðÞjjL1ðRÞ: ð2:16Þ
Moreover, if u0ðxÞp %u0ðxÞ a.e. on R; then uðx; tÞp %uðx; tÞ a.e. on R	 ½0; T : In
addition, the essential range of both u and %u is contained in ½a; a; where
a ¼ maxfjju0jjLNðRÞ; jj %u0jjLNðRÞg:
Proof. To prove the results and, in particular, (2.16), we proceed as in the
homogeneous case [Kru70]; see also the book [Daf00]. To this end, we use the
entropy ðuðx; tÞ  %uðy; sÞÞþ either in the ðx; tÞ and in the ðy; sÞ variables and we
choose an appropriate test function, converging to d functions centered at y ¼ x and
at t ¼ s to obtain the following relation:Z T
0
Z þN
N
½ctðu  %uÞþ þ cx sgnðu  %uÞþðf ðuÞ  f ð %uÞÞ dx dt
þ
Z þN
N
cðx; 0Þðu0  %u0Þþ dx
X
Z T
0
Z þN
N
c½ðu  %uÞþ  sgnðu  %uÞþK *ðu  %uÞ dx dt; ð2:17Þ
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for any nonnegative Lipschitz continuous test function c on R	 ½0; T  with compact
support, intersecting the line t ¼ 0: Now we ﬁx R40; tA½0; TÞ and e40 and we write
(2.17) for the test function cðx; tÞ ¼ wðx; tÞyðtÞ; where
wðx; tÞ ¼
1 if 0ptoT ; 0pjxjoR þ sðt  tÞ;
1
e ½R þ sðt  tÞ  jxj þ 1 if 0ptoT ;
R þ sðt  tÞpjxjoR þ sðt  tÞ þ e;
0 if 0ptoT ; jxjXR þ sðt  tÞ þ e;
8>><
>>:
yðtÞ ¼
1 if 0ptot;
1
e ðt  tÞ þ 1 if tptot þ e;
0 if t þ eptoT ;
8><
>:
and
s ¼ max f ðuÞ  f ð %uÞ
u  %u
 
; ð2:18Þ
for u and %u in the range of the solutions. Computing explicitly the derivatives of c;
we get, as in the homogeneous case,
1
e
Z tþe
t
Z
jxjoR
ðu  %uÞþ dx dt
p
Z
jxjoRþst
ðu0  %u0Þþ dx  1e
Z T
0
Z
RþsðttÞpjxjoRþsðttÞþe
sðu  %uÞþ

þ xjxj sgnðu  %uÞ
þðf ðuÞ  f ð %uÞÞ

dx dt

Z T
0
Z þN
N
wðx; tÞyðtÞ½ðu  %uÞþ  sgnðu  %uÞþK *ðu  %uÞ dx dtþ OðeÞ
p
Z
jxjoRþst
ðu0  %u0Þþ dx  I þ OðeÞ: ð2:19Þ
In the last line of (2.19), we used the special choice of the constant s and I stands for
the extra term, due to the source,
I ¼
Z T
0
Z þN
N
wðx; tÞyðtÞ½ðu  %uÞþ  sgnðu  %uÞþK *ðu  %uÞ dx dt
we have to estimate in our case. The special form of the test function we have chosen
yields to
I ¼
Z t
0
Z
jxjoRþsðttÞ
½ðu  %uÞþ  sgnðu  %uÞþK *ðu  %uÞ dx dtþ OðeÞ:
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Hence, letting ek0; we end up toZ
jxjoR
ðu  %uÞþ dxp
Z
jxjoRþst
ðu0  %u0Þþ dx 
Z t
0
Z
jxjoRþsðttÞ
ðu  %uÞþ dx dt
þ
Z t
0
Z
jxjoRþsðttÞ
sgnðu  %uÞþK *ðu  %uÞ dx dt: ð2:20Þ
From the above inequality, with R-þN; we obtainZ þN
N
ðu  %uÞþ dxp
Z þN
N
ðu0  %u0Þþ dx 
Z t
0
Z N
N
ðu  %uÞþ dx dt
þ
Z t
0
Z þN
N
sgnðu  %uÞþK *ðu  %uÞ dx dt: ð2:21Þ
Indeed, since u and %u are in LNð½0; T ; L1ðRÞÞ;Z t
0
Z þN
N
sgnðu  %uÞþK *ðu  %uÞ dx dt
¼
Z t
0
Z þN
N
sgnðu  %uÞþ1
2
Z þN
N
ejxyjðu  %uÞðyÞ dy dx dt
p
Z t
0
Z þN
N
1
2
Z þN
N
ejxyjðu  %uÞþðyÞ dy dx dt
¼
Z t
0
Z þN
N
ðu  %uÞþðyÞ dy dt:
Hence, (2.21) becomesZ þN
N
ðu  %uÞþ dxp
Z þN
N
ðu0  %u0Þþ dx;
which is exactly (2.15). In addition, interchanging the roles of u and %u; from (2.15) we
easily obtain (2.16). Moreover, the monotonicity property stated at the end of the
theorem is again a consequence of (2.15). As in the case of the vanishing viscosity
approximation, it is not possible to prove the bound of the solutions in LN using
directly this monotonicity, because the constants are solutions of our equations,
which do not belong to L1ðRxÞ: However, we can prove also in this case an estimate
for the Lp norm of the formZ þN
N
jujp dxp
Z þN
N
ju0jp dx 
Z t
0
Z þN
N
pjujp dx ds
þ
Z t
0
Z þN
N
pjujp1jK *uj dx ds
which yields the desired LN estimate as we pointed out in the proof of Theorem 2.2.
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Finally, the constant s deﬁned in (2.18) depends only on maxfjju0jjLNðRÞ; jj %u0jjLNðRÞg
and the proof is complete. &
The results of Theorem 2.5 clearly implies the following corollary.
Corollary 2.6. There exists at most one entropy solution of (2.1), belonging in the space
LNð½0; T ; L1ðRÞ-LNðRÞÞ; with initial datum in L1ðRÞ-LNðRÞ:
Remark 2.7. In view of the uniqueness result we have established, we can conclude
that any weak, entropy solution to (2.1) which belongs to the space
LNð½0; T ; L1ðRÞ-LNðRÞÞ veriﬁes the estimate
Z þN
N
juðx; t þ kÞ  uðx; tÞj dxpCðk þ k23Þjju0jjL1ðRÞ þ 4oðk
1
3Þ;
where o represents the L1-modulus of continuity of the initial datum, because it can
be obtained as limit of the vanishing viscosity approximation (2.3). Thus,
uACð½0; T ; L1ðRÞÞ for any T40:
We conclude the section with the case of initial datum u0ALNðRÞ: From the
previous results, it follows that the solutions of (2.1) form a Lipschitz semigroup St;
deﬁned in the space L1ðRÞ-LNðRÞ with the L1-norm (see, for instance, Theorem
2.5). Our aim is to extend such semigroup to the space LNðRÞ endowed with the
following norm:
j jjujj j ¼
Z þN
N
fðxÞjuðxÞj dx; ð2:22Þ
where f is a positive, smooth function satisfying
fðxÞ ¼ ejxj for any jxjX2;
fðxÞ ¼ 1 for any jxjp1:
In order to extend the semigroup to the whole space ðLN; j jj  jj jÞ; it sufﬁces to prove
it is continuous in its dense subspace ðLN-L1; j jj  jj jÞ: We show this property in the
next theorem. Let us remark that ðLN; j jj  jj jÞ is not a Banach space and our
procedure actually extends the semigroup to the larger space L1ðR;f dxÞ:
Theorem 2.8. Let u; %uALNð½0; T ; L1ðRÞ-LNðRÞÞ be weak entropy solutions of (2.1)
with initial data u0; %u0AL1ðRÞ-LNðRÞ: Then, for any tA½0; T ;
j jjuð; tÞ  %uð; tÞjj jpeCtj jju0  %u0jj j; ð2:23Þ
where the constant C depends only on f and on jju0jjLN ; jj %u0jjLN :
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Proof. Due to our uniqueness result (Corollary 2.6), we can consider the solutions
u; %u as limit of solutions um; %um of the vanishing viscosity approximation
ut þ 12ðu2Þx ¼ u þ K *u þ muxx: ð2:24Þ
We multiply the equation for um  %um by the function f to obtain
½fðum  %umÞt þ 12½fððumÞ2  ð %umÞ2Þx ¼  f½um  %um  K *ðum  %umÞ
þ 1
2
f0ððumÞ2  ð %umÞ2Þ þ mfðum  %umÞxx: ð2:25Þ
Let ZeðxÞ be a regular approximation of jxj (in the spirit of the function used in the
proof of Theorem 2.2). Multiplying (2.25) by Zeðum  %umÞ we obtain
fZe;t þ 12½fZ0eððumÞ2  ð %umÞ2Þx ¼  fZ0e½um  %um  K *ðum  %umÞ
þ 1
2
fZ00e ððumÞ2  ð %umÞ2Þðum  %umÞx
þ 1
2
f0Z0eððumÞ2  ð %umÞ2Þ
þ m½fZ0eðum  %umÞxx  mf0Z0eðum  %umÞx
 mZ00e f½ðum  %umÞx2: ð2:26Þ
Thus, proceeding as in the proof of Theorem 2.2, we integrate (2.26) in dx and dt and
we let ek0 to obtainZ þN
N
fðxÞjum  %umj dxp
Z þN
N
fðxÞju0  %u0j dx
þ C
Z þN
N
Z t
0
ðjf0j þ jf00jÞjum  %umj ds dx; ð2:27Þ
where the constant C depends only on jjujjN; jju0jjN for mo1: Since ðjf0j þ
jf00jÞpC1f; from (2.27) and by the Gronwall lemma, we get (2.23) as mk0: &
3. Analysis of relaxation limits
In the previous section, we discussed the existence and the uniqueness of weak
entropy solutions to our hyperbolic–elliptic model
Us þ 12ðU2Þy ¼ Qy;
Qyy þ Q ¼ Uy:
(
ð3:1Þ
Hence, we can discuss now the convergence of relaxation limits for this model.
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3.1. Hyperbolic–hyperbolic relaxation limit
In order to obtain an hyperbolic-type limit, we perform the following scaling:
ueðx; tÞ ¼U x
e
;
t
e
 
;
qeðx; tÞ ¼Q x
e
;
t
e
 
:
Thus, system (3.1) becomes
uet þ 12½ðueÞ2x ¼ qex;
e2qexx þ qe ¼ euex:
(
ð3:2Þ
Moreover, for the sake of clearness, we give an initial datum u0ðxÞ to this problem
such that u0AL1ðRÞ-LNðRÞ: We postpone the discussion of LN initial data at the
end of the section.
Remark 3.1. In the construction of the Cauchy problem for (3.2), we scale only the
terms for t40; without scaling the initial datum, which is given a posteriori as a ﬁxed
function in L1ðRÞ-LNðRÞ: Indeed, the scaled initial datum is given by the sequence
ue0ðxÞ ¼ U0ðxeÞ; which converges to zero strongly in L1ðRÞ because U0AL1ðRÞ;
namely, in this way we can recover at the limit only the null solution. In other words,
we do not investigate the relaxation limit of the scaled solution, but we use the
scaling only to detect the terms which are physically negligible in the equations and
we study the singular limit of the new Cauchy problem, with ﬁxed datum.
Remark 3.2. As we pointed out in the previous section, the restriction to the Burgers’
ﬂux 1
2
u2 is unnecessary even at this point and the analysis of the hyperbolic–
hyperbolic relaxation limit can be carried out, without essential changes, for general,
smooth ﬂuxes f ðuÞ:
Letting ek0 in (3.2), we see that formally we obtain q ¼ 0 and the limit equation is
given by
ut þ 12ðu2Þx ¼ 0: ð3:3Þ
To prove rigorously this limit, it is convenient once again to rewrite system (3.2) as
the nonhomogeneous scalar conservation law
uet þ
1
2
½ðueÞ2x ¼ 
1
e
ðue  K e *ueÞ; ð3:4Þ
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where the convolution kernel is given by
K e ¼ 1
2e
e
jxj
e :
Thus, the good contraction properties of the source term we employed in the proofs
of Theorems 2.2 and 2.5 are still valid for (3.4). More precisely, the new convolution
kernel K e is scaled such that jjK ejjL1 ¼ jjK jjL1 ¼ 1: Therefore, following step by step
the lines of the proofs presented above, we obtain the following result.
Theorem 3.3. Let ue; %ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be weak entropy solutions of
(3.4) with initial data u0; %u0AL1ðRÞ-LNðRÞ: Then, for any tA½0; T ;Z þN
N
ðueðx; tÞ  %ueðx; tÞÞþ dxp
Z þN
N
ðu0ðxÞ  %u0ðxÞÞþ dx;
jjueð; tÞ  %ueð; tÞjjL1ðRÞp jju0ðÞ  %u0ðÞjjL1ðRÞ:
Moreover, if u0ðxÞp %u0ðxÞ a.e. on R; then ueðx; tÞp %ueðx; tÞ a.e. on R	 ½0; T : In
addition, the essential range of both ue and %ue is contained in ½a; a; where
a ¼ maxfjju0jjLNðRÞ; jj %u0jjLNðRÞg:
As we pointed out in the study of the vanishing viscosity limit, the results of
Theorem 3.3 give the necessary compactness to get the strong convergence of our
relaxation limit. We collect these properties in the next lemma.
Lemma 3.4. Let ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be the weak, entropy solution to (3.4)
with u0AL1ðRÞ-LNðRÞ as initial datum. In particularZ þN
N
ju0ðx þ hÞ  u0ðxÞj dxpoðjhjÞ; for any hAR;
for some nondecreasing function o on ½0;þNÞ with oðrÞk0 as rk0: Then there exists a
constant C, depending only on jju0jjLNðRÞ such that, for any t40;Z þN
N
jueðx þ h; tÞ  ueðx; tÞj dxpoðjhjÞ; for any hAR ð3:5Þ
and Z þN
N
jueðx; t þ kÞ  ueðx; tÞj dxpCk23jju0jjL1ðRÞ þ 4oðk
1
3Þ; ð3:6Þ
for any k40:
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Proof. As in the proof of Lemma 2.3, the results of Theorem 3.3 implies (3.5). Due
to the time regularity of our weak, entropy solutions (Remark 2.7), which can be
always viewed as limit of the vanishing viscosity approximation, we haveZ þN
N
fðxÞ½ueðx; t þ kÞ  ueðxÞ dx
¼
Z tþk
t
Z þN
N
f0ðxÞ1
2
ueðx; tÞ2
	
þ fðxÞ
e
ðueðx; tÞ þ ðK e *ueÞðx; tÞÞ

dx dt; ð3:7Þ
where fðxÞ stands for the smooth function considered in the proof of Lemma 2.3.
Hence, the only difference with the case e ¼ 1 is in the source term, which is singular,
due to the coefﬁcient 1e: However, we can still control this term, taking advantage of
its dissipative nature. Indeed,
 1
e
Z tþk
t
Z þN
N
fðxÞðue  K e *ueÞ dx dt
¼ 1
2e
Z tþk
t
Z þN
N
fðxÞ
Z þN
N
ejxjðueðexþ x; tÞ  ueðx; tÞÞ dx dx dt
¼ 1
2e
Z tþk
t
Z þN
N
Z þN
N
ðfðx  exÞ  fðxÞÞejxjueðx; tÞ dx dt dx
¼ e 1
2e
Z tþk
t
Z þN
N
Z þN
N
ejxjueðx; tÞf0ðzÞx dx dt dx
pCk
2
3jju0jjL1ðRÞ;
where the constant C is independent from e: Finally, relation (3.6) can be proved as
before starting from (3.7) and the proof is complete. &
Now we are ready to prove our relaxation theorem.
Theorem 3.5. Let ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be the weak, entropy solution of
(3.4) with initial datum u0AL1ðRÞ-LNðRÞ: Then, as ek0;
ue-u; strongly in LplocðR	 ½0; T Þ; poþN;
and u is the unique entropy solution to (3.3), belonging in the space
LNð½0; T ; L1ðRÞ-LNðRÞÞ; with u0 as initial datum.
Proof. Applying the results of Lemma 3.4, we get the sequence ue is uniformly
bounded in LN and it is compact in L1loc: Therefore, passing if necessary to
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subsequence, as ek0;
ue-u; strongly in LplocðR	 ½0; T Þ; poþN;
and boundedly almost everywhere on R	 ½0;þNÞ: Passing into the limit in the weak
formulation of (3.4) and in its entropy inequality, we can conclude u is the unique
entropy solution of (3.3) if, as ek0;
1
e
ðue  K e *ueÞ-0 ð3:8Þ
in the sense of distributions. We remark that once we prove u is the unique entropy
solution to (3.3), the whole sequence ue will converge. In order to prove (3.8), we
proceed as in Lemma 3.4, controlling this time in a more accurate way the singularity
of the source term. Let cðx; tÞ be a smooth, compactly supported test function. Then,
 1
e
Z T
0
Z þN
N
cðx; tÞðue  K e *ueÞ dx dt
¼ 1
2e
Z T
0
Z þN
N
cðx; tÞ
Z þN
N
ejxjðueðexþ x; tÞ  ueðx; tÞÞ dx dx dt
¼ 1
2e
Z T
0
Z þN
N
Z þN
N
cðx  ex; tÞejxjueðx; tÞ dx dt dx
 1
2e
Z T
0
Z þN
N
Z þN
N
cðx; tÞejxjueðx; tÞ dx dt dx:
Moreover,
jcðx  ex; tÞ  cðx; tÞ þ ecxðx; tÞxjp
1
2
e2x2jjcjjC2
0
and hence we have
1
e
Z T
0
Z þN
N
cðx; tÞðue  K e *ueÞ dx dt


p e 1
2e
Z T
0
Z þN
N
Z þN
N
ejxjueðx; tÞcxðx; tÞx dx dt dx


þ e2 1
4e
jjcjjC2
0
Z T
0
Z þN
N
jueðx; tÞj dx dt
Z þN
N
x2ejxj dx
peCT jjcjjC2
0
jju0jjL1ðRÞ ¼ OðeÞ;
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because of the identity
Z þN
N
ejxjx dx ¼ 0;
which proves (3.8). &
Remark 3.6. In the proof of the hyperbolic–hyperbolic relaxation limit, we take
advantage of the L1-contraction of the source of (3.4), which are due solely to the
property of the convolution kernel K e; namely
* K e even,
* K eX0;
* jjK ejjL1 ¼ 1:
Moreover, the above conditions also imply the ﬁrst momentum of Ke is zero and
this feature allows to control the singular limit of the source in the sense of
distribution (see the last line in the proof of Theorem 3.5). Thus, the results we
obtained are still valid for any equation of form (3.4), with a convolution kernel
satisfying the above conditions.
We conclude the section with the discussion of the case of LN initial data. As we
pointed out before, the only difference with the nonscaled equation lies in the source
term, due to the singular coefﬁcient 1e and the scaled kernel K
e: However, this
changements do not affect the monotonicity properties of the source and therefore
we can repeat the argument of the previous section to prove the following theorem.
Theorem 3.7. Let ue; %ueALNð½0; T  	 RÞ be weak entropy solutions of (3.4) with
initial data u0; %u0ALNðRÞ: Then, for any tA½0; T ;
j jjueð; tÞ  %ueð; tÞjj jpeCtj jju0  %u0jj j; ð3:9Þ
where the constant C depends only on f and on jju0jjLN ; jj %u0jjLN and j jj  jj j is the
norm defined in (2.22).
Finally, once we have the property (3.9), we can easily obtain the results of Lemma
3.4 even for the norm (2.22) and therefore we get the convergence of the relaxation
limit for LN solutions of (3.4).
Remark 3.8. As we pointed out in Remark 3.1, we consider only relaxation limits
with ﬁxed initial data, without scaling the function at t ¼ 0: However, if we choose
the initial data U0 of (3.1) only in L
NðRÞ; then we can consider the genuine
relaxation limit of the corresponding weak solution, by scaling also the initial data
ue0ðxÞ ¼ U0ðxeÞ: Indeed, this time the sequence ue0 is only bounded in LN and therefore
the solutions ue of (3.2) will converge to the solution of its formal limit (3.3) with the
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weak-* limit in LN of ue0 as initial condition, provided U0 is also in BVðRÞ: Indeed,
in this case, the estimate (3.9) gives the necessary uniform control of the modulus of
continuity of the sequence ue in the L1-weighted norm even for the scaled initial data
ue0ðxÞ ¼ U0ðxeÞ:
3.2. Hyperbolic–parabolic relaxation limit
In this section, we move to the study of the hyperbolic–parabolic relaxation limit
for system (3.1). To get the parabolic behavior at the limit, we need the following
transformation:
ueðx; tÞ ¼ 1
e
U
x
e
;
t
e2
 
;
qeðx; tÞ ¼ 1
e2
Q
x
e
;
t
e2
 
:
Hence, this time system (3.1) becomes
uet þ 12½ðueÞ2x ¼ qex;
e2qexx þ qe ¼ uex:
(
ð3:10Þ
Once again, we consider an initial datum u0ðxÞ to this problem such that
u0AL1ðRÞ-LNðRÞ: For the general LN case, we refer to the end of the section.
Remark 3.9. As we pointed out in Remark 3.1, we perform the above scaling only to
show which are the negligible terms in the equations and we do not consider also the
scaled initial datum. With this scaling, namely, in the parabolic regime, it turns out
that the negligible term is qxx; as proposed in [KNN98]. Once again, we do not scale
the initial datum, because, in this way, the sequence we end up is given by 1e U0ðxeÞ;
which is uniformly bounded in L1ðRÞ; but not in LNðRÞ; if U0AL1ðRÞ-LNðRÞ;
without further restrictions.
From the second line of (3.10), it is clear that the formal limit is given by the
relation q ¼ ux and therefore the relaxed equation is
ut þ 12ðu2Þx ¼ uxx: ð3:11Þ
In order to utilize the L1-contractivity of the solutions of our problem, we transform
(3.10) as follows:
uet þ
1
2
½ðueÞ2x ¼ 
1
e2
ðue  K e *ueÞ; ð3:12Þ
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with the same convolution kernel of the previous case. Hence, we end up with the
same structure of the hyperbolic–hyperbolic relaxation limit and therefore the same
results apply to this case.
Remark 3.10. Conversely to the previous relaxation limit, the form of the Burgers’
ﬂux is somehow crucial in this case, because we scale also the dependent variable u:
However, assuming the ﬂux f ðuÞ is smooth and it veriﬁes f ð0Þ ¼ f 0ð0Þ ¼ 0; the limit
equation is given by
ut þ 12 f 00ð0Þðu2Þx ¼ uxx;
namely, it is again given by the viscous Burgers’ equation. Moreover, due to the LN
bound on ue; the analysis of this limit does not differ to the one presented here and
therefore the study of the general case is again inessential.
Theorem 3.11. Let ue; %ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be weak entropy solutions of
(3.12) with initial data u0; %u0AL1ðRÞ-LNðRÞ: Then, for any tA½0; T ;
Z þN
N
ðueðx; tÞ  %ueðx; tÞÞþ dxp
Z þN
N
ðu0ðxÞ  %u0ðxÞÞþ dx;
jjueð; tÞ  %ueð; tÞjjL1ðRÞp jju0ðÞ  %u0ðÞjjL1ðRÞ:
Moreover, if u0ðxÞp %u0ðxÞ a.e. on R; then ueðx; tÞp %ueðx; tÞ a.e. on R	 ½0; T : In
addition, the essential range of both ue and %ue is contained in ½a; a; where
a ¼ maxfjju0jjLNðRÞ; jj %u0jjLNðRÞg:
Once again, the above results yield the compactness of our relaxation
approximation.
Lemma 3.12. Let ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be the weak, entropy solution to
(3.12) with u0AL1ðRÞ-LNðRÞ as initial datum. In particular
Z þN
N
ju0ðx þ hÞ  u0ðxÞj dxpoðjhjÞ; for any hAR;
for some nondecreasing function o on ½0;þNÞ with oðrÞk0 as rk0: Then there exists a
constant C, depending only on jju0jjLNðRÞ such that, for any t40;
Z þN
N
jueðx þ h; tÞ  ueðx; tÞj dxpoðjhjÞ; for any hAR ð3:13Þ
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and Z þN
N
jueðx; t þ kÞ  ueðx; tÞj dxpCðk23 þ k13Þjju0jjL1ðRÞ þ 4oðk
1
3Þ; ð3:14Þ
for any k40:
Proof. As in the proof of Lemma 3.4, (3.13) follows from Theorem 3.11. Moreover,
our weak, entropy solution veriﬁesZ þN
N
fðxÞ½ueðx; t þ kÞ  ueðxÞ dx
¼
Z tþk
t
Z þN
N
f0ðxÞ 1
2
ueðx; tÞ2
	
þ fðxÞ
e2
ðueðx; tÞ þ ðK e *ueÞðx; tÞÞ

dx dt; ð3:15Þ
where fðxÞ stands for the smooth function considered in the proofs of Lemmas 2.3
and 3.4. Once again, we must control the singularity of the source term, which in this
case is more stiff than in the hyperbolic limit. However, it can be controlled using the
second derivative of the smooth function f: Indeed,
 1
e2
Z tþk
t
Z þN
N
fðxÞðue  K e *ueÞ dx dt
¼ 1
2e2
Z tþk
t
Z þN
N
fðxÞ
Z þN
N
ejxjðueðexþ x; tÞ  ueðx; tÞÞ dx dx dt
¼ 1
2e2
Z tþk
t
Z þN
N
Z þN
N
ðfðx  exÞ  fðxÞÞejxjueðx; tÞ dx dt dx
¼ e 1
2e2
Z tþk
t
Z þN
N
Z þN
N
ejxjueðx; tÞf0ðxÞx dx dt dx
þ e2 1
4e2
Z tþk
t
Z þN
N
Z þN
N
ejxjueðx; tÞf00ðzÞx2 dt dx dx
pCk
1
3jju0jjL1ðRÞ;
because, as we pointed out before,Z þN
N
ejxjx dx ¼ 0:
As before, the constant C is independent from e and therefore relation (3.14) is an
easy consequence of (3.15). The proof is complete. &
Finally, the convergence result is contained in the next theorem.
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Theorem 3.13. Let ueALNð½0; T ; L1ðRÞ-LNðRÞÞ be the weak, entropy solution of
(3.12) with initial datum u0AL1ðRÞ-LNðRÞ: Then, as ek0;
ue-u; strongly in LplocðR	 ½0; T Þ; poþN;
and u is the unique solution to (3.11) with u0 as initial datum.
Proof. As for the proof of Theorem 3.5, we obtain, up to subsequences,
ue-u; strongly in LplocðR	 ½0; T Þ; poþN;
and boundedly almost everywhere in R	 ½0;þNÞ; where uAL1ðR	
½0; T Þ-LNðR	 ½0; T Þ; thanks to the compactness coming from the results of
Lemma 3.12. Hence, to conclude that u is the unique solution to (3.11) with u0 as
initial datum, we need to prove
1
e2
ðue  K e *ueÞ-uxx ð3:16Þ
in the sense of distributions. We perform this task proceeding as in the proof of
Lemma 3.12. Also in this case, the uniqueness of solutions to this Cauchy problem
implies that the whole sequence ue will converge. Let cðx; tÞ be a smooth, compactly
supported test function. Since
cðx  ex; tÞ  cðx; tÞ ¼ ecxðx; tÞxþ 12 e2x2cxxðx; tÞ  16 e3jxj3cxxxðze; tÞ;
we have
 1
e2
Z T
0
Z þN
N
cðx; tÞðue  K e *ueÞ dx dt
¼ 1
2e2
Z T
0
Z þN
N
cðx; tÞ
Z þN
N
ejxjðueðexþ x; tÞ  ueðx; tÞÞ dx dx dt
¼ 1
2e2
Z T
0
Z þN
N
Z þN
N
cðx  ex; tÞejxjueðx; tÞ dx dt dx
 1
2e2
Z T
0
Z þN
N
Z þN
N
cðx; tÞejxjueðx; tÞ dx dt dx
¼ e 1
2e2
Z T
0
Z þN
N
Z þN
N
ejxjueðx; tÞcxðx; tÞx dx dt dx
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þ e2 1
4e2
Z T
0
Z þN
N
Z þN
N
ejxjueðx; tÞcxxðx; tÞx2 dx dt dx
 e3 1
12e2
Z T
0
Z þN
N
Z þN
N
x3ejxjueðx; tÞcxxxðze; tÞ dx dt dx
¼
Z T
0
Z þN
N
ueðx; tÞcxxðx; tÞ dx dt þ OðeÞ;
because of the relations
Z þN
N
ejxjx dx ¼ 0; 1
4
Z þN
N
ejxjx2 dx ¼ 1;
and the estimate
e3
1
12e2
Z T
0
Z þN
N
Z þN
N
x3ejxjueðx; tÞcxxxðze; tÞ dx dt dx


pe 1
12
jjcjjC3
0
Z T
0
Z þN
N
jueðx; tÞj dx dt
Z þN
N
jxj3ejxj dx
¼ eCT jjcjjC3
0
jju0jjL1ðRÞ:
Hence, passing into the limit in the above relation, we recover (3.16) and the proof is
complete. &
Remark 3.14. As we pointed out in Remark 3.6, the results established above are
valid for any convolution kernel which is even, nonnegative and such that jjK ejjL1 ¼
1: In this case, the fact that the ﬁrst momentum of K e is zero is used also in the
control of the L1-modulus of continuity in the t variable (see the proof of Lemma
3.12), while the second momentum of K e; necessarily positive, gives the double of the
viscosity constant in the limit equation (see the relations above).
We pass now to the study of the case of LN initial data. As we put into evidence in
the hyperbolic–hyperbolic relaxation limit, our scaling introduces a singular, positive
coefﬁcient 1e2 in front of the source term and it slightly modiﬁes the kernel, but it
preserves the monotonicity of the source itself. Therefore, even in this case, repeating
the previous arguments, we can prove the Lipschitz continuity in the weighted norm
considered in the previous sections, which is the basis of our analysis.
Theorem 3.15. Let ue; %ueALNð½0; T  	 RÞ be weak entropy solutions of (3.12) with
initial data u0; %u0ALNðRÞ: Then, for any tA½0; T ;
j jjueð; tÞ  %ueð; tÞjj jpeCtj jju0  %u0jj j; ð3:17Þ
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where the constant C depends only on f and on jju0jjLN ; jj %u0jjLN and j jj  jj j is the
norm defined in (2.22).
Once we have proved (3.17), without signiﬁcant modiﬁcations, we can recover the
result of Lemma 3.12 in terms of norm (2.22) and hence we obtain the convergence
of the relaxation limit even in the case of LN solutions of (3.12).
Note added in proof. The authors have learned of two relevant references
(S. Schochet, E. Tadmor, Arch. Rational Mech. Anal. 119 (1992) 95–107; H. Liu,
E. Tadmor, SIAM J. Math. Anal 33 (2001) 930–945) that contain some ideas
regarding the contraction properties used in this paper and some interesting results
concerning the travelling wave analysis. We found no mention of these references in
the literature quoted below.
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Appendix A. Local existence for the vanishing viscosity approximation
We prove here the local-in-time existence of the equation
ut þ 12ðu2Þx ¼ u þ K *u þ muxx ðA:1Þ
when the initial data u0 is chosen in L
1ðRÞ-LNðRÞ: We show in particular that the
time of existence depends on the L1 and LN norms of the initial data and therefore,
by a continuation principle, the solution is deﬁned globally in time, once we prove
the following a priori estimates:
jjuðtÞjjL1p jju0jjL1
jjuðtÞjjLNp jju0jjLN ;
for any tA½0; T0: As usual in this kind of problems (see, for instance, [Smo94]), we
shall use a ﬁxed point argument to prove the existence of such solutions. Therefore,
let us consider the Banach space
fCð½0; T0; L1ðRÞ-LNðRÞÞg
with the norm
j jjujj j ¼ sup
0ptpT0
maxfjjuð; tÞjjL1 ; jjuð; tÞjjLNg
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and let us consider its closed subset
B ¼ fuACð½0; T0; L1ðRÞ-LNðRÞÞ such that j jju  Gm*u0j jjpj jju0jj jg;
where
Gm ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4pmt
p e
x2
4mt
and hence Gm*u0 is the solution of the linear heat equation ut ¼ muxx with u0 as
initial datum. We will obtain the solution of (A.1) as ﬁxed point of the following
operator, deﬁned on B;
Tu ¼
Z þN
N
Gmðx  y; tÞu0ðyÞ dy þ
Z t
0
Z þN
N
Gmðx  y; t  sÞ1
2
ðuðy; sÞ2Þx dy ds

Z t
0
Z þN
N
Gmðx  y; t  sÞ½uðy; sÞ  ðK *uÞðy; sÞ dy ds
¼ I1 þ I2ðuÞ þ I3ðuÞ:
Remark A.1. Since j jjGm *u0jj jpj jju0jj j; 0AB and j jjujj jp2j jju0jj j for any uAB:
The local existence for the solutions to (A.1) comes from the next theorem.
Theorem A.2. There exists a positive time T040 such that the operator T :B-B is a
contraction. In particular, there exists an unique solution uACð½0; T0; L1ðRÞ-LNðRÞÞ
to (A.1) with u0AL1ðRÞ-LNðRÞ as initial datum.
Proof. In order to prove the theorem, we must ﬁnd constants T040 and c0o1 such
that
(i) TuAB for any uAB;
(ii) j jjTu Tvjj jpc0j jju  vjj j for any u; vAB:
Let us consider uAB: In order to control j jjTu  Gm*u0jj j; we have to estimate
the L1 and the LN norms of I2 and I3 in the deﬁnition of T: We have
jjI2ðuÞjjLNp
1
2
jjujj2LN
Cﬃﬃﬃ
m
p
ﬃﬃ
t
p
pCm
ﬃﬃ
t
p jjujj2LN
and
jjI2ðuÞjjL1p
1
2
jju2jjL1
Cﬃﬃﬃ
m
p
ﬃﬃ
t
p
pCm
ﬃﬃ
t
p jjujjLN jjujjL1 ;
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where Cm depends only on m and the L1 norms of ex
2
and ex
2
x: Therefore
j jjI2ðuÞjj jpCm
ﬃﬃﬃﬃﬃ
T0
p
j jjujj jpCm
ﬃﬃﬃﬃﬃ
T0
p
4j jju0jj j2:
Moreover,
jjI3ðuÞjjLNp2tjjujjLN
and
jjI3ðuÞjjL1p2tjjujjL1 ;
that is
j jjI3ðuÞjj jp2T0j jjujj jpT04j jju0jj j:
Thus, if
Cm
ﬃﬃﬃﬃﬃ
T0
p
4j jju0jj j2 þ T04j jju0jj jpjju0j jj; ðA:2Þ
(i) is satisﬁed. In order to fulﬁll (A.2), it is sufﬁcient to choose
T0 ¼ min 1
8
;
1
64C2m
1
j jju0jj j2
( )
:
To show (ii), we have to estimate
j jjTu Tvjj jpj jjI2ðuÞ  I2ðvÞjj j þ j jjI3ðuÞ  I3ðvÞjj j;
for any u; vAB: Since I3ðuÞ is linear in u; we have
j jjI3ðuÞ  I3ðvÞjj j ¼ j jjI3ðu  vÞjj jp2T0j jju  vjj j:
Moreover,
jjI2ðuÞ  I2ðvÞjjLNp
1
2
jju2  v2jjLN
Cﬃﬃﬃ
m
p
ﬃﬃ
t
p
pCm
ﬃﬃ
t
p jju  vjjLN jju þ vjjLN
and
jjI2ðuÞ  I2ðvÞjjL1p
1
2
jju2  v2jjL1
Cﬃﬃﬃ
m
p
ﬃﬃ
t
p
pCm
ﬃﬃ
t
p jju  vjjL1 jju þ vjjLN ;
with Cm as before. Hence,
j jjI2ðuÞ  I2ðvÞjj jp 4Cm
ﬃﬃﬃﬃﬃ
T0
p
ðj jjujj j þ j jjvjj jÞj jju  vjj j
p 4Cm
ﬃﬃﬃﬃﬃ
T0
p
j jju0jj jj jju  vjj j:
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Therefore,
j jjTu Tvjj jpð4Cm
ﬃﬃﬃﬃﬃ
T0
p
j jju0jj j þ 2T0Þj jju  vjj jp12j jju  vjj j;
provided
T0 ¼ 1
2
min
1
4
;
1
64C2m
1
j jju0jj j2
( )
:
Finally, the theorem is proved with the choice
T0 ¼ min 1
8
;
1
128C2m
1
j jju0jj j2
( )
: &
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