Abstract. This paper gives a straightforward implementation of simulated annealing for solving maximum cut problems and compares its performance to that of some existing heuristic solvers. The formulation used is classical, dating to a 1989 paper of Johnson, Aragon, McGeoch, and Schevon. This implementation uses no structure peculiar to the maximum cut problem, but its low per-iteration cost allows it to find better solutions than were previously known for 40 of the 89 standard maximum cut instances tested within a few minutes of computation.
Introduction
Simulated annealing is a classical heuristic method for solving optimisation problems due independently to Kirkpatrick, Gelatt, and Vecchi (Kirkpatrick et al. 1983) andČerný (Černý 1985) . The maximum cut problem is a famous NP-hard optimisation problem. The purpose of the present work is to compare a straightforward implementation of simulated annealing with the computational state of the art for heuristic solution to the maximum cut problem as reported by Martí, Duarte, and Laguna (Martí et al. 2009 ). This work also compares with Burer, Monteiro, and Zhang's CirCut heuristic (Burer et al. 2001) and Festa, Pardalos, Resende, and Ribeiro's Variable Neighbourhood Search with Path Relinking heuristic (Festa et al. 2002) .
The maximum cut problem is defined on a graph G = (V, E) with weights w : E → Z on its edges. It asks for the vertex set S ⊆ V maximising uv:u∈S,v∈V \S,uv∈E w(uv), the total weight of edges with exactly one end in S. S and V \ S here are called the shores of the cut.
The maximum cut problem is NP-hard (Karp 1972 )-under the assumption that P = NP , no polynomial-time algorithm exists for computing an optimal solution to the maximum cut problem. More is true; Håstad proved (Håstad 2001) that, under the assumption that P = NP , no polynomial-time algorithm exists that always computes a solution whose objective value is within a factor 0.942 of the optimum. probability, a solution whose objective value is within a factor α ≃ 0.87856 of the optimum whenever w only takes positive values. Khot, Kindler, Mossel, and O'Donnell (Khot et al. 2007) proved that, if the Unique Games Conjecture is true, then even in the case where w only takes positive values there is no polynomial-time algorithm that always computes a solution whose objective value is within a constant factor larger than α of the optimum.
Johnson, Aragon, McGeoch, and Schevon (Johnson et al. 1989 ) gave an empirical evaluation of simulated annealing applied to a certain graph partitioning problem-find the maximum cut in a graph with both shores having the same number of vertices.
Burer, Monteiro, and Zhang (Burer et al. 2001) proposed approximately solving a certain nonconvex continuous relaxation of the maximum cut problem and then using randomised rounding on the solution found. With some refinements, this approach is implemented in the CirCut code of Y. Zhang.
Simulated annealing
Simulated annealing works by taking a random walk on the space of feasible solutions to a problem. The random walk considers a random local modification of the current solution. If that modification leads to a better solution, it is always made. If not, it is made with some probability that decreases exponentially with the amount of objective degradation. Typically, the parameter of this exponential distribution is increased as the number of iterations increases (thus reducing the probability of accepting a step that worsens the objective value). This parameter, as a function of the iteration count, is called the "annealing schedule."
One can represent the space of feasible solutions to an instance the maximum cut problem defined on the graph G = (V, E) as the space {−1, 1} V of functions that specify which shore of the cut each vertex lies on. Here, two cuts are adjacent-a single step of the random walk can get from one to the other-if they differ in the placement of at most one vertex. This setup allows an especially fast implementation of simulated annealing, since the objective function change that would be caused by moving a vertex v to the other shore changes only when v or one of its neighbours is moved. (This is the same setup used by Johnson et al. (1989) in their study of simulated annealing for the closely-related graph partitioning problem.)
The C++ code in Figure 1 is an implementation of simulated annealing for the maximum cut problem for graphs with integer edge weights and at most 33333 vertices. It accepts input in the standard format-one line telling the number of vertices and the number of edges of the graph, followed by one line for each edge giving the edge's two endpoints and its weight.
The heatmax parameter and the increment 2e-6 were selected because they gave acceptable results in an amount of time broadly comparable to that taken by Martí et al.'s Scatter Search heuristic on larger graphs. (Whereas Martí et al. take up to 23 minutes on their hardware on some instances, all runs of simulated annealing reported here took considerably less than ten minutes.) Since this annealing schedule is oblivious to the size and sparsity of the input graph and the magnitudes of the weights on its edges, it is quite likely that a more effective general-purpose annealing schedule can be found.
Note that each iteration of this simulated annealing heuristic takes either a very small constant amount of time (two random numbers, one exponential, and a little arithmetic) or time linear in the degree of the selected vertex. This allows the code to explore a substantially larger number of feasible solutions-about 5 × 10 9 here-than other approaches might within the same timeframe.
Computational experiments
The simulated annealing code of Figure 1 was run on a computer with an Intel Xeon E3-1245v2 processor (8 logical cores) and 32 GB of RAM. This computer runs Linux. The code of Figure  1 was compiled with optimisation (-O3) using GCC 4.9.2. CirCut 1.0612 (Burer et al. 2001 ) was run on the same hardware, but compiled according to the Makefile distributed with the software. I changed the parameters npert to 300 and multi to 25 from the default in order to get better solutions on average. This comes at a substantially greater cost in running time.
I was able to build the maximum cut heuristics, including VNSPR, available from M. Resende's website 1 , but I could not get VNSPR to produce good results in ten minutes of computation time. Solution values and times for VNSPR reported in this paper are taken from the tables linked on Optsicom's website 2 , and these very closely resemble those reported by Festa et al. in (Festa et al. 2002) . The computation times for VNSPR listed here should be assumed to have been recorded on a far slower machine-an SGI Challenge from the 20th century-than the times given for other heuristics. The comparison was run on three sets of test cases, all retrievable via Optsicom's website. Following Martí, Duarte, and Laguna, these are called Sets 1, 2, and 3. Set 1 was generated by Helmberg and Rendl (Helmberg and Rendl 2000) using G. Rinaldi's graph generator rudy. Set 2 was generated by Festa, Pardalos, Resende, and Ribeiro (Festa et al. 2002) from Ising spin glass models. Set 3 has four graphs from the 7th DIMACS Implementation Challenge.
Results are given in Figures 2, 3 , and 4. The first column of each row gives the name of the graph. The columns labelled SS, CirCut, VNSPR, and SA give the objective value of the best solution found by each heuristic. The adjacent column labelled Time gives the computation time, in seconds, required by that heuristic.
A summary of the results is given in Figure 5 . The first column gives the number of the dataset in question (1, 2, or 3) . The columns labelled SS, CirCut, VNSPR, and SA give the number of graphs in that dataset on which each heuristic found the best solution of the four. The adjacent column labelled "only" gives the number of graphs in that dataset on which each heuristic found strictly better solutions than the other three heuristics.
The simulated annealing code in Figure 1 found the best solution of the four heuristics on 61 of 89 instances. The tables distributed via Optsicom's website appear to list the best solution of SS, CirCut, and VNSPR as the best solution known. Assuming this is accurate, the code of Figure 1 found solutions better than the best previously known solution in 40 of 89 instances. When also comparing against the CirCut runs in this paper, the code of Figure 1 found solutions better than any solution found by any other heuristic tested in 36 of 89 instances.
It bears mention that the annealing schedule can be modified in order to get much better results on some cases. For example, changing heatmax to 40000 and the increment to heat to 5e-6 finds a solution to case g35 from Set 1 of objective value 7685, which is better than those found by any other heuristic. Running with different random seeds can also produce better results; inserting the call srand(3); at the beginning of main and running on case toursg3-8 from Set 3 gave a solution with objective value 41684814, matching CirCut's solution. I made no special effort to optimise the annealing schedule, and the results reported in the tables above represent a single run of simulated annealing using the default random seed.
Conclusion
The results in this paper appear to show that a simple-minded implementation of simulated annealing can often compute within a modest timeframe better solutions on widely-known instances than the best algorithms that have been applied by the metaheuristics community to the maximum cut problem. The formulation used dates back (at least) to Johnson et al. (1989) . This highlights the need to consider simple, classical approaches as well as more modern approaches when assessing the state of the art for solving any particular problem or establishing a baseline for a computational study. This should not be considered an endorsement of any particular implementation of simulated annealing. The heuristics involved were run under different time limits, with different termination conditions and on different hardware. An obvious refinement of this work-for a researcher with access to Martí et al.'s Scatter Search code-would be to compare all of the heuristics considered here on the same computer with the same, fixed, time horizon. 
