We present a pattern recognition approach to the task of identifying performers from their interpretative styles. We investigate how professional musicians express their view of the musical content of musical pieces and how to use this information in order to automatically identify performers. We apply sound analysis techniques based on spectral models for extracting deviation patterns of parameters such as pitch, timing, amplitude and timbre characterising both the internal structure of notes and the musical context in which they appear.
performance alphabets can be derived, and pianists' performances can then be represented as strings. They apply both kernel partial least squares and Support Vector Machines to this data. Stamatatos and Widmer (Stamatatos, 2005) address the problem of identifying the most likely music performer, given a set of performances of the same piece by a number of skilled candidate pianists. They propose a set of very simple features for representing stylistic characteristics of a music performer that relate to a kind of 'average' performance. A database of piano performances of 22 pianists playing two pieces by Frédéric Chopin is used. They propose an ensemble of simple classifiers derived by both subsampling the training set and subsampling the input features. Experiments show that the proposed features are able to quantify the differences between music performers.
Current Study
This paper describes a machine learning approach to investigate how skilled musicians express their view of the emotional content of musical pieces and how to use this information in order to automatically distinguish among performers. We extract features from monophonic audio recordings at two levels: intra-note and inter-note. The intra-note features represent the internal structure of a note (e.g. note attack), while the inter-note features represent aspects of the musical context in which the note appears (e.g. pitch interval with previous note). In particular, we study deviations of parameters such as pitch, timing, amplitude and timbre both at an internote-level and at an intra-note-level. This is, we analyze the pitch, timing (onset and duration), amplitude (energy mean) and timbre of individual notes, as well as the timing and amplitude of individual intra-note events. We focus on saxophone audio performances where timing and pitch measurements present a challenge compared to e.g. MIDI piano performances.
Roughly, the basic idea of our approach to performer identification is to establish a performerdependent mapping from inter-note features to a repertoire of inflections characterized by intranote features. As an analogy, the inter-note features may be seen as a literary text, while the repertoire of inflections (i.e. the intra-note features) is like a typeface or style of handwriting that different performers use to render the text in different ways. Our approach to performer identification is motivated by our pervious work (Ramirez, 2005b) on expressive music performance synthesis. In (Ramirez, 2005b) we consider a set of inflections (characterized by intra-note features) and use the note musical context (characterized by inter-note features) in order to predict the type of inflection to be used in that context. We use particular instances, i.e. audio samples, of the type of inflection predicted to synthesize expressive performances from inexpressive score descriptions. It is clear that by using a particular performer's samples the synthesized pieces 'sound' like played by that performer. Thus, it seems reasonable to apply the inverse process for performer identification.
Audio Analysis
In this section, we describe how we extract a description of a performed melody for monophonic recordings (for a comparison of the method reported here and other methods see (Gomez, 2003) ). For each note in the recordings, we are interested in obtaining a set of descriptors characterising the internal structure of the note (i.e. attack level, sustain duration, sustain slope, amount of legato with the previous note, amount of legato with the following note, mean energy, spectral centroid and spectral tilt) and a set of descriptors charaterising the musical context in which the note appears (i.e. relative pitch and duration of the neighboring notes as well as the musical structures to which the note belongs). Audio analysis data obtained with these methods has already been used for expressive performance rule induction (Ramirez, 2006) , intra-note feature prediction (Ramirez, 2005) , and genetic algorithms-based expressive performance modelling (Ramirez, 2008) .
Description scheme
We extract descriptors related to different temporal scales:
 Some features are defined as instantaneous or related to an analysis frame, such as energy, fundamental frequency, spectral centroid and spectral tilt.
 We also obtain intra-note/inter-note segment features, i.e. descriptors attached to a certain intra-note segment (attack, sustain and release segments, considering the classical ADSR model (Bernstein, 1976) ) or transition segment. After observing the shape of the energy envelope of recorded notes, we realized that most of the notes did not present a clear decay segment but a fairly constant slope sustain segment.
Thus, we decided not to consider decay and sustain segments separately, but just a linear sustain segment with variable slope.
 Note features or descriptors attached to a certain note are also extracted.
We considered that the proposed features constitute a simple but concise scheme for representing the typical expressive nuances in which we are interested.
Extraction of Inter-note Features
The first step once the low-level descriptors have been extracted for each frame is to get a melodic description of the audio phrases consisting on the exact onset and duration of notes, and the corresponding MIDI equivalent pitch. We base our melody transcription on the extraction of two different onset streams, the first based on energy, and the second based on fundamental frequency. Energy onsets are first detected following a band-wise algorithm that uses some psycho-acoustical knowledge (Klapuri 1999) . In a second step, fundamental frequency transitions are also detected. Finally, both results are merged to find note boundaries (see Figure 1) . We compute note descriptors using the note boundaries and the low-level descriptors values. The low-level descriptors associated to a note segment are computed by averaging the frame values within this note segment. Pitch histograms are used to compute the pitch note of each note segment, as found in (McNab, 1996) . This is done to avoid taking into account mistaken frames in the fundamental frequency mean computation. First, frequency values are converted into cents. Then, we define histograms with bins of 100 cents and hop size of 5 cents and we compute the maximum of the histogram to identify the note pitch. Finally, we compute the frequency mean for all the points that belong to the histogram. The MIDI pitch is computed by quantization of this fundamental frequency mean over the frames within the note limits. An extended explanation of the methods we use for melodic description can be found in (Gomez et al. 2003) . Note Transitions. For characterizing note detachment, we also extract some features of the note-to-note transitions describing how two notes are detached. For two consecutive notes, we consider the transition segment starting at the first note's release and finishing at the attack of the following one. Both the energy envelope and the fundamental frequency contour (schematically represented by E XX and f 0 in Figure 1 ) during transitions are studied in order to extract descriptors related to articulation. We measure the energy envelope minimum position t c (see also Figure 2 ) with respect to the transition duration as (1). This descriptor has proven useful when reconstructing amplitude envelopes during transitions. 
We compute a legato descriptor as described next. First, we join start and end points on the energy envelope contour by means of a line L t representing the smoothest case of detachment.
Then, we compute both the area A 2 below energy envelope and the area A 1 between energy envelope and the joining line L t and define our legato descriptor as shown in (2). The relevance of this descriptor was assessed in .
(2)
Musical Analysis. It is widely recognized that expressive performance is a multi-level phenomenon and that humans perform music considering a number of abstract musical structures. After having computed the note descriptors as above, and as a first step towards providing an abstract structure for the recordings under study, we decided to use Narmour's theory of perception and cognition of melodies (Narmour 1990) , (Narmour, 1991) to analyse the performances.
The Implication/Realization model proposed by Narmour is a theory of perception and cognition of melodies. Figure 3 shows prototypical Narmour structures.
A note in a melody often belongs to more than one structure. Thus, a description of a melody as a sequence of Narmour structures consists of a list of overlapping structures. We parse each melody in the training data in order to automatically generate an implication/realization analysis of the pieces. Figure 4 shows the analysis for a fragment of a melody. 
Extraction of Intra-note Features
Once we segment the audio signal into notes, we perform a characterization of each of the notes in terms of its internal features. We described in detail and evaluated the procedure for carrying out intra-note segmentation in .
Intra-note segmentation. The intra-note segmentation method is based on the study of the energy envelope contour of the note. Once onsets and offsets are located, we study the instantaneous energy values of the analysis frames corresponding to each note. This study is carried out by analyzing the envelope curvature and characterizing its shape, in order to estimate the limits of the intra-note segments.
When observing the note energy envelopes from the saxophone recordings, we identify that there are usually three segments (attack, sustain and release (Bernstein, 1976) ) needed to conform a description that fits the model schematically represented in Figure 5 . We discarded the decay segment due to the general characteristics of the notes within the performances.
In order to extract these three characteristic segments, we study the smoothed derivatives in a similar way as presented in (Jenssen, 1999) , where partial amplitude envelopes are modeled for isolated sounds. The main difference is that we analyze the notes in their musical context, rather than isolated. In addition, only three linear segments are considered. Moreover, instead of studying the contribution of all the partials, we obtain general intensity information from the total energy envelope characteristic. The procedure is carried out as follows. Considering the energy envelope as a differentiable function over time, the points of maximum curvature can be considered as the local maximum variations of the first derivative of the signal energy (second derivative extremes), that is, the local maxima or minima of the second derivative.
Due to the characteristics of the audio signal, the energy envelope must be previously smoothed by low-pass filtering, since there are typically too many second derivative extremes.
The low-pass filtering is carried out by means of a variable-width Gaussian convolution. Several smoothing steps are carried out in order to find a good cut-off frequency of the smoothing filter.
The smoothed envelope should not differ much to the original one to avoid loss of localization due to the filtering effect. Thus, for each smoothing step, the error e m at smoothing step m between original and current envelope is computed. This is carried out by means of (3), where N is the length of the envelope in frames, env is the original envelope and env m is the smoothed envelope at step m.
Starting from a low cut-off frequency f 0init , this frequency is increased each smoothing step until the error e m gets lower than a certain threshold e th ., empirically selected. Then, we compute the three first derivatives of the last smoothed envelope. Frame positions and corresponding yvalues of second derivative extremes are stored. Afterwards, these characteristic points are sorted by the second derivative modulus, and the n highest positions are selected to build up the set of characteristic points F. Of course, when the total number of third derivative zerocrossings is less than n, the set is F shortened. Both note onset and offset are added as characteristic points to the set F. The slope defined by each pair of consecutive characteristic points on the envelope is computed (4), where i and j denote frame positions. A minimum slope duration (measured in frames) ∆fr is defined relative to the note duration as the five per cent of the note length N for excluding the possible too high valued slopes near the note limits.
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Finally, the two pairs of points defining, respectively, the most positive and most negative slope values from the remaining slopes after discarding are extracted. The end of the attack segment f AE is defined as the frame position corresponding to second point of the maximum slope, while the start of the release segment position f RB is defined as the first point of the minimum slope.
This is stated in (5) and (6) and depicted in figure 6.
, ,
The attack is defined as the segment between the note onset and the end of the most positive of the computed slopes, while the release segment is defined as the segment between the start of the most negative of the computed slopes and the note offset. Sustain is restricted to the remaining segment. When the end of attack and the start of release limits of a note coincide, it is considered that the note does not have a sustain segment.
Intra-note segment characterization. Once we have found the intra-note segment limits, we describe each one by its duration (absolute and relative to note duration), start and end times, initial and final energy values (absolute and relative to note maximum) and slope. For the stable part of each note (sustain segment), we extract an averaged spectral centroid and spectral tilt in order to have timbral descriptors related to the brightness of a particular execution. We compute the spectral centroid as the frequency bin corresponding to the barycenter of the spectrum, expressed as (7), where fft is the fast fourier transform of a frame, N is the size of the fast Fourier transform, and k is the bin index. For the spectral tilt, we perform a linear regression of the logarithmic spectral envelope between 2kHz and 6kHz, and get the slope expressed in dB/Hz. 
Performance-driven Performer Identification
In this section, we describe our approach to the problem of identifying performers from their playing style. Our approach consists of modelling each performer's playing style so that when presented with a new performance, an informed judgement may be made as regards which of the performer's models most closely matches the new performance. We introduce the different note descriptors we use to characterize audio performances (computed as described in the previous section), as well as the different pattern recognition techniques involved in the system.
Note Descriptors
We characterize each performed note by the following two sets of features:
 Intra-note features. The intra-note features represent the internal structure of a note which is specified as intra-note characteristics of the audio signal. The set of intra-note features we have included in the research reported here are the note's attack level, sustain duration, sustain slope, amount of legato with the previous note, amount of legato with the following note, mean energy, spectral centroid and spectral tilt. This is, each performed note is characterized by the tuple (AtackLev, SustDur, SustSlo, LegLeft, LegRight, EnergyM, SpecCen, SpecTilt)  Inter-note features. The inter-note features represent both properties of the note itself and aspects of the musical context in which the note appears. Information about the note includes note pitch and note duration, while information about its melodic context includes the relative pitch and duration of the neighboring notes (i.e. previous and following notes) as well as the Narmour structures to which the note belongs (Nar1, Nar2 and Nar3 denote the three Narmour structures with the considered note in position 1, 2 and 3, respectively). The note's Narmour structures are computed by performing the musical analysis described in Section 3.2. Thus, each performed note is contextually characterized by the tuple (Pitch, Dur, PrevPitch, PrevDur, NextPitch, NextDur, Nar1, Nar2, Nar3) 
Algorithm
A central question to be asked before attempting to build a system to automatically identify a musician by his or her playing style is: how is this task performed by a music expert? The answer depends on the music genre and the instrument being played. Clearly, timing, dynamics and timbre aspects of the performance are all important for identifying particular performers, the relative importance of each aspect is not straightforward. On the one side of the instruments spectrum we could identify the singing voice in which the timbre aspect of the performance (i.e. the singer's particular voice timbre) is of paramount importance for identifying a particular singer. On the other side of the spectrum we could identify the piano for which timing and dynamics are the most important cues to identify a particular performer while the timbre is of almost no importance. In the case of saxophone we conjecture that most of the cues for performer identification come from the timbre of the notes performed by the saxophonist. That is to say, while timing information is certainly important and is useful to identify a particular musician most of the information relevant for identifying a performer is the timbre characteristics of the performed notes. In this respect, the saxophone is similar to the singing voice in which most of the information relevant for identifying a singer is simply his or her voice's timbre. Thus, the algorithm to identify performers from their playing style reported in this paper aims to detect patterns of notes based on their timbre content. Roughly, the algorithm consists of generating a performance alphabet by clustering similar (in terms of timbre) individual notes, inducing for each performer a classifier which maps a note and its musical context to a symbol in the performance alphabet (i.e. a cluster), and given an audio fragment identify the performer as the one whose classifier predicts best the performed fragment. More formally, we are ultimately interested in obtaining a classifier MC of the following form:
where MelodyFragment(n 1 ,…,n k ) is the set of melody fragments composed of notes n 1 ,…,n k and Performers is the set of possible saxophonists to be identified. For each performer i to be identified we trained another classifier CL i of the following form:
where CNote is the set of notes played by performer i represented by their inter-note features,
i.e. each note in Note is represented by the tuple (Pitch, Dur, PrevPitch, PrevDur, NextPitch, NextDur, Nar1, Nar2, Nar3) as described before, and AlphabetSymbol is the set of clusters generated by clustering all the notes performed (by all performers) using their intra-note features.
In order to obtain the classifiers MC and CL i we use and explore several machine learning techniques. The machine learning techniques considered in this paper are the following:
 K-means Clustering. Clustering techniques apply when there is no class to be predicted but rather when the instances are to be divided into natural groups. In k-means clustering (k is the number of clusters), k points are chosen at random as cluster centers, each instance is assigned to the nearest cluster center, for each cluster a new cluster center is computed by averaging over all instances in the cluster, and the whole process is repeated with the new cluster centers. Iteration continues until the same instances are assigned to each cluster in consecutive rounds. In this paper, we apply fuzzy k-means clustering where Instances can belong to several clusters with different 'degrees of membership'.
 Decision Trees. A decision tree classifier recursively constructs a tree by selecting at each node the most relevant attribute. This process gradually splits up the training set into subsets until all instances at a node have the same classification. The selection of the most relevant attribute at each node is based on the information gain associated with each node of the tree (and corresponding set of instances). We have applied the decision tree building algorithm C4.5 (Quinlan, 1993).
 Support Vector Machines (SVM)
. SVM (Cristiani, 2000) take great advantage of using a non linear attribute mapping that allows them to be able to predict non-linear models (though they remain linear in a higher dimension space). Thus, they provide a flexible prediction, but with a higher computational cost necessary to perform all the computations in the higher dimensional space. The classification accuracy of SVM largely depends on the choice of the kernel evaluation function and the parameters which control the amount to which deviations are tolerated (denoted by epsilon). In this paper we have explored SVM with linear and polynomial kernels (2nd, 3rd and 4th order).
 Artificial Neural Networks (ANN).ANN learning methods provide a robust approach to
approximating a target function. In this paper we apply a gradient descent back propagation algorithm (Chauvin, 1995) to tune the neural network parameters to best fit the fMRI training set. The back propagation algorithm learns the weights for a multi layer network, given a network with a fixed set of units and interconnections. We set the momentum applied to the weights during updating to 0.2 and the learning rate (the amount the weights are updated) to 0.3. We use a fully-connected multi layer neural network with one hidden layer (one input neuron for each attribute and one output neuron for each class).  Ensemble Methods. One obvious approach to making more reliable decisions is to combine the output of several different models. In this paper we explore the use of methods for combining models (called ensemble methods) generated by machine learning. In particular, we have explored voting, stacking, bagging and boosting. In many cases they have proved to increase predictive performance over a single model.
In the voting method, a set of n different classifiers are trained on the same training data using different learning algorithms (in this paper we applied decision trees, SVM, ANN, and 1-NN), and prediction is performed by allowing all n classifiers to 'vote' on class prediction; the final prediction is the class that gets the most votes. Stacking train n learning algorithms (here we applied decision trees, SVM, ANN, and 1-NN) in the same training data and train another learning algorithm, the 'meta-learner', (we applied decision trees) to learn to predict the class from the predictions of the base learners.
Bagging draws n bootstrap samples from the training data, trains a given learning algorithm (here we consider decision trees) on each of these n samples (producing n classifiers) and predicts by simple voting of all n classifiers. Boosting generates a series of classifiers using the same learning algorithm (here we applied decision trees) but differently weighted examples from the same training set, and predicts by weighted majority vote (weighted by accuracy) of all n classifiers.
We segmented all the recorded pieces into audio segments representing musical phrases.
Given an audio fragment denoted by a list of notes [N 1 ,…,N m ] and a set of possible performers denoted by a list of performers [P 1 ,…,P n ], classifier MC identifies the performer as follows:
for each performer P i
This is, for each note in the melody fragment the classifier MC computes the set of its intra-note features, the set of its inter-note features and, based on the note's intra-note features, the cluster membership of the note for each of the clusters (X 1 ,…,X q are the cluster membership for clusters 1,…,q, respectively). Once this is done, for each performer P i its trained classifier CL i (PN) predicts a cluster representing the expected type of note the performer would have played in that musical context. This prediction is based on the note's inter-note features. The score Score i for each performer i is updated by taking into account the cluster membership of the predicted cluster (i.e. the greater the cluster membership of the predicted cluster, the more the score of the performer is increased). Finally, the performer with the higher score is returned. Return the resulting classifier (e.g. the decision tree) CL i for each performer P i
The motivation for inducing the classifiers as described above is that we would like to devise a mechanism to capture which (perceptual) type of notes are played in a particular musical context by a performer. By clustering the notes of all the performers based on the notes' intranote features, we intend to obtain a number of sets, each containing perceptually similar notes (e.g. notes with similar timbre). By building a decision tree based on the inter-note features of the notes of a performer, we intend to obtain a classifier which predicts what type of notes a performer performs in a particular musical context.
Evaluation
We evaluated the induced classifiers by performing the standard 10-fold cross validation in which 10% of the melody fragments is held out in turn as test data while the remaining 90% is used as training data. When performing the 10-fold cross validation, we leave out the same number of melody fragments per class. In order to avoid optimistic estimates of the classifier performance, we explicitly remove from the training set all melody fragment repetitions of the hold out fragments. This is motivated by the fact that musicians are likely to perform a melody fragment and its repetition in a similar way. Thus, the applied 10-fold cross validation procedure, in addition to holding out a test example from the training set, also removes repetitions of the example.
Case studies
In this section we present two case studies on identifying performers from their playing style, one in which the musicians performed the pieces by reading a score in a controlled studio environment, and another consisting of solo CD commercial performances. Note that the availability of the score in the first case study allows a complete analysis of the musical context of each performed note and enables us to establish a very complete mapping from this context to particular expressive transformations. However, in order to apply a unified methodology to both case studies (in the other case study the score of the performance is not available) we decided to discard the information provided by the score.
Controlled Studio Environment Performances

Training data
The training data used in this case study are monophonic recordings of four Jazz standards (Body and Soul, Once I loved, Like Someone in Love and Up Jumped Spring) performed by three different professional saxophonists in a controlled studio environment (the pieces were recorded in the Audiovisual Institute's recording studio at the Pompeu Fabra University, expressly for the experiment). The musicians were instructed to perform the selected pieces following a metronome and were asked not to introduce ornamentations. Each piece was performed at two different tempi (the tempi depended on the piece, e.g. for Body and Soul the tempi were 65 and 50 bpm). For each note in the training data, its intra-note features and internote features were computed. The performance tempo was added as an extra feature to the set of inter-note features.
Results
There were a total of 792 notes available for each performer. We segmented each of the performed pieces in phases and obtain a total of 120 short phrases and 32 long phrases for each performer. The length of the obtained phrases and long phrases ranged from 5 to 12 notes and 40 to 62 notes, respectively. The expected classification accuracy of the default classifier (one which chooses randomly one of the three performers) is 33% (measured in correctly classified instances percentage). In the short phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier was 97.0% and 98.4%, respectively.
In the long phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier was 96.7% and 98.0%, respectively. The correctly classified instances percentage for each learning method is presented in 
On average, there were a total of 820 notes available for each performer. We segmented each of the performed pieces in phases and obtain an average of 130 short phrases and 17 long phrases for each performer. The length of the short phrases and long phrases ranged from 4 to 10 notes and 30 to 60 notes, respectively. The expected classification accuracy of the default classifier (one which chooses randomly one of the four performers) is 25% (measured in correctly classified instances percentage). In the short phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier was 71.9% and 74.7%, respectively. In the long phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier was 71.1% and 74.9%, respectively. The correctly classified instances percentage for each learning method is presented in Table 2 . The results for short and long phrases seem to indicate that the considered intra-note and inter-note features are indeed useful for training successful classifiers to identify performers from their playing style. It must be noted that the performances in our training data were recorded in a non controlled environment. 
Discussion
The difference between the results obtained in the case studies and the accuracy of a baseline classifiers, i.e. the classifier guessing at random, indicates that the intra-note and inter-note features presented contain sufficient information to identify the studied set of performers, and that the machine learning methods explored are capable of learning performance patterns that distinguish these performers. It is worth noting that every learning algorithm investigated (decision trees, SVM, ANN, k-NN and the reported ensemble methods) produced considerably better than random classification accuracies. This supports our statement about the feasibility of training successful classifiers for the case studies reported.
As mentioned before, the performances in the first case study were recorded in a controlled environment in which the gain level was constant for each performer. Some of the features (e.g. attack level) included in the perceptual description of the notes take advantage of this property and provide very useful information in the learning process. However, for the performances in the second case study we do not have information about the recording conditions (in fact the conditions surely were very different for different performers). This may explain the difference in accuracies between the first and second case studies.
We have selected three types of musical segment lengths: 1-note segments, short-phrase segments (4-12 notes), and long-phrase segment (30-62 notes). Evaluation using 1-note segments results in poor classification accuracies, while short-phrase segments and longphrase segment evaluation results in accuracies well above the accuracy of a baseline classifier. Interestingly, there is no substantial difference in the accuracies for short-phrase and long-phrase segment evaluation which seems to indicate that in order to identify a particular performer it is sufficient to consider a short phrase segment of the piece, i.e. the identification accuracy does not increase substantially by considering a longer segment. The poor results of the 1-note evaluation may indicate that although intra-note features are very important, it is not sufficient to consider them in a one note basis. Just as a human Jazz expert would have problems identifying saxophonists form listening to one note audio files, the trained classifiers are not able to identify the performers reliably given this limited information. As soon as there are more notes involved together with the context in which they appear, the trained classifier (just as a Jazz expert) is able to identify the musician.
It is worth mentioning that ideally we would have liked to consider in all the experiments a data set containing the same set of pieces for each performer. However, in the second case study it was impossible to get hold of the same pieces by the different performers. This contrasts with other approaches (e.g. (Saunders, 2004) ) in which the same set of performed pieces is available for the different performers.
One issue which is not clear from the reported case studies is what features are mostly responsible for the identification results. As mentioned before, we conjecture that a great part of the cues for performer identification in saxophone performances come from the timbre of the notes, i.e. the intra-note features. This is to say, while timing information is certainly important and is useful to identify a particular musician most of the information relevant for identifying a performer is the timbre characteristics of the performed notes. In order to investigate this hypothesis we have performed an additional experiment in which we have trained performer classifiers based only on the note-level timing and energy information in the performances. We have induced models predicting the timing (i.e. note duration) and energy (i.e. note mean energy) using the data from the controlled studio environment performances (first case study).
For each performer Pi considered we have trained a model Mi predicting for a given note the pair (Duration,Energy) representing the duration transformation and mean energy variation for that note. As before, for each note in an input melody, we use this information to update score
Si of performer Pi. After considering all notes in the melody, the performer with maximum score is the one identified by the system. In the short phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier (obtained with the support vector machine algorithm) was 48% and 53%, respectively. In the long phrase case, the average accuracy and the accuracy obtained for the most successful trained classifier (obtained with the boosting algorithm) was 48% and 51%, respectively. These results seem to indicate that there is some performer-specific information in the duration-energy models but the models are certainly more accurate at identifying interpreters when intra-note information is included.
Having said that, it is clear that these results depend on the set of performers under consideration, i.e. some performers may differ from each other mainly by their timbre while others may differ also in the way they apply dynamic and tempo transformations in their performances.
Conclusions
In this paper, we concentrated on the task of automatic identification of saxophone performers based on their playing style. We have applied sound analysis techniques to monophonic audio recordings in order to extract features such as pitch, timing, amplitude and timbre, characterising both the internal structure of notes and the musical context in which they appear.
We explored and compared different machine learning techniques for this task. The main contribution of this work is the development of successful classifiers for the identification of performers not only on recordings obtained in a controlled environment, but on CD commercial recordings. The results obtained indicate that the extracted features contain sufficient information to identify the studied set of performers, and that the machine learning methods explored are capable of learning performance patterns that distinguish these performers. We plan to extend the set of intra-note descriptors with relevant descriptors such as vibrato and extend our approach to performance-based performer identification in polyphonic multiinstrument audio recordings.
