Network data is usually not error-free, and the absence of some nodes is a very common type of measurement error. Studies have shown that the reliability of centrality measures is severely affected by missing nodes. This paper investigates the reliability of centrality measures when missing nodes are likely to belong to the same community. We study the behavior of five commonly used centrality measures in uniform and scale-free networks in various error scenarios. We find that centrality measures are generally more reliable when missing nodes are likely to belong to the same community than in cases in which nodes are missing uniformly at random. In scale-free networks, the betweenness centrality becomes, however, less reliable when missing nodes are more likely to belong to the same community. Moreover, centrality measures in scale-free networks are more reliable in networks with stronger community structure. In contrast, we do not observe this effect for uniform networks. Our observations suggest that the impact of missing nodes on the reliability of centrality measures might not be as severe as the literature suggests.
Introduction
Centrality measures are commonly used in network analysis. Network data is, however, rarely error-free. Some parts of a network are often not recorded correctly. For example, nodes could be missing due to the non-response effect or the boundary specification problem [24] . Some users in social networking services may have restrictive privacy settings and thus their profiles are not accessible or the number of API requests might be limited [30] . In addition, this type of error does commonly occur when bio-logging is used to collect interaction data [31] .
Studies have found that the reliability of centrality measures is often severely compromised by missing nodes [33, 32, 3, 37, 14, 22, 6, 24, 9, 4] . These studies agree that higher levels of error lead to lower reliability. The exact extent of the impact of missing nodes on the reliability does, however, depend on a variety of factors. Analyzing Erdős-Rényi networks, Borgatti et al. [6] observed that centrality measures behaved similarly. Considering different types of empirical networks and random graphs, studies found that the reliability of centrality measures strongly depends on the type of network. For example, Smith et al. [33] found that centrality measures are more reliable in larger, more centralized networks. Closeness centrality was been reported to be more reliable than betweenness and degree centrality [22] . Moreover, Boldi et al. [3] observed that social networks are more robust to missing nodes than web graphs. Despite their important findings, previous studies have mostly focused on the case where nodes are missing uniformly at random. A notable exception is [33] . In this study, the authors investigated the effect of missing nodes in cases in which the probability that a node is missing depends on their centrality. They found that the reliability is worse when more central nodes are missing.
Since nodes in a network are interconnected, it seems obvious that the behavior of nodes in a community will, at least to some extent, determine whether other nodes from that community can be observed or not [33] . For example, some groups within a network may have concerns about the collection of their data and therefore collectively refuse to participate in a survey or adopt strict policies regarding the use of their data in social networking services. In animal research, subgroups of a population may be able to avoid being trapped and tagged and are therefore missing in the resulting network. Despite the multitude of possible scenarios in which this type of measurement error may occur, it has not been considered in previous research.
In this study, we investigate how reliable centrality measures are when missing nodes are likely to belong to the same community, i.e., the probability that a node is missing depends on which other nodes are missing. 1 In particular, we examine whether this type of measurement error has a stronger or smaller impact on the reliability than the purely random absence of nodes. We use two random graph models to answer this question for uniform and scale-free networks. These models enable us to analyze the influence of the community structure on the reliability.
Our results suggest that centrality measures are more reliable when missing nodes are likely to belong to the same community than in cases in which nodes are missing uniformly at random. In scale-free networks, however, the betweenness centrality becomes less reliable when missing nodes are more likely to belong to the same community. Moreover, in scale-free networks, centrality measures are more reliable in networks with stronger community structure. In contrast, we do not observe this effect for uniform networks. In addition to presenting these findings, we introduce a novel approach which we will refer to as "community bias". This approach allows us to simulate different levels of measurement error and enables us to study their impact on the reliability of centrality measures.
Methods & experimental setup
We denote an undirected, unweighted graph by G and the vertex set of a graph G by V (G). In all graphs that we consider in this study, every node belongs to some community. We denote the nodes that belong to community j in graph G by V j (G). We use the terms graph and network interchangeably. A centrality measure c is a real-valued function that assigns centrality values to all nodes in a graph and is invariant to structure-preserving mappings, i.e., centrality values depend solely on the structure of a graph. External information (e.g., node or edge attributes) have no influence on the centrality values [23] . We denote the centrality value for node u ∈ V (G) by c G (u) and the centrality values for all nodes in G (
The following centrality measures are used in this study: closeness centrality [16] , betweenness centrality [15] , degree centrality, eigenvector centrality [5] , and the PageRank [7] .
There are multiple definitions of communities in networks and, depending on the context, some are more appropriate than others. In this study, a community is a subgraph where each of its vertices is more strongly attached to vertices in that subgraph than to vertices in any other subgraph [20, 13] . Hence, the fraction of edges that a node has to other nodes which are not part of its community (compared to the total number of edges that are connected to this node) is an indicator of the strength of the community structure ("community strength") in a network. The lower this ratio, the stronger the community structure. We can quantify the strength of the community structure by calculating the modularity of a graph with respect to a mapping which maps the nodes to communities [28] .
Some community definitions allow communities to overlap. We focus on non-overlapping communities. For a more detailed discussion of the definition of communities in networks see [38, 2, 11] .
Data
To investigate the effect of community structure on the reliability of centrality measures, we use two random graph models. There are two main reasons to use synthetic graphs. When using random graphs models, we know the ground-truth mapping from nodes to communities, i.e., we know which nodes belong to the same community. In contrast, for real-world networks we might not know if there are communities at all [12] . Moreover, the random graph models enable us to vary the strength of the community structure (as described above) and thus gives us the opportunity to study the effect of the community strength on the reliability of centrality measures explicitly.
In the clustered random graph (CRG) model, n nodes are partitioned into k sets. Nodes in the same set belong to the same community. With probability p intra , edges are created between nodes in the same community. Edges between nodes that are not in the same community are created with probability p inter . This model was originally introduced by [17] to benchmark community detection algorithms. Since the number of edges from a node to other nodes in the same community and the number of edges from a node to nodes in other communities both follow a binomial distribution (with different parameters though), this model is conceptually close to Erdős-Rényi graphs [10] .
We use two configurations of the CRG model, one with weaker community structure (CRG weak ) and one with stronger community structure (CRG strong ). In both configurations, we set n = 1000 and k = 25. For the CRG weak configuration, we set p intra to 0.1 and p inter to 0.01. For the CRG strong configuration, we set p intra to 0.2 and p inter to 0.005.
The second model is the Lancichinetti-Fortunato-Radicchi (LFR) model as described in [25, 34] . According to this model, the distribution of the node degrees and distribution of the community sizes both follow a power-law distribution. The degree distribution and the community size distribution in empirical networks can often be described by a power-law distribution [27, 8] . Hence, graphs generated by this models share various characteristics with real-world networks.
For the degree distribution, we use an average degree of 10, a maximum degree of 50, and an exponent of −2. For the community size distribution, we use minimum community size of 5, maximum community size of 100, and an exponent of −2. The mixing parameter µ determines the fraction of neighbors of each node that do not belong to the node's own community. Again, we use two configurations of the LFR model. One with µ = 0.8 and thus a weaker community structure (LFR weak ) and one with µ = 0.4 and thus a stronger community structure (LFR strong ). In addition, we use a third variation of this model for the second part of our experiments. Here we use the same parameters as described above, but vary the mixing parameter µ from 0.15 to 0.95 in steps of 0.05. We denote these 17 configurations by LFR varying (µ).
In both of these random graph models, the centrality measures are usually correlated. However, this is not problematic since centrality measures in real-world networks are also often correlated with each other [36] . Various properties of graphs that are generated by the random graph configurations used in this paper are listed in Table 1 .
Quantifying measurement errors and reliability

Modeling measurement errors
As discussed in the introduction, in a variety of scenarios, it is reasonable to assume that missing nodes are not independent of each other. In fact, missing nodes might belong to the same community and thus the absence of nodes is "biased" towards communities. Here we describe a novel approach to model this type of measurement error.
To simulate that α · |V (G)| nodes are missing from a graph G, we create a copy of G that we denote by G and proceed as follows:
1. First, we choose a community from which one node will be removed.
We denote this community by j. We can enumerate the communities since the random graph models provide us the mapping from the nodes to the communities.
Let P (j) be the probability that community j will be selected. Then
if there are still nodes in the graph that belong to community j. Here, missing(j) denotes the number of nodes that belong to community j and have already been removed from the graph G and λ is a nonnegative real number which determines the strength of the "community bias". If all nodes of community j have already been removed from the graph, P (j) = 0.
2. Next, we randomly choose a node from V j (G) that has not yet been removed from G and remove it from G This procedure has two parameters. The intensity of the simulated measurement error is controlled by α, the fraction of nodes that are removed from the graph. The extent of the bias of missing nodes to belong to the same community ("community bias") is controlled by λ. If λ = 0, then there is no community bias and all nodes have the same probability to be removed from the graph, independently of already missing nodes. For λ > 0, nodes are more likely to be removed from communities where nodes have already been removed. For large values of λ, the community that gets chosen in the first iteration usually gets chosen again and again until all nodes from that community are removed from the graph. In this case, entire communities are essentially removed successively.
Quantifying the reliability
Network data is usually affected by measurement errors, as discussed in the introduction (e.g., some actors are missing). Hence, we seek to reveal the reliability of centrality values that are calculated based on the erroneous network data. To quantify this reliability of centrality measures, we use the Kendall tau-b rank correlation coefficient τ [21] . Rank correlations are commonly used to evaluate the ramifications of network modifications on centrality measures because researchers are often interested in the ranking of nodes derived from centrality measures rather than in the actual centrality values [22, 37, 26] .
Let G be the "error-free" graph, G an erroneous version of G which is affected by some type of measurement error, and c a centrality measure. We define the reliability of the centrality measure c with respect to G, G , and the type of measurement error as τ (c(G), c(G )). Similar to existing studies, we only consider entries in c(G) and c(G ) which correspond to nodes that do exist in G and G [22, 37] . Moreover, we only consider nodes that are in the largest connected component of the particular graph. (We observed, however, that almost all graphs in our experiments were connected.) For reasons of brevity, we only write τ for the reliability of a centrality measure c when G, G , and c are apparent from the context.
Experimental setup
For all random graph configurations that are described in Section 2.1, we study the impact of erroneous data collection on the reliability of centrality measures as follows:
1. Generate a graph according to the random graph configuration (e.g., LFR weak ) and denote it by G.
2. Apply the remove node procedure (Section 2.2.1) with parameters α and λ to G and denote the resulting modified graph by G .
Finally, calculate the reliability of the centrality measures τ (c(G), c(G )) as described above (Section 2.2.2).
For our experiments, we use the following parameters: As centrality measures c we use betweenness, closeness, degree, eigenvector centrality, and PageRank. As the fraction of nodes that are removed from the graph, we use values of α ranging from 0.025 to 0.5 in steps of 0.025. To control the extent of the community bias (the likelihood that missing nodes belong to the same community), we use values of λ ranging from 0 to 3 in steps of 0. 
Statistical analysis
In addition to a visual inspection, we use two linear models to investigate the relationship between the reliability of centrality measures and the error level, the community bias, and the strength of communities.
To analyze the results for the configurations CRG weak , CRG strong , LFR weak , and LFR strong , we use the following model:
With i and j as indices for the centrality measure and graph configuration, respectively. This allows us to have different coefficients for each centrality measure and graph configuration. The error term is denoted by .
To analyze the results of the experiments regarding the LFR varying (µ) models (with µ ranging from 0.15 to 0.95 in steps of 0.05), we use the following model:
With i and j as indices for the centrality measure and graph configuration, respectively. The error term is denoted by . We use the square root function to take into account observations from previous studies which have revealed a non-linear relationship between missing nodes and reliability [32, 33] . Moreover, our experiments have shown that these models provide a better fit to the data than models which do not use this transformation. 
Results
As outlined in the introduction, network data is often affected by measurement errors and in many cases, it is reasonable to assume that there is some dependency between the nodes that are missing. The goal of this study is to investigate how reliable centrality measures are when network data is incomplete and the missing nodes are likely to belong to the same community. In general, our results suggest that centrality measures are more reliable when missing nodes are biased to belong to the same community. Moreover, for scale-free networks (LFR model) we observe that centrality measures are more reliable in networks with stronger community structure. However, we also observe that, in scale-free networks, the betweenness centrality becomes less reliable with increasing bias. Figure 1 illustrates the results for the graphs generated by the CRG models. For better visibility, the plot only contains results for λ ∈ {0, 2} and α ∈ {0.1, 0.3, 0.5}. The bottom and top of the boxes indicate the first and third quartiles, respectively. The thick line within the box indicates the median. As can be seen, even small levels of error result in a considerable drop (ranging from 0.1 to 0.2) of the reliability. Moreover, all centrality measures are generally more reliable when the missing nodes belong to the same community (λ = 2) compared to uniform node missingness (λ = 0). This effect is more noticeable in cases with stronger community structure (CRG strong ). We also notice that the variance of the reliability increases with increasing error level. It is particularly high for the eigenvector centrality and lowest for the degree centrality.
For a more detailed analysis of the relationship between the bias of missing nodes (controlled by λ) and the reliability, we use the model shown in Equation (2) from Section 2.4. (We also performed our analyses using more robust methods (i.e., weighted linear regression and quantile regression) and these results are consistent with the results reported in this section.) The coefficient and standard error estimates for this model are listed in Table 2. These results confirm our previous observation for the CRG configurations: higher community bias is related to higher reliability (interaction term √ α · λ). For the LFR strong configurations, this effect only occurs for the degree centrality and the PageRank. For the closeness centrality, we observe the opposite effect. For the betweenness and eigenvector centrality, the coefficients are small and the effect is negligible. The coefficients of the interaction term regarding the LFR weak model are significant but small, the effect is hardly noticeable. Comparing the CRG and the LFR model, the effect of λ on the reliability is usually stronger in graphs generated by one of the CRG models.
To analyze the impact of the community strength (controlled by µ) on the reliability of centrality measures, we use the model shown in Equation (3) . The coefficient and standard error estimates for this model are listed in *** = p < 0.001 Table 3 : Results for the model in Equation (2) . Standard errors are listed in parentheses. Intercept: 1.037 *** (1.0E-04), adjusted R 2 : 0.873, p-value: < 2.2E − 16 *** = p < 0.001 Table 3 . The coefficients for √ α and √ α · µ are in good agreement with the results of the first model (Equation (2)).
All centrality measures except the betweenness centrality become more reliable with increasing strength of the community structure (indicated by √ α · µ). The contrary is true for the betweenness centrality. The results also show (indicated by √ α · µ · λ) that, in case of betweenness, degree centrality and PageRank, a bias of missing nodes towards community amplifies the previously mentioned effect. The contrary is true for the closeness centrality, though the effect is small. In case of the eigenvector centrality, the effect is negligible.
Discussion
Networks are complex, and it is hard to collect network data without missing any nodes or edges. Previous studies have shown that missing nodes can severely affect the reliability of centrality measures. Most studies focus, however, on cases in which nodes are missing uniformly at random. Yet in a variety of scenarios, it is reasonable to assume that missing nodes may belong to the same community.
In this study, we investigated the reliability of centrality measures when network data is incomplete and the missing nodes are likely to belong to the same community. In addition, we introduced a novel approach, called "community bias", which allows researchers to simulate different levels of measurement error.
In our experiments on uniform and scale-free networks, we observed that centrality measures are more reliable when missing nodes are likely to belong to the same community compared to those cases in which nodes are missing uniformly at random. In scale-free networks, the betweenness centrality, however, becomes less reliable with increasing bias. Moreover, in these networks, centrality measures are also more reliable in networks with stronger community structure. In contrast, we did not observe this effect for uniform networks.
To the knowledge of the author, this is the first study which examines the effect that missing nodes have if their absence depends on the underlying community structure. A direct comparison to other studies is therefore difficult. In contrast to the present study, Niu et al. [29] found that the biased manipulation of networks has more severe consequences than a uniformly random manipulation. It is important to note here that the manipulations in [29] were applied to the edges; nodes were, however, not considered. Our study shows that an increasing bias is associated with higher reliability, which is a novel finding. If there are legitimate reasons to assume that nodes that have not been observed during the data collection are more likely to belong to the same community, the impact of missing nodes on the reliability of centrality measures might not be as severe as previous studies have suggested.
These findings are encouraging. Although graphs generated by the LFR model share many properties with real-world networks, it would be interesting to see results based on empirical data. Furthermore, future work may investigate other types of interdependencies between missing nodes, for example, based on node attributes.
