The general idea of high-level replacement systems is to generalize the concept of graph transformation systems and graph grammars from graphs to all kinds of structures which are of interest in Computer Science and Mathematics. Within the algebraic approach of graph transformation this is possible by replacing graphs, graph morphisms, and pushouts (gluing) of graphs by objects, morphisms, and pushouts in a suitable category. Of special interest are categories for all kinds of labelled and typed graphs, hypergraphs, algebraic speci cations and Petri nets. In this chapter, we show how some basic results for graph transformation systems in the algebraic double pushout approach can be reformulated in the framework of high-level replacement systems. The speci c choice of results concerning local Church-Rosser properties and horizontal structuring is motivated by the results needed in our application areas studied in this contribution. In order to show the great variety of the high-level replacement approach we do not consider speci c graphs and graph transformation but algebraic speci cations and Petri nets as application domains, where transformation corresponds to rule-based changes of the structure of speci cations and nets, respectively. The rst application shows how high-level replacement systems can be instantiated by algebraic speci cations. An algebraic transformation rule corresponds to the interface part of an algebraic module speci cation for software systems. This allows applying high-level replacement techniques to software system design. As an application it is shown how to reuse an algebraic module speci cation of an airport schedule for the design of a 341 342 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : : book library. The second main application shows how rule-based modi cation of Petri nets can be considered as a special case of high-level replacement techniques. An important result is the compatibility of horizontal structuring of nets with rule-based modi cation. This result is essential within a case study of a medical information system where the functional essence is developed by rule-based modi cation from the actual state of the system represented by algebraic high-level nets.
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Introduction
The algebraic approach to graph grammars has been created at the Technical University of Berlin in the early seventies in order to generalize Chomsky grammars from strings to graphs 9]. The main idea was to generalize the concatenation of strings to a gluing construction for graphs. This allows the formulation of a graph rewriting step by two gluing constructions for graphs which are pushout constructions in the category Gra of graphs. The corresponding graph transformation approach, called double-pushout approach, is presented in detail in Volume 1 of this handbook 5]. In the basic approach directed graphs with coloured nodes and egdes and colour-preserving graph morphisms are used. Since colour-preserving graph morphisms turned out to be too restrictive for some applications grammars based on partial graphs, on relational structures and on graphs with partially-ordered colour sets have been introduced. Moreover, the basic idea of the direct derivations for graphs has been applied by replacing graphs by algebraic speci cations leading to a rule-based approach to modular system design 33, 34] . This was the starting point for \algebraic speci cation grammars " 16] , where the theory of graph grammars was extended to algebraic speci cations, and also for \high-level replacement systems", where graphs and graph morphisms are replaced by objects and morphisms of a suitable category CAT 10, 11] . In these papers the main results concerning parallelism and concurrency have been generalized from the double-pushout approach presented in 9,5] to \high-level replacement systems". In the next section of this chapter we present the main ideas of high-level replacement systems as given in 10, 11] . Moreover, we discuss the concepts of fusion and union as horizontal structuring techniques for high-level structures and show under which conditions these structuring techniques are compatible with transformation in high-level replacement systems. These problems have been rst considered for algebraic high-level net transformation systems in 31] , where the theory of high-level replacement systems was applied to algebraic high-level nets, an integration of Petri nets with algebraic speci cations. This allows us to consider rule-based modi cations for high-level nets, where the structure of the nets can be changed. These ideas have been applied in 18, 19] to the requirements engineering phase of a medical information system. Let us point out that the idea of high-level replacement systems has also been applied to the algebraic single-pushout approach, which in addition to the double-pushout approach is also presented in Volume 1 of this Handbook. In the paper 13] the basic ideas of high-level replacement systems are presented for both approaches. In 2] the treatment of parallelism in single-pushout high-344 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : : level transformation systems is simpli ed and also amalgamation is studied in detail and applied to unary partial algebras. However, it is not the intention of this chapter to develop the full theory of high-level replacement systems in di erent approaches. On the contrary, in Section 6.2 we only want to present the minimal number of concepts of high-level replacement systems which are used in our two distinguished application areas: In Section 6.3 the application to algebraic speci cations and system design and in Section 6.4 to Petri nets and requirements engineering. Finally, in the conclusion we give a summary of the basic results and applications in this chapter.
High-Level Replacement Systems
In this section we introduce the concepts of high-level replacement systems in the sense of 10, 11] , which have been discussed already in Section 6.1 as a generalization of the algebraic approach to graph grammars to di erent kinds of high-level structures. As main results we present results concerning local Church-Rosser and parallelism properties and compatibility of transformations with the horizontal structuring techniques union and fusion. In the last part of this section, we will sketch further results in the area of high-level replacement systems, which are however of less importance in the applications presented in Sections 6.3 and 6.4.
The generalization from graph grammars to high-level replacement systems in 10] allows a great variety of interpretations of the concept of rules. Conventionally, in graph grammars rules are used to describe changes of the system state. The system itself is usually regarded as x, such that rules give raise to a notion of behavior. In the context of high-level replacement systems this interpretation is expanded in the sense that rules de ne any kind of evolution of the system. More precisely, not only the system state, but in general also the system may be changed by a transformation. Thus, high-level replacement systems provide an adequate frame for software development where the concept of modi cation plays a major role. Modi cation here means the iterative development of software systems. High-level replacement systems consist of high-level structures, e. g. models of a software system in an arbitrary formalism, and rules to modify them, more precisely replace parts of them by others. Thus, rules as a fundamental notion of high-level replacement systems capture the process of system development. ! R) in CAT consists of the objects L, K and R, called left-hand side, interface (or gluing object), and right-hand side, respectively, and two morphisms K l ! L and K r ! R with both morphisms l; r 2 M. 2 . Given a rule p = (L l K r ! R) a direct transformation G p =) H, from an object G to an object H is given by the following two pushout diagrams (1) and (2) For this sequence we may also write G =) H via (p 1 ; p 2 ; : : : ; p n ).
The idea of a direct transformation is that the left-hand side L mapped to G is replaced by the right-hand side R mapped to H, where the interface K together with its mappings to L, R and to the context C designates corresponding interfaces in L, R and C. Intuitive examples of a direct transformation are given in Figure 6 .1 and Figure 6 .2. The upper line represents the rule with left-hand side L, interface K and right-hand side R. The lower line represents the structure G on the left which contains an occurence of L, the context C in the middle obtained by deleting L except for the interface K, and the resulting structure H on the right which is the gluing of L and R along K.
The two pushout diagrams in Figure 6 .1 can be considered intuitively as gluing diagrams and formally as union of high-level structures (see De nition 6.2.15).
Fig. 6.1: Intuitive example of a direct transformation
In order to apply a rule to a given object a gluing condition has to be satis ed (see 9] ). In our abstract frame the gluing condition is satis ed if there is a pushout complement object C, called context object, such that the given object G becomes a pushout object. 1. There is an object C (called the pushout complement object) together with morphisms K g2 ! C and C c1 ! G, such that the square (1) in Denition 6.2.1 is a pushout square.
2. There is the pushout object H together with morphisms R g3 ! H and
! H, such that the square (2) in De nition 6.2.1 is a pushout square. u t
If both conditions are satis ed a direct transformation G p =) H can be constructed. It is unique up to isomorphism if and only if the pushout complement construction is unique. Given a concrete category this gluing conditition can be given in a constructive way, for graphs see 9] , for algebraic speci cations see Fact 6.3.10, for algebraic high-level nets see 31]. Now we are able to de ne high-level replacement systems in an arbitrary category generalizing the concept of graph grammars in the double-pushout approach, which consists of a start object and a set of rules with morphisms in a distinguished class M generalizing injective graph morphisms.
De nition 6.2.3 (High-Level Replacement System) Given a category CAT together with a distinguished class of morphisms M, a high-level replacement system H = (S; P) in (CAT; M) is given by a start object S 2 jCATj, and a set of rules P. For p = (L l C r ! R) 2 P the morphisms l and r are required to belong to M.
Direct transformation and transformation sequences are de ned according to De nition 6.2.1.
Given an explicit category CAT and class M as above the class of all highlevel replacement systems H = (S; P) in (CAT; M) will also be denoted by (CAT; M). The following results, called local Church-Rosser Theorem I and II, show that independent direct transformations commute. Detailed proofs of Theorems 6.2.8, 6.2.9 and 6.2.11 can be found in 11] page 380, page 377 and page 382 respectively. In the speci c case of graph grammars the proofs are given in 5]. 
Bijective correspondence:
There is a bijective correspondence between sequentially independent and parallel transformations, that is, given a sequentially independent transformation s the \synthesis" construction leads to a parallel transformation t and the \analysis" construction leads back to the same sequentially independent transformation s (up to isomorphism), and vice versa as shown in the subsequent diagram: intersection is equal to K 1 and K 2 . For a better understanding we also give in Figure 6 .2 rule p 1 and p 2 , that are applied in Figure 6 .3.
Horizontal Structuring
We now introduce two basic constructions for high-level structures in CAT. 
As an important result the compatibility of fusion with transformations is stated in the following fact, which is proven in 31]. An intuitive example for compatibility of fusion and transformation is given in Figure 6 .4 where the result of fusion is the identi cation of two circles into one. Independence in this case means that the circles are preserved by the transformation via the rule p which replaces the big square by a big circle.
Another important technique for structuring is union. Intuitively, the union of two object via an interface is the disjoint union where the interface is glued together. This means union corresponds to pushout construction, which has been used already for the notion of direct transformation as double pushout (1) and (2) in De nition 6.2.1. In Figure 6 .5 an intuitive example of a pushout is given which corresponds to the union of high-level structures (compare left square in Figure 6 .1). 
A second important result within this section is the compatibility of union with transformations as stated in the subsequent fact. It is also proven in 31]. u t An intuitive example for the compatibility of union and transformation is given in Figure 6 .6 where independence is given because the interface I is preserved by p 1 and p 2 .
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Further Results
The results presented in this section are those needed in the two applications presented in the next two sections, in Section 6.3 to Algebraic Speci cations 358 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : :
and System Design , and in Section 6.4 to Petri Nets and System Engineering. There are other results on high level replacement systems not used in these applications and we are going to brie y sketch some of them in an informal way for completeness, referring the reader to 11, 12] 
Applications to Algebraic Speci cations and System Design
In this section we brie y review the basic notions of algebraic speci cations and of algebraic speci cation modules. We de ne a particular category Spec of algebraic speci cations discussing the corresponding categorical properties in order to apply the theory of high-level replacement systems, and in particular Theorem 6.2.8, Theorem 6.2.9 and Fact 6.2.17. The correspondence between direct derivations and modules and between derivation sequences and modular system design was studied in 33, 34] and is illustrated here with a simple example of a book library designed by reusing the module speci cations of an airport schedule system 15].
Introduction to Algebraic Speci cations
The theory of algebraic speci cations originated in the mid seventies to apply notions and results of universal algebra to the problem of specifying abstract data types and, more generally, software systems. For a rigorous treatment of abstract data types, Goguen, Thatcher and Wagner 22] introduced the notion of an algebraic speci cation which consists (roughly speaking) of two parts: one (usually referred to as the signature) describes how the entities (terms) of the universe of discourse can be constructed, and the other (expressed with axioms) describes the intended meaning of the function symbols contained in the signature. The originators restricted the form of the axioms to equations and proposed the initial algebra (among all the possible models) as the semantics of an (equational) algebraic speci cation. The initial algebra realizes the speci cation in a minimal way and the unique homomorphism to any other model of the speci cation gives a representation of the elements of the model in terms of the signature. An alternative to the initial algebra as the model of an algebraic speci cation is the nal algebra, where the incoming homomorphism from any other algebra models the abstraction function. Another possibility 360 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : :
(called loose semantics) is to choose as the semantics of an algebraic speci cation the whole class of algebras (models) which satisfy the speci cation, rather than selecting one particular model. Although the speci cations used in this section are such that the existence of an initial algebra is guaranteed 28], the use of these speci cations is purely syntactic and independent of the chosen semantics (except for the body of a module speci cation 15], which is not essential to be able to apply the results from the theory of high-level replacement systems). Since the description of simple data types such as lists of data involve elements of di erent sorts such as lists, data, boolean values to test for the presence of data in a list, integers to measure the length (number of data) in a list, etc., an algebraic speci cation is usually many-sorted and its models are many{sorted algebras consisting of one set for each sort and operations with arguments from the appropriate sets as meaning of the operation symbols in the signature. Di erent algebraic speci cations can be related via speci cation morphisms, i. e., functions which associate the symbols in the rst signature to those of the second signature and the axioms of the rst one to the axioms of the second one in a consistent way. A special case of a speci cation morphism is the inclusion of one algebraic speci cation into another one. In such a way, the subspeci cation can be considered as variable (i. e., the parameter part) in the speci cation and can be instantiated by associating (again via a speci cation morphism) the \formal parameter" with the \actual parameter" which should replace it. The result of the substitution is given by the pushout object of the inclusion morphism and the \matching" morphism. This idea can be generalized by allowing the pushout of two arbitrary speci cation morphisms to build larger speci cations from smaller ones. According to the concept of high-level replacement systems, a rule of algebraic speci cations is given by p = (L l ? K r ?! R) where L, K and R are algebraic speci cations and l and r are speci cation morphisms (compare De nition 6.2.1). The application of the rule replaces the speci cation L with the speci cation R without changing the (sub)speci cation K. As a simple example, we can think of L as a speci cation of lists of data based on an operation make : data ! list which creates a list of one element and an operation conc : list list ! list for the concatenation of lists, and of R as a speci cation of lists based on an operation add : list data ! list which appends an element (the second argument) to a list (the rst argument) to obtain a new list. The rule replaces the speci cation based on conc with the speci cation based on add, while leaving unchanged the subspeci cation K (for example the speci cation data of the parameter part).
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The replacement of a speci cation by another speci cation by using a rule can also be considered with respect to the notion of implementation. The rule can represent a given (hidden) implementation of the speci cation R in terms of the speci cation L: given a (correct) implementation of L (as part of the speci cation to which the rule is applied), the rule produces a (correct) implementation of R within the resulting speci cation. This idea will be discussed in more detail in a subsequent section on module speci cations, where the (hidden) body of a module is an implementation of the export interface (the speci cation R) in terms of the import interface (the speci cation L) and the semantics of the module transforms import algebras (implementations of L) into export algebras (implementations of R).
Categories of Algebraic Speci cations and Their HLR Properties
We introduce the category Spec of algebraic speci cations and speci cation morphisms and discuss their HLR properties. We adopt a slight modi cation of the (equivalent) notation in 14].
De nition 6.3.1 (Signature)
A (many-sorted) signature = (S; OP; dom; cod) consists of a set S of sorts. a set OP of constants and operator symbols over S. a function dom : OP ! S which associates to each operator symbol a (possibly empty) string over S. a function cod : OP ! S which associates a sort from S to each operator symbol.
Remarks:
We denote by : s 1 : : : s n ! s the fact that dom( ) = s 1 : : : s n and cod( ) = s.
The notation :! s is used to indicate that dom( ) = (the empty string)
and it denotes a constant symbol. To simplify the notation, we also denote a signature by its rst two components (S; OP). 
De nition 6.3.3 (Algebraic Speci cation)
An algebraic speci cation SPEC = ( ; E) consists of a signature and a set E of (positive conditional) equations over the signature .
Example 6.2
The following two examples will be used in the rest of the section. We denote with bool the speci cation of boolean values fTrue, False g with the usual operations.
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The rst speci cation is that of strings over an alphabet alph. Given two algebraic speci cations SPEC 1 = ( 1 ; E 1 ) and SPEC 2 = ( 2 ; E 2 ), an algebraic speci cation morphism f : SPEC 1 ! SPEC 2 is a signature morphism f : 1 ! 2 such that f # (e) 2 E 2 for all e 2 E 1 . A speci cation morphism f : SPEC 1 ! SPEC 2 is strict if, in addition, (f # ) ?1 (E 2 ) E 1 , i. e., if any equation in SPEC 2 formed only with operation symbols in the image by f of 1 is the translation of an equation in SPEC 1 .
Remarks: The choice of speci cations which allow only positive conditional equations is dictated by the fact that these are the only speci cations which guarantee the category of models (AlgSpec) to have an initial object. The initial algebra need not exist in general for speci cations which allow disjunction or negation of equations. There are also other choices in the de nition of speci cation morphisms, such as to equip each equation t 1 = t 2 in E 1 with a label l and to de ne a function f E between labels such that f E (l) is the label of the equation f # (t 1 ) = f # (t 2 ) in E 2 . As mentioned earlier, this result can be used to de ne parameter passing in parametrized algebraic speci cation. All the examples used in this section (except for the Goal speci cation and the obvious string and nat) are part of the modular speci cation of an airport schedule system, given in details in 15]. ( 0 ) and must be in S 0 . Similarly for E 0 . The morphism SPEC 0 ! SPEC 2 is just the inclusion while the morphism SPEC 0 ! SPEC 1 is de ned by mapping each item x 2 SPEC 0 into the item y 2 SPEC 1 for which h 2 (x) = h 1 (y) (y is unique because h 1 is injective). For the universal property, it su ces to notice that if k 1 : SPEC ! SPEC 1 and k 2 : SPEC ! SPEC 2 satisfy h 1 k 1 = h 2 k 2 , then for any x 2 SPEC, k 2 (x) must be in SPEC 0 since h 2 (k 2 (x)) = h 1 (y) for some y 2 SPEC 1 (in particular, y = k 1 (x)) and therefore the unique k: SPEC ! SPEC 0 with the required properties is just k 2 .
Inheritance of injectivity under pushouts is a standard property (since M strict;injective is a class of monomorphisms in Spec). To check for inheritance of strictness, let f 1 : SPEC 0 ! SPEC 1 be strict and let g i : SPEC i ! SPEC3, i = 1; 2 be the pushout morphisms induced by f 1 In order to construct the pushout complement object C according to Fact 6.2.2, we need to remove from G the sorts, the operator symbols and the equations of IMP that are not in PAR. Conditions (2) and (3) Before analyzing how to use a high-level replacement system for algebraic speci cations to design a modular system, we brie y review the notion of module in programming languages and that of algebraic module speci cation 15].
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A module embodies the notions of abstraction, implementation and information hiding. In many programming languages (Modula-2, Ada, ML, Alphard, CLU, Mesa, Pascal, Simula67) a module consists of (at least) two parts: an interface which contains the elements (types and operations) that the module provides and that can be used by other modules of the system, and a body, which contains the implementstion of the elements exported, as well as other types and operations that are needed for such an implementation but whose details are kept hidden from potential users (for possible modi cations at a later time without requiring modi cations to the users of the module). The interface abstracts from the details of the implementation contained in the body, which hides the choices made in realizing the types and operations exported. Modules (and classes) in some programming languages allow another level of abstraction by leaving unspeci ed a parameter part, whose details are immaterial in the realization of the module. This (usually unconstrained) parameter part can be later instantiated (by replacing it with an actual data type) to give raise to a variety of modules which share the same implementation. The situation is similar to that of a parametrized data type list(data) which can be used to obtain list(integer), list(character), list(list(integer)), etc. by replacing the parameter part data.
A module can also refer (by name) to other existing modules, thus being able to use the entities in their visible interfaces for its implementation. The need to name an existing module does not facilitate the reuse of modules and the development of modules in a top-down manner; instead it supports a bottomup approach to system development. Now we are ready to formulate the module speci cation concept in the sense of 15]. The export interface EXP speci es the data type produced and made available to the outside by the module; the import interface IMP speci es what the module needs to be able to produce EXP (but not which module is going to provide it); the parameter part PAR is shared by the interfaces and is left unchanged by the module; the body part BOD is a speci cation of how the sorts and operations in EXP are implemented in terms of those in IMP. The entities in the body and not in the image of v are hidden and not usable from outside the module. Unlike programming language modules, this formalism contains an explicit import interface which speci es what the body BOD needs to implement EXP without the information on which module is going to provide it. The presence of IMP supports a top-down approach to system development, since the modules to be used to realize IMP can be identi ed (and/or developed) at a later time; furthermore, the reuse of modules is in- The identity is given by identity speci cation morphisms on each component. Composition of module morphisms is de ned componentwise and it is clearly associative.
The category Mod has module speci cations as objects and module morphisms as morphisms.
The following result, based on Fact 6.3.6, is straigthforward.
Fact 6.3.13
The category Mod has pushouts. u t
In order to develop large software systems in a stepwise manner, a exible system of interconnections has been developed to form the horizontal structuring of the system. To give a precise semantics to the interconnection mechanisms, they are viewed as operations on modules which guarantee that the correctness and the semantics of the result depend only on the correctness and the semantics of the arguments 15]. The most obvious operation is the union of modules. The next interconnection mechanism is actualization, which allows the substitution of the formal parameter PAR of a module with the actual parameter 372 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : :
ACT (which can in turn be parametrized, giving raise to another parametrized module). Since PAR is \contained" in the other three components of MOD, actualization consists of \propagating" the replacement of PAR by ACT in all three components via a pushout construction using the tting morphism PAR ! ACT, which associates the formal sorts and operations to the actual ones.
De nition 6. 
u t
The most important interconnection is composition, where a correspondence is established via a speci cation morphism, between the import interface of a module and the export interface of another module which provides the needed sorts and operations. The resulting module is again correct, if the original ones are. 
De nition 6.3.16 (Composition of Module Speci cations)
Rewriting as System Design
In this section we show how to use transformations of algebraic speci cations, in the sense of high-level replacement systems, to solve the problem of designing a modular software system by reusing a set of prede ned modules for which only the visible interfaces are available 33, 34] . By transforming the speci cation of the primitive data types (those provided by the system) into the speci cation of the required data type, it is possible to: design a modular system which provides, for example, a prototype model of the requirements, if its generation is successful. locate in the requirement the minimum number of functionalities which need to be directly implemented, if the generation of the complete requirement speci cation cannot be accomplished. The objective of the remaining part of this section is to show that if starting from an initial speci cation, a goal speci cation can be generated using a set of rules, then the goal speci cation can be realized as the overall export interface of a modular system (of which the initial speci cation is the overall import interface) built using the realizations of the rules and the way in which the rules are applied. The rst result relates direct derivations and module actualization. The next result relates derivation sequences and module composition. We are now ready to show, step by step, how to use the results of this and the previous section to design a modular system which realizes a given speci cation. Realization here means the construction of a modular system whose overall export interface is (a subspeci cation of) the given objective speci cation. A set of prede ned module speci cations is given in 15] and it consists of the following modules (of which only the interfaces are described since they are the only parts visible to the system designer) What is needed is a realization of a system that can handle the activity of a library providing operations such as build and manipulate a list of books and a list of patrons (allowed to borrow the books), associate borrowed books with borrowers, keep track and update the due date of a borrowed book, etc. The Goal We can summarize the overall derivation in the following diagram nat + string FS+PS The modular system obtained is not unique! Besides the possibility of interchanging FS-MOD and PS-MOD as seen above, we can apply Theorem 6.2.11 to obtain yet another modular system which realizes GOAL, i. e., act((nat + string); PS-MOD + FS-MOD) act((nat + string); APS-MOD) act((nat + string); PS-MOD + FS-MOD):
Other designs can be obtained by exploiting the compatibility of the actualization of module speci cations with other operations on modules 15] and the correspondence between direct derivations and actualization. In particular act((nat + string); (PS-MOD + FS-MOD) APS-MOD (PS-MOD + FS-MOD)) also realizes the given GOAL speci cation starting from the import interface nat + string.
In general, it is quite unlikely that the set of modules at our disposal contains all the rules needed to generate our goal speci cation. More likely is the situation where part of the goal speci cation can be realized using the given modules and part must be implemented anew. For example, our system to manage a book library could have required an additional operation to update the library by removing the association between a book and a borrower upon the return of the book to the library. This operation could be speci ed by It is easy to check that the speci cation GOAL' extending GOAL by adding the new operation cannot be generated by the rules corresponding to the three module speci cations FS-MOD, PS-MOD and APS-MOD. Nevertheless, we are in a much better position than we were at the beginning: instead of constructing a module speci cation to implement, starting from nat + string, fourteen operations satisfying the properties expressed in the speci cation GOAL', we only need to worry about the operation called Returned, the only one not contained in the generated speci cation. The problem of obtaining the operation Returned can be solved in (at least) three di erent ways:
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Direct Extension This approach is the most immediate one and it consists of adding the operation to the export interface and (hence) to the body part. At this point, an attempt is made at de ning the operation Returned in terms of the other operations present in the body (which contains all the operations from import and export) and then to show that the properties which Returned must satisfy are a consequence of the equations satis ed by the other operators. Since new operations and equations are added to the body of the module, the correctness of the new module must be proven. Unfortunately, the extension is not a \clean" operation in that it does not guarantee the correctness of the result based on the correctness of the parts: the task is not trivial because it involves the body of the total module. Another drawback of this approach is the loss of modularity of the system: the resulting module cannot in general be decomposed into the union or composition of self-contained modules and the new operation is reusable only to the extent that the whole module is.
Partial Extension This approach consists of extending only part of the module speci cation constructed so far. The basic idea is that Returned is part of a subspeci cation SP of GOAL'. Since only the operation Returned of GOAL'
has not been generated, there must be a point in the derivation where the subspeci cation f SP-Returned g is derived. It is at this point in the generation that we can extend the module by adding to it the missing operation. We search therefore for the \closest" derivation to SP and add
Returned to the modular system designed up to that point. The system has maintained some of its modular structure, in particular all the modular structure deriving from subsequent applications of the rules. Since the modules realizing these last rules are not a ected by the extension, no new proof of their correctness is required. Clean Extension This is the most desirable way of adding the part of the GOAL' specication not generated. It consists of designing a new module which implements Returned and the smallest part of SP necessary to have a wellde ned speci cation. This new module is then combined (using the union operation) with the module realizing the rest of SP. The new module, smaller in general than the one obtained with Partial Extension, must be proven correct. Besides the smaller correctness proof, this approach preserves the modular structure of the system since the missing items are added to the rest using union and composition.
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Applications to Petri Nets and Requirements Engineering
In this section we give a brief introduction to Petri nets including low and highlevel nets. In order to be able to apply the theory of high-level replacement systems we de ne the categories P=T of place/transition nets and Ahl of algebraic high-level nets and discuss the corresponding categorical properties. This allows us to apply the general constructions and results of section 6.2 to Petri nets. The concept of transformation of algebraic high-level nets was studied in 31] and applied to a large case study of a medical information system in 18, 19] . We present a small part of this case study as an interesting application of high-level replacement systems to Petri nets.
Introduction to Petri Nets
Since C. A. Petri rst introduced his famous nets in 35] they have become one of the most important formalisms for specifying concurrent and distributed systems. The most appealing aspects are their intuitive graphical representation on the one hand and the variety of analysis techniques on the other hand. In general, Petri nets can be regarded as bipartite graphs of passive elements (places, represented by circles) and active elements (transitions, represented by rectangles) and arcs between them. States are given by a marking of places and can be changed by the ring of a transition, which leads to a notion of behaviour. Based on the original notion there have been formulated a number of variants in order to adapt it to speci c application areas like automation, work ow management, train control systems, manufacturing, etc. We distinguish between \low-level" nets, where system states are abstracted to boolean values (condition/event nets) or a distribution of natural numbers (place/transition nets) on places, and \high-level" nets which can be considered as the integration of a data type description and a process type description. In high-level nets system states are represented by a distribution of individual data elements on places. These high-level variants di er in the form of how the data is speci ed: as logical predicates leading to predicate/transition nets (see e. g. 21,20]), as arbitrary bounded sets 24] or expressions of a functional programming language leading to coloured Petri nets 25, 26] or as terms over an algebraic speci cation leading to algebraic high-level nets (AHL nets) 31, 40, 37] . In the context of software engineering, the use of Petri nets usually means that each software engineering phase is captured by one model of the system. For reasons of saving time and costs it is most desirable not to begin from This has motivated the authors of 31] to de ne the notion of \fusion" also in high-level replacement systems (see De nitions 6.2.15 and 6.2.12). However, the realiziation via pushouts and coequalizers as presented in this chapter is more general than the above \classical" notions, because these constructions can be applied to arbitrary Petri nets in contrast to just one element (place or transition). Summarizing, to regard Petri nets in the context of high-level replacement systems allows to generalize the essential constructions of re nement and modularity. Thus, arbitrary nets can be re ned and composed in contrast to the classical techniques known from the literature. is given by P = fp 1 ; p 2 ; p 3 g, T = ft 1 ; t 2 g and pre(t 1 ) = 2 p 1 +3 p 2 , pre(t 2 ) = p 3 , post(t 1 ) = 2 p 3 , post(t 2 ) = 0. u t
Remarks:
In Petri net theory, the notion of behaviour is of great importance. It is based on markings of the net representing a system state and their dynamic change realized by ring of transitions. In the case of place/transition nets, a marking m is given by a distribution of \black", that is, indistinguishable tokens on places. As explained above, a marking m can be considered as an element m 2 P of the free commutative monoid P . It can be changed by a transition t if all the places in its predomain carry enough tokens, that is, pre(t) m.
The follower marking m 0 is then computed by m 0 = m ? pre(t) + post(t).
In this chapter we focus on the evolution of the model instead of system states. / / P 2 where f P is the unique homomorphic extension of f P .
We are now going to introduce high-level nets. The main di erence between a place/transition net and a high-level net is that the marking representing a system state is no longer a distribution of black tokens on places but a distribution of data elements. In the case of algebraic high-level nets these elements are given by elements of a SPEC -algebra A, where SPEC is an algebraic speci cation. Correspondingly, arc inscriptions are no longer natural numbers but sums of terms over SPEC. In order to formulate conditions on data elements which are involved in the ring of the net for each transition we have a nite set of equations which have to be satis ed in order to re the transition. This leads to the following de nition:
represents the view of the involved people and not the view of a computer scientist developing a system. This \human" view becomes obvious by the explicit use of \real" people as patients, doctors and others. The development of the functional essence has to abstract especially from these system-irrelevant details. The following documents are described by algebraic speci cations in the sense of De nition 6.3.3. { document for personal data { temperature chart { laboratory report { clinical ndings These documents are involved in the subsequent routines in the DHZB and they are modelled by AHL-nets: { admittance of patients { treatment of patients { laboratory activities { cardiac catheterization (main surgical procedure with di erent examinations and measurements which allow determination of the rate of blood ow and recording of blood pressure in intracardiac and large vessels) { discharge of patients In our case study suitable structuring techniques are needed, because the actual state is too large and complex to be represented as a at net. In fact, the composed AHL-net modelling the actual state in 18] would contain about 130 places and 50 transitions and over 30 pages of algebraic speci cations. Therefore, only subnets are modelled which are to be composed by the horizontal structuring techniques (see Figure 6 .7) as de ned in Section 6.2. We employ the horizontal structuring techniques union (denoted by the forking lines as shown in Figure 6 .7) and fusion (see De nitions 6.2.15 and 6.2.12). Union of AHL-nets can be considered as union with respect to a common interface in each of the components, mainly the set of places, the set of transitions and the algebraic speci cation. Fusion can be considered as the gluing of subnets within a given net. The data type of the actual state description is also very complex. In fact, it is merely sketched in Figure 6 .8 by presenting a uses-hierarchy of the speci cations. Without basic data types, as lists, natural numbers, boolean, which are also not presented explicitly here, the full algebraic speci cation is presented on about 30 pages in 18]. The structuring of the data type is achieved by structuring techniques of algebraic speci cation, namely actualization, renaming, Figure 6 .7 involves structuring due to the size of the resulting nets. The treatment of patients in the DHZB is given by the net Treatment (TREAT), represented as a node in Figure 6 .7 and is composed of di erent nets, represented by the nodes above it. We merely show one of the involved AHL-nets, namely the net modelling the Prescribed Vital Measurement (PV) in Figure 6 .9 which is represented as one of the leave nodes in Figure 6 .7. Let us brie y explain the idea of the net PV in Figure 6 .9. In the DHZB we have the following situation: The patient is located at the ward. The nursing sta takes for example the blood pressure, if this has been demanded in the prescription sheet. The measured value is taken down into the temperature chart. Other vital values, such as medium arterial blood pressure, temperature, pulse, central venous pressure and import/export are also measured, if demanded in the prescription sheet. The temperature chart belongs to the patient record that is kept at the ward. All these activities are represented by transitions in the net PV in Figure 6 .9. (TREATessence) the functional essence. It is important from the practical point of view that we do not have to apply the rules explicitly to the rather complex actual state net (TREAT). It su ces to apply them explicitly to the local actual state nets (PV), (RV), (PR) and (PT) represented as nodes in Figure 6 .10. According to Figure 6 .7, (VM) is the union of (PV) and (RV). Hence, the compatibility result between union of nets and rule-based modi cation, stated in Fact 6.2.17, allows to combine the transformation sequences (P V ) =) (P V essence) and (RV ) =) (RV essence) to an induced transformation sequence (V M) =) (V Messence) using the combined set R PV U R RV of rules, where (VMessence) is the union of (PVessence) and (RVessence). Figure 6 .10 shows how all the local transformation sequences can be combined step by step leading to the global transformation sequence (T REAT) =) (T REATessence). Moreover, this global transformation sequence is independent of the order of steps, because corresponding general criteria for the independence of transformation steps have been stated in Fact 6.2.17.
Conclusion
In this contribution we have shown how to generalize the idea of graph grammars and graph transformation systems from graphs to several kinds of highlevel structures which are of interest in Computer Science and Mathematics. This generalization is possible for all kinds of graph grammars and transformation systems which can be formulated in terms of objects, morphisms and universal constructions like pushouts and pullbacks, coproducts and coequalizers. Especially, this is possible for the algebraic approaches of graph transformation as introduced in Handbook 38] based on double pushouts in the category of graphs and total morphisms or single pushouts in the category of graphs and partial morphisms. In this chapter we have only considered the double-pushout approach. In the context of high-level replacement systems we were able to present the following general results: 1. Local Church Rosser I and II 2. Parallelism Theorem 3. Fusion Compatible with Transformation 4. Union Compatible with Transformation For the rst two results we have to assume speci c HLR conditions, for the last two results the existence of pushouts and coequalizers is needed. All these conditions are satis ed in several classes of high-level replacement systems 396 CHAPTER 6. HIGH-LEVEL REPLACEMENT SYSTEMS : : : considered in this paper, which are based on the category Gra of graphs, Set of sets, Spec of algebraic speci cations, P=T of place/transition nets, and Ahl of algebraic high-level nets. The main focus of this contribution has been on the application of high-level replacement systems to the area of algebraic speci cations and Petri nets. In the rst case, we have established a strong connection to the area of algebraic module speci cations and we have shown how these techniques can be used for software system design. In the case of Petri nets, the theory of high-level replacement systems allows to establish a very general notion of re nement for Petri nets, called rule-based modi cation, which is important for the requirements phase of software development. In both cases, the general results for high-level replacement systems mentioned above are of great importance for the formal development of software systems.
