Molecular simulations based on classical force fields are computationally efficient but lack accuracy due to the empirical formulation of non-bonded interactions. Quantum mechanical (QM) methods, albeit accurate, have inhibitory computational costs for large molecules and clusters. Hence, to overcome the bottleneck, machine learning (ML)-based methods have been employed in the recent years. We had earlier reported a combined scheme of many-body expansion (MBE) and ML to predict the interaction energies of rigid water clusters. In this work, we proceed toward building a flexible water model using the ML-MBE scheme. This ML-MBE scheme has an error of <1% for interaction energy prediction in comparison to the parent QM method for flexible water decamers. Machine learningbased Monte Carlo simulations (MLMC) are performed with this water model, and the structural properties of these configurations are compared with those obtained from ab initio molecular dynamics (AIMD) and the TIP3P classical force field. The radial distribution functions, tetrahedral order parameters, and number of hydrogen bonds in AIMD and MLMC have a similar qualitative and quantitative trend, whereas the classical force fields show a significant deviation.
■ INTRODUCTION
Computational studies of biomolecules are generally carried out in aqueous solution. 1−4 Complete solvation of the solute molecules often requires a large number of water molecules. 5, 6 The interaction energies of such significantly large systems are modeled by using empirical, non-polarizable force fields. 7−11 Although these force fields produce a computationally affordable route to study larger systems, they are often criticized for their treatment of polarization. 12, 13 Non-bonded interactions in empirical, non-polarizable force fields are treated in a pairwise additive scheme where the point charges and van der Waals points are considered to be on the atom centers of a molecule, as opposed to a continuous electron density picture. 14, 15 These force fields generally exclude the effect of higher-order interactions like polarization and charge transfer. 16, 17 Polarization in water plays a key role in structural and dynamical properties of water across all the phases. 18, 19 For the last few decades, a lot of attention has been devoted toward generating force fields to accurately predict the various properties of water such as density, enthalpy of vaporization, radial distribution functions (RDF), etc. 7, 8, 20 Also, there have been substantial efforts to improve the existing water models to achieve transferability across different thermodynamic conditions. 21−23 In one of the earliest efforts, Stillinger and Rahman were able to simulate liquid water by molecular dynamics (MD). 24 Among the non-polarizable force fields of water, which are widely used to date in MD simulation, the simple point-charge-based water model (SPC) was proposed in 1981 by Berendsen and co-workers. 7 This model was later re-parameterized to include the effect of correction due to selfinteraction. 25 Jorgensen and co-workers presented a transferable intermolecular potential, positioned on three and four points (TIP3P and TIP4P). 8 Again, these models were later modified to enhance accuracy by constructing force fields such as TIP5P, TIP4P-Ew, etc. 21, 22 Flexible non-polarizable water models such as SPC/flex were introduced to capture the vibrational properties of bulk water. 23 These flexible models predict more compact water clusters in comparison to their parent rigid models and are in better agreement with ab initio predictions. 23 However, with water being a highly polar system, incorporation of flexibility cannot fully compensate for ignoring the effects of polarizibility. 13 In order to incorporate the effect of polarization, Ren and Ponder proposed a force field, AMOEBA, where polarization is treated via self-consistent induced atomic dipoles. 26, 27 Later, Ren and co-workers modified the AMOEBA force field to produce comparable results at a lesser computational cost. 28 Cummings and co-workers suggested a Gaussian charge-based polarizable model that predicts accurate dielectric and structural properties of water in clusters in supercritical conditions. 29 Roux and co-workers presented a Drude oscillator-based polarizable water model, which reproduces many properties of liquid water at ambient conditions. 30, 31 Friesner and co-workers reported a five-site ab initio parameterized polarizable water model that performs well in room temperature producing RDFs and dipole moments comparable to experimental observations. 32 Bowman and coworkers modeled a flexible ab initio potential WHBB, which was reported to predict the various electronic and structural properties of water clusters accurately. 33 It was later used to develop potentials for hydrated ions as well. 34−36 Later, Kiss and Baranyai proposed a rigid polarizable model that performs reasonably well going from cluster to liquid water in terms of structural and dynamical properties. 37, 38 Although, polarizable and ab initio potentials are superior in terms of accuracy compared to their non-polarizable counterparts, the computational expense often restricts the usage in large systems.
Data-driven approaches have also been used to generate polarizable force fields with the desire to achieve better accuracy in the prediction of structural and dynamical properties in a computationally efficient scheme. 39−42 This opens up a new avenue to explore the domain of polarizable water models. Artificial neural networks (ANNs) have been used extensively for building force fields. 43−52 Recently, regression-based ML approaches are also gaining popularity for achieving similar targets. 53−57 Paesani and co-workers developed a many-body water potential (MBpol model) based on the analytical form of the Thole type polarizable force field TTMF-4. 53−55 The short-range interactions are formulated as permutationally invariant polynomials. The MBpol model is able to predict a range of structural and dynamical properties of water in the condensed phase. 53−55 They have also successfully implemented the method toward developing a potential for ion−water interactions. 58, 59 Gaussian approximation potentials (GAP) describe the atomic energy of a molecule as geometry-dependent analytical functions of the neighboring atoms using Gaussian process regression. This has been reported to estimate accurate interaction energies of water clusters. 60 Support vector regression (SVR) is an ML method that can be used to capture the complicated non-linear functional form of the potential energy. In our previous work, we have benchmarked interaction energies of rigid water clusters estimated by SVR against ab initio energies. 61 We have observed that the prediction of interaction energies by SVR was in accordance with its underlying QM method. This encouraged us to expand the method further and investigate the possibilities of predicting interaction energies of flexible water clusters (i.e., clusters with vibrational degrees of freedom). We have used only two-body and three-body interaction energy contributions in the many-body expansion of interaction energy in our previous rigid water model. Now, along with the two-and three-body terms, we also consider the one-body energy contributions (intramolecular vibrations) in the MBE of interaction energy to develop a flexible polarizable water model. It should be noted that our SVR-MBE scheme fits the total interaction energy of the system in the form of its constituents (one-, two-, and three-body energies) of manybody expansion. Thus, in our formulation, the analytical form of the non-bonded energies is omitted. The reasons for eliminating the analytical form of the non-bonded energy are twofold: (i) one is to explore the capacity of advanced ML methods to predict the many-body terms without any analytical form, which is successfully achieved with an RMSE of non-bonded energy less than 3% against the parent QM method. 61 (ii) The total non-bonded energy (up to the threebody interaction in the MBE of interaction energy) estimated with interactions such as dispersion, polarization, exchangecorrelation, or charge-transfer energies is intrinsically taken care of without an analytical form.
The major objectives of this work are (i) to build a flexible water model for water clusters combining the one-, two-, and three-body interaction energy contributions, (ii) to run a simulation to generate the configuration space of water cluster using the SVR-based force field where the energy will be predicted by our flexible water model, and (iii) to compare various features of this simulated configuration space with those of AIMD and classical molecular dynamics.
■ THEORETICAL DETAILS
Many-Body Expansion. The total energy of a system with n interacting molecules is stated by using MBE as
From eqs 1 and 2, the interaction energy of an n-mer system can be written as
In general, the QM methods have a steep computational scaling. Thus, electronic structure calculations for large systems become prohibitively expensive after a certain system size. MBE provides a path to estimate interaction energies of larger clusters using the lower body interaction terms. In many cases, the significant contributors toward the total n-body interaction are often found to be two-and three-body interaction contributions along with the one-body energy corrections. In the case of water, it has been reported that the impact of neglecting four-body onward interactions results in a minimal error. 62, 63 This fast convergence of the MBE of interaction energy using only the lower body interaction terms is leveraged in our model. Supervised Machine Learning. Supervised machine learning techniques have emerged as a class of machine learning methods where the algorithms are trained with a set of known input−output and used for predicting the unknown output. The objective of supervised learning methods is to find a mapping function between input and output from the unbiased and impartially represented dataset. SVR is an advanced regression-based supervised machine learning method that has been implemented successfully in our previous work. Support vector-based methods were originally built as a classifier (support vector machine, SVM) and later reshaped for regression applications. SVR uses the kernel expansion of the feature space along with a dual formulation of regression. The details of SVR are provided in the literature of Smola and Scholkopf 64 and Drucker et al. 65 In the case of linear regression, a function f(x) is represented in the following equation
This is optimized in a way so that one can achieve maximum flatness of w. ⟨ · ⟩ is the notation for the inner product, whereas b is the y intercept. The problem may be re-written as
where {x i , y i } is the set of data that will be fitted. Here, ϵ is the threshold of acceptable errors. However, while solving this problem we implicitly assume the existence of the function f(x) that will satisfy eq 6. This condition is of course not valid for all {x i , y i }. Therefore, one needs to introduce slack parameters, ζ and ζ*, which provide some amount of flexibility to solve the problem. One can then use Lagrange multipliers to solve this constrained minimization problem. The Lagrange function including the slack parameters can be expressed as
The derivatives of L with respect to w, b, ζ i and ζ i * will be used to estimate the Lagrange multipliers. w and f(x) in eq 6 can be reformed as
This formalism is known as support vector expansion. The abovementioned procedure is used for a linear function, and therefore for the regression of a non-linear function, one needs to pre-process the x i from input to feature space (χ → F) by a mapping function, Φ. The strength of the SVR algorithm lies on the fact that it does not depend on the knowledge of Φ but the kernel k(x, x′) = ⟨Φ(x) · Φ(x′)⟩. Therefore, the problem is reduced to
Hence, the problem is reduced to finding the flattest function f(x), not in the input space, rather in the feature space.
The ϵ-SVR is inconvenient when one is not aware of the error bar of the prediction. A variant of this scheme, ν-SVR is often used in such cases. The parameter ν is given by 0 ≤ ν ≤ 1. It can be seen as an upper limit of the margin errors and a lower limit of the support vectors. 66 Here, we have used the ν-SVR algorithm to train the one-body energy dataset.
Input Descriptor. Training of the one-, two-, and threebody energy terms is the key for predicting interaction energies of large clusters using the combination SVR and MBE. The input descriptors are a set of structural information (interatomic distance reciprocals). The choice of 1/r, rather than r, is justified as the interaction energies are polynomial functions of 1/r. These interatomic distance reciprocals are reported to be a suitable function for training the ML algorithms to predict energy. 67 Furthermore, it is important to incorporate the spatial symmetry of water, i.e., the two Hatoms of one water are symmetric and when they are interchanged, the interaction energy remains the same. Thus, the spatial symmetry must be integrated in the input descriptor set. Behler and Parrinello used symmetry functions to include the effects of spatial symmetry. 46 In our work, the spatial symmetry is accounted for in the pre-processing step by sorting the interatomic distance reciprocals separately. It should be noted here that the reciprocal mass-weighted distances were also tested as input descriptors but they do not improve the accuracy of the prediction (reported in the Supporting Information). Hence, we have worked with reciprocal distances set as inputs in our model.
Here, in Figure 1 , we represent the input descriptor sets for one-body energy and two-body energy. In the case of a onebody energy dataset, there are reciprocals of two interatomic O−H distances and one H−H distance. The two O−H distance reciprocals are sorted in a descending order. For twoand three-body energies, we include the reciprocal distances that deal with the intermolecular degrees of freedom since the intramolecular effects are already taken care of in the one-body energy. For the two-body training set, there are nine such distances as shown in Figure 1 It should be noted here that we have utilized the dataset of two-and three-body energies as well as the optimized SVR parameters from previous work. 61 Henceforth, in this article, the one, two-and three-body energy datasets are referred to as DS 1b , DS 2b , and DS 3b , respectively. The details of the training sets and test sets are discussed in the following section.
■ COMPUTATIONAL DETAILS
Ab Initio Calculation and Interaction Energies. The configuration space of a flexible water decamer is generated from an ab initio NVT simulation at 300 K in the ωB97X-D/6-31G* level of theory using a Langevin thermostat. The time step of the simulation is 0.48 fs, and the simulation is run for a total of 150 ps. The first 50 ps is discarded, and equally spaced 2000 decamer snapshots are chosen from the final 100 ps. Each decamer provides 10 monomer configurations, thus accounting to a total of 20,000 monomers to build the one-body dataset (DS 1b ). Each set corresponds to one configuration. The onebody energy term is computed using a ωB97X-D/6-31+G* level of theory. The decamer interaction energies are estimated in the same level of theory with a basis set superposition error (BSSE) correction. The details of classical molecular dynamics simulation are provided in the Supporting Information.
Training and Testing: Cross Validation. The training and testing of DS 1b and the SVR parameter optimization are carried out with kernlab and CVST packages of R. 68, 69 The number of randomly selected training data points are varied from 2000 to 8000. The training and test set are termed as Tn 1b and Ts 1b in the article. A fivefold cross validation across DS 1b is carried out to benchmark the method. Cross validation is a convention for selecting the training and testing datasets in a way that the root mean square error (RMSE) in the output becomes invariant to the datasets. For an n-fold cross validation process, the dataset is divided into n subsets from which n − 1 subsets are taken for training and one for testing. Also, the training and testing datasets are rotated n-fold times to reduce the effect of subset selection in the error.
Monte Carlo Simulation. We have performed a machine learning-based Monte Carlo simulation (MLMC) with a water decamer cluster to generate the configuration space and compare the structural properties against ab initio and classical dynamics. Randomly chosen subsets of DS 1b , DS 2b , and DS 3b are used as the training datasets for the SVR method. Here, the starting point is a random decamer configuration whose interaction energy is predicted by an MBE-SVR scheme. Previously optimized SVR parameters are used as input parameters for the simulation. The simulation is run at 300 K with 500,000 steps. Here, it should be noted that the training procedure of the machine is done only once in the whole MLMC simulation. It has been reported that the training is the computationally expensive part of the machine learning algorithm in comparison to prediction. Thus, by limiting the expensive step, one gains a significant advantage in computational wall time in comparison to ab initio methods.
Each step of the MC simulation provides a random displacement toward all the atoms of the system and produces a new configuration. The interaction energy of the new configuration is estimated by the combined MBE-SVR method. Figure 2 is the schematic representation of the MLMC method with a detailed stepwise description. The accepted configurations are labeled as MLMC datasets. We have presented a detailed description of the MLMC simulation in the Supporting Information (Section S3).
■ RESULTS AND DISCUSSION
Optimization of SVR Parameters. We have used ν-SVR to fit the interaction energies of the flexible water molecules. The kernel used for SVR is a radial basis function (RBF)-based kernel, which was reported to be significantly more efficient than the polynomial function-based kernels. 61 Therefore, the two parameters that need to be optimized for the SVR fitting are ν (which denotes the error insensitive loss function) and σ (which denotes the Gaussian width of the kernel). The twoand three-body datasets and the optimized parameters are reused from the rigid water model. The parameters, σ and ν, are optimized for DS 1b .
The root mean square error (RMSE) in a one-body energy component of the test dataset (1000 data points) is plotted against seven different values of σ in Figure 3a . Three different values of ν are considered as well to optimize the kernel. It is observed that the RMSE is minimal in the range of 10 ≤σ≤ 1000. The dependence of ν on the RMSE of one-body energy is minimal in the optimal range of sigma (10 ≤ σ ≤ 1000). Therefore, to choose one particular combination of σ and ν, we compare the computational costs in the optimal range of σ and ν. From Figure 3b , it is evident that σ = 100 and ν = 0.1 is the optimized set of parameters for DS 1b .
Energy of Flexible Water Molecules. An RBF kernelbased SVR algorithm with σ = 100 and ν = 0.1 is used to train and test DS 1b . Different combinations of training and testing data points are chosen maintaining the fivefold cross validation. The results are provided in Table 1 . The RMSE in a one-body energy contribution is 0.12 kcal/mol when the complete DS 1b is considered as the test set. Table 1 indicates the effectiveness of SVR to estimate for a larger test set when the training set is comparatively small. Figure 4 shows the distribution of the decamer interaction energies of 500 configurations obtained by using three different methods: (i) parent ab initio method (ωB97X-D/6-31+G*) in green, (ii) ML with only two-and three-body terms in blue (denoted as ML-MBE23), i.e., configurations without flexibility, and (iii) ML with one-body, two-body, and three-body terms in red (denoted as ML-MBE123), i.e., flexible configurations.
The ab initio interaction energies and the ML-trained interaction energies of the flexible water model are in excellent agreement (a most probable energy of 88 kcal/mol), while the ML-trained non-flexible water interaction energies are quite different (a most probable energy of 76 kcal/mol). Therefore, the percentage errors of interaction energies for flexible and non-flexible ML models are 0.91 and 13.6%, respectively, as compared to ab initio interaction energies of flexible water molecules.
Structural Analysis of Water Molecules. We have performed an MLMC simulation of the water decamer cluster to understand the structural properties of the generated configuration space. The structural properties of the AIMD simulation produced configurations are considered to be the benchmark for the water decamer. We have compared the properties of MLMC and AIMD with those of a classical simulation of a water decamer by the TIP3P model as well.
Radial Distribution Function. The RDF g(r) gives the probability of finding a particle at a distance r from another particle. Figures 5 and 6 show the O−O and O−H RDFs with the three different sets of configurations: (i) AIMD, (ii) MLMC, and (iii) TIP3P classical MD. The first peak is the sharpest one and indicates the first solvation shell. We notice that the AIMD and MLMC peak maxima as well as the intensities are in excellent agreement with each other. However, the configurations of the classical TIP3P simulation have a significantly different structural form. In the case of the O−O RDF, the peak maxima are shifted toward the right in TIP3P indicating a more loosely bound cluster in TIP3P than in AIMD or MLMC. Interestingly, Kiss and Baranyai have reported a similar performance of classical MD when they compared their polarizable water model with classical water Figure 4 . Comparison of decamer interaction energy estimated by ab initio and ML. The ML interaction energies were estimated with (i) one-body, two-body, and three-body terms (red) along with (ii) only two-and three-body terms (blue). models. 37 The more compact configurations by AIMD as well as MLMC are a result of accurate treatment of all possible short-range interactions such as polarization, dispersion, charge transfer, and exchange-correlation between water molecules. Here, it is important to note that all the non-bonded interactions are organically inherited in the SVR-MBE model as the many-body energy terms are obtained from the ab initio method. The water decamer cluster, being a considerably small one, will have significant short-range non-bonded effects, which is not exactly incorporated in the TIP3P water model. It should be noted that the RDF does not converge to 1 like bulk water due to the finite size of the cluster. 
In the case of a perfect arrangement of water, the four nearest molecules around a central molecule orient themselves in such a way that Q = 1. In the case of completely random and uniform distribution of solvents, Q = 0. Figure 7 shows the comparison of the tetrahedral order parameters calculated with AIMD, MLMC, and TIP3P generated configurations. The distributions corresponding to AIMD and MLMC configurations are similar to each other but significantly different from the distribution obtained from TIP3P generated configurations. The relatively higher values of Q in AIMD and MLMC configuration spaces indicate more structured water clusters in comparison to the TIP3P water model. This signature is confirmed from the distributions of Hbonds in AIMD, MLMC, and TIP3P generated configuration spaces, as shown in Figure 8 . The intermolecular O−H−O distance and angle cutoff are considered as 3.2 Å and 150°, respectively.
Moreover, we have also compared the intramolecular O−H bond lengths, H−O−H angles, and the interaction energy distributions of water clusters in AIMD and MLMC generated configuration spaces and have found good agreement between them. The figures corresponding to these observations are provided in the Supporting Information.
Effect of Flexibility: Comparison with Flexible Water Models. The difference in the structural parameters obtained with different water models could have two major underlying causes: polarizablity and flexibility of water. To estimate the relative effects of these two factors, we also compare the RDFs, tetrahedral order parameters, and number of hydrogen bonds with the flexible TIP3P model. From Figure 9 , we notice that the introduction of flexibility in the TIP3P model corrects the peak position of the O−O RDF with respect to the AIMD. However, the intensity of the first peak of the flexible TIP3P model is significantly different from AIMD. Figure 10 shows the comparison of the distributions of tetrahedral order parameters obtained from AIMD, MLMC, TIP3P, and flexible-TIP3P model generated configurations. Surprisingly, the most intense peak of the flexible TIP3P distribution has a shift in the opposite direction with respect to AIMD. However, on a closer inspection, one can see that (i) there is a single peak in the flexible TIP3P as opposed to two peaks in AIMD and (ii) the peak position of the flexible TIP3P water is in the middle of the two peaks obtained in AIMD. Comparison of the number of H-bonds, as shown in Figure 11 , indicates that flexibility has minimal effects in ameliorating the errors in the TIP3P model when compared against AIMD.
From the observations on all three structural parameters, we can conclude that inclusion of all the major components of non-bonded interactions, such as electrostatics, polarization, and dispersion, from the ab initio energies enables us to estimate accurate structural information.
■ CONCLUSIONS
In this work, we have built a scheme for a Monte Carlo simulation of flexible water clusters using the combination of ν-SVR and MBE. To that effect, we have formulated and validated a ν-SVR-MBE scheme for flexible water molecules. In comparison to the parent QM estimates, we see that the flexible ML-MBE model has an average error of 0.91% in the respectively. This is in good agreement with the reports of Kiss and Baranyai 37 where they have suggested that incorporating the effect of polarization reduces the O−O distances and makes the water cluster compact. Since the many-body energies of our SVR-MBE scheme are estimated by the ab initio method, our model consists of major components of the non-bonded interactions such as electrostatics, polarization, dispersion, etc. It can be concluded that this ML-based water model is capable of reproducing the interaction energies and structural properties of water clusters with a comparable level of accuracy against its parent QM method. This is a stepping stone for building water models and force fields for molecular simulation in larger length scales, and we are working on that. It should be recognized that the major drawback of eliminating the analytical form of the potential is the difficulty to obtain the gradients for MD simulation. We are working on that aspect to ensure a condensed-phase simulation of water with our model in the future via either MC or MD. Also, in the future, we will be trying to generate an SVR-MBE-based model for ion−water interactions as well. acknowledges IACS for providing fellowship. D.G. thanks SERB, India, for project no. EMR/2017/001054. S.C. thanks SERB, India, for project no. ECR/2018/002903.
