Measuring the similarity between two strings, through such standard measures as Hamming distance, edit distance, and longest common subsequence, is one of the fundamental problems in pattern matching. We consider the problem of finding the longest common subsequence of two strings. A well-known dynamic programming algorithm computes the longest common subsequence of strings X and Y in O(lXl 1 3 ' 1 ) time, In this paper, we develop significantly faster algorithms for a special class of strings which emerge frequently in pattern matching problems.
similar characters. Since a typical row/column of the image contains approximately 50 pixels but only 3 to 4 white-black transitions, a time savings of roughly two orders of magnitude follows from matching in time proportional to the product of the run lengths, instead of the full string lengths.
This problem of matching of run-length encoded strings is a natural generaiization of the original string matching problem. Indeed, any matching algorithm which takes time proportional to the product of the run lengths on encoded strings would have the same worst-case complexity as standard matching algorithms, while exploiting any runs which happen to exist.
Our problem is a simplified version of the previously studied Set LCS and the Set-Set LCS problems [6, 91 . In this paper, we present the first algorithm which finds the longest common subsequence of strings X and Y in time polynomial in the size of the compressed strings. Our final algorithm runs in O(kZlog(k1)) time, where k and 1 are the compressed lengths of strings X and Y , and is a substantial improvement on the previously best algorithm of Bunke and Csirik [3] , which runs in O(1IYI + klXl) time. Our algorithm is elegant but non-trivial, and suitable for implementation.
Preliminaries
Throughout this paper, we use the following notation. Let X l X z . . .Xi denote the run length encoding of string X , where Xi is a maximal run of identical characters and lXil denotes the length of this run. When the size of the alphabet C is unbounded) an Cl(lX1 log 1x1) lower bound for computing LCS applies, due to Hirschberg [4] . The best known lower bound for bounded C is linear. Aho, Hirschberg and Ullman [l] showed that, for unbounded alphabets, any algorithm using only "equal-unequal" comparisons must take Cl( [XI2) time in the worst case. The asymptotically fastest general solution rests on the algorithm of Masek and Paterson [7] for string editing) and hence takes time 
IXI/log 1x1). Any such path can exit a dark block in one of three ways -at the lower right corner, along the bottom side, or along the right side. The longest common subsequence of Figure 1 (shown as the solid line), happens to enter and exit each dark block only through its corners. An optimal path with this additional constraint can be computed easily in O(kZ) by dynamic programming. However, paths which exit dark blocks through sides are more complicated to account for, since the number of possible exit points on either side of a block can dominate the number of blocks on very long runs.
We now consider two special classes of paths across M . We define a corner path as one which enters dark blocks only at the upper-left corner and exits only through the lower-right corner. We say that a path beginning at the upper-left corner of a dark block is forced if it traverses dark blocks by strictly diagonal moves and, whenever the right (respectively, lower) side of an intermediate dark block is reached, proceeds to the next dark block by a straight horizontal (respectively, vertical) "leap" through the light blocks in between. As illustrated by the dotted line in Figure 1 , there is precisely one forced path beginning from the upper lefthand corner of any dark block.
A subpath p i . . .pj of path P is a contiguous chain of edges from P. Subpaths of forced and corner paths can be composed to define an interesting class of paths through M : Proof: Consider any path through M which defines the longest common subsequence of X and Y . We now describe a sequence of transformations which reduce it to a path of the prescribed shape.
First, consider any maximal subpath passing only through light blocks. Such a subpath consists only of rightward and downward moves, for it contributes no matched characters to the longest common subsequence.,, Since our maximal subpath is part of an optimal solution, there can be no matched character (whence, no dark block) between its beginning and end. In other words, the light blocks traversed by the subpath are lined up either horizontally or vertically. But then, without loss of generality, all of the rightward moves can be collected to appear before any of the downward moves in the subpath. Second, consider any maximal subpath through dark block (i,j). This path cannot contain both a rightward and a downward move, since by replacing these with a diagonal move we increase the length of the putative longest common subsequence. Therefore, without loss of generality, all of the diagonal moves can be collected to appear before any of the vertical/horizontal moves.
Finally, we consider the dark blocks in the order they are encountered on the path
. Consider the first dark block which is either (1) not entered through its upper-lefthand corner or (2) is not exited through its lower-righthand corner. Case (1) cannot occur before Case (2) in a longest common subsequence, since the subsequence will be lengthened by entering in the upper-lefthand corner.
Case ( LCSl(X, Y ) moves down and to the right in light blocks and diagonally on dark blocks that match a's. This path cannot cross blocks that match characters other than a , because it never leaves a row or column of character a. Take now any other forced path that shares, say, some initial column j' with the path under consideration. As long as these paths co-exist, however, we have that each diagonal move of the second path must be accompanied, on the same column, by a diagonal move of the first one. Therefore, the two paths cannot meet. 1
In our algorithm, record is kept for each forced path, including the following Consider a forced path which starts at ( i , j ) and matches a with an initial value U. When this path crosses column j ' > j , its value will be U' = v + TOPj'(a) - See Figure 3 for an example. Moreover, it crosses column j' at row i*, where i* is the minimum row such that we discuss only how to find the highest in the first group, considering forced paths that match the character a. The second group and other characters can be handled similarly.
TOPj-l(a).
Since two forced paths that match the same character never intersect, the forced paths of character a obey a top-down order. We define the rank relative to this order of a path starting from
The paths intersect any column j ' in according to the value of R A N K . In principle, the values of the candidate partial solutions associated with all forced paths at column j ' do not necessarily increase monotonically according to their crossing order, because some of the forced paths may begin with lower initial values. However, consider two arbitrary'forced paths of a same character a , both crossing some column j ' . In order for these paths to reach some column j " , they must both match precisely all instances of a that fall between j ' and j " . In other words, forced paths maintain the following property: L e m m a 5 Consider two forced paths with values vi and vi when they cross column j ' , and VI' and v; when they cross column j " . Then those values obey the equality:
Therefore, whenever a forced path pl intersects column j' lower than another forced path p z , but the value of pl at j' is smaller than the value of p 2 at j ' , then path p1 can be deleted from further consideration. Our goal is to maintain, in order, only the paths which have higher values than the paths above them. A balanced binary search tree can be built with the records of the forced paths matching a , with the key associated with each path defined by its RANK function. This tree will be pruned so as to ensure that for any given column j ' , the values of the paths in the nodes increase during an in-order traversal.
We will maintain two balanced binary search trees for each letter a , one maintaining the ordered list of paths crossing columns, the other maintaining the ordered list of paths crossing rows. These same two trees will be used in dealing with all dark blocks that match cy. For Step I. Insert a new forced path.
Step 11. Find the highest score (C) of the forced paths on column j , above row i.
Step 111. Find the highest score ( R ) of the forced paths on row i , left to column j .
Step IV.
M[Z,j] = max(M[i -I , j ] , M [ i , j -1],C,R).
Step I -Inserting a new path. Step II -Finding the highest score of the forced paths on column j , above row i . Step I11 is computed in an analogous way to Step 11. Proof: The correctness of this procedure follows because all the relevant forced paths from the algorithm of Theorem 2 are evaluated in the dynamic programming
