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1. INTRODUCTION 
We begin with the consideration of the following abstract problem: Given 
topological spaces X and Y, an appropriate topology on the set of 
continuous mappings of X into Y, and a continuous surjection f: X-, Y, 
determine conditions (on X, Y, and/or f) that will imply the surjectivity of 
all continuous mappings in some neighborhood off. Alternatively, when is 
the surjectivity of a continuous mapping preserved under small perturbations 
of the mapping? 
Section 2 of this paper contains some results pertaining to this problem. 
We shall first formulate certain covering properties of mappings 
(Definition 2.1), which are stronger than surjectivity. Our results will give 
conditions on a mapping which imply that these covering properties (and 
hence, surjectivity) hold for all mappings that are sufficiently small pertur- 
bations of the given mapping. (We are being deliberately vague here as to the 
meaning of .small; precise statements will be given later.) 
In Section 3. we shall apply the results of Section 2 to nonlinear control 
systems. If the mapping defining the right-hand side of the control system is 
assumed to have one of the aforementioned covering properties, then it turns 
out that the control system exhibits a form of controllability, complete C’ 
path controllability (Definition 3.1), which is much stronger than the usual 
notion of complete controllability. We shall give conditions on the control 
system that imply both this covering property and its stability under smail 
perturbations. Silence, we shall simultaneously obtain results about nonlinear 
controllability and its stability under small perturbations of the control 
system. 
The assumptions imposed on the control systems in Section 3 are rather 
stringent. In defense of this, we offer the following observations. Our main 
result (Theorem 3.2) applies to fully nonlinear, nona~toI~omous control 
systems. The assumptions, while strong, are verifiable in the sense that they 
depend only on the mapping defining the right-hand side of the c~ntrd 
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system; no information about the responses of the control system is 
presumed. Last, as our examples show, there are control systems appearing 
in specific applications to which our results apply. 
2. TOPOLOGICAL RESULTS 
Some of the results of this section will deal with continuous mappings 
taking values in a topological manifold. To avoid any confusion, all 
manifolds considered here are assumed to be finite-dimensional, Hausdorff, 
second-countable, topological manifolds (i.e., of class Co). These 
assumptions imply, in particular, that a manifold is a metrizable topological 
space. 
The principal result of this section can be viewed as a global version of 
Theorem 2.1. This theorem was originally proved by Brunovsky and Lobry 
[4, Lemma I-l] for mappings taking values in R”. The routine extension to 
mappings taking values in a topological manifold was accomplished by the 
author [8, Theorem 3.31. 
THEOREM 2.1. Let X be a Hausdorff space, let M be a finite-dimensional 
manifold, and let d be a metric on M compatible with the manifold topology. 
Let h: X+ M be a continuous mapping and let C be a compact subset of M 
such that C s h(X) and h has a continuous local right inverse at every point 
of C. Then there exist a compact subset K of X and an F > 0 such that if 
k: K--f M is any continuous mapping satisfying d(h”(x), h(x)) < E for every 
x E K, then C E h”(K). I 
In our subsequent results, we shall frequently make use of the properties 
stated in the following definition: 
DEFINITION 2.1. Let X, Y, and Z be Hausdorff spaces. 
(i) A continuous mapping h: X -+ Y is said to compactly cover 
compact subsets of Y if for every compact set C c Y there exists a compact 
set K E X such that C c h(K). 
(ii) A continuous mapping f: Z XX+ Y is said to compactly cover 
compact subsets of Y uniformly on compact subsets of Z if for every pair of 
compact sets C c Y and D G Z there exists a compact set KC X such that 
C c f(z, K) for every z E D. 
Remark 2.1. The condition in Definition 2.1(i) implies that h is 
surjective; the condition in Definition 2.l(ii) implies that for every z E Z the 
mapping x h f (z, x) is surjective. 
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emark 2.2. The following observation will prove usefIJi. -Let 
,f: Z xX-+ Y be a continuous mapping and define a mapping r”i: Z x A -+ 
ZxYby 
H(z, x) = (Z,f(Z, x)). 
Then S compactly covers compact subsets of Y uniformly on compacr 
subsets of Z if and only if H compactly covers compact subsets of Z X Y. 
We now come to our main theorem of this section. This theorem gives a 
sufficient condition for the surjectivity of a continuous mapping (with 
possibly noncompact range) to be preserved under sufficiently small pertur- 
bations of the mapping. 
THEOREM 2.2. tet x be a normal Hausdorjf topo/ogica/ space, /et .v be 
a finite-dimensional manifold, and let d be a metric on M compatible with the 
ina@old topology. Let h: X-, M be a continuous surjectiolz that has Q 
continuous local right inverse at every point of M. ‘Then there exists a 
continuous real-valued function 6: X + (0, 00) such that lf h-z X --$ M is o 
continuous mapping satisfying d(h”((x), h(x)) < 6(x) Jar every x E X, then k 
compactly covers compact subsets of M. In particular, h” is surjectice. 
F’rooJ: The assumption that M is Hausdorff and second countable 
implies [ 1 I, p. 9J that there exists a countable collection jB,jp E K 1 (ih’ 
denotes the positive integers) of nonempty open subsets of M satisfying the 
conditions: 
(i) M= UFz, B,; 
(ii) for every p E K the set BP is compact and contained in B, _ i. 
For convenience we set B, = V, = W, = 0. Since X is normal, for every 
p E K there exist open sets VP and W, in X such that 
For every p E N the set gP\13,_, is compact, being a closed subset of the 
compact set BP3 and it is easy to check that 
Furthermore, Bp\B,- i c h( VP+ ,\W,- 1), since h is surjective. Hence, we can 
apply Theorem 2.1 to the mapping 
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and obtain a compact subset K, of VP+ ,\qP- I and an aP > 0 such that if 
6 X+ M is continuous, then 
4h7x), h(x)) < &p for every x E VP+,\@P-I G-~~\B,-, c &‘(K,). (1) 
We can assume that the sequence of positive real numbers {F&I E N} has 
been chosen so that F p,+L< .zp for every p E N. 
Each of the sets h-‘(B,)\h-‘(BP-,) is a closed subset of the normal space 
X and is therefore normal in the relative topology. By Urysohn’s lemma, for 
every p E N there exists a continuous function 
s,:h-‘(B,)\h-‘(B,-,)~ [Fp+l,Ep] 
such that 
J,(x) = E, 3 if x E V,\h-‘(II,-,), 
=-%+12 if x E /z-‘(~~)\W,. 
Define a function 6: X-t (0, co) by 6(x) = 6,(x) if x E h-‘(gJ\h-‘(BP-,). 
A straightforward verification shows that 6 is well defined and continuous. 
Furthermore, for every p E. N we claim that 
XE vp+,\wp~,*6(x)~Ep. (2) 
To see this, note that we have the inclusion 
The definition of 6 yields the following implications: 
XE ~p+,\~-‘(~p)~~(x)=~p+,(~)=Ep+,~~p; 
x~h-‘(B,)\h-‘(Bp_,)~6(x)=6,(x) <&p; 
x E h-‘(~p-,)\Wp-, * 6(x) = 6,-,(x) = E,. 
This establishes (2). 
Let %: X+ M be a continuous mapping such that d(h”((x), h(x)) < 6(x) for 
every x E X and let C be a compact subset of M. Since {B,\p E N } is an 
increasing family of open subsets of M whose union is M, there exists p. E [N 
such that 
csB,p= 0 (B,\B,-,). 
p=1 
that for I <p <p. 
XE j 
Consequently: 
h”(K > 
,+ ,\kl/,-, * d@(x), h(x)) Q d(x) < &p 
=-s- B,\B, - , _c G(K,). 
This proves that /i compactly covers compact subsets of IV. 
Remark 2.3. A continuous surjection h: X-+M that has a continuous 
iocal right inverse at every point of M will necessarily compactly cover 
compact subsets of A4. One can either give a simpIe direct proof of this or set 
g= h in Theorem 2.2. 
Remark 2.4. If we equip the set of all continuous mappings of X into M 
with the fine Co topology, then Theorem 2.2 says that the mapping h is aa 
interior point of the subset consisting of all surjective continuous mappings. 
ExArvfPLe 2.1. in general, the continuous function 6: X -> (0, 0z ; 
produced in Theorem 2.2 cannot be replaced by a positive constant E. Let 
X= R2, M= S”\{Oi, and define h: W2 -+ R2\{Oj by 
h(x, y) = (e-‘; cos y: ex sin y). 
One easily checks that h is surjective and the Frechet derivative Dhjx,~) is 
invertible for every (x, y) E R2. The inverse-mapping theorem implies that h 
has a continuous (in fact, real-analytic) local right inverse at every point of 
lR’\{O]* 
Let E > 0 be given and consider the mapping g: P2 -+ R2\{O) defined by 
g(x, y) = (-e sin y: e cos 4 ). 
Observe that :/ g(x, y)ii = E for every (x, y) E R” (ii a I/ denotes the standard 
Euclidean norm on R”). However, h + g does not map onto iR’\,/Q}, because 
for every (x, y) E [P2 we have 
jlh(x,y)+g(x,y)l/2=e2X+E2 > ~~~ 
Our final theorem of this section provides one situation in which the 
zorrtinuous function 6: X+ (0, CD) of Theorem 2.2 can be replaced by a 
positive constant. 
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THEOREM 2.3. Let X, Z be Hausdorff spaces and letf: Z x X+ F?” be a 
continuous mapping. Assume that there exists a continuous mapping 
s: Z X [R” --) X satisfying 
f (z, s(z, y)) = y for every (z, y) E Z X R”, 
Let g: Z X X-t RR” be a continuous mapping satisfying the following boulz- 
dedness condition : 
for every compact set D E Z there exists u > 0 
such that 11 g(z, x)1\ < a for every (z, x) E D x X. (*) 
Then, f + g (and, in particular, f) compactly covers compact subsets of R” 
uniformly on compact subsets of Z. 
ProoJ: Let C 5 R” and D c Z be given compact sets. We must find a 
compact set K s X such that 
c c (f + g)(z, K) for every z E D. 
Denote by &( y, r) the closed ball in IF!” of center y and radius r and choose 
R > 0 so that C E g(O, R). Let (r > 0 be such that /I g(z, x) /[ Q (x for every 
(z, x) E D x X. We claim that the compact set 
K = s(D X g(O, R + a)) 
will satisfy our requirements. 
Fix YE D and ~7 E C. It suffices to show that there exists x* E K such 
that 
Define a mapping o: R” --t R” by 
This mapping is clearly continuous and we have for every y E R” 
In particular, o maps g(O, R + a) into itself. The Brouwer fixed point 
theorem implies that there exists y* E g(O, R + a) such that 
y*=w(y*)=y-g(z;s(z;y”)), 
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whence we obtain 
By taking Z to be a one-point space, we obtain 
COROLLARY 2.1. Let X be a topological space and let S: X - W Se 2 
coniinuous surjection that has a continuous (global) right inverse s: R” --$A!. 
If g: X + IF?” is a bounded continuous mapping, then SC g compact/j: covers 
compact subsets of R”. In particular, f $ g is surjective. 
3. PERUUSATIONS OF NONLINEAR ~OIZ.TKOL SYSTEMS 
As applications of Theorems 2.2 and 2.3, we will obtain some results 
pertaining to the perturbation problem in noniinear control theory. The 
nature of this problem is outlined briefly in the discussion below. For 
additional discussion and references, the reader is referred to [g]. 
Let J E R be an interval, let VS R”, UC Rm be open sets, letf: J X V X 
e/ -+ R” be a continuous mapping, and consider the control system 
1 =f(t, x, u(t)>. 
where the controls u are bounded measurable mappings of J into pi. 
631 
DEFINITION 3.1. The control system (3) is said to be conzpi’eleb C’ path 
co&rollable if for every compact interval [to3 t,] c S and for every G’ path 
in: It,, I*] + V there exists a control U: J-t U such that g(t) =f (t, y(l), u(t)) 
a.e. for rE [to, tr]. 
DEFINITION 3.2. Let [t,, t,] E J be a compact interval. The control 
system (3) is said to be completely controllable on it,, I, J if for every pair of 
points x,, x, in the same path component of V there exist a control U: J-, U 
and an absolutely continuous mapping q: [t,, tl] -j V such that ~(6,) = x,, 
I = x,, and @(t) =f(t, p(t),u(t)) a.e. for t E [t,, tl]. 
Remark 3.1, If the control system (3) is completely C’ path 
controllabie, then it is completely controllable on every nondegenerate 
compact subinterval of J. This follows because every path compoaent of an 
open subset of R” is C’ (in fact, Cm) path connected. 
Remark 3.2. We note that the continuity assumption on f is not, by 
itself, sufficient to ensure the uniqueness of the solution of the differential 
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equation i =f(t, x, u(t)) for a prescribed initial condition. Such uniqueness, 
however, is not required in the above definitions or in our subsequent results. 
We now pose the following general problem. If the control system (3) has 
a given controllability property (e.g., complete C’ path controllability or 
complete controllability on (t,, ti]), then under what conditions does the 
perturbed control system 
i =f(t, x, u(t)> + g(4 x, u(t)> (4) 
also share this controllability property for sufficiently small mappings g: 
JXVXU+lF?“? 
Our contribution to this problem will be to exhibit certain classes of 
nonlinear systems where complete C’ path controllability is stable under 
small perturbations. The term small will be used in more than one context, 
but in each case its precise meaning will be explained. 
The first result of this section relates Definition 2.1 to the notion of 
complete C’ path controllability. 
THEOREM 3.1. Let J 5 IR be an interval, let V E [R”, US II?“’ be open 
sets, and let f: J X V X U-t iR” be a continuous mapping that compactly 
covers compact subsets of IR” uniformly on compact subsets of JX V. Then 
the control system (3) is completely C’ path controllable. 
Proof. The proof is a simple application of the Filippov lemma 161. Let 
[to, hl sJ b e a g iven compact interval and let p: [t,, t, ] -+ V be a given C’ 
mapping. Since p([t,, tl]) s V and @([to, tl]) E m” are compact, the covering 
condition on f implies that there exists a compact set CC CJ such that 
@([to, t,]) C-S@, x, C> for every (t, x> E [to, t,l X q,([t,, t,l>. 
We infer that 
$0) WT~ So(t), c> for every t E [to, t,]. 
By the Filippov lemma, there exists a measurable mapping U: [to, t,] --f C 
such that 
G+(t) =f (6 cm> U(t)) a.e. for t E [t,, tl] 
and the proof is complete. I 
Remark 3.3. The property of complete C’ path controllability is very 
strong and the reason it is obtained here is that the covering condition off is 
also quite strong. Among other things, this covering condition implies (cf. 
Remark 2.1) that for every (t, x) E J x V the mapping w bf(t, X, w) of U 
into R” !s surjective. In reasonable situations (e.g., when/is CC:, this can K 
achieved only when m > n. 
Our next proposition gives a simple sufficient condition for a mapping 
,! n: 9 x V x U+ Rn to compactly cover compact subsets of R” ~~~forrn~~ on 
compact subsets of JX V and for this property to be stable under small 
perturbations. The notation DJ (t, x, W) denotes the partial derivative off 
with respect to its ith variable, i = 1, 2, 3. 
$ROPOSITION 3.1. Let J 5 I&? be an open intercal, l’ee Y C_ ,H ‘, Y c U “’ 3e 
open sets, atid let f: J x V x U-+ R” be a C’ mapping such that for every” 
(t, x, y) E J x V x R ’ there exists w E U such that f(t, x, w) = y and the 
partial derivative D3f (t, x, w) has rank n when viewed as a linear, .mappirg 
of Rrn into Rn (hence: m > n). Then there exists a continuous read-valued 
junction 6: J x V x U-+ (0, co) such that for every continuous rnap~~~~ 
g: J X V X U d R * satisfying 
il g(t, 4 bv>il < W, 4 w) for every (t? x, w) E J X Y X U (5) 
the mappingf+ g (and, in particular, f) compactiy covers compact subsets of 
‘Un u~~~orrnl.~ on compact subsets of J x V. 
ProoJ Define a mapping F: J X V X U+ J X V X 9” by 
F(t, x, w) = (t, x, f (t, x, w)). 
Clearly, F is C’. Let (t? x, y) E J x V x ,R’” and choose PV E U so that 
f(r, X, w) =y and D3f(t, X, w) has rank n. Then we have 
and he Frechet derivative DF(t, x, w) can be written in the blockmatrix form 
where in x i2 denotes the n x n identity matrix and OiX, uenotes the zero 
matrix of the indicated dimensions. Since DJ(t, x, IV) has rank n, it f~collsws 
that DF(t, X, w) has rank 272 + 1; i.e., DF(t, x, w) is surjective. Conseyuentiy, 
F is surjective and every point of J x V x R” is the image under F of a point 
of JX V x U at which the Frechet derivative of F is a surjective linear 
mapping. It follows from the inverse-mapping theorem 19, p 17 ] lhat F has a 
C’ local right inverse at every point of J X Y X RX. 
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By Theorem 2.2, there exists a continuous real-valued function 6: 
JX VX U-t (0, ao) such that if F”:JX Vx U-tJX VX IR” is a continuous 
mapping satisfying 
l\F(t, x, w) - F(t, x, w>[l < qt, x, w> for every (t, x, w) E J X V X U, 
(6) 
then 3 compactly covers compact subsets of J X V X iR”. 
Let g: J X V X U + IR” be a continuous mapping satisfying (5) and define 
a mapping F:Jx VX U-tJx VX Ri” by 
F”(t, x, w) = (4 x,f(t, 4 w) + g(t, x, WI>. 
Then F clearly satisfies (6) and therefore compactly covers compact subsets 
of J x V x IRn. From Remark 2.2 we conclude that S+ g compactly covers 
compact subset of iR” uniformly on compact subsets of J X V. 1 
THEOREM 3.2. Let JE IR be an open interval, let V’S IR”, U c F?” be 
open sets, and let f: Jx VX U+ F?” be a C’ mapping such that for every 
(t,x,y)EJX VX IR” there exists w E U such that f (t, x, w) =y and 
D3f (t, x, w) has rank n. Then there exists a continuous real-valued function 
6:J x V x U+ (0, 00) such that for every continuous mapping 
g: J x V X U --) [R n satisfying 
II g(4 x> w> II < 46 x3 w> for every (t, x, w) E J X V X U (7) 
the control system (4) (and, in particular, (3)) is completely C’ path 
controllable. 
Proof This is an immediate consequence of Theorem 3.1 and 
Proposition 3.1. I 
Remark 3.4. Theorem 3.2 says that if f: JX V X U+ I?” is a C’ 
mapping satisfying the hypothesis of that theorem, then the control system 
(3) is completely C’ path controllable by bounded measurable controls 
U: J+ U. Actually, a stronger result is true. Namely, if f: J X V X U -+ iRn 
satisfies the hypothesis of Theorem 3.2, then the control system (3) is 
completely C’ path controllable by piecewise-continuous controls. A slightly 
different form of this result was proved by Albrecht and Wax in [3, Theorem 
11, but their technique of proof can be easily modified to treat the above case 
(see 17, Sect. 4.51 for details). The basic idea is to use the implicit-mapping 
theorem instead of the Filippov lemma. The property stated in the hypothesis 
of Theorem 3.2, however, is not stable under perturbations by continuous 
mappings g: J X V X U -+ iR” that satisfy (7) (one would have to impose an 
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additional bound on // Dz g(t, x, w)ji). It is for this reason that we decidea 10 
deduce complete C’ path controllability (by bounded measurable controls) 
from the covering property in the hypothesis of Theorem 3.1. 
EXAMPLE 3.1. Consider the nonlinear control system in the plane 
1= x(e* sin u + v’) +y’(G3 - G), 
j = (eU sin u t u’) + x’(u” - u), 
or, in matrix form, 
The partial derivative offwith respect to the pair of variables (u. U) is given 
bY 
If we set 
Y= {(x,y) E Wlx3 #Y2!, u= R2% 
then a routine verification shows that the hypothesis of Theorem 3.2 is 
satisfied., although the partial- derivative Dcu,?J is not of maximal rank at 
every point of V’X U. Hence, this system is completely C’ path controllable 
on the complement of the curve y2 = x3 in R”, and the complete C’ path 
controllability on this open set is stable under srnali perturbations in the 
sense of Theorem 3.2. 
Theorem 3.2 can be viewed as a statement on the well-posedness of 
complete C’ path controllability. We cannot use Theorem 3,2. however, to 
construct new examples of completely C’ path controllable systems via 
perturbations of know-n examples of such systems, because the function 6 in 
Theorem 3.2 is obtained in a nonconstructive way. We conclude this paper 
by giving a class of systems where complete C’ path controllability is stable 
under perturbations that satisfy a boundedness condition which is easy to 
verify. The main tools will be Theorem 2.3 and the folliowing iemma. 
LEMMA 3.1. Let L(R”; R”) denote the vector space of all /inear 
mappings qf Rm into R” equipped with the usual operator norm, let WC #R”, 
and let H: W-+ L(Rm; W”) be a continuous mapping such that 
H(x): R” --f R” is su@ctive for every x E W (hence, m > n). Then there 
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exists a continuous mapping G: W+ L(lR”; lFIm) such that H(x) G(x) = 1 “l,f 
for every x E W. 
Proof: The proof is an easy modification of the proof of [2, Lemma I], 
so we omit the details. I 
THEOREM 3.3. Let JC [R be an interval, let VC iR” be an open set, and 
let H: JX I/+ L(IR*; I?“) be a continuous mapping such that H(t, x) is 
surjective for every (t, x) E J x V. Then the control system 1= H(t, x) u(t) is 
completely C’ path controllable. Moreover, let g: J X V X F?“’ --$ 1R” be a 
continuous mapping that satisfies the boundedness condition: 
for every compact set KS J X V there exists a > 0 such that 
// g(t, x, w) /( ,< a for every (t, x) E K and w E iRm. (**I 
Then the control system 1= H(t, x) u(t) + g(t, x, u(t)) is also completely C’ 
path controllable. 
ProoJ Define a continuous mapping f: J X V x iRm --f I?” by f(t, x, W) = 
H(t, x) w. By Lemma 3.1, there exists a continuous mapping 
G: J x V-+ L(R”; lRm) such that 
H(t, x) G(t, x) = 1 Rn for every (t, x) E J X V. 
Let S:JX VX R”+R” be defined by 
s(t, x, Y) = G(t, x) Y. 
Then s is continuous and 
At, x> s(t, x, Y>> = H(t, x) G(t, x) Y = Y 
for every (t,x,y)EJX VXIR”. If g:Jx VXR”-YIR” is continuous and 
satisfies (* *), then Theorem 2.3 implies that f and f+ g compactly cover 
compact subsets of R” uniformly on compact subsets of J x V. Hence, the 
result follows from Theorem 3.1. 1 
EXAMPLE 3.2. Let H: J X V+ L(lR”; R”) be as in Theorem 3.3, let g: 
J X V + Rn be an arbitrary continuous mapping, and let h: J x V x IR m --f iR ’ 
be continuous and globally bounded. Then the control system 
i = H(t, x) u(t) + g(t, x) + h(t, x, u(t)) (8) 
is completely C’ path controllable. 
Remark 3.5. The reader is referred to Dauer 151 for other results on the 
complete controllability of system (8). 
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EXAMPLE 3.3 (Control of interacting populations j 11). The coniro!reti 
Kolmogorov model governing the growth of two interacting popuiations is 
given by 
-* = xfi(x, v) + ug,(x), 4; = 4Ifik .L’) + %hJ)> (9) 
where d+‘, , f are C’ on the open first quadrant V = ((x, u) E R ’ [ x > 0,~’ > 0 ] 
and g, , g, are nowhere vanishing C’ functions defined on the positive reaE 
line. Define H: Y-+L(R2; R2) by 
Clearly, Nfx, y) is invertible for every (x, y) E V, so Theorem 3.3 (and 
Example 3.2) implies that (9) is completely C” path controllable. Moreover, 
we can modify the model by 
where h,, h, : V X R2 -+ R are globally bounded C’ functions, and stili 
maintain complete C’ path controllability. 
EXAMPLE 3.4 (Angular velocity control for a rigid body ( IO, p. 466 1). 
The Euler equations of motion for the components wI, wz, ~0~ of angular 
velocity of a rigid body are given by 
ti, =a,t~)~u~ sb,ul, ti,=a,w,w, + b,u,, c!&=a,w,w2fb3Wj, 
(10) 
where (w~~w~-wJE R’, (u,,u~,u~)E~~, a,, aL, a3 are red constants and 
6, ? b,, b, are positive real constants related to the principal moments of 
inertia of the body. From Theorem 3.3 (and Example 3.2) it follows that 
(IO) is completely C’ path controllable, as is every continuous bounded 
perturbation of (IO). 
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