Abstract-We estimate international technology spillovers to U.S. manufacturing firms via imports and foreign direct investment (FDI) between 1987 and 1996. In contrast to earlier work, our results suggest that FDI leads to substantial productivity gains for domestic firms. The size of FDI spillovers is economically important, accounting for about 14% of productivity growth in U.S. firms between 1987 and 1996. FDI spillovers are particularly strong in high-tech sectors, whereas they are largely absent in low-tech sectors. Small firms with low productivity benefit more from FDI spillovers than larger productivity firms with more productivity do. The evidence for import spillovers is much weaker.
I. Introduction
T HERE are many reasons to believe that the local affiliates of foreign multinationals provide positive externalities for host country firms. Multinational companies are well known to be more productive and to do more R&D than purely domestic firms, and the knowledge transferred from parent to its foreign affiliates may spill over to host country firms. Host country firms may also obtain access to foreign knowledge by hiring away the employees of the foreign affiliates of multinationals. Other mechanisms that could give rise to positive externalities can arise through vertical linkages and the provision of specialized inputs. Given these strong conceptual arguments, it is not surprising that many policymakers and academics tout the benefits to a country of attracting multinational companies.
As plausible as these arguments are, the empirical literature has not found large positive externalities from the affiliates of multinational companies to host country firms. This paper shows that these externalities are strong. With data on about 1,300 U.S. manufacturing firms for the years 1987 to 1996, we show that spillovers from foreign multinationals to U.S. firms can explain a substantial part-about 14%-of U.S. manufacturing productivity growth. The estimates range from 8% to 19%, depending on the empirical specification.
Our analysis examines spillovers from multinationals to local firms in the same industry (horizontal spillovers). To the best of our knowledge, this paper is the first to show that multinationals can cause economically important productivity benefits to domestically owned firms. 1 We attribute our strong results to several methodological features of our analysis. First, we properly compute total factor productivity using the Olley-Pakes (1996) method. Second, we use instrumental variable techniques in estimating the effect of foreign direct investment (FDI), being careful to choose instruments motivated by theory. The resulting estimates imply much larger technology spillovers from multinationals to local firms than found in previous studies. Third, we show that large FDI spillovers are only estimated with high-quality data on foreign employment across industries. If we employ FDI data similar to those more commonly available in other studies of FDI spillovers, we too estimate only a small or zero effect of FDI on U.S. productivity growth.
Our study is also unique in several other dimensions. First, we investigate heterogeneity within industries and across industries in the strength of spillovers. FDI spillovers are shown to be strongest in high-technology industries and have a bigger impact within industries on the productivity growth of those firms most distant from the productivity frontier. This systematic variation in the strength of FDI spillovers should be of interest to both policymakers and theorists. Second, our statistical inferences with respect to the significance of parameter estimates are based on the most stringent of assumptions. Finally, we also consider the possibility of externalities associated with imports activity. While we find some evidence for imports spillovers, the results are far less robust than for FDI. 2 The remainder of this paper is as follows. The following section briefly lays out our empirical approach. Section III describes our data. Estimation results are presented in section IV, and section V provides some concluding discussion.
II. Estimation Framework
Since there is no consensus on the existence of strong spillovers, we take a broad view on how FDI and imports might affect the productivity of domestic firms. Instead of modeling a particular mechanism, our approach is to ask whether there is evidence that the productivity of domestic firms grows faster in industries in which foreign activity in terms of FDI and imports is expanding. More formally, let tfp ijt denote the total factor productivity (TFP) of firm i in period t. The following regression equation is estimated:
Here, FDI jt is a measure of FDI in the industry to which firm i belongs at time t, and analogous for imports, IMP jt measures firm i's exposure to industry imports. Also included is a vector of control variables, X, and ε ijt is a mean-zero error term. The ⌬ indicates time differencing. By considering a time-differenced specification, we remove any time-invariant heterogeneity across firms.
It is critical that TFP, FDI, and IMP are carefully measured. To properly measure TFP, we rely on work by Olley and Pakes (1996) . These authors develop a framework for dynamic industry equilibrium analysis where firms optimally choose sales and investment, as well as entry and exit. One advantage of this approach is that the firm-specific productivity can change over time. Since firms will optimally demand more inputs when productivity is high, the Olley-Pakes approach can address the problem of the simultaneity of input choice in productivity calculations.
Let y it denote the logarithm of output of firm i at time t, and correspondingly, l it , m it , and k it are the firm's (log of) labor, materials, and capital inputs. Total factor productivity is computed in the usual way,
for all i and t, where ␤ k OP , ␤ l OP , and ␤ m OP are the Olley-Pakes estimates of the capital, labor, and materials production function elasticities. More details on this can be found in Appendix A. 3 Second, our measures for imports and FDI, IMP jt and FDI jt , are defined as follows: IMP jt is the share of U.S. imports (denoted m) in imports plus total shipments (denoted d) of the industry to which the firm belongs:
for each period t, industry j, and firm i belonging to industry j. 4 Correspondingly, FDI jt is the share of the foreign-owned affiliates' employment (denoted f ) in foreign affiliates employment plus employment of U.S.-owned firms (denoted by e) by industry j to which firm i belongs (Bureau of Economic Analysis, 2002):
These measures of imports and FDI capture the prevalence of foreign economic activity in a particular U.S. industry. If specialized imports trigger technology spillovers, or if foreign affiliates of multinational enterprises (MNE) generate positive externalities for U.S. firms by building up more efficient supplier chains or a pool of highly skilled technicians, then we would expect that TFP would be correlated with measures of foreign presence in that industry. A positive correlation between TFP and our measures of foreign presence need not be evidence of a causal effect, however. For example, FDI could be attracted to industries in which productivity is growing relatively fast on average. This would lead to a positive correlation of FDI and productivity that does not provide evidence for FDI spillovers. Instrumental-variable estimation will be employed below to address these concerns.
We also employ a vector of control variables, denoted X in equation (1), to better isolate spillover effects (see Appendix B for variable construction). First, we include a variable that picks up the degree of capacity utilization (CU). If changes in CU are not controlled for, they will be part of the error and thus cause inconsistent estimates as long as they are correlated with the FDI and import measures. Second, it is important to control for changes in the degree of market competition that might be associated with changes in foreign activity. We follow Nickell (1996) and others and use the firm's market share in the industry as well as the firm's markup and the industry markup to capture these effects (denoted by MS, FM, and SM, respectively, and entering lagged). To the extent that a higher market share or a higher firm markup, conditional on the industry's overall markup, indicates less competitive pressures, we expect that a firm's productivity growth slows down, all else equal. A firm's (log) R&D expenditures, r, may also impart a major influence on productivity growth, and it is included as a control variable.
The unobserved heterogeneity across firms in different industries in our sample is substantial. Productivity growth in some industries is higher than in others due to factors unrelated to imports and FDI, an example being the advances in the information technology and communications industry during our sample period. We therefore allow exogenous differences in productivity growth across indus-tries by including industry fixed effects, ␣ j , in the specifications below. We also include time fixed effects, ␣ t , in all regressions, in part because our sample period covers the 1990-1991 U.S. recession.
The next section reviews the main characteristics of the data.
III. Data
This study is based on data on an unbalanced sample of manufacturing firms in the United States from Standard and Poor's Compustat database. Compustat includes only publicly traded companies and publishes data from the companies' balance sheets according to legal reporting requirements. Because this might be not as good for our purposes as manufacturing census data, we have extensively cleaned the data in order to avoid biases, and the cross-industry variation in our productivity figures resembles closely that of U.S. manufacturing as a whole. Unlike census data, the Compustat database has the advantage of being publicly available. It also includes most of the larger U.S. firms, which means that, as in Griliches and Mairesse (1984) , as well as Jovanovic and Rousseau (2002) , for example, we cover a major portion of all U.S. economic activity.
From Compustat, we obtain data on the firms' (log) output y, as well as (log) labor, materials, and capital inputs (l, m, and k), where our output measure is net sales. 5 Firm sales are deflated by a common deflator at the three-digit SIC level that we have constructed from the Bartelsman and Gray (2001) NBER productivity database, while the deflators for the capital stock come from the Bureau of Labor Statistics (2002) . Also from Compustat come data on the firms' R&D expenditures, firms' market share, firms' markup, and industry markup. Not all information is available for all firms, and we have had to fill in small amounts of missing data, typically for the firms' capital stocks. After extensive data cleaning, our sample consists of 1,277 U.S.-owned firms that were active between 1987 and 1996, covering about 40% of U.S.-owned manufacturing employment and roughly 55% of U.S.-owned manufacturing research and development expenditures in the United States. 6 Our primary interest is whether productivity is related to the importance of imports and foreign-owned affiliates in the firm's relevant economic environment. The analysis is at the relatively detailed two-to three-digit SIC, industry level. This is determined by the roughly 50 industries in which the U.S. Bureau of Economic Analysis (BEA), responsible for reporting U.S. FDI data, is classifying total manufacturing activity (see table 1 for a list of the industries). For our sample period, we chose the years 1987 to 1996, because of changes in the BEA's industry classification before and after this period. Data on foreign employment come from confidential affiliate-level data collected by the BEA in its annual surveys. These data are aggregated from the affiliate level to the level of the industry classification that we use. The employment figures are based on the industry classification of the activity of individual affiliate employees rather than the industry classification of the affiliate as a whole, by its main line of business rather than the main line of business of the affiliate as a whole. 7 The former is preferred because it avoids the sudden shifts of a large number of employees from one industry to another associated with data on employment for the entire affiliate if the affiliate's main line of business changes. The imports data are obtained from Feenstra (2002) and the values for total shipments and employment by industry from Bartelsman and Gray (2001) . Table 2 shows how FDI employment and import penetration varied by broad industry classification over the sample period. For all of manufacturing, the fraction of imports increased by 3.5 percentage points, from 12.9% to 16.5%, while FDI increased by 4.0 percentage points, from 7.7% to 11.7%. The table indicates that for both FDI and imports, the variation across industries is substantial. For example, FDI employment in the motor vehicles industry increased by 8 percentage points (6.6% to 14.6%), while in the wood and furniture industry, FDI employment hardly changed at all.
We now turn to the empirical results.
IV. Results
This section presents the results of the paper. First, we examine the Olley-Pakes estimates underlying our total factor productivity calculation. Second, we lay out the main results of estimating the spillover equation. Third, we discuss the magnitude of the coefficients and provide two explanations for why they are larger than those found in other studies. Table 3 reports the production elasticities for capital, labor, and materials that we estimate using the Olley-Pakes (O-P) method. We have tried several specifications that differ in the set of variables included as right-hand-side variables in stage 1, and columns 1 and 2 in table 3 give 5 Data on materials are estimated netting out capital depreciation and labor costs from cost of goods sold and administrative and selling expenses. For this and other details of the variables' definition and construction, see Appendix B.
6 Because large firms often span several industries, our matching of firms to industries is imperfect and introduces measurement error in our dependent variable. A different part of Compustat contains more detailed (line of business) data for sales but, unfortunately, not for all inputs. Analyzing productivity at the plant instead of the firm level might help. Not infrequently though, plants are operating in several industries as well. To address measurement error concerns, we conduct a robustness analysis.
7 An affiliate's main line of business is the industry in which the affiliate has the majority of its sales. In BEA's annual surveys of FDI in the United States for the years covered in this study, large affiliates were required to specify their employment (as well as sales) in the eight industries in which their employment was largest. Other affiliates had to specify their employment (and sales) in the three industries in which their employment were largest. a Imports over imports plus shipments; based on Feenstra (2002) and Bartelsman and Gray (2001) . b Employment in foreign-owned subsidiaries over total employment; based on Survey of Current Business, various issues, and Bartelsman and Gray (2001) .
some indication of the range of estimates obtained. 8 In specification O-P (1), we follow Griliches and Mairesse (1995) by including a general trend and a differential trend for computers as regressors in the first stage, because the computer industry has experienced exceptionally high productivity growth over this period. The elasticities are estimated to be 0.188, 0.301, and 0.594 for capital, labor, and materials, respectively. Without the trends, the capital elasticity rises to 0.213 (see O-P (2)).
For comparison purposes, we also show the OLS estimates (in first differences) of the elasticities. These lead to capital and materials, with 0.041 and 0.467, respectively. These results are consistent with simultaneity and exit, leading to an important downward bias on the capital coefficient. The implied scale elasticities are 1.083 for O-P(1) and 0.926 for OLS, respectively. For this sample of industries and firms, increasing returns is a more plausible deviation from constant returns than decreasing returns to scale. Thus, the O-P estimates are preferable to the OLS coefficients, both conceptually and empirically, and we use the O-P(1) estimates to compute our main firm TFP measures according to equation (2). 9 In table 4, results from our initial specification are shown. Since it is not known over which time horizon FDI-and imports-related spillovers operate-if they exist-we consider contemporary, one-year as well as two-year lagged variables in our analysis. The regression equation is given by
Specification 4.1 in column 1 shows OLS results for the full sample of firms. Standard errors clustered by industryyear combination are shown in parentheses. These are the preferred standard errors since firms in the same industry j are experiencing the same FDI jt and IMP jt innovation in a given year. The clustered standard errors are also relatively large; failing to account for the dependence of FDI jt and IMP jt shocks across firms may substantially overstate the evidence for spillovers.
We estimate a coefficient on contemporaneous FDI of 0.213 and a coefficient on one-year lagged FDI of 0.303. The sum of the significant coefficients of 0.516 provides an estimate of the total effect of FDI. As indicated by the F-test statistic at the bottom of the table, this estimate of the total effect is statistically significant at the standard 5% level. Our finding that only the contemporaneous and one-period lagged FDI variables enter significantly suggests that spillovers from FDI materialize relatively quickly-within two years. 10 The contemporaneous and one-year lagged imports point estimates are positive, but the standard errors are large so that overall, the imports effect is not significant ( p-value of F-test of 13.9%). The signs of the control variables come in 8 These specifications differ in whether we allow the investment function to vary over time; whether we use capital investment, or capital investment plus acquisitions minus divestitures; and whether we include R&D expenditures as a regressor.
9 Below we also discuss results from a number of alternative productivity measures. 10 That foreign technology may leak to domestic competitors in a relatively short period of time is consistent with findings by Mansfield and Romeo (1980) . These authors find that in more than 40% of the cases, technology transferred from a multinational parent to its affiliate was available to competitors within one and a half years. as expected, but they are not always statistically significant. For the markup variables, we find that high industry markups but low firm markups are associated with higher productivity growth, all else equal. Table 4 also shows results for longer differences. The focus on longer differences relative to one-year differences has the advantage of picking up less noisy movements in the data but at the expense of a reduced number of observations. To avoid eliminating too many observations, we include now only the contemporaneous FDI and imports variables. Specification 4.2 shows results for two-year and specification 4.3 for three-year differences. 11 In both cases, the FDI estimate is around 0.4, significant at the 5% (two-year) and 10% (three-year) level of significance. These coefficients are not much lower than the one-year differences estimate of 0.51, the sum of significant coefficients in specification 4.1. In addition, we estimate a positive, albeit insignificant, effect from imports, and the control variable estimates are qualitatively similar as well.
An important question is whether FDI affects equally the weak and strong domestic firms. It may be that relatively weak firms benefit more since they have most to learn technologically. Alternatively, the relatively strong firms benefit more since only the capabilities of these firms are sufficiently high to absorb the incoming technology. Compared to the table 4 specifications, we include now interactions of FDI and imports with an indicator of the firm's size or productivity. 12 The first column of table 5 shows results for the one-year differences specification, where we have dropped the twoperiod lagged FDI and imports variables since they were not significant before (see specification 4.1 in table 4). We estimate positive coefficients for contemporaneous and oneperiod lagged FDI, with the latter being significant at standard levels. The FDI-size interactions are negative, and the one-year lagged estimate is significant. This suggests that smaller firms benefit more from FDI spillovers than larger firms do. The mean estimate in specification 4.1 is about 0.5, while specification 5.1 suggests that for the smallest firms, the FDI coefficient is about 0.8. In contrast, the largest firms do not benefit from FDI spillovers, since the direct and interaction coefficients are roughly equal in absolute value.
This pattern is generally confirmed using alternative specifications. According to the two-year differences specification, the smallest firms benefit about two and a half times as much as the average firm, with estimates of 0.984 in specification 5.2 versus 0.379 in specification 4.2. Again, the largest firms do not benefit at all from inward FDI spillovers. We obtain similar results with a three-yeardifferences estimation, finding that the smallest firms benefit almost three times as much as the average firm from FDI spillovers (see specifications 5.3 and 4.3).
These findings also hold if we stratify firms by productivity instead of size. 13 Column 4 in table 5 shows the results for productivity in the three-year-differences specification. They suggest that firms at the lower end of the productivity distribution benefit about three times as much from FDI spillovers as the average firm (coefficient of 1.19 versus 0.41 in specification 4.3). In contrast, for imports, we do not estimate significant spillover effects for any firm size or productivity level.
The next step is to interpret the direction of causation in the correlation of FDI with productivity. This correlation 11 The sample size goes down moving from one year to longer differences because we employ nonoverlapping periods (the overall sample period of 1987-1996 consists of nine one-year differences, four two-year differences, and three three-year differences). Also, the inclusion of lagged FDI and imports terms affects sample size.
12 Size is measured in terms of the rank in the distribution of log sales at the beginning of the period, normalized by the total number of firms, for each industry and each year. Hence, the variable is defined on (0, 1], with a value of 1 for the largest firm. Productivity is measured analogously using our estimated TFP levels. 13 Coefficients are somewhat less precisely estimated using productivity instead of size. We attribute this to measurement error in the constructed TFP measures. could reflect spillovers from foreign multinationals to U.S. firms, or it could be instead that productivity growth affects the propensity of foreign multinationals to invest in the United States. An industry's productivity growth could bias our spillover estimate downward if FDI is concentrated where weak (low-productivity) firms make easy targets to expand market share, or it could bias our spillover estimate upward if foreign multinationals are attracted to highproductivity-growth industries. To account for the possibility of endogeneity of both FDI and imports, we employ instrumental variable (IV) estimation using variables suggested by the theory of the multinational firm. These variables include contemporaneous changes in shipping costs and tariffs (see Brainard, 1997) and lagged levels of the real exchange rate interacted with industry dummies (see Froot & Stein, 1991 ). 14 Table 6 shows in column 1 the IV results for the one-year differences specification. The instruments are valid: the Hansen J-statistic is 40 ( p-value of 0.849) in the FDI equation and 54.3 ( p-value of 0.46) in the import equation.
They are also relevant as the partial R 2 (obtained by regressing each endogenous variable on the excluded instruments) is 0.33 in the FDI equation and 0.22 in the import equation. We find no evidence for contemporaneous or two-year lagged spillovers, but the coefficient on the one-year lagged FDI variable is positive at 0.885, and the p-value of the overall FDI test is 6.4%. Relative to the corresponding OLS specification in table 4, now the FDI spillovers are predominantly operating with a one-year lag. For imports, our IV estimates confirm the OLS results of no significant overall effect at standard levels ( p-value of F-test of 16.1%).
Specification 6.2 in table 6 provides IV results for the two-year differences, analogous to the OLS results of specification 4.2 in table 4. Again, the instruments are valid: the Hansen J-statistics strongly reject the hypotheses that the instruments are endogenous. Further, the fit of the first-stage regression is stronger than in the one-year difference equations: the partial R 2 is 0.75 in the FDI equation and 0.77 in the imports equation. 15 The FDI coefficient is positive and significant at 0.645, while the imports point estimate is positive but not significant at standard levels. 16 Both IV specifications suggest that FDI indeed has positive spillover effects for the domestic economy. Interestingly, the coefficient estimates in the IV specifications imply larger effects than the corresponding OLS regressions: 0.885 versus 0.516 for one-year differences and 0.645 versus 0.379 for two-year differences estimation.
There are at least two explanations for the relatively large estimates in the IV regression relative to those in the OLS regressions. First, if the employment share of multinational enterprises is an imperfect proxy for the R&D or knowledge that is moved to the United States by multinationals, there is measurement error. Nevertheless, we stick with the foreign employment share as our key FDI variable, in part because it should be correlated with a very broad range of mechanisms of spillovers and because this variable has been extensively employed in the previous literature. Second, if there is heterogeneity in FDI spillover effects, the point estimate in the IV estimation will depend on the observations that drive identification. For instance, only those FDI movements most associated with real exchange rate movements and transport cost changes are featured in the IV regression and these FDI movements might be most associated with FDI spillovers. 17 The finding of significant FDI spillovers also emerges from a number of robustness checks we have conducted. This includes separating the FDI variable into two variables, 14 We also include lagged values of FDI ijt and IMP ijt as additional instruments. 15 Given the relatively small number of independent observations on FDI and imports due to industry-year clustering, the first-stage F-statistics are somewhat low. Based on the high partial R 2 , we think the instruments are strong. If one believed otherwise, the IV estimates would be biased toward the OLS estimates (see Bound, Jaeger, & Baker, 1995) , and consequently, one should view the estimates of 0.885 (in 6.1) and 0.645 (in 6.2) as lower bounds. 16 The full first-stage results are available on request from the authors. 17 Card (2001) discusses such heterogeneous treatment effects in another context. foreign employment and total employment (numerator and denominator of FDI it , respectively), in order to see that the estimated effect is not solely due to changes in total industry employment. We find this to be the case. In addition, we have employed cost shares from the Bureau of Labor Statistics as alternative estimates of the production function elasticities ␤ k , ␤ l , and ␤ m in the computation of total factor productivity. With these figures varying by industry, this relaxes the constraint imposed by our O-P estimation of identical elasticities. Our FDI spillover results for this case are similar. 18 We now discuss the magnitude of the economic impact of foreign spillovers on productivity growth in the United States that is suggested by our estimates. For FDI, the share of foreign employment in U.S. manufacturing rose between 1987 and 1996 from 7.7% to 11.7%, or by 4.0 percentage points (see table 2). Based on our O-P input elasticity estimates (O-P (1) in table 3), we estimate an average productivity growth in our sample of 0.19 over the sample period of 1987 to 1996. 19 The mean spillover estimates in tables 4 to 6 range, depending on the exact method, from 0.379 (specification 4.2) to 0.885 (specification 6.1). This means the FDI spillovers account for between 8% and 19% of U.S. manufacturing productivity growth between 1987 and 1996. 20 With a midpoint estimate of 13.5% of U.S. manufacturing productivity growth, these estimates are quite large, certainly relative to the earlier literature (see the discussion in section I). In the following, we therefore address the question of what factors explain our relatively large estimate of technology spillovers.
A first reason may lie in the fact that relative to much of the existing literature, our analysis is based on productivity figures derived using the O-P method, with its advantages described above. This turns out to be the case only in a limited sense. If instead of O-P, one simply runs an OLS regression of output on inputs and FDI, imports, and all controls, analogous to specification 4.1, the coefficients on the FDI variables are very similar. 21 Using O-P makes a difference only for the calculation of the importance of FDI spillovers in accounting for productivity growth. Using OLS with inputs on the right-hand side, one estimates considerably higher productivity growth in the sample, so the share accounted for by FDI spillovers is lower. 22 More important are two other factors. The first lies in the precise way in which the FDI data we use are collected. The FDI variable is constructed by aggregating up to the industry level the number of employees engaged in particular activities, which is below the affiliate level. Frequently, however, it is possible to allocate all of a particular affiliate's labor force to only one industry, the affiliate's main line of business. Because foreign affiliates are often diversified and have employees in several industries, our approach avoids the mismeasurement of industry FDI associated with changes in the affiliates' main line of business that cause large year-to-year jumps in measured foreign employment.
To assess the quantitative importance of this for FDI spillover estimates, we have redone our estimations using the more commonly available main line of business data. In table 7, we compare results from estimation with activity FDI versus main line-of-business FDI data for one-year and two-year difference estimation. On the left, specifications 7.1 and 7.2 repeat the earlier results of specifications 4.1 and 4.2 with the preferred activity data. The corresponding FDI spillover results when main line of business FDI data are employed as shown in the two columns on the right. With one-year differences, only the contemporaneous FDI coefficient is positive and significant at the 10% level. However, with a value of 0.074, it is much smaller than the sum of significant coefficients of 0.516 for the preferred FDI data in specification 7.1, and neither is the overall FDI effect significant when main line of business FDI data are employed ( p-value of 0.352 in specification 7.3). Using twoyear difference estimation, the comparison between the two sets of results yields the same conclusion: detailed information on industry FDI activity is crucial for estimating spillovers.
Second, we may estimate relatively large FDI spillovers because of the composition of our sample. Our sample contains firms that tend to be technologically very active and disproportionately in high-tech sectors relative to the U.S. economy. We explore this possibility further by dividing the sample into two groups, referred to as high-and low-tech industries. To define these groups, we sort industries by their average R&D intensity (defined as R&D over sales) and then choose a cutoff level of R&D intensity to yield two categories with roughly similar numbers of firms. We choose R&D as our metric for dividing the sample because we conjecture that spillovers are more likely to occur in industries in which firms are likely to develop proprietary knowledge. Roughly half the firms in the sample are in eight high-tech industries. These industries are the four chemical industries, computers and office equipment, 18 Analogous to the OLS results for equation (3), the sum of significant coefficients with productivity based on BLS cost shares is 0.533 (versus 0.516 in specification 4.1).
19 This number is a weighted average of the individual firm-level TFP estimates, where the weights are the average real sales by firm over the sample period.
20 Calculated as 0.379 ϫ 0.04/0.19 ϭ 0.08, and 0.885 ϫ 0.04/0.19 ϭ 0.19, respectively. 21 The significant coefficients are for contemporaneous FDI, with 0.246, and for one-year lagged FDI, with 0.318. This sums to 0.564, versus 0.516 in the O-P specification, 4.1.
22 Table 3 shows that the scale elasticity using an OLS regression of output on inputs is about 0.93, versus 1.08 using O-P. In consequence, the average productivity growth using OLS is 35% over the sample period, not the O-P estimate of 19%. The share of productivity growth accounted for by FDI spillovers would be only 0.564 ϫ 0.04/0.35 ϭ 6.4%, not 13.5%. electronic components, scientific instruments, and medical instruments. 23 Table 8 shows results for the high-and low-tech samples separately. With one-year differences, we estimate significant FDI spillovers for the high-tech industries, and the p-value for the FDI F-test is lower than the standard 5% level (specification 8.1). In contrast, there are no significant spillovers from FDI into low-tech industries, with an FDI p-value of 97.2% (specification 8.2). The results for the two-year differences specifications are similar: for high-tech industries, the FDI coefficient is 0.680, significant at the 10% level, whereas for low-tech industries, the estimate is 0.133 and not significant (specifications 8.3 and 8.4, respectively) . Our results suggest that to the extent that spillovers occur, they occur in the high-tech sector.
V. Conclusion
Governments all over the world spend large amounts of resources in order to attract multinational companies to their region or country, often based on the assumption that such companies generate various types of positive externalities, or spillovers, to domestic firms. In contrast, the econometric evidence on this from microlevel panel data studies is thin. In this paper, we estimate international technology spillovers to U.S.-owned manufacturing firms via imports and FDI between 1987 and 1996. These firms make up about half of U.S. manufacturing during this period. Our results suggest that FDI leads to significant productivity gains for domestic firms. The size of FDI spillovers is economically important: we estimate that they accounted for between 8% and 19% of productivity growth of U.S. firms. The evidence on imports-related spillovers is much weaker.
A number of reasons that our spillover estimates are larger than usually found are discussed, ranging from the econometric method over data quality to the economics involved. We find that the latter needs particular emphasis. The estimated FDI spillovers are much larger in the relatively high-technology industries than in the relatively lowtechnology industries. Given that our sample includes hightechnology firms more than proportionately, this clearly explains in part our high spillover point estimates, though it does not necessarily imply a larger contribution of FDI spillovers to productivity growth, because high-technology firms' productivity was growing particularly fast. That FDI spillovers in high-tech sectors are relatively large is intuitively plausible. First, most of the TFP growth in the sample is in the high-tech sector. Second, one would expect 23 In terms of the BEA codes of table 1, these are industries 281, 283, 284, 289, 357, 367, 381 , and 384. that it is precisely these industries where there is likely to be knowledge that foreign affiliates impart on domestic firms. In the low-tech sector, market competition or other effects are more likely to dominate any potential spillovers from foreign firms.
Our research suggests examining whether strong FDI spillovers in high-tech sectors are also found in other contexts. Another important question is whether our results extend to other countries, in particular to middle-and low-income countries. We have emphasized two dimensions that affect how strong FDI spillovers are: the sectoral dimension and the firm dimension. First, to the extent that FDI is not in high-technology sectors, it suggests that spillovers in poorer countries will be limited. At the same time, we find that firms with lower productivity tend to benefit more strongly from FDI spillovers, and to the extent that poorer countries have relatively more of those firms, they should benefit more. In addition, there could be country characteristics, such as intellectual property rights protection, that have an important influence on spillover strength across countries. More research needs to be done to better understand how the firm, industry, and country dimensions together affect how technological knowledge moves between countries.
APPENDIX A

Productivity Estimation
Two aspects of the Olley and Pakes (1996) approach are most important for our purposes. First, it allows for firm-specific productivity differences that exhibit idiosyncratic changes over time, and second, the model endogenizes the firm's liquidation decision by generating an exit rule. These features address two major concerns that have afflicted productivity calculations for a long time: simultaneity of input choice and selection biases.
To see this, consider the following equation:
where y it is the logarithm of output of firm i at time t, and correspondingly, l it , m it , and k it are the firm's (log of) labor, materials, and capital inputs. 24 The last term, u it , is an error representing all disturbances that prevent (A1) from holding exactly. Let this term be composed of two parts:
Consider the case when neither it nor it is observed by the econometrician, whereas the firm cannot observe it , but it does know it . The term it could be capturing unpredictable demand shocks, while it could be firm productivity, for instance. If it is known to the firm, the optimal labor input choice will be a function of it , and simple OLS estimation will suffer from a simultaneity bias because E[u it ͉l it ] 0. 25 If the term it is constant over time, it ϭ i , all t, taking time-or within-firm differences of (A1) and proceeding with OLS on the transformed data can lead to consistent parameter estimates. But in our framework, it is firm productivity, and how this changes in relation to imports and FDI is exactly the question we are asking. This strategy is therefore ruled out. As shown below, we will identify it from the firms' investment choices. Once it is known, the simultaneity of input choices can be modeled and the bias avoided.
We now turn to the selection problem. The firm maximizes the expected discounted value of its future net cash flows. At the beginning of the period, the firm learns its productivity it , which is assumed to evolve according to an exogenous Markov process. Then the firm makes three choices. It decides whether to exit, it chooses variable factors (labor and materials), and it determines how much to invest in capital. For a sufficiently low value of it , a firm's value of continuing in operation will be less than some (exogenous) liquidation value, and it will exit; call the threshold level at which a firm is indifferent between exiting and staying t .
One can show that if the firm's per period profit function is increasing in k, the value function must be increasing in k as well, while t is decreasing in k. The reason is that a firm with a larger capital stock can expect larger future returns for any given level of current productivity, so that it will remain in operation at lower realizations of it . Relatively small firms exit at productivity draws for which relatively large firms would have continued to operate, so the relatively small firms that stay in the market tend to be those that received unusually favorable productivity draws. The correlation between it and k it is negative, and failing to account for the self-selection induced by exit behavior will lead to a negative bias in the capital coefficient. The O-P approach generates an exit rule, so that we can account for this self-selection and avoid the associated bias.
In terms of estimation, we take the following steps. In equations (A1) and (A2), we assume that labor and materials are variable inputs so that their choice is affected by it , whereas capital k it is determined only by past values of , not the current one. Dropping the firm subscript for ease of notation, let i t be the firm's optimal investment choice at time t. Provided that i t Ͼ 0, it is possible to show that investment is strictly increasing in t for any k t . 26 This means that the investment function can be inverted to yield t ϭ h t ͑i t , k t ͒.
( A 3 )
Substituting (A3) and (A2) into (A1) gives
with t (i t , k t ) ϭ ␤ 0 ϩ ␤ k k t ϩ h t (i t , k t ). Because t ٪ contains the productivity term t ϭ h t ٪ that is the source of the simultaneity bias, equation (A4) can be estimated to obtain consistent estimates ␤ l and ␤ m on the variable inputs, labor, and materials. Equation (A4) is a partially linear regression model of the type analyzed by Robinson (1988) , and we use a fourth-order polynomial in investment and capital to capture the unknown function t ٪. 27 With consistent estimates of ␤ l and ␤ m in hand, we estimate the effect of capital on output, ␤ k , which is not identified in (A4) because it is combined with the effect of capital on investment. We assume for simplicity that k t is uncorrelated with the innovation in t , t ϭ t Ϫ tϪ1 , or, t is a random walk (this can be generalized). Substituting this into (A4) gives
where tϪ1 comes from estimating (A4), and tϪ1 Ϫ ␤ k k tϪ1 is an estimate of tϪ1 . The probability of survival to period t depends on tϪ1 and tϪ1 , the unobserved level of productivity that would make a firm shut down its operations, which can be shown to depend only on capital and investment at time t Ϫ 1. We generate an estimate of the survival probability by running a probit regression on a fourth-order polynomial in capital and investment (lagged by one period); the estimated survival probability is denoted by P t . The final step is to estimate ␤ k from the resulting equation:
( A 6 )
Here we approximate the unknown function g٪ by a fourth-order polynomial in tϪ1 Ϫ ␤ k k tϪ1 and P t ; ␤ k is then estimated nonlinearly across all terms that contain it. Using the estimates of coefficients of labor, materials, and capital, we estimate log total factor productivity as tfp it ϭ y it Ϫ ␤ l l it Ϫ ␤ m m it Ϫ ␤ k k it , which is equation (2) in the text.
APPENDIX B
Variable Definitions, Sources, and Data Construction Following Jovanovic and Rousseau (2002) , we have also computed and used an alternative investment series that takes into account acquisitions (Compustat data item 129) and divestitures (Compustat data item 107). These give similar results. To obtain our sample, we started out with all manufacturing firms that were active between 1987 and 1996. We first removed the foreign-owned firms from the sample and cleaned the data from obvious errors. This left 2,648 firms for which we had sales, capital, and employment data for at least two consecutive years, which is necessary for our dynamic estimation framework.
For these 2,648 firms, we have plotted each individual time series on sales as well as on capital stock, employment, materials, and R&D. Firms for which any time series exhibited implausibly large year-to-year changes were removed. We have also dropped firms that displayed large changes in inputs while output was flat, or vice versa. Moreover, we have adopted a conservative stance on including firms where output and inputs do not seem to reflect a reasonably stable relationship to estimate production function parameters. This is particularly true for upstart firms where the recording of inputs and outputs does not always seemed to be well synchronized, and likewise for failing firms. When in doubt on any of these criteria, we have dropped the firm from the sample. This procedure led to 1,277 firms that report output and inputs, including R&D expenditures.
