We study the risk of minimum-norm interpolants of data in a Reproducing Kernel Hilbert Space where kernel is defined as a function of the inner product. Our upper bounds on the risk are of a multiple-descent shape for the various scalings of d = n α , α ∈ (0, 1), for the input dimension d and sample size n. At the heart of our analysis is a study of spectral properties of the random kernel matrix restricted to a filtration of eigen-spaces of the population covariance operator. Since gradient flow on appropriately initialized wide neural networks converges to a minimum-norm interpolant, the analysis also yields estimation guarantees for these models.
Introduction
We investigate the generalization and consistency of minimum-norm interpolants
s.t. f (x i ) = y i , i = 1, . . . , n of the data (x 1 , y 1 ), . . . , (x n , y n ) ∈ R d × R with respect to a norm in a Reproducing Kernel Hilbert Space H. The interpolant, also termed "Kernel Ridgeless Regression," can be viewed as a limiting solution of
as λ → 0. Classical statistical analyses of Kernel Ridge Regression (see Caponnetto and De Vito (2007) and references therein) rely on a carefully chosen regularization parameter to control the bias-variance tradeoff, and the question of consistency of the non-regularized solution falls outside the scope of these classical results.
Recent literature has focused on understanding risk of estimators that interpolate data, including work on nonparametric local rules (Belkin et al., 2018b,d) , high-dimensional linear regression (Bartlett et al., 2019; Hastie et al., 2019) , random features model (Ghorbani et al., 2019) , and kernel (ridgeless) regression (Belkin et al., 2018c; Liang and Rakhlin, 2018; Rakhlin and Zhai, 2018) .
This paper continues the line of work on kernel regression. More precisely, Rakhlin and Zhai (2018) showed that the minimum-norm interpolant with respect to the Laplace kernel is not consistent (that is, risk does not go to zero with n → ∞) if dimensionality d of the data is constant with respect to n, even if the bandwidth of the kernel is chosen adaptively. On the other hand, Liang and Rakhlin (2018) investigated the regime n d and showed that risk can be upper bounded by a quantity that can be small under favorable spectral properties of the data and the kernel matrix. The present paper aims to paint a more comprehensive picture, studying the performance of the minimum-norm interpolants in a general scaling regime d n α , α ∈ (0, 1).
It is not hard to see that spectral properties of the kernel are key to analyzing the variance and the bias of the minimum-norm interpolant. Note that the eigenvalues of the empirical kernel matrix have one-to-one correspondance to that of the empirical covariance operator. We prove that on a filtration of eigen-spaces of the covariance operator defined by the population distribution, the empirical covariance operator satisfies a certain restricted lower isometry property. This spectral analysis is the main technical part of this paper. Figure 1 summarizes the behavior of our upper bound on the risk of the minimum-norm interpolant. We make two observations. First, for any integer ι ≥ 1, for α ∈ [ 1 ι+1 , 1 ι ), there exists a "valley" on the curve at each d = n 1 ι+1/2 where the rate is fast (of the order n −β with β = 1 2ι+1 ). Second, towards the lower dimensional regime (α moving towards 0), the fastest possible rate even at the bottom of the valley is getting worse. This result complements the double-descent behavior on the risk of interpolated solutions investigated previously in the literature (Belkin et al., 2018a) . Since the lower bound matching our upper bound is still not available (and this is a challenging open problem), we do not know whether the multiple-descent behavior is indeed a generalization of the double-descent curve for kernel regression.
The main results of the paper can be stated as follows, informally.
Theorem 1 (Informal). For any integer ι ≥ 1, consider d = n α where α ∈ [ 1 ι+1 , 1 ι ). Consider a general function h ∈ C ∞ and define the inner product kernel k(x, z) = h(x z/d). Consider n i.i.d. data pairs (x i , y i ) drawn from P X,Y , and denote the target function
. Suppose the conditions on f * , h and P X,Y specified by Theorems 2-3 are satisfied. With probability at least 1 − δ − e −n/d ι on the design X ∈ R n×d ,
Here the constant C(δ, K, ι, P) does not depend on d, n.
2 Formulation
, where the distribution for each coordinate P X satisfies:
1. P X has the following tail property:
where ν is a positive constant.
2. for any set S of finitely many real numbers, P(X ∈ S) < 1.
In addition, we assume that ∀x ∈ X , the conditional variance is bounded with a constant,
Definition of Kernel. Consider the function h ∈ C ∞ whose Taylor expansion converges for all
with all coefficients α i ≥ 0. We define a kernel function k(·, ·) :
Similarly, we define the normalized finite dimensional kernel matrix K ∈ R n×n ,
In other words, K = k(X, X)/n with the 1/n normalization. Denote the truncated version of the function as
and the corresponding truncated kernel matrix K [ι] (used only in the proof) as
Similarly, we define for convenience
and correspondingly
Regime. We are interested in the following high dimensional regime: there is a fixed positive integer ι and we assume that
Our investigation focuses on dimension d(n) growing with the sample size n and n being sufficiently large.
Notation. We use the notation "r i ; " to represent a sequence of indices r 1 · · · r d . For example, we can use this to abbreviate a monomial with order
where x[i] denotes the i-th coordinate of x. This notation is also used in tensors, for example:
Restricted Lower Isometry for High Dimensional Kernel In Section 3, we prove the Restricted Lower Isometry Property for the high dimensional kernel matrix of interest. This property proves crucial in bounding the generalization error for the kernel ridgeless regression and the wide neural networks.
Proposition 1 (Restricted Lower Isometry Property for Kernel). Assume that the first ι 0 + 1 th Taylor coefficients α 0 , · · · , α ι 0 are positive and
Then there are positive constants C, C depending only on ι 0 and P X and α 0 , · · · , α ι 0 such that for n large enough, with probability at least 1 − e −Ω(n/d ι 0 ) the following holds: for any ι ≤ ι 0 , K [≤ι] has ι+d ι nonzero eigenvalues, all of them larger than C d −ι , and the range of
p is a multivariable polynomial of degree not larger than ι}.
We note that concurrent work of Ghorbani et al. (2019) implies a similar control on the least eigenvalue under somewhat different assumptions on the underlying data.
Proof of Proposition 1
The proof aims to establish the restricted lower isometry behavior for the empirical kernel K when restricting to the population eigenspace of rank i+d i
(sorted according to the eigenvalues). We show a lower bound for the restricted lower isometry, as multiplicatively equivalent to the population eigenvalues. The approach proceeds along the lines of (Koltchinskii and Mendelson, 2015; Mendelson, 2014) . One technical contribution is establishing the "small-ball" property for the polynomial basis of the kernel.
Preparation
First, we fix an index ι ≤ ι 0 . After we prove it for ι, the conclusion shall follow easily from a union bound over ι = 1, · · · , ι 0 .
Consider the Taylor expansion, with the multi-index
where
Fix an ordering of all (r 1 , · · · , r d ) such that r i ≥ 0, r i ≤ ι, and let
Then
which has the same nonzero spectrum as the covariance
We have
It would be hard to directly work with Φ to analyze the eigenvalues of the random matrix because of complicated correlation structure in the entries. Instead, we define another matrix Ψ such that 1. Ψ Ψ is easier to analyse from the probabilistic point of view;
there is a linear transformation Λ with Λ
With such Λ, we have Θ = Λ Ψ ΨΛ.
Such Λ can be obtained through the Gram-Schimdt process on polynomial basis, which we will elaborate on next.
Gram-Schimdt Process
We now proceed in the following steps:
Step 1. Define Ψ Definition 1. Given a distribution P over R, define q 0 , q 1 , · · · , q k , · · · , to be the sequence of polynomials obtained by the Gram-Schmidt process on the basis {1, x, · · · , x k , · · · } w.r.t. the inner product of space L 2 (P). Define the n × ι+d ι matrix Ψ as
To be concrete, one can see that
where m i is the ith moment of P, and for i < j
The following lemmas on properties of the polynomial basis will be useful.
Step 2. Existence of Λ. 
As a result Φa = Ψb.
Choose Λ to be the linear mapping that maps a to b
This holds for any a, so we have Φ = ΨΛ.
Step 3. Boundedness of Λ and
Define similarly v ι , v >ι , Λ ≥ι , Λ ≥ι ,<ι , etc.
Lemma 5. There is a constant C(ι) independent of d such that
Proof of Lemma 5. We start with few claims about the Gram-Schimidt process and the structure of Λ. Claim 1: Λ ≥ι ,<ι = 0 for any k. Or alternatively, if b = Λa then
Proof of Claim 1. We need only to show that if a ≥ι = 0, then b ≥ι = 0. Observe that a ≥ι = 0 means that the left hand of equation (28) is of degree less than ι . Since this is an equality, the right hand side must be of degree less than ι . Note that this implies that
where c, C depends only on ι , P Proof of Claim 2. Given r i ; and r i ; with i r i = i r i = ι , we have
If r i ; = r i ;, there is at least one i such that r i > r i , then according to Lemma 2, we have
Then Λ ι ,ι is diagonal. Now we have
Note that q 0 ≡ 1. Since the set I := {1 ≤ i ≤ d : r i is nonzero} is of size at most ι, Λ (r i ;)ι,(r i ;)ι is uniformly bounded by the following constant (depending on ι and P):
Claim 3: Let b ι = Λ ι ι a ι + Λ ι ,>ι a >ι . Then Λ ι ,>ι 2 → 2 has an upper bound that only depends on ι.
Proof of Claim 3. An entry (Λ ι ,>ι ) (r 1 ···r d )ι,(r 1 ···r d )ι for i r i = ι can be obtained by
Only when ∀i, r i ≤ r i , the above term is nonzero and scales with d in the order of
Then we have
where the last inequality holds because for a fixed r 1 , · · · , r d with
Assume that b >ι ∼ a >ι , then since
we have
For the other direction, we have
Using induction on ι ≤ ι backwards concludes the proof.
Now we can proceed to analyse Ψ Ψ, given the boundedness of Λ.
Small Ball Property
Define the following function over R d :
In this section, we will prove that there exist θ, δ, such that for any u with u = 1,
Claim 1: ∀u ∈ R ( ι+d ι ) with u 2 = 1, there are constants δ, > 0 depending only on ι, P such that with probability at least 1 − δ
Proof of Claim 1. First, according to the Paley-Zygmund Inequality for x ∼ P d and any 0 ≤ θ ≤ 1,
Therefore we just need to show that
and
We have by orthogonality of q ;r i ,
Hence, it is clear that equation (48) holds. Equation (49) is more difficult to prove. We need the following lemma:
Proof of Lemma 6. Write
Since such that
where the coefficients are given by
and M r i ; r i ;r i ; = #{(s i ; , s i ; ) :
Now we seek to upper bound T r i ; r i ;r i ;
Note that q 0 ≡ 1. Since the set I := {1 ≤ i ≤ d : one of r i , r i , r i is nonzero} is of size at most 3ι, T r i ; r i ;r i ; is uniformly bounded by the following constant (depending on ι and P) for r i , r i , r i ≤ ι:
As a result, we have 
Note that for T r i ; r i ;r i ; = 0, we must have by triangle condition ∀i, r i ≤ r i + r i
which means that for any r i = 0, either r i = 0 or r i = 0. Then
As a result, for fixed r i ; and r i ; , there is less than constantly many r i ; such that T r i ; r i ;r i ; = 0. Similarly, for fixed (r i ) and (r i ), there is less than constantly many (r i ) such that T r i ; r i ;r i ; = 0.
We then have
As a result,
Note that in the RHS term γ 2 r i γ 2 r i appears constantly many times. So we have
Lower Isometry
We now proceed to lower bound the smallest eigenvalue for Ψ Ψ, based on the small-ball property established.
Lemma 7. With probability at least 1−e −Ω(n/d ι ) , the smallest eigenvalue of Ψ Ψ is larger than Cd −ι .
Step 1. We will first prove: there is > 0 such that for any u ∈ R ( ι+d ι ) with u 2 = 1,
Since
According to Claim 1, we can choose so that EZ i > C(ι, P) > 0. Denote this C(ι, P) as p. Now we have
Using the Hoeffding's inequality,
Take δ = p 2 , we get that
Step 2. Now we show that there is constant C such that for any t > 0, u Ψ Ψu is n 2 d 4ι t 4ι -Lipschitz with probability at least 1 − Cndt −ν . In fact, for u = v = 1, we have
and, hence, u → u Ψ Ψu is 2 Ψ Ψ L 2 →L 2 -Lipschitz.
Now we need only to bound the spectral norm of Ψ Ψ. We have
The last quantity is at most
with high probability
More specifically, since
(69)
Step 3. Suppose that
, then we will show that with probability at least
Now for t = (4 log n) 1/ν > 1, make covering with balls of radius r = p 4 n −2 d −5ι t −4ι . We have with probability at least 1 −
Suppose the center of the covering balls are u 1 , · · · , u N with N = r −O(d ι ) . For a single u i , we have with probability at least 1 − e −p 2 n/2 ,
Then we have with probability at least 1 − N e −p 2 n/2 ,
Since u → u Ψ Ψu is Lipschitz, we have with probability at least
for any u = 1 (suppose u i is the closest center)
Hence,
Now to make the probability bound simpler, we choose t = e n/d ι with to be determined. Then the tail probability is
where is small enough and
Step 4. To conclude, Θ = Φ Φ/n = Λ Ψ ΨΛ/n Cd −ι .
As a result K [ι] = ΦΦ /n has ι+d ι number of nonzero eigenvalues, all of them larger than Cd −ι .
Applications to Kernel Ridgeless Regression
The minimum-norm interpolant in (1) has a closed-form solution
T . The following bias-variance decomposition holds, conditionally on X:
The variance term can then be upper bounded as
where M is an upper bound on the conditional variance of y. In the rest of this section we shall assume, for brevity, that M = 1.
Variance
In this section, to control the variance term we make a stronger assumption on the tail behavior of P.
Theorem 2. Suppose x ∼ P d and X ∼ P n×d and P is subGaussian and
(i) Suppose that:
• there is ι > 2ι + 2 such that α ι > 0.
(ii) Suppose that the Taylor expansion coefficients satisfy for some ι ≤ ι:
• ∀ι > ι , α ι = 0, i.e. k is a polynomial kernel.
Then with probability at least 1 − e −Ω(n/d ι ) w.r.t. X,
Proof. We need only prove (i) because (ii) shall easily follow from the proof of (i). Claim: with high probability, K is invertible, and
To show this, we just need to show that
Write
where A is the diagonal terms and B is the non-diagonal terms. With probability at least e −Ω(n) , we shall have
Now back to the proof of (i). Recall the normalized kernel matrix K = k(X, X)/n.
(88)
Bias
In this section, we bound the bias part for the min-norm interpolated solution. In fact, we will show that, under a suitable assumption, the squared bias is upper bounded by a multiple of the variance term, studied in the previous section.
Theorem 3 (Bias bound). Assume that the target function
with ρ * (z) bounded. Assume that the probability density of P X is bounded away from zero and sup x∈X k(x, x) ≤ M , then we have
where the scalar random variables are bounded in 2 -sense
Remark 1. The statement can be strengthened to in probability statement, as follows
with probability 1 − δ on X. See Proposition 4 for details. We emphasize that here the factor 1 δ has no dependence on the dimension d.
2 is the expression for the Variance as in Sec. 4.1.
Proof of Theorem 3. Denote x i ∼ P X to be i.i.d. samples, and use µ to refer to the probability density of P. Define the following "surrogate" function for analyzing the bias termf
The proof uses the property of the data-dependent "surrogate" functionf n (x). We start with inserting the k(x, X)k(X, X) −1f n (X) in the expression
The first term is equal to
By Proposition 2,
For the second term, for vectorṼ = [
By the Proposition 3, it holds that
Proof of Proposition 2. We claim that,
We know that for any x, z ∈ X
due to k(z, x) ≤ k(z, z)k(x, x) ≤ C and the boundedness of ρ * (x)/µ(x). It is easy to verify the boundedness of |f * (x)| ≤ sup z |k(z, x)|. Therefore we have
For the leave-on-out term,
In case (2), we know
All other terms, must have form
. Therefore, we have the second moment bound E [C 1 (X)] 2 1, by Chebyshev's inequality, we have the desired bound.
Second moment method on C 2 (X).
We know that
Divide into two cases: (1) some j equals i, (2) all j's do not equal i. In the first case, the only nonzero terms are, of the formh(
In both cases there are at most O(n) such terms. In the second case, the only nonzero terms areh(
Therefore, we get
which implies that
By Chebyshev's inequality, again we have the desired bound.
Applications to Wide Neural Networks

Regression with Neural-Tangent-type Kernel
Before discussing neural networks, we need some preparation by studying more general kernels. Specifically, we consider kernels of the following form:
and the expansion is guaranteed to converge everywhere uniformly and α i > 0 for all i. Recall here we assume that X ∼ P n×d .
In order to bound generalization, we need only to bound the following quantity:
Proposition 5.
Proof of Proposition. We shall proceed in the following steps. First, make approximation of the given kernel by a weighted sum of polynomial-type inner product kernels. Note that
which is an inner product kernel divided by x x . Therefore, we write kernel k as
For a constant ι 0 large enough, we would have k [≤ι 0 ] so close to k so that
is ignorable. Then we need only to upper bound
Define kernels h i as h ι (x, x ) := (d + x x ) ι , and we have
where the input x is a d-dimensional vector W = (w 1 , · · · , w m ) is a (d + 1) × m matrix and a = (a 1 , · · · , a m ) is a m-dimensional vector andx = (x , √ d) . Suppose that for n labeled datapoints (x 1 , y 1 ), · · · , (x n , y n ), the loss is given by
Then the full gradient will be given by
With a continuous gradient flow
the prediction value of the neural network at a fixed point x will change according to df It is not difficult to prove that for multilayer fully connectedly neural network the NTK is also of this form with all positive Taylor coefficients if seen as a function of cos 2 θ x,x .
