Representation theory for subfactors, \lambda-lattices and C*-tensor categories by Popa, Sorin & Vaes, Stefaan
Representation theory for subfactors,
λ-lattices and C∗-tensor categories
by Sorin Popa1 and Stefaan Vaes2
Dedicated to Vaughan Jones
Communications in Mathematical Physics 340 (2015), 1239-1280.
Abstract
We develop a representation theory for λ-lattices, arising as standard invariants of subfac-
tors, and for rigid C∗-tensor categories, including a definition of their universal C∗-algebra.
We use this to give a systematic account of approximation and rigidity properties for subfac-
tors and tensor categories, like (weak) amenability, the Haagerup property and property (T).
We determine all unitary representations of the Temperley-Lieb-Jones λ-lattices and prove
that they have the Haagerup property and the complete metric approximation property.
We also present the first subfactors with property (T) standard invariant and that are not
constructed from property (T) groups.
1 Introduction
Vaughan Jones defined in [J82] the index [M : N ] of a subfactor N of a II1 factor M as the
Murray-von Neumann dimension of the Hilbert N -module L2(M), obtained by completing M
in the norm given by the (unique) trace state τ on M . He showed in this seminal paper
that a subfactor of finite index N ⊂ M gives rise, in a natural way, to a whole tower of II1
factors N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · , all having the same index [Mi+1 : Mi] = [M : N ], with
each Mi+1 generated by Mi and a projection ei commuting with all elements in Mi−1 and
satisfying eiMiei = Mi−1ei, and trace determined by τ(xeiy) = λτ(xy), ∀x, y ∈ Mi, where
λ = [M : N ]−1. In particular, the projections {ei}i≥0 satisfy the relations (a) [ei, ej ] = 0, if
j 6= i ± 1; (b) eiei±1ei = λei; (c) τ(wei) = λτ(w), ∀w ∈ Alg(1, e0, ..., ei−1). This fact imposes
some striking restrictions on the index, [M : N ] = λ−1 ∈ {4 cos2 pi/n | n ≥ 3} ∪ [4,∞), with
each one of these values actually occurring (see [J82] for all this).
The discovery of this new type of symmetries had a profound impact on several fields of math-
ematics. In particular, it led to subfactor theory, which aims at understanding the group-like
objects generated by such symmetries, and the way they can “act” on factors. There is in-
deed a group-like structure underlying the Jones tower of algebras: the Hilbert M -bimodule
(or correspondence, in Connes’ terminology, see [C80, C90]) L2(M1) can be viewed as a gen-
eralized symmetry of the algebra M , with the C∗-tensor category it generates under com-
position (= tensor product, or fusion) giving rise to the M -bimodules in the Jones tower,
ML
2(Mn)M = (ML
2(M1)M )
⊗n. The mathematical object that captures the group-like as-
pects unraveled by the dynamics of these symmetries is called the standard invariant GN,M of
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N ⊂M and it is defined as the system (or lattice) of inclusions of finite dimensional C∗-algebras
obtained by taking the relative commutants in the Jones tower of factors
M ′ ∩M ⊂ M ′ ∩M1 ⊂e1 M ′ ∩M2 ⊂e2 M ′ ∩M3 ⊂e3 · · ·
∪ ∪ ∪
M ′1 ∩M1 ⊂ M ′1 ∩M2 ⊂e2 M ′1 ∩M3 ⊂e3 · · ·
endowed with the trace τ inherited from ∪nMn and with a representation of the λ-sequence of
projections ei, i ≥ 1. The relative commutants appearing in the first row of these inclusions
recover the algebras of endomorphisms of the Hilbert bimodules ML
2(Mn)M . Their consecutive
embeddings are described by a bipartite graph, denoted ΓN,M and called the principal graph
of N ⊂ M . It is a Cayley-type graph that has vertices indexed by irreducible sub-bimodules
Hk ⊂ ML2(Mn)M and describes their fusion. The trace τ is determined by the dimensions
of these bimodules, vk = (dim(MHkM ))1/2, which satisfy the Perron-Frobenius type condition
ΓtN,MΓN,M~v = λ
−1~v, where ~v = (vk)k. In particular, ‖ΓN,M‖2 ≤ [M : N ], with the equality
characterizing the amenability of GN,M (a Kesten-type definition). This is the case if for instance
ΓN,M is finite, i.e. when N ⊂M has finite depth.
The objects GN,M carry a very rich and subtle algebraic-combinatorial structure, which already
for index [M : N ] < 4 led to most surprising results: of all the Coxeter bipartite graphs
An, Dn, E6, E7, E8 of square norm < 4, only An, D2n, E6, E8 can occur, with one GN,M for each
An, D2n, two for E6 and two for E8 ([J82, O88, I91, K91]). This was shown by exploiting fusion
rules obstructions and an axiomatization of the finite depth standard invariants in [O88].
An important step in understanding GN,M was the axiomatization of arbitrary such objects as
λ-lattices, in [P94b]. A λ-lattice is an abstract system of inclusions of finite dimensional C∗-
algebras, G = (Aij)j≥i,i=0,1, with a trace τ and a representation of the Jones projections {ei}i≥1,
satisfying certain commutation and τ -independence properties. Due to the relations in the
Jones tower, standard invariants are easily seen to satisfy these axioms and the reconstruction
theorem in [P94b] associates in a canonical way to any given such λ-lattice G a (non-hyperfinite)
subfactor N ⊂ M such that GN,M = G, i.e. Aij = M ′i ∩Mj , ∀j ≥ i ≥ 0, where {Mi}i is the
Jones tower for N ⊂M .
If λ−1 ∈ {4 cos2 pi/n | n ≥ 3} ∪ [4,∞) and {ei}i≥1 is a sequence of projections with a trace
satisfying the above properties (a), (b), (c) with respect to λ (as for instance coming from the
Jones tower of factors associated to N ⊂M with [M : N ] = λ−1), then the system of algebras
A0,j = Alg(1, e1, ..., ej), A1j = Alg(1, e2, ..., ej) does check the λ-lattice axioms, and so there
exists a subfactor of index λ−1 with the relative commutants in its Jones tower generated
by the projections ei alone. This was in fact already shown in [J82] in the case λ
−1 < 4
(corresponding to principal graph equal to An, for some n < ∞), and in [P90] in the case
λ−1 ≥ 4 (corresponding to principal graph equal to A∞). We will denote this λ-lattice by Gλ
and call it the Temperley-Lieb-Jones (TLJ) λ-lattice. Note that Gλ is contained as a sublattice
in any other λ-lattice G, thus being in some sense “minimal” and conferring it a central role in
subfactor theory.
A diagrammatic description of the standard invariants as planar algebras, was developed by
Jones in [J99]. Over the last fifteen years, the planar algebra formalism grew into a formidable
calculus machinery, an extremely efficient framework for concrete computations allowing a
plethora of new results. In particular, it made possible the complete classification of all standard
invariants of index ≤ 5 (see [JMS13] for a survey of these results).
Much in parallel to the development of subfactor theory, quantum groups were discovered in the
context of the quantum inverse scattering method and the quantum Yang-Baxter equation, see
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[D86]. Of particular importance were the q-deformations of compact Lie groups [Ji85, D86] and
how to view them as topological quantum groups in the framework of Woronowicz’s compact
quantum groups [W86, W88, Ro89, W95], a theory initially motivated by Tannaka-Krein and
Pontryagin duality for non-abelian groups.
Very remarkably and quite significant for us here, quantum groups, both compact and at
roots of unity, but also finitely generated discrete groups, compact Lie groups, rigid C∗-tensor
categories, etc., can be encoded in the standard invariant of an appropriate subfactor (see
[We87, P92, PW91, Ba98, Xu97, J03]). Moreover, a subfactor N ⊂ M can be viewed as
encoding a crossed product type construction of the factor N by the group-like object GN,M .
The analogy with discrete groups is far reaching. In [P92, P99], it was proved that GN,M is
a complete invariant for hyperfinite subfactors N ⊂ M with GN,M amenable (in particular
for hyperfinite subfactors with finite depth). In other words, an amenable GN,M arises from
precisely one hyperfinite subfactor, and this should be compared with the fact that amenable
groups admit a unique outer action on the hyperfinite II1 factor, up to cocycle conjugacy [O85].
The main goal of this article is to define the unitary representation theory for subfactor related
group-like objects (notably λ-lattices), to use it to provide a natural framework for rigidity and
approximation properties for these objects, such as property (T) and the Haagerup property,
and to calculate it in the most basic examples. The most natural setting to define this rep-
resentation theory is for general rigid C∗-tensor categories3, like the category of M -bimodules
generated by the subfactor N ⊂ M , or the category of finite dimensional representations of a
compact group G or a compact quantum group G.
Thus, if C is a rigid C∗-tensor category, we consider the fusion ∗-algebra C[C] with vector
space basis Irr(C) (the irreducible objects in C) and product given by the fusion rules. We
introduce the concept of an admissible representation of C[C] and the corresponding notion
of positive type function ϕ : Irr(C) → C. This allows us to define the universal C∗-algebra
Cu(C), as well as property (T), the Haagerup property and the complete metric approximation
property (CMAP) for rigid C∗-tensor categories. It is important to note that admissibility of
a representation and the positive type of ϕ depend in a subtle way on the tensor category C
and not only on the fusion rules. Also note that in several examples, C[C] is a ∗-algebra of
polynomials and hence, does not have an abstract enveloping C∗-algebra.
C∗-tensor categories arise in numerous mathematical contexts and play in this way a strong
unifying role. Thus, when Γ is a discrete group and C is the category of finite dimensional
Γ-graded Hilbert spaces, our representation theory for C coincides with the representation
theory of Γ, while Cu(C) is equal to C∗(Γ), the full group C∗-algebra of Γ. When C = Rep(G)
is the representation category of a compact quantum group G, we prove that the unitary
representations of C coincide with the “central” representations of the discrete dual Ĝ that were
considered in a more ad hoc manner in [DFY13], with Cu(C) being isomorphic to a corner of the
full C∗-algebra of the Drinfel’d double of G. The Haagerup property and property (T) for C in
our sense are then equivalent with their “central” counterparts for Ĝ defined in [DFY13, A14]
and shown there to be preserved when passing to a quantum group with the same representation
category Rep(G).
When C is the bimodule category of a subfactor N ⊂ M , we prove that the representations
of C correspond to representations of the symmetric enveloping (SE) inclusion M ⊗Mop ⊂
M eN Mop (the quantum double of N ⊂ M) considered in [P94a, P99], i.e. to Hilbert
3A rigid C∗-tensor category is a C∗-tensor category that is semisimple, with irreducible tensor unit ε ∈ C and
with every object α ∈ C having an adjoint α ∈ C that is both a left and a right dual of α. For basic definitions
and results on rigid C∗-tensor categories, we refer to [NT13, Sections 2.1 and 2.2].
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bimodules of M eN Mop that are generated by M ⊗Mop-central vectors. This allows us to
show that the above mentioned approximation and rigidity properties for the bimodule category
C of N ⊂M are equivalent with the corresponding properties of the λ-lattice G = GN,M . Such
properties of G were defined before in terms of the SE-inclusion M ⊗Mop ⊂M eN Mop (see
[P99, P01, Br14]), following a strategy proposed in [P94a], thus having to show each time that
the property is independent of the choice of the subfactor N ⊂M with G = GN,M .
An important related object that we consider is the extended λ-lattice (or quantum double)
of G, denoted G˜, with an appropriate notion of multipliers on G˜ which we show to correspond
to completely positive (more generally completely bounded) M ⊗ Mop-bimodular maps on
M eN Mop, whenever N ⊂M is a subfactor with GN,M = G.
We expect that our representation theory for λ-lattices will play an important role in better
understanding the analytic properties of subfactors and standard invariants, especially of the
non-amenable ones. Already in this paper, our unified approach through C∗-tensor categories
allows us to bridge from subfactors to quantum groups and take advantage of recent progress
made there, obtaining in this way the following application.
Theorem A. 1. Let λ−1 ≥ 4. The representation theory of the TLJ λ-lattice Gλ is natu-
rally equivalent with the representation theory of the abelian C∗-algebra C([0, λ−1]), with the
regular representation corresponding to left multiplication on L2([0, 4]) and with the trivial
representation given by evaluation at λ−1.
2. The λ-lattices Gλ have the Haagerup approximation property and the complete metric ap-
proximation property.
3. Let N ⊂M be a finite index subfactor whose bimodule category is equivalent with Rep(SUq(n))
or Rep(PSUq(n)) where n is an odd integer greater than or equal to 3. Then, the standard
invariant of N ⊂M has property (T).
Note that Theorem A provides the first subfactors with property (T) standard invariant and
that are not constructed from property (T) groups, as the subfactors in [BP98]. Theorem A
also gives the first subfactors whose standard invariant has the Haagerup property without
being amenable or constructed from groups with the Haagerup property.
In Section 9, we prove a number of results on the permanence under various constructions of the
Haagerup property, weak amenability, property (T), .... As an application, we show that the
Fuss-Catalan λ-lattices of [BJ95] have the Haagerup property and CMAP. In Section 5, we give
several equivalent definitions of property (T), one being the existence of a projection in Cu(C)
onto the trivial representation, and use this in Section 9 to deduce that property (T) passes
to quotients. This fact was proved in [P99] for λ-lattices by using subtle analytic arguments,
while in our present framework the proof becomes completely algebraic and straightforward.
Theorem A is proved as Theorems 7.1 and 8.1 below. To do this, we combine our representation
framework with the beautiful recent work in [DFY13, A14] on the compact quantum groups
SUq(n) of [W86, W88]. More precisely, we use the main result of [DFY13] saying that the dual
of SUq(2) has the central Haagerup property and the central CMAP, with all central states on
the C∗-algebra of SUq(2) being determined, and we use [A14], where the central property (T)
is established for the dual of SUq(n) (0 < q < 1 and n ≥ 3 an odd integer).
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2 Representation theory for subfactors
Let N ⊂ M be an extremal4 subfactor. We denote by M eN Mop the symmetric enveloping
algebra in the sense of [P94a, P99]. We call M⊗Mop ⊂MeNMop the SE-inclusion associated
with the extremal subfactor N ⊂M . We often denote T := M ⊗Mop and S = M eN Mop.
Definition 2.1. Let N ⊂ M be an extremal subfactor with associated SE-inclusion T ⊂ S.
An SE-correspondence of N ⊂ M is a Hilbert S-bimodule SHS that is generated by T -central
vectors.
More precisely, to every S-bimodule SHS, we associate the space of T -central vectors HT :=
{ξ ∈ H | ∀x ∈ T : xξ = ξx}. We call SHS an SE-correspondence of N ⊂ M if the linear span
of SHTS is dense in H.
The trivial SE-correspondence of N ⊂M is given by the S-bimodule SL2(S)S, while the coarse
SE-correspondence of N ⊂M is given by the S-bimodule SL2(S)⊗T L2(S)S.
Let ξ0 ∈ HT be a unit vector. Since ξ0 is T -central, the state x 7→ 〈xξ0, ξ0〉 on S is T -
central. By [P99, Proposition 2.6], the inclusion T ⊂ S is irreducible and we conclude that
〈xξ0, ξ0〉 = τ(x) = 〈ξ0x, ξ0〉 for all x ∈ S. So, there is a unique normal, completely positive,
unital, trace preserving, T -bimodular map ψ : S → S satisfying
〈xξ0y, ξ0〉 = τ(xψ(y)) for all x, y ∈ S . (2.1)
Conversely, every normal, T -bimodular, completely positive map ψ : S → S gives rise to an
SE-correspondence SHS of the subfactor N ⊂M and a T -central vector ξ0 ∈ HT such that (2.1)
holds. So, these T -bimodular completely positive maps play the role of functions of positive
type on a group. In a similar way, we have the analogue of completely bounded multipliers.
Definition 2.2. Let N ⊂ M be an extremal subfactor with associated SE-inclusion T ⊂ S.
We call SE-multiplier of N ⊂ M every normal T -bimodular linear map ψ : S → S. When
moreover ψ is completely positive, resp. completely bounded, we call ψ a cp SE-multiplier,
resp. cb SE-multiplier of N ⊂M .
We call SHS a cyclic SE-correspondence if there exists a single vector ξ0 ∈ HT such that
the linear span of Sξ0S is dense in H. By the discussion above, we see that there is a natural
correspondence between cyclic SE-correspondences of N ⊂M and cp SE-multipliers of N ⊂M .
It turns out that the SE-correspondences of a subfactor can be exactly described by the repre-
sentations of an associated universal C∗-algebra that we construct now.
Given a finite index subfactor N ⊂M with Jones tower N ⊂M ⊂M1 ⊂M2 ⊂ · · · , we consider
the C∗-tensor category C of all M -bimodules that are isomorphic to a finite direct sum of M -
subbimodules of ML
2(Mn)M for some n. We denote by Irr(C) the set of equivalence classes of
irreducible M -bimodules in C. We define C[C] to be the fusion ∗-algebra of C : the free vector
space with basis Irr(C), ∗-operation given by taking the adjoint bimodule and product given
by the fusion rules.
Assume now that N ⊂ M is extremal and consider the associated SE-inclusion T ⊂ S. By
[P99, Theorem 4.5], we can uniquely decompose the T -bimodule L2(S) into a direct sum of
irreducible T -subbimodules (Lpi)pi∈Irr(C) labeled by the elements of Irr(C) such that Lpi ∼= pi⊗piop
4Recall that a finite index subfactor N ⊂ M is called extremal if the Jones projection eN ∈ M1 = 〈M, eN 〉
satisfies EM′∩M1(eN ) = [M : N ]
−11, see [P92, 1.2.5]. Also note that all irreducible subfactors are extremal.
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as M ⊗Mop-bimodules. Every T -bimodule Lpi appears with multiplicity 1 in L2(S). Because
N ⊂M is extremal, all bimodules pi ∈ C have equal left and right M -dimension that we denote
as d(pi).
Theorem 2.3. Let N ⊂ M be an extremal subfactor with associated SE-inclusion T ⊂ S and
category of M -bimodules C. For every SE-correspondence SHS of N ⊂ M , the linear map
uniquely defined by
Θ : C[C]→ B(HT ) : Θ(pi)(ξ) = 1
d(pi)
∑
i
miξm
∗
i for all pi ∈ Irr(C)
where mi ∈ S is an orthonormal basis of Lpi as a right T -module,
(2.2)
is a unital ∗-representation of C[C] on the Hilbert space HT of T -central vectors and satisfies
‖Θ(α)‖ ≤ d(α) for all α ∈ C.
Let SHS and SH′S be two SE-correspondences of N ⊂ M with associated ∗-representations
Θ and Θ′ of C[C]. The map from Mor(SHS, SH′S) to Mor(Θ,Θ′) given by restricting an S-
bimodular bounded operator V : H′ → H to the subspace H′T ⊂ H′ is a bijective, isometric
map.
In particular, SHS and SH′S are unitarily conjugate as S-bimodules if and only if the ∗-
representations Θ and Θ′ are unitarily equivalent.
Before proving Theorem 2.3, we define the universal C∗-algebra of a subfactor N ⊂ M and
make a few remarks. Since ‖Θ(pi)‖ ≤ d(pi) for all pi ∈ Irr(C), the following definition makes
sense.
Definition 2.4. Let N ⊂M be an extremal subfactor with associated SE-inclusion T ⊂ S and
category of M -bimodules C. We call a ∗-representation of C[C] on a Hilbert space admissible
if it is unitarily conjugate to the ∗-representation associated with an SE-correspondence SHS
of N ⊂M as in Theorem 2.3.
We define the universal C∗-algebra Cu(N ⊂ M) as the completion of C[C] with respect to a
universal admissible representation of C[C].
In Section 4, we will see that Cu(N ⊂M) can be defined intrinsically in terms of the C∗-tensor
category C.
Remark 2.5. It is now straightforward to also define the Fell topology on SE-correspondences
in such a way that it coincides with the usual Fell topology on the representations of the
C∗-algebra Cu(N ⊂ M). More concretely, for all T -central unit vectors ξ ∈ H, we consider
the (unital, trace preserving) normal cp T -bimodular map ψξ : S → S given by τ(xψξ(y)) =
〈xξy, ξ〉. We call these maps ψξ the coefficients of SHS. Given two SE-correspondences SHS
and SH′S, we say that H is weakly contained in H′ if every coefficient of H can be approximated,
in the pointwise ‖ · ‖2-topology, by convex combinations of coefficients of H′.
Denote by Θ,Θ′ the ∗-representations associated with H,H′ as in Theorem 2.3. One checks
as follows that H is weakly contained in H′ if and only if Θ is weakly contained in Θ′, i.e.
‖Θ(x)‖ ≤ ‖Θ′(x)‖ for all x ∈ C[C]. If ξ ∈ H, ξi ∈ H′ are T -central vectors and λi ∈ [0, 1] with∑
i λi = 1, it follows from Lemma 2.8 below that∥∥ψξ(y)−∑
i
λiψξi(y)
∥∥2
2
=
∑
α∈Irr(C)
‖yα‖22
1
d(α)2
∣∣〈Θ(α)ξ, ξ〉 −∑
i
λi〈Θ′(α)ξi, ξi〉
∣∣2 ,
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where we use the decomposition y =
∑
α yα with yα ∈ Lα. We conclude that H is weakly con-
tained inH′ if and only if all coefficients of Θ (in the usual sense) can be pointwise approximated
by convex combinations of coefficients of Θ′.
Remark 2.6. For a diagonal (locally trivial) subfactor N ⊂M associated with an outer action
of a countable group G y M and a finite generating set of G (see [P92, Section 5.1.5]), by
[P99, Theorem 3.3], we can identify S ∼= T o G where G y T = M ⊗Mop is the diagonal
action. We can further identify Irr(C) ∼= G and C[C] ∼= C[G]. Clearly, every ∗-representation of
C[G] is admissible and Cu(N ⊂M) ∼= C∗(G), the full C∗-algebra of G.
In general however, not all ∗-representations of C[C] need be admissible. In particular, when
N ⊂ M is an A∞ subfactor with index λ−1 = [M : N ] ≥ 4, we can identify C[C] with
the polynomial ∗-algebra C[X] with X∗ = X. The M -bimodule L2(M1) corresponds to the
monomial X. For every t ∈ R, we consider the one-dimensional ∗-representation t : C[X] →
C : t(P ) = P (t). If t is admissible, we must have
|t| = |t(L2(M1))| ≤ d(L2(M1)) = λ−1 .
So already here, we get that t is not admissible for |t| > λ−1. In Section 7, we will see that t
is admissible if and only if t ∈ [0, λ−1], so that (t)t∈[0,λ−1] is the complete list of all irreducible
admissible representations of C[C] and Cu(N ⊂ M) ∼= C([0, λ−1]). We also refer to Section 10
for a more complete discussion.
Remark 2.7. Let N ⊂ M be a finite index subfactor that is not necessarily extremal. As
above, consider the associated C∗-tensor category C of M -bimodules. For every α ∈ C, we
denote by dl(α) the dimension of α as a left M -module and by dr(α) the dimension of α as a
right M -module.
We can still define an SE-inclusion T ⊂ S with T ∼= M ⊗Mop, but S is no longer tracial.
We will rather have a natural almost periodic normal faithful state ω on S whose modular
group is described in terms of the ratios dl(α)/dr(α), α ∈ Irr(C). It is possible to repeat the
construction of [P94a, P99] and define S through a universal property, generated by M ⊗Mop
and a projection that is the Jones projection for both N ⊂ M and Nop ⊂ Mop. Instead,
since this is useful for us later anyway, we sketch how to adapt the categorical construction of
[LR94, M99] to the non-extremal setting.
This construction actually makes sense for an arbitrary full C∗-tensor subcategory C of the
category of finite index M -bimodules. We choose a set of representatives Hα for all α ∈ Irr(C).
We fix anti-unitary operators jα : Hα → Hα for all α ∈ Irr(C) satisfying jα(xξy) = y∗jα(ξ)x∗
for all x, y ∈ M , ξ ∈ Hα. Note that jα is uniquely determined up to multiplication by
a scalar of modulus one. For all η ∈ C, γ ∈ Irr(C) and V,W ∈ Mor(η, γ), we have that
W ∗V ∈ End(γ) = C1. In this way, we can view Mor(η, γ) as a finite-dimensional Hilbert
space with scalar product W ∗V = 〈V,W 〉 1. Denote by H0α ⊂ Hα the subspace of M -bounded
vectors. Define the vector space S0 as the algebraic direct sum
S0 =
⊕
α∈Irr(C)
(H0α ⊗alg H0α) .
Denote by δα : H0α ⊗alg H0α → S0 the embedding as the α’th direct summand. Using an
orthonormal basis (onb) of the Hilbert space Mor(α ⊗ β, γ), we define a multiplication on S0
by
δα(ξ ⊗ µ) δβ(ξ′ ⊗ µ′) =
∑
γ∈Irr(C),i,Vi onb Mor(α⊗β,γ)
δγ
(
V ∗i (ξ ⊗M ξ′) ⊗ V ∗i (µ⊗M µ′)
)
.
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Note that we sum only finitely many terms, since only those γ ∈ Irr(C) that arise as a submodule
of α⊗ β contribute to the sum. Also note that the definition of the product is independent of
the choice of bases Vi. In this way, one gets the following formula, implying the associativity
of the product:
δα(ξ ⊗ µ) δβ(ξ′ ⊗ µ′) δγ(ξ′′ ⊗ µ′′)
=
∑
η∈Irr(C),i,Vi onb Mor(α⊗β⊗γ,η)
δη
(
V ∗i (ξ ⊗M ξ′ ⊗M ξ′′) ⊗ V ∗i (µ⊗M µ′ ⊗M µ′′)
)
.
We also define a ∗-operation on S0 given by δα(ξ⊗µ)∗ = δα(jα(ξ)⊗jα(µ)). Since jα is uniquely
determined up to a scalar of modulus one, also the ∗-operation is independent of all choices
and turns S0 into a unital ∗-algebra. The map a⊗ bop 7→ δε(a⊗ b∗) identifies M ⊗alg Mop with
a ∗-subalgebra of S0.
Finally define the linear functional ω : S0 → C given by
ω(δα(ξ ⊗ µ)) = 0 if α 6= ε and ω(a⊗ b) = τ(a) τ(b) for all a, b ∈M .
A direct computation yields, for all x, y ∈ S0,
ω(y∗x) =
∑
α∈Irr(C)
dr(α)
−1〈xα, yα〉 and
ω(xy∗) =
∑
α∈Irr(C)
dl(α)
−1〈xα, yα〉 .
Denote by K the Hilbert space completion of S0 with respect to the scalar product 〈x, y〉 =
ω(y∗x). Using that the vectors in H0α are bounded, one checks that both the left and right
multiplication by elements in S0 extend to bounded operators on K. We define S as the von
Neumann algebra generated by left multiplication operators on K. By construction, K =⊕
α∈Irr(C)(Hα ⊗ Hα). Therefore, the embedding of M ⊗alg Mop into S0 extends to a normal
embedding of T := M ⊗Mop into S. The functional ω on S0 extends to a normal faithful state
on S whose restriction to T equals the trace and whose modular automorphism group satisfies
σϕt (δα(ξ ⊗ µ)) =
(dr(α)
dl(α)
)it
δα(ξ ⊗ µ)
for all α ∈ Irr(C) and ξ, µ ∈ H0α.
Note that by construction T ′ ∩ S = C1 and as a T -bimodule, L2(S) the direct sum of the
T -bimodules Hα ⊗Hα, each appearing with multiplicity one.
So far, the construction of the SE-inclusion T ⊂ S made sense for an arbitrary full C∗-tensor
subcategory C of the category of finite index M -bimodules. Now assume that C is the category
generated by a finite index subfactor N ⊂ M . Putting M−1 := N , M0 := M and choosing a
tunnel · · · ⊂M−2 ⊂M−1 ⊂M0, we can identify in the following way
(1⊗Mop−n)′ ∩ S ∼= Mn and (M−n ⊗ 1)′ ∩ S ∼= Mopn .
To every bounded vector ξ ∈ H0α are associated the bounded linear operators
Lξ : L
2(M)→ Hα : Lξ(x) = ξx and Rξ : L2(M)→ Hα : Rξ(x) = xξ .
It is then straightforward to check that
Γ : S0 → B(L2(M)) : Γ(δα(ξ ⊗ µ)) = R∗µLξ
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is a unital ∗-homomorphism. Of course, Γ is by no means normal on S. But, the restriction of
Γ to (1⊗Mop−n)′ ∩ S0 = (1⊗Mop−n)′ ∩ S is a normal ∗-isomorphism of (1⊗Mop−n)′ ∩ S onto Mn,
the latter being realized as the commutant of the right M−n-action on L2(M).
We continue to view Mn as the commutant of the right M−n action on L2(M). Denote by
τ the unique normalized trace on Mn. Then, there is a unique positive invertible operator
Qn ∈ Z(M ′−n ∩M) such that τ(Ja∗J) = τ(aQn) for all a ∈ M ′−n ∩M . One of the equivalent
characterizations of extremality amounts to all Qn being equal to 1. In general, we define the
normal faithful state ωn on Mn by the formula ωn(x) = τ(aJQ
−1
n J). We then have
ωn(Γ(x)) = ω(x) for all x ∈ (1⊗Mop−n)′ ∩ S .
It is possible to define SE-correspondences of an arbitrary finite index subfactor in terms of S-
bimodules generated by T -central vectors, and to define the universal C∗-algebra Cu(N ⊂M).
We do not go further into this since in Section 3, we will define these concepts in even greater
generality, for abstract rigid C∗-tensor categories.
We now prove Theorem 2.3. As above, we decompose L2(S) into the direct sum of the ir-
reducible T -bimodules (Lpi)pi∈Irr(C). We denote by L0pi ⊂ Lpi the space of T -bounded vectors.
Since T ⊂ S is irreducible, we have that L0pi = Lpi ∩ S.
Lemma 2.8. Let N ⊂ M be an extremal subfactor with associated SE-inclusion T ⊂ S. Let
SHS be an SE-correspondence of N ⊂ M and denote by HT ⊂ H the subspace of T -central
vectors. Denote by pT : H → HT the orthogonal projection of H onto HT . Using the notation
of (2.2), we get
pT (xξy
∗) =
τ(xy∗)
d(α)
Θ(α)ξ for all α, β ∈ Irr(C) , x ∈ L0α , y ∈ L0β , ξ ∈ HT .
In particular, pT (xξy
∗) = 0 when α 6= β.
Proof. Fix ξ ∈ HT and α, β ∈ Irr(C). We claim that the linear map
V : L0α ⊗T L0β → H : x⊗ y∗ 7→ xξy∗
extends to a T -bimodular bounded operator V : Lα⊗T Lβ → H. We may assume that ‖ξ‖ = 1.
Then, x 7→ 〈xξ, ξ〉 is a normal T -central state on S. Since T ′ ∩S = C1, it is equal to the trace.
Therefore, there is a unique isometry W : Lα → H satisfying W (x) = xξ for all x ∈ L0α. Take
an orthonormal basis (vi)i=1,...,n of Lβ as a right T -module. Note that vi ∈ L0β. For every i, we
have the bounded operator Li : Lα → Lα ⊗T Lβ : Li(x) = x⊗T v∗i . Using that ξ is T -central,
we find that
V (µ) =
n∑
i=1
(
W (L∗i (µ))
)
v∗i for all µ ∈ L0α ⊗T L0β ,
so that indeed, V is bounded.
For every η ∈ HT , we define the bounded T -bimodular map Vη : L2(T ) → H : Vη(x) = xη for
all x ∈ T . So, for every η ∈ HT , we get that
V ∗η V : Lα ⊗T Lβ → L2(T )
is a bounded T -bimodular operator with ‖V ∗η V ‖ ≤ ‖η‖ ‖V ‖. When α 6= β, Mor(α⊗β, ε) = {0}
and we conclude that V ∗η V = 0 for all η ∈ HT . This implies that pT ◦ V = 0, meaning that
pT (xξy
∗) = 0 for all x ∈ L0α, y ∈ L0β.
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When α = β, we find that all V ∗η V are a scalar multiple of the canonical T -bimodular map
s∗α : Lα ⊗T Lβ → L2(T ). By Riesz’ theorem, we find ξ0 ∈ HT such that V ∗η V = 〈ξ0, η〉 s∗α for
all η ∈ HT . This formula says that
〈xξy∗, η〉 = τ(xy∗) 〈ξ0, η〉 for all x, y ∈ L0α , η ∈ HT . (2.3)
Let (wj) be an orthonormal basis of Lα as a right T -module. We get that
〈Θ(α)ξ, η〉 = 1
d(α)
∑
j
〈wjξw∗j , η〉 =
∑
j
τ(wjw
∗
j )
d(α)
〈ξ0, η〉 = d(α) 〈ξ0, η〉
for all η ∈ HT , where we used that the dimension of Lα as a T -module equals d(α)2. This
means that ξ0 = d(α)
−1Θ(α)ξ. Then (2.3) becomes
pT (xξy
∗) =
τ(xy∗)
d(α)
Θ(α)ξ for all x, y ∈ L0α .
Proof of Theorem 2.3. Let α ∈ Irr(C) and choose an orthonormal basis vi ∈ L0α of Lα as a right
T -module. Using the trace preserving conditional expectation E : S → T , we get for all x ∈ T
and ξ ∈ HT that
x
∑
i
viξv
∗
i =
∑
i,j
vjE(v
∗
jxvi)ξv
∗
i =
∑
i,j
vjξE(v
∗
jxvi)v
∗
i =
∑
j
vjξv
∗
j x .
So, Θ(α)ξ ∈ HT . Also, for all ξ, η ∈ HT , we have that ‖yξ‖ = ‖y‖2 ‖ξ‖ and ‖ηy‖ = ‖y‖2 ‖η‖
for all y ∈ S. Therefore, using that the dimension of Lα as a T -module is d(α)2, we get that
|〈Θ(α)ξ, η〉|2 ≤ 1
d(α)2
(∑
i
|〈viξ, ηvi〉|
)2 ≤ 1
d(α)2
(∑
i
‖viξ‖2
) (∑
i
‖ηvi‖2
)
=
1
d(α)2
(∑
i
‖vi‖22
)2 ‖ξ‖2 ‖η‖2 = d(α)2 ‖ξ‖2 ‖η‖2 .
We conclude that Θ(α) is a bounded operator on HT with ‖Θ(α)‖ ≤ d(α).
Fix a nonzero element x ∈ L0α. Using Lemma 2.8, we get for all ξ, η ∈ HT that
‖x‖22 〈Θ(α)ξ, η〉 = d(α) 〈pT (xξx∗), η〉 = d(α) 〈xξx∗, η〉
= d(α) 〈ξ, pT (x∗ηx)〉 = ‖x‖22 〈ξ,Θ(α)η〉 .
So, Θ(α)∗ = Θ(α).
Finally, fix α, β ∈ Irr(C). Denote by H0α ⊂ Hα and H0β ⊂ Hβ the subspaces of M -bounded
vectors. Choose orthonormal bases ai ∈ H0α and bj ∈ H0β for Hα and Hβ as right M -modules.
Using the notation of Remark 2.7, the elements
√
d(α)δα(ai1 ⊗ ai2) form an orthonormal basis
of Lα as a right T -module. Similarly,
√
d(β)δβ(bj1 ⊗ bj2) is an orthonormal basis of Lβ. We
conclude that for all ξ ∈ HT ,
Θ(α)(Θ(β)ξ) =
∑
i1,i2,j1,j2
δα(ai1 ⊗ ai2) δβ(bj1 ⊗ bj2) ξ δβ(bj1 ⊗ bj2)∗ δα(ai1 ⊗ ai2)∗ .
10
For every γ ∈ Irr(C) that appears as an M -subbimodule of α⊗ β, we fix an orthonormal basis
Vγ,k for Mor(α⊗ β, γ) with k = 1, . . . ,mult(γ, α⊗ β). Using the formula for the product in S
as explained in Remark 2.7, we get that
Θ(α)(Θ(β)ξ) =
∑
γ1,γ2∈Irr(C),k1,k2
∑
i1,i2,j1,j2
δγ1
(
V ∗γ1,k1(ai1 ⊗M bj1)⊗ V ∗γ1,k1(ai2 ⊗M bj2)
)
ξ
δγ2
(
V ∗γ2,k2(ai1 ⊗M bj1)⊗ V ∗γ2,k2(ai2 ⊗M bj2)
)∗
. (2.4)
Note that (ai ⊗M bj)i,j is an orthonormal basis of Hα ⊗M Hβ as a right M -module. Fix
orthonormal bases (cγ,l)l for Hγ as a right M -module. Then also dγ,k,l := Vγ,k(cγ,l) indexed by
γ, k, l is an orthonormal basis of Hα ⊗M Hβ. Since V ∗γ,k is M -bimodular and ξ is T -central, we
can make a change of basis and get, for every fixed γ1, γ2 ∈ Irr(C) and k1, k2 that∑
i1,i2,j1,j2
δγ1
(
V ∗γ1,k1(ai1 ⊗M bj1)⊗ V ∗γ1,k1(ai2 ⊗M bj2)
)
ξ
δγ2
(
V ∗γ2,k2(ai1 ⊗M bj1)⊗ V ∗γ2,k2(ai2 ⊗M bj2)
)∗
=
∑
γ3,γ4∈Irr(C),k3,k4,l1,l2
δγ1
(
V ∗γ1,k1(dγ3,k3,l1)⊗ V ∗γ1,k1(dγ4,k4,l2)
)
ξ
δγ2
(
V ∗γ2,k2(dγ3,k3,l1)⊗ V ∗γ2,k2(dγ4,k4,l2)
)∗
= δγ1,γ2 δk1,k2
∑
l1,l2
δγ1(cγ1,l1 ⊗ cγ1,l2) ξ δγ1(cγ1,l1 ⊗ cγ1,l2)∗
= δγ1,γ2 δk1,k2 Θ(γ1)ξ .
In combination with (2.4) and using that we sum over mult(γ, α⊗ β) indices k, we get that
Θ(α)(Θ(β)ξ) =
∑
γ∈Irr(C)
mult(γ, α⊗ β) Θ(γ)ξ = Θ(αβ)ξ .
So we have proved that Θ is a ∗-representation of C[C] on HT .
It remains to prove that if SHS and SH′S are SE-correspondences of N ⊂ M with associated
∗-representations Θ and Θ′ given by (2.2), then the map Ψ : Mor(SHS, SH′S) → Mor(Θ,Θ′)
given by restricting an S-bimodular bounded operator V : H′ → H to the subspace H′T ⊂ H′
of T -central vectors is bijective and isometric.
Using the direct sum of H and H′, we may assume that H = H′ and we have to prove that
Ψ is an isomorphism of the von Neumann algebra End(SHS) onto the von Neumann algebra
End(Θ). It is clear that Ψ is a well defined normal ∗-homomorphism. Since the linear span of
SHTS is assumed to be dense in H, we get that Ψ is injective. To check the surjectivity of Ψ,
it then suffices to show that every projection p0 ∈ End(Θ) belongs to the image of Ψ. Denote
by H0 ⊂ HT the image of p0. Define the S-subbimodule H1 ⊂ H as the closed linear span
of SH0S. Denote by p1 ∈ End(SHS) the projection of H onto H1. It suffices to prove that
Ψ(p1) = p0. This means that we have to show that p1(ξ) ∈ H0 for every ξ ∈ HT .
For every ξ ∈ HT , we have that p1(ξ) is a T -central vector in H1. So, p1(ξ) ∈ pT (H1). Since
Θ(α)H0 ⊂ H0 for all α ∈ Irr(C), it follows from Lemma 2.8 that pT (H1) ⊂ H0. So p1(ξ) ∈ H0
and the theorem is proved.
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Remark 2.9. A first attempt at defining a representation theory for II1 subfactors of finite
index and their standard invariants (λ-lattices5) was given in [P94a]–[P99]. It combined the
idea that the representation theory of a “group-like” object G that can act outerly on a factor
Q is the same as the representation theory of the inclusion Q ⊂ Q o G = P , with the fact
that for an extremal subfactor of finite index N ⊂ M with standard invariant G, the natural
crossed product construction by G was found to be the SE-inclusion M ⊗Mop ⊂M eN Mop.
(Following [P86], by a representation of an inclusion Q ⊂ P , we mean a “pointed” version of
Connes’ correspondences, namely a Hilbert P -bimodule with a cyclic, Q-central vector, while
the associated “positive definite functions” are the normal Q-bimodular cp maps on P ).
Thus, with the above terminology, the representations of N ⊂ M are defined to be its SE-
correspondences (with the cp SE-multipliers being the analogue of positive definite functions),
and the representations of an abstract λ-lattice G are the SE-correspondences of a subfactor
N ⊂ M that has G as standard invariant. By [P94b], one can associate to G a canonical
subfactor N ⊂ M with GN,M = G (e.g., by taking the “initial data” in the amalgamated free
product construction of [P94b] to always be the free group factor L(F∞)), thus making this
well defined. Instead in [P99, Section 9], one proves that there is an equivalence between the
SE-correspondences (and cp SE-multipliers) of any two subfactors N ⊂M that have the same
standard invariant G, thus allowing to define the representations of G as the equivalence class
of these objects.
However, this definition of a representation of an abstract λ-lattice G is not entirely satisfactory,
as it is not canonical and is not intrinsic in terms of G, requiring permanently to go back to a
“supporting subfactor” whenever used.
Nevertheless, due to the equivalence between the cp SE-multipliers of any two subfactors having
the same standard invariant, established in [P99, Section 9], the approach in [P99] allowed
defining several rigidity and approximation properties for λ-lattices, that we recall below.
Thus, we fix an extremal subfactor N ⊂M with standard invariant GN,M = G and SE-inclusion
T ⊂ S. We say that a net of cb SE-multipliers ψn : S → S converges pointwise to the identity
if limn ‖ψn(x) − x‖2 = 0 for all x ∈ S. We say that ψn converges uniformly to the identity if
limn(sup‖x‖≤1 ‖ψn(x) − x‖2) = 0. Finally, we say that ψn has finite rank if ψn(S) is a finitely
generated T -bimodule.
1. The λ-lattice G is amenable if and only if there exists a net of cp SE-multipliers ψn that
converges to the identity pointwise and such that every ψn has finite rank. This is not the
usual definition of amenability (see [P92, P94a] and [P99, Theorem 5.3]), but we will explain
in Propositions 5.2 and 5.3 why this is an equivalent definition.
2. In [P99, Section 9], the λ-lattice G is said to have property (T) if the following holds:
whenever a net of cp SE-multipliers ψn converges to the identity pointwise, it must converge
to the identity uniformly.
3. In [P01, Remark 3.5.5], the λ-lattice G is said to have the Haagerup property if there exists
a net of cp SE-multipliers ψn that converges to the identity pointwise and such that every
ψn, viewed as an element of T
′ ∩ 〈S, eT 〉, belongs to the compact ideal space given as the
norm closed linear span of SeTS.
5Recall that a λ-lattice is a system of multimatrix algebras (Anm)0≤n≤m, together with natural inclusions
Anm ⊂ Aab if a ≤ n ≤ m ≤ b, containing Jones projections, equipped with tracial states and satisfying the
axioms [P94b, 1.1.1–3 and 2.1.1]. Also note that the terminology used in [P94b] is “standard λ-lattice”, but we
use the shorter terminology λ-lattice throughout this paper.
12
4. It has been shown in [Br14] that the proof in [P99] of the equivalence between cp SE-
multipliers of any two subfactors with the same invariant G, works equally well to derive the
equivalence between their cb SE-multipliers. Using this, in [Br14], the λ-lattice G is called
weakly amenable if there exists a net of cb SE-multipliers ψn that converges to the identity
pointwise, such that every ψn has finite rank and such that lim supn ‖ψn‖cb < ∞. The
smallest possible value of lim supn ‖ψn‖cb is called the Cowling-Haagerup constant Λ(GN,M ).
If Λ(GN,M ) = 1, we say that the λ-lattice has the complete metric approximation property.
In the next section, we will see how to define these rigidity and approximation properties for a
λ-lattice G intrinsically in terms of G, by a direct analogy with group theory, via appropriate
notions of representations and positive definite functions of G. We will in fact also define these
properties for arbitrary rigid C∗-tensor categories.
3 Multipliers on λ-lattices and C∗-tensor categories
Let N ⊂M be a finite index subfactor and consider the Jones tower N ⊂M ⊂M1 ⊂M2 ⊂ · · · .
We write M0 = M and M−1 = N . Choosing a tunnel
· · · ⊂M−2 ⊂M−1 ⊂M0 ⊂M1 ⊂ · · · ,
we define the extended standard invariant G˜N,M as (M ′n∩Mm)n≤m, which can be viewed as the
quantum double of GN,M , in the same way as we viewed the SE-inclusionM⊗Mop ⊂MeNMop
as the quantum double of N ⊂M . By [PP84, Corollary 1.8], the extended standard invariant
does not depend on the choice of the tunnel.
Abstractly, an extended λ-lattice is defined in exactly the same way as a λ-lattice [P94b] (note
that in [P94b], the terminology used is standard λ-lattice, but we use the shorter terminology
λ-lattice and extended λ-lattice throughout our paper) : it is a system of multimatrix algebras
(Anm)n≤m, together with natural inclusions Anm ⊂ Aab if a ≤ n ≤ m ≤ b, containing Jones
projections, equipped with tracial states and satisfying the axioms [P94b, 1.1.1–3 and 2.1.1]
with the only difference being that the indices range over Z rather than N.
We now define multipliers (of positive type, completely bounded) of an abstract extended
λ-lattice G˜. In Proposition 3.3, we will see that in the case where G˜ is the extended standard
invariant of an extremal subfactor N ⊂ M , then there is a natural bijective correspondence
between multipliers of the extended λ-lattice G˜ and SE-multipliers of N ⊂ M in the sense of
Definition 2.2.
Definition 3.1. A multiplier of an extended λ-lattice G˜ = (Anm)n≤m is a family of linear maps
θn,m : Anm → Anm for all n ≤ 0 ≤ m ,
that are An0 ∨A0m-bimodular and that are compatible with the inclusions Anm ⊂ Aab if a ≤ n
and b ≥ m.
The multiplier θ is said to be of positive type if all θn,m are completely positive maps. We then
say that θ is a cp-multiplier of G˜.
The multiplier θ is said to be completely bounded if ‖θ‖cb := supn,m ‖θn,m‖cb < ∞. We then
say that θ is a cb-multiplier of G˜.
Note that every cp-multiplier is completely bounded with ‖θ‖cb = ‖θn,m(1)‖ for all n,m.
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Remark 3.2. Let G = (Anm)0≤n≤m be an abstract λ-lattice. We have the natural shift
maps σa : Anm → An+a,m+a that are bijective isomorphisms for a even and bijective anti-
isomorphisms for a odd. Therefore, we can canonically associate an extended λ-lattice G˜ =
(Anm)n≤m to G, as follows. As algebras, we define Anm ∼= A0,−n+m if n is even and Anm =
Aop0,−n+m if n is odd, but we use the shift (anti)-isomorphisms to define the inclusions Anm ⊂ Aab
when a ≤ n ≤ m ≤ b.
Therefore, Definition 3.1 provides an intrinsic definition of cp-multipliers and cb-multipliers for
an abstract λ-lattice G.
Denote by A−∞,+∞ the tracial von Neumann algebra given as the direct limit of all Anm when
n→ −∞ and m→ +∞. We similarly define A−∞,0 and A0,+∞. We write T0 := A−∞,0∨A0,+∞
and S0 := A−∞,+∞. A multiplier θ is called finitely supported if there exist n0 ≤ m0 such that
for all n ≤ m, we have θ(Anm) ⊂ T0An0,m0T0. A cp-multiplier θ is called c0 if, viewed as an
element of 〈S0, eT0〉, θ belongs to the norm closure of S0eT0S0.
We can now copy the end of Remark 2.9 and define, mutatis mutandis, (weak) amenability, the
Haagerup property, CMAP and property (T) directly for the λ-lattice G. All this will become
more transparent in this and following sections, using the language of C∗-tensor categories.
Let N ⊂ M be an extremal subfactor. We denote by M∞ the direct limit II1 factor M ⊂
M1 ⊂M2 ⊂ · · · ⊂M∞. We view all relative commutants M ′n ∩Mm as subalgebras of M∞. As
in Section 2, we denote by M eN Mop the symmetric enveloping algebra. We have a natural
inclusion M∞ ⊂M eN Mop so that again, all relative commutants M ′n ∩Mm are subalgebras
of M eN Mop in a natural way.
Proposition 3.3. Let N ⊂M be an extremal subfactor of finite index [M : N ] = λ−1. Denote
by Anm = M
′
n ∩Mm the associated extended λ-lattice.
By restricting maps on M eN Mop to M∞ and then to Anm, we obtain a bijective, ‖ · ‖cb-
preserving correspondence between
• cp SE-multipliers, resp. cb SE-multipliers, on the subfactor N ⊂M in the sense of Definition
2.2,
• completely positive, resp. completely bounded, normal linear maps ψ : M∞ → M∞ that are
M ∨ (M ′ ∩M∞)-bimodular and that satisfy ψ(Mn) ⊂Mn for all n ≥ 0,
• cp-multipliers, resp. cb-multipliers on the extended λ-lattice (Anm)n≤m.
Before proving this proposition, we look closer into the structure of multipliers on an extended
λ-lattice.
The extended standard invariant (M ′n ∩Mm)n≤m can be interpreted as follows in the language
of C∗-tensor categories. In the same way as at the end of Section 2, we consider the category C
of all M -bimodules that are isomorphic to a finite direct sum of M -subbimodules of ML
2(Mn)M
for some n. For every n ≥ 1, we identify
L2(Mn) ∼= L2(M1)⊗M · · · ⊗M L2(M1)︸ ︷︷ ︸
n factors
.
We also have that
M ′−2n ∩M2n ∼= End
(
ML
2(Mn)⊗M L2(Mn)M
)
(3.1)
and under this isomorphism M ′−2n ∩M corresponds to End(ML2(Mn)M)⊗ 1, while M ′ ∩M2n
corresponds to 1⊗ End(ML2(Mn)M).
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The category C of M -bimodules generated by a finite index subfactor N ⊂ M is a rigid C∗-
tensor category. Entirely similarly as in Definition 3.1, we can then define multipliers, as well
as cp- and cb-multipliers, on a general rigid C∗-tensor category.
Definition 3.4. A multiplier on a rigid C∗-tensor category C is a family of linear maps
θα,β : End(α⊗ β)→ End(α⊗ β) for all α, β ∈ C
that satisfy the following compatibility conditions.
θα2,β2(UXV
∗) = U θα1,β1(X)V
∗ ,
θα2⊗α1,β1⊗β2(1⊗X ⊗ 1) = 1⊗ θα1,β1(X)⊗ 1 ,
(3.2)
for all αi, βi ∈ C and all X ∈ End(α1⊗β1) and U, V ∈ Mor(α2, α1)⊗Mor(β2, β1). In particular,
all θα,β are (End(α)⊗ End(β))-bimodular
The multiplier θ is said to be of positive type if all θα,β are completely positive maps. We then
call θ a cp-multiplier.
The multiplier θ is said to be completely bounded if ‖θ‖cb := supα,β∈C ‖θα,β‖cb <∞. We then
call θ a cb-multiplier.
Proposition 3.5. Let N ⊂ M be an extremal subfactor of index [M : N ] = λ−1. Denote
by Anm = M
′
n ∩Mm the associated extended λ-lattice, and by C the category of M -bimodules
generated by N ⊂M as above.
There is a unique bijective correspondence between multipliers on (Anm) (in the sense of Def-
inition 3.1) and multipliers on C (in the sense of Definition 3.4) that is compatible with the
isomorphism (3.1). This bijective correspondence preserves being of positive type, being com-
pletely bounded, and the ‖ · ‖cb-norm.
Proof. First assume that θnm is a multiplier on the λ-lattice (Anm). Given α, β ∈ C, we can
choose n large enough and projections p, q ∈ End(ML2(Mn)M) such that α ∼= pL2(Mn) and
β ∼= qL2(Mn) as M -bimodules. Using (3.1), we can then view p ∈ A−2n,0, q ∈ A0,2n and
End(α⊗ β) ∼= pqA−2n,2npq. We define θα,β by restricting θ−2n,2n. It is easy to check that θα,β
is an unambiguously defined multiplier.
Conversely, assume that θα,β is a multiplier on C. By (3.1), we get the system of maps θ−2n,2n
on A−2n,2n that are A−2n,0 ∨ A0,2n-bimodular. We must show that θ−2n,2n(Aab) ⊂ Aab for all
−2n ≤ a ≤ 0 ≤ b ≤ 2n. Once this is proved, we obtain an unambiguously defined multiplier on
the λ-lattice (Anm). Take x ∈ Aab. We have to prove that y := θ−2n,2n(x) belongs to Aab. The
inclusion Mb ⊂M2n ⊂M4n−b is a basic construction. Denote by e ∈M4n−b the corresponding
Jones projection. Note that e ∈ A0,4n and that xe = ex. We therefore get that
ye = θ−4n,4n(x) e = θ−4n,4n(xe) = θ−4n,4n(ex) = ey .
It follows that y ∈Mb. Similarly exploiting the basic construction M−4n−a ⊂M−2n ⊂Ma, we
get that y ∈ Aab.
It is straightforward to see that the above correspondence preserves being of positive type,
being completely bounded, and the ‖ · ‖cb-norm.
As we explain now, multipliers on a rigid C∗-tensor category are exactly labeled by functions
Irr(C) → C, where Irr(C) is the set of equivalence classes of irreducible objects in C (see also
Lemma 4.7 for a reinterpretation in the context of SE-correspondences).
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In the proof of the following proposition, and also in later sections, we use the following nota-
tions. For every α ∈ C, we choose a standard solution of the conjugate equations (in the sense
of [LR95], see also [NT13, Definition 2.2.12]): sα ∈ Mor(α⊗ α, ε) and tα ∈ Mor(α⊗ α, ε) such
that
(t∗α ⊗ 1)(1⊗ sα) = 1 , (s∗α ⊗ 1)(1⊗ tα) = 1 and t∗α(1⊗X)tα = s∗α(X ⊗ 1)sα (3.3)
for all X ∈ End(α). These sα, tα are unique up to unitary equivalence and the functional
Trα(X) = t
∗
α(1⊗X)tα = s∗α(X⊗1)sα on End(α) is uniquely determined and tracial. The trace
Trα is non-normalized: Trα(1) = d(α), the categorical dimension of α.
Proposition 3.6. A multiplier θ on a rigid C∗-tensor category C can be uniquely extended to
a family of linear maps
θα⊗β,γ⊗δ : Mor(α⊗ β, γ ⊗ δ)→ Mor(α⊗ β, γ ⊗ δ) for all α, β, γ, δ ∈ C
satisfying
θα2⊗β2,γ2⊗δ2(UXV ) = U θα1⊗β1,γ1⊗δ1(X) V
for all X ∈ Mor(α1 ⊗ β1, γ1 ⊗ δ1), U ∈ Mor(α2, α1) ⊗ Mor(β2, β1) and V ∈ Mor(γ1, γ2) ⊗
Mor(δ1, δ2). If θ is completely bounded, we have ‖θα⊗β,γ⊗δ‖cb ≤ ‖θ‖cb for all α, β, γ, δ.
For every α ∈ Irr(C), the space Mor(α⊗α, ε) is one-dimensional and therefore θα⊗α,ε⊗ε is given
by multiplication with ϕ(α) ∈ C.
Conversely, to every map ϕ : Irr(C) → C corresponds a unique multiplier θ on C such that
θα⊗α,ε⊗ε is given by multiplication with ϕ(α) for every α ∈ Irr(C).
Proof. Define µ = α ⊕ γ and η = β ⊕ δ. Denote by uα ∈ Mor(µ, α) and uγ ∈ Mor(µ, γ) the
natural isometries. Similarly define uβ and uδ. We can then define
θα⊗β,γ⊗δ(X) = (u∗α ⊗ u∗β) θµ,η
(
(uα ⊗ uβ)X(u∗γ ⊗ u∗δ)
)
(uγ ⊗ uδ) .
If θ is completely bounded, we indeed have that ‖θα⊗β,γ⊗δ‖cb ≤ ‖θ‖cb.
Let ϕ : Irr(C)→ C be a map. It remains to prove that there is a unique multiplier θ on C such
that
θα⊗α,ε⊗ε(v) = ϕ(α)v for all α ∈ Irr(C), v ∈ Mor(α⊗ α, ε) .
Fix α, β ∈ C. Using the notation of (3.3), we consider the linear bijection
Γ : End(α⊗ β)→ Mor(α⊗ α⊗ β ⊗ β, ε) : Γ(X) = (1⊗X ⊗ 1)(tα ⊗ sβ) . (3.4)
For every δ ∈ C and pi ∈ Irr(C), denote by P δpi ∈ End(δ) the projection onto the direct sum of
all subobjects of δ that are isomorphic with pi. Since Mor(pi1⊗pi2, ε) = {0} if pi1, pi2 are distinct
elements of Irr(C), we get that
(P δpi ⊗ 1)v = (1⊗ P ηpi )v for all δ, η ∈ C, pi ∈ Irr(C), v ∈ Mor(δ ⊗ η, ε) .
We can then define the linear map θα,β : End(α⊗ β)→ End(α⊗ β) by the formula
θα,β(X) =
∑
pi∈Irr(C)
ϕ(pi) Γ−1
(
(Pα⊗αpi ⊗ 1⊗ 1)Γ(X)
)
(3.5)
=
∑
pi∈Irr(C)
ϕ(pi) Γ−1
(
(1⊗ 1⊗ P β⊗βpi )Γ(X)
)
. (3.6)
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Using the bijective linear map
Φ : End(α⊗ β)→ Mor(α⊗ α⊗ β, β) : Φ(X) = (1⊗X)(tα ⊗ 1) ,
it follows from (3.5) that
θα,β(X) =
∑
pi∈Irr(C)
ϕ(pi) Φ−1
(
(Pα⊗αpi ⊗ 1)Φ(X)
)
.
This formula implies that θα,β does not depend on the choice of sβ and that the “right” half
of the compatibility relations in (3.2) hold:
θα,β2
(
(1⊗ U)X(1⊗ V ∗)) = (1⊗ U) θα,β1(X) (1⊗ V ∗) ,
θα,β1⊗β2(X ⊗ 1) = θα,β1(X)⊗ 1 ,
for all X ∈ End(α ⊗ β1) and U, V ∈ Mor(β2, β1). Similarly using (3.6), we get that the maps
θα,β do not depend on the choice of tα and satisfy the “left” half of the compatibility relations
in (3.2). So we have found a multiplier θ on C. Its uniqueness is obvious from the above
construction.
We finally prove Proposition 3.3.
Proof of Proposition 3.3. Denote by T ⊂ S the SE-inclusion associated with N ⊂M . By [P99,
Proposition 2.6], we have Mn = (M
op
−n)′∩S for all n ∈ Z. Therefore, every normal T -bimodular
map ψ : S → S satisfies ψ(Mn) ⊂Mn for all n ∈ N and thus, ψ(M∞) ⊂M∞.
Fix a cb-multiplier θ on (Anm)n≤m. The only remaining nontrivial statement to prove is
that θ uniquely extends to a normal completely bounded T -bimodular map ψ : S → S with
‖ψ‖cb = ‖θ‖cb. Denote by C the category of M -bimodules generated by N ⊂ M . Consider
the function ϕ : Irr(C) → C determining θ and given by Propositions 3.5 and 3.6. Since
θpi⊗pi,ε⊗ε acts by multiplication with ϕ(pi) on Mor(pi ⊗ pi, ε), it follows that |ϕ(pi)| ≤ ‖θ‖cb for
all pi ∈ Irr(C).
The finite dimensional C∗-algebras End(η), η ∈ C, are equipped with the canonical categorical
tracial state d(η)−1 Trη and corresponding ‖ · ‖2-norm. Since the subfactor N ⊂M is extremal,
the isomorphism (3.1) is trace preserving. Using standard solutions tα ∈ Mor(α ⊗ α, ε) and
sβ ∈ Mor(β ⊗ β, ε) of the conjugate equations as in (3.3), the bijection Γ in (3.4) satisfies
‖Γ(X)‖ = √d(α) d(β) ‖X‖2 for all X ∈ End(α⊗ β). Using (3.5), we then conclude that
‖θnm(x)‖2 ≤ ‖θ‖cb ‖x‖2 for all n ≤ m,x ∈ Anm . (3.7)
Define S0 := A−∞,+∞ as the tracial von Neumann algebra obtained as the direct limit of the
Anm with n→ −∞ and m→ +∞. We also consider T0 ⊂ S0 defined as T0 := A−∞,0 ∨A0,+∞,
where A−∞,0 is generated by all An0, n ≤ 0 and A0,+∞ by all A0n, n ≥ 0.
Since θnm : Anm → Anm is a compatible family of linear maps, with ‖θnm‖cb ≤ ‖θ‖cb <∞ for
all n,m and satisfying (3.7), we obtain a unique normal completely bounded map ψ0 : S0 → S0
such that ‖ψ0‖cb = ‖θ‖cb, such that the restriction of ψ0 to Anm equals θnm and such that ψ0
is T0-bimodular. To extend ψ0 to a T -bimodular linear map ψ : S → S, we apply [P99, Lemma
9.2] to the commuting square
T ⊂ S
∪ ∪
T0 ⊂ S0
(3.8)
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We first note that [P99, Lemma 9.2] works equally well for completely bounded maps as for
completely positive maps and provides completely bounded extensions without increasing the
‖ · ‖cb-norm. To apply [P99, Lemma 9.2], we first have to check that the commuting square
(3.8) is nondegenerate. For every n ∈ Z, we denote by en ∈Mn+1 the Jones projection for the
basic construction Mn−1 ⊂Mn ⊂Mn+1. Define Pn as the von Neumann algebra generated by
{ek | k ≤ n− 1}. By [J82, Theorem 4.1.1], for all n ≤ m, we have that Pn ⊂ Pm is a subfactor
with the same index as Mn ⊂Mm. Therefore, the commuting square
Mn ⊂ Mm
∪ ∪
Pn ⊂ Pm
(3.9)
is nondegenerate. Note that Pm ⊂ S0 for every m. Taking n = 0 and letting m→ +∞ in (3.9),
we conclude that
M ⊂ M∞
∪ ∪
A−∞,0 ⊂ S0
and thus also
T ⊂ S
∪ ∪
T0 ⊂ S0
are nondegenerate commuting squares.
By definition, the union
⋃
n≥0A−n,n is dense in S0. We claim that for every fixed n ≥ 0,
there exists a basis of T over T0 that commutes with A−n,n. Once this claim is proved, the
proposition follows from [P99, Lemma 9.2] because ψ0(A−n,n) ⊂ A−n,n. To prove the claim,
we use that (3.9) is a nondegenerate commuting square for −n and 0. Therefore, also
M−n ∨Mop−n ⊂ T
∪ ∪
A−∞,−n ∨An,∞ ⊂ T0
is a nondegenerate commuting square for every n ≥ 0. It then follows that there exists a basis
of T over T0 that belongs to M−n ∨Mop−n. Inside T , we have that M−n ∨Mop−n commutes with
A−n,n and so, the claim is proved.
The following lemma will be useful later: to check that a multiplier θ on a rigid C∗-tensor
category C is of positive type, it suffices to check the positivity on a specific set of operators.
In the formulation of the lemma, we use the standard solutions of the conjugate equations as
in (3.3).
Lemma 3.7. Let C be a rigid C∗-tensor category and θ a multiplier on C. The following
conditions are equivalent.
1. For all α, β ∈ C, the map θα,β : End(α⊗ β)→ End(α⊗ β) is completely positive.
2. For all α, β ∈ C, the map θα,β : End(α⊗ β)→ End(α⊗ β) is positive.
3. For all α ∈ C, we have that θα,α(sαs∗α) is a positive element in End(α⊗ α).
Proof. 1 ⇒ 2 ⇒ 3 is trivial.
3 ⇒ 2. Fix α, β ∈ C and X ∈ End(α⊗ β). We must prove that θα,β(X∗X) ≥ 0. Define pi ∈ C
as the direct sum of all irreducible subobjects of α⊗α and β⊗ β. Then X = (1⊗ s∗pi ⊗ 1)Y for
some Y ∈ Mor(α⊗ pi, α)⊗Mor(pi ⊗ β, β). But then,
θα,β(X
∗X) = Y ∗(1⊗ θpi,pi(spis∗pi)⊗ 1)Y ≥ 0 .
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2 ⇒ 1. Fix α, β ∈ C and n ∈ N. Define pi as the direct sum of n copies of α. Then,
End(pi⊗β) ∼= Mn(C)⊗End(α⊗β) and under this identification, θpi,β corresponds to id⊗θα,β.
Let C be a rigid C∗-tensor category. A full C∗-tensor subcategory of C can be defined as a
subset Irr(C1) ⊂ Irr(C) with the property that for all α, β ∈ Irr(C1), we have that α ∈ Irr(C1)
and that all irreducible subobjects of α⊗ β belong to Irr(C1).
The following result can then be interpreted as providing induction of representations of C1 to
representations of C.
Proposition 3.8. Let C be a rigid C∗-tensor category with full C∗-tensor subcategory C1.
1. If ϕ : C → C is a cb-multiplier, resp. cp-multiplier on C, then its restriction ϕ1 to Irr(C1) is
a cb-multiplier, resp. cp-multiplier on C1 with ‖ϕ1‖cb ≤ ‖ϕ‖cb.
2. If ϕ1 : C1 → C is a cp-multiplier on C1 and ϕ : Irr(C) → C is defined by ϕ(pi) = ϕ1(pi) if
pi ∈ Irr(C1) and ϕ(pi) = 0 if pi 6∈ Irr(C1), then ϕ is a cp-multiplier on C.
Proof. The first statement is trivial, because θϕ1α,β is equal to θ
ϕ
α,β on End(α⊗β) when α, β ∈ C1.
To prove the second statement, we use the linear bijection Γ : End(α⊗β)→ Mor(α⊗α⊗β⊗β, ε)
given by (3.4). Denote by Pα⊗α1 the orthogonal projection in End(α⊗ α) onto the direct sum
of all irreducible subobjects of α⊗α that belong to Irr(C1). Transporting the product and the
∗-operation of End(α⊗ β) to Mor(α⊗ α⊗ β ⊗ β, ε) via Γ and using that C1 is a full C∗-tensor
subcategory of C, we get that
End1(α⊗ β) := Γ−1((Pα⊗α1 ⊗ 1⊗ 1) Mor(α⊗ α⊗ β ⊗ β, ε))
is a unital ∗-subalgebra of End(α ⊗ β). We denote by E1 : End(α ⊗ β) → End1(α ⊗ β) the
unique trace preserving conditional expectation. In particular, E1 is completely positive. Since
ϕ(pi) = 0 for all pi 6∈ Irr(C1), we also have that
θϕα,β(X) = θ
ϕ
α,β(E1(X)) for all X ∈ End(α⊗ β) .
Fixing α, β ∈ C and X ∈ End1(α⊗ β), and using Lemma 3.7, it is then sufficient to prove that
θϕα,β(X
∗X) ≥ 0. Define pi ∈ C1 as the direct sum of all pi ∈ Irr(C1) that appear as a subobject
of α ⊗ α and β ⊗ β. Since X ∈ End1(α ⊗ β), we can write X = (1 ⊗ s∗pi ⊗ 1)Y for some
Y ∈ Mor(α⊗ pi, α)⊗Mor(pi ⊗ β, β). But then,
θϕα,β(X
∗X) = Y ∗(1⊗ θϕpi,pi(spis∗pi)⊗ 1)Y = Y ∗(1⊗ θϕ1pi,pi(spis∗pi)⊗ 1)Y ≥ 0 .
4 The universal C∗-algebra of a rigid C∗-tensor category
Definition 4.1. Let C be a rigid C∗-tensor category. A ∗-representation Θ : C[C] → B(K) of
the fusion ∗-algebra C[C] is called admissible if for all ξ ∈ K, the map
Irr(C)→ C : α 7→ d(α)−1〈Θ(α)ξ, ξ〉
is a cp-multiplier on C.
By Proposition 4.2 below, for every admissible ∗-representation, we have ‖Θ(α)‖ ≤ d(α) for
all α ∈ C. We can thus define the universal C∗-algebra Cu(C) as the completion of C[C] in a
universal admissible ∗-representation.
19
Since Irr(C) is a vector space basis of C[C], we consider the bijective correspondence between
functions ϕ : Irr(C) → C and linear functionals ωϕ : C[C] → C given by ωϕ(α) = d(α)ϕ(α) for
all α ∈ Irr(C).
Proposition 4.2. Let C be a rigid C∗-tensor category and let ϕ : Irr(C)→ C be a cp-multiplier
on C. Then, ωϕ is a positive functional on C[C] in the sense that ωϕ(x∗x) ≥ 0 for all x ∈ C[C].
Denoting the associated GNS Hilbert space as Kϕ, the left multiplication by x ∈ C[C] extends to
a bounded operator Θϕ(x) on Kϕ with ‖Θϕ(α)‖ ≤ d(α) for all α ∈ Irr(C). The ∗-representation
Θϕ : C[C]→ B(Kϕ) is admissible in the sense of Definition 4.1.
Before proving Proposition 4.2, we need the following computational lemma.
Lemma 4.3. Let C be a rigid C∗-tensor category and ϕ : Irr(C) → C a function. For every
x, y ∈ C[C], we define the function ϕx,y : Irr(C)→ C such that
ωϕx,y(a) = ωϕ(y
∗ax) for all a ∈ C[C] .
The multiplier on C induced by ϕx,y in Proposition 3.6 is given by
θ
ϕx,y
α,β (X) =∑
pi,η∈Irr(C)
xpi yη (1⊗ s∗pi ⊗ 1) θϕ(α⊗pi)⊗(pi⊗β),(α⊗η)⊗(η⊗β)
(
(1⊗ spi ⊗ 1)X(1⊗ s∗η ⊗ 1)
)
(1⊗ sη ⊗ 1)
for all X ∈ End(α ⊗ β). In particular, if ϕ is a cb-multiplier on C, then all ϕx,y are cb-
multipliers. And if ϕ is a cp-multiplier on C, then all ϕx,x are cp-multipliers.
Note that because for all ρ ∈ Irr(C),
y∗ρx =
∑
pi,η∈Irr(C)
xpi yη η ρ pi =
∑
pi,η,γ∈Irr(C)
xpi yη mult(γ, η ⊗ ρ⊗ pi) γ ,
we can alternatively define
ϕx,y(ρ) =
1
d(ρ)
∑
pi,η,γ∈Irr(C)
xpi yη ϕ(γ) d(γ) mult(γ, η ⊗ ρ⊗ pi) .
Proof of Lemma 4.3. The result follows from a direct computation, using the formulas
(t∗α ⊗ 1)(1⊗ Pα⊗βγ )(tα ⊗ 1) =
d(γ) mult(γ, α⊗ β)
d(β)
1 and
(1⊗ s∗β)(Pα⊗βγ ⊗ 1)(1⊗ sβ) =
d(γ) mult(γ, α⊗ β)
d(α)
1
for all α, β, γ ∈ Irr(C), where Pα⊗βγ ∈ End(α ⊗ β) denotes the orthogonal projection onto the
sum of all subobjects of α⊗ β that are isomorphic with γ.
Proof of Proposition 4.2. From Lemma 4.3, it follows that for all x ∈ C[C],
ωϕ(x
∗x) = ωϕx,x(1) = ϕx,x(ε) ≥ 0 .
Denote by Kϕ the GNS Hilbert space given by separation-completion of C[C] with respect to
the scalar product 〈x, y〉 = ωϕ(y∗x).
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We also know from Lemma 4.3 that for all functions ψ : Irr(C)→ C and all α ∈ Irr(C), we have
s∗α θ
ψ(sαs
∗
α) sα = θ
ψα,α(1) = ψα,α(ε) = ωψα,α(1) = ωψ(αα) .
Therefore, for all x ∈ C[C] and all α ∈ Irr(C), we have
ωϕ(x
∗ ααx) = ωϕx,x(αα) = s
∗
α θ
ϕx,x(sαs
∗
α) sα .
By Lemma 4.3, we get that ϕx,x is a cp-multiplier for every x ∈ C[C]. So we conclude that
ωϕ(x
∗ ααx) ≤ ‖sα‖4 ‖θϕx,x(1)‖ = d(α)2 ϕx,x(ε) = d(α)2 ωϕ(x∗x) .
It follows that left multiplication by α ∈ Irr(C) extends to a bounded operator Θϕ(α) on Kϕ
with ‖Θϕ(α)‖ ≤ d(α).
We already observed above that ϕx,x is a cp-multiplier for every x ∈ C[C]. Noting that
ϕx,x(α) =
1
d(α)
〈Θϕ(α)x, x〉 ,
we find that α 7→ d(α)−1 〈Θϕ(α)ξ, ξ〉 is a cp-multiplier for all ξ in the dense subspace of Kϕ
given by the image of C[C]. When ϕn : Irr(C) → C is a sequence of cp-multipliers on C and
ϕn → ϕ pointwise, we have that θϕnα,β → θϕα,β pointwise in norm for all fixed α, β ∈ C, so that
also ϕ is a cp-multiplier. We conclude that α 7→ d(α)−1 〈Θϕ(α)ξ, ξ〉 is a cp-multiplier for all
ξ ∈ Kϕ so that Θϕ is indeed an admissible ∗-representation.
Corollary 4.4. The ∗-representation
Θ0 : C[C]→ B(`2(Irr(C))) : Θ0(α) δβ =
∑
γ∈Irr(C)
mult(γ, α⊗ β) δγ
is admissible. It is isomorphic with Θϕ0 where ϕ0 : Irr(C) → C is the cp-multiplier defined by
ϕ0(ε) = 1 and ϕ0(α) = 0 for all α ∈ Irr(C) with α 6= ε.
We call Θ0 the regular representation of C[C] and we define Cr(C) as the closure of Θ0(C[C]).
It follows that C[C] is injectively embedded into the C∗-algebra Cu(C).
Also the 1-dimensional ∗-representation given by  : C[C] → C : (α) = d(α) for all α ∈ Irr(C)
is admissible. It is isomorphic with Θϕ where ϕ(α) = 1 for all α ∈ Irr(C). We call  the
trivial representation of C[C].
Proof. A direct computation shows that θϕ0α,β : End(α ⊗ β) → End(α ⊗ β) is the unique trace
preserving conditional expectation of End(α ⊗ β) onto End(α) ⊗ End(β). Therefore, ϕ0 is a
cp-multiplier. It can be readily checked that the associated admissible ∗-representation Θϕ0 is
precisely Θ0.
Since θϕα,β is the identity map, also ϕ is a cp-multiplier. Its associated admissible ∗-representation
is the 1-dimensional .
We also record the following result. It is an immediate consequence of Proposition 3.8.
Proposition 4.5. Let C be a rigid C∗-tensor category with full C∗-tensor subcategory C1. The
natural inclusion C[C1] ⊂ C[C] extends to an injective ∗-homomorphism Cu(C1) ↪→ Cu(C).
The main remaining goal of this section is to prove the following theorem.
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Theorem 4.6. Let N ⊂M be an extremal finite index subfactor with associated SE-inclusion
T ⊂ S and bimodule category C. A ∗-representation of C[C] is admissible in the subfactor sense
of Definition 2.4 if and only if it is admissible in the C∗-tensor category sense of Definition
4.1. In other words, we have a natural isomorphism Cu(N ⊂M) ∼= Cu(C).
Before proving Theorem 4.6, we need a lemma making the identifications in Propositions 3.3
and 3.5 more explicit. As already mentioned above, by [P99, Theorem 4.5], we can uniquely
decompose the T -bimodule L2(S) into a direct sum of irreducible T -subbimodules (Lpi)pi∈Irr(C)
labeled by the elements pi ∈ Irr(C) such that Lpi ∼= pi⊗ piop as M ⊗Mop-bimodules. We denote
by L0pi ⊂ Lpi the space of T -bounded vectors in Lpi. Since T ⊂ S is irreducible, we have that
L0pi = Lpi ∩ S.
Lemma 4.7. Let ϕ : Irr(C) → C be a cb-multiplier. Denote by ψϕ : S → S the normal
completely bounded T -bimodular map that is associated with ϕ by combining Propositions 3.3
and 3.5. Then ψϕ(x) = ϕ(pi)x for all pi ∈ Irr(C) and all x ∈ L0pi.
Proof. Since the T -bimodules Lpi, pi ∈ Irr(C) are mutually inequivalent and all appear with mul-
tiplicity one in L2(S), and because ψϕ is T -bimodular, it follows that ψϕ acts by multiplication
with a scalar on each of the L0pi. We have to prove that this scalar is ϕ(pi).
Consider the cb-multiplier (θn,m)n≤m on the extended λ-lattice (Anm)n≤m as given by Propo-
sition 3.5. Fix pi ∈ Irr(C) and take n large enough such that pi, and hence also pi, appear as
M -subbimodules of L2(Mn). We now copy a part of the proof of [P99, Theorem 4.5]. Denote
by q1 the minimal projection in M
′
0 ∩M2n given by the projection onto pi as an M -submodule
of L2(Mn). Denote by f1 the projection of L
2(Mn) onto L
2(M0). So, f1 is the Jones projection
for the basic construction M0 ⊂ Mn ⊂ M2n. Denote by r0 ∈ A−n,n the Jones projection for
M−n ⊂M0 ⊂Mn. Finally, denote by q−1, resp. f−1, the reflections of q1, resp. f1, into A−2n,0.
Put v′ = q−1q1r0f−1f1. Using the unique trace preserving conditional expectation, we finally
define v = EA−n,n(v
′). In the proof of [P99, Theorem 4.5], it is shown that Lpi equals the closed
linear span of TvT . So, it is sufficient to prove that θ−n,n(v) = ϕ(pi) v.
Because EA−n,n : A−2n,2n → A−n,n can be implemented by the Jones projections of Mn ⊂
M2n ⊂ M3n, resp. M−3n ⊂ M−2n ⊂ M−n, we find that θ−n,n ◦ EA−n,n = EA−n,n ◦ θ−2n,2n. So,
we must prove that θ−2n,2n(v′) = ϕ(pi) v′. But under the isomorphism (3.1), we get that v′ is
a nonzero element in Mor(pi ⊗ pi, ε). So by Proposition 3.6, we indeed get that θ−2n,2n(v′) =
ϕ(pi) v′.
Proof of Theorem 4.6. Since we can take direct sums of both SE-correspondences SHS and
of admissible representations in the sense of Definition 4.1, it suffices to consider the cyclic
case. So, we take a cp-multiplier ϕ : Irr(C) → C on C with associated cp SE-multiplier
ψϕ : S → S. By Lemma 4.7, we have ψϕ(x) = ϕ(α)x for all α ∈ Irr(C) and x ∈ L0α. With
ψϕ, we construct the cyclic SE-correspondence SHϕS with cyclic vector ξ0 ∈ HϕT and scalar
product 〈xξ0y, ξ0〉 = τ(xψϕ(y)) for all x, y ∈ S. We consider the associated ∗-representation
Θ : C[C]→ B(HϕT ) given by Theorem 2.3. It follows from Lemma 2.8 that ξ0 is a cyclic vector
for Θ. We also consider the cyclic representation Θϕ : C[C]→ B(Kϕ) given by Proposition 4.2.
For every α ∈ Irr(C), and using an orthonormal basis vi ∈ L0α of Lα as a right T -module, we
get that
〈Θ(α)ξ0, ξ0〉 = 1
d(α)
∑
i
〈viξ0v∗i , ξ0〉 =
1
d(α)
∑
i
τ(viψϕ(v
∗
i ))
=
ϕ(α)
d(α)
∑
i
τ(viv
∗
i ) = d(α)ϕ(α) = ωϕ(α) = 〈Θϕ(α)1, 1〉 .
22
So the cyclic ∗-representations Θ and Θϕ are unitarily conjugate. Since all cp SE-multipliers
ψ : S → S are of the form ψϕ for some cp-multiplier ϕ : Irr(C)→ C, we have proved that both
meanings of admissibility coincide on cyclic representations.
Remark 4.8. Given an admissible representation Θ : C[C]→ B(K), the cp-multipliers on C of
the form α 7→ d(α)−1〈Θ(α)ξ, ξ〉, where ξ ∈ K is a unit vector, are called the coefficients of Θ. We
say that Θ is weakly contained in Θ′ if every coefficient of Θ can be pointwise approximated by
convex combinations of coefficients of Θ′, or equivalently, if ‖Θ(x)‖ ≤ ‖Θ′(x)‖ for all x ∈ C[C].
When C is the category of M -bimodules generated by an extremal subfactor N ⊂ M and
identifying Cu(N ⊂M) = Cu(C) through Theorem 4.6, the above notion of weak containment
is then equivalent with the notion of weak containment for SE-correspondences introduced in
Remark 2.5.
5 Approximation and rigidity properties of subfactors and
C∗-tensor categories
Definition 5.1. A rigid C∗-tensor category C is said
1. to be amenable if there exists a net of finitely supported cp-multipliers ϕn : Irr(C)→ C that
converges to 1 pointwise ;
2. to have property (T) if every net of cp-multipliers ϕn : Irr(C) → C that converges to 1
pointwise, must converge to 1 uniformly on Irr(C) ;
3. to have the Haagerup property if there exists a net of cp-multipliers ϕn : Irr(C) → C such
that every ϕn converges to 0 at infinity and such that ϕn → 1 pointwise ;
4. to be weakly amenable if there exists a net of finitely supported cb-multipliers ϕn : Irr(C)→
C that converges to 1 pointwise and such that lim supn ‖ϕn‖cb <∞. The smallest possible
value of lim supn ‖ϕn‖cb is called the Cowling-Haagerup constant Λ(C) of C. If Λ(C) = 1,
we say that C has CMAP.
Obviously, if Irr(C) is countable, nets may everywhere be replaced by sequences.
Combining Propositions 3.3, 3.5 and Lemma 4.7, we immediately get the following result.
Proposition 5.2. Let N ⊂ M be an extremal subfactor with standard invariant GN,M and
denote by C the category of M -bimodules generated by N ⊂ M . Then, the λ-lattice GN,M has
any of the above rigidity/approximation properties in the sense of Remarks 2.9 and 3.2 if and
only if the category C has the corresponding property in the sense of Definition 5.1.
Again, the above definition of amenability is not the usual one (see [P92, P94a]), but the
following proposition shows that it is equivalent, with a proof following a standard recipe in
the theory.
Proposition 5.3. Let C be a rigid C∗-tensor category. Consider the reduced C∗-algebra Cr(C),
the regular ∗-representation Θ0 and the trivial ∗-representation  of C[C] introduced in Corollary
4.4. Then the following conditions are equivalent.
1. C is amenable in the sense of Definition 5.1.
2. The natural ∗-homomorphism Cu(C)→ Cr(C) is an isomorphism.
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3. We have |(x)| ≤ ‖Θ0(x)‖ for all x ∈ C[C].
4. C is amenable in the usual sense: ‖Θ0(α)‖ = d(α) for all α ∈ C.
Proof. 1 ⇒ 2. We first prove that if ϕ : Irr(C) → C is a finitely supported cp-multiplier, then
there exists a unique positive functional Ωϕ ∈ Cr(C)∗ satisfying Ωϕ ◦ Θ0 = ωϕ. Indeed, we
define the vector ξ ∈ `2(Irr(C)) given by ξ(pi) = d(pi)ϕ(pi). We define Ωϕ ∈ Cr(C)∗ by the
formula Ωϕ(T ) = 〈Tδε, ξ〉. By construction, Ωϕ ◦ Θ0 = ωϕ. It then also follows that Ωϕ is a
positive functional.
Assume that 1 holds and take a net ϕn : Irr(C) → C of finitely supported cp-multipliers on C
that converges to 1 pointwise. Let ϕ : Irr(C)→ C be an arbitrary cp-multiplier on C. To prove
2, we have to show that |ωϕ(x)| ≤ ϕ(ε) ‖Θ0(x)‖ for every x ∈ C[C]. Define ψn = ϕϕn as the
pointwise product of ϕ and ϕn. Since θ
ψn
α,β equals the composition θ
ϕ
α,β ◦ θϕnα,β, it follows that
every ψn is a cp-multiplier on C. By construction, every ψn is finitely supported. Using the
positive functionals Ωψn defined in the previous paragraph, we find that for every x ∈ C[C], we
have
|ωϕ(x)| = lim
n
|ωψn(x)| = limn |Ωψn(Θ0(x))| ≤ ‖Θ0(x)‖ lim supn Ωψn(1) = ϕ(ε) ‖Θ0(x)‖ .
2 ⇒ 3. Denoting by Θu : C[C] → Cu(C) the canonical embedding, we get that |(x)| ≤
‖Θu(x)‖ = ‖Θ0(x)‖ for all x ∈ C[C].
3 ⇒ 4. We get d(α) = |(α)| ≤ ‖Θ0(α)‖ ≤ d(α) for all α ∈ C[C].
4 ⇒ 1. By a standard argument (see e.g. [HI97, Theorem 4.1]), we find a net of unit vectors
ξn ∈ `2(Irr(C)) such that limn〈Θ0(α)ξn, ξn〉 = d(α) for all α ∈ C. Approximating these vectors
ξn by finitely supported functions and using the notation of Corollary 4.4, we find a sequence
xn ∈ C[C] such that
lim
n
ωϕ0(x
∗
nαxn) = d(α) for all α ∈ C .
By Proposition 4.2, the functions α 7→ d(α)−1ωϕ0(x∗nαxn) are cp-multipliers. By construction,
they are finitely supported and converge to 1 pointwise.
The following two results on property (T) are proved in exactly the same way as in the discrete
group case.
Proposition 5.4. Let C be a rigid C∗-tensor category with property (T). Then, C is finitely
generated : there exists an α ∈ C such that every pi ∈ Irr(C) is isomorphic with a subobject of
a tensor power of α.
Proof. Let J be the set of all α ∈ C with the properties that ε is contained in α and that
α ∼= α. For every α ∈ J , denote by Cα the full C∗-tensor subcategory of C generated by α.
Note that pi ∈ Irr(Cα) if and only if pi ∈ Irr(C) and pi is contained in some tensor power of α.
We partially order J by writing α ≤ β when α is isomorphic to a subobject of β. For every
α ∈ J , we define ϕα : Irr(C)→ C by ϕα(pi) = 1 if pi ∈ Irr(Cα) and ϕα(pi) = 0 if pi 6∈ Irr(Cα). By
Proposition 3.8, every ϕα is a cp-multiplier on C. By construction, ϕα → 1 pointwise. Since C
has property (T), we get that ϕα → 1 uniformly. So, there exists an α ∈ J with C = Cα.
Proposition 5.5. Let C be a rigid C∗-tensor category. Then the following conditions are
equivalent.
1. C has property (T).
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2. There exists a nonzero projection p ∈ Cu(C) such that αp = d(α)p for all α ∈ C. Such a
projection is unique and satisfies (p) = 1.
3. If ωn ∈ Cu(C)∗ is a net of states and ωn →  weakly∗, then ‖ωn − ‖ → 0.
In the proof of Proposition 5.5, we use the following lemma.
Lemma 5.6. Let Θ : C[C] → B(H) be an admissible ∗-representation. Assume that ξ ∈ H is
a unit vector satisfying
Re〈Θ(pi)ξ, ξ〉 ≥ 1
2
d(pi) for all pi ∈ Irr(C) .
Then there exists a unit vector ξ0 ∈ H satisfying Θ(α)ξ0 = d(α)ξ0 for all α ∈ C.
Proof. For every α ∈ C, define the contraction Tα ∈ B(H) given by Tα = d(α)−1Θ(α). Define
C ⊂ H as the closed convex hull of {Tαξ | α ∈ C}. Denote by ξ1 ∈ C the unique element of
minimal norm. Since for every α ∈ C, the operator Tα is a convex combination of operators Tpi,
pi ∈ Irr(C), we get that Re〈ξ1, ξ〉 ≥ 1/2. In particular, ξ1 6= 0. Since TαTβ = Tα⊗β, it follows
that Tα(C) ⊂ C for all α ∈ C. Since every Tα is a contraction, the uniqueness of ξ1 implies
that Tαξ1 = ξ1 for all α ∈ C. Taking ξ0 = ‖ξ1‖−1 ξ1, the lemma is proved.
Proof of Proposition 5.5. 1 ⇒ 2. By Proposition 5.4, we can take α1 ∈ C such that α1 ∼= α1
and such that every pi ∈ Irr(C) is contained in some tensor power of α1. Then α1 ∈ Cu(C)
is self-adjoint. Since ‖α1‖ ≤ d(α1), the spectrum σ(α1) of α1 is contained in [−d(α1), d(α1)].
Since (α1) = d(α1), we have that d(α1) ∈ σ(α1). We claim that d(α1) is an isolated point of
σ(α1). Assume that d(α1) is not isolated.
To reach a contradiction, choose a faithful unital ∗-representation Θ : Cu(C) → B(H). For
every n ∈ N, denote by Qn ∈ B(H) the spectral projection of Θ(α1) corresponding to the open
interval (d(α1) − 1/n, d(α1)). Since we assumed that d(α1) is not isolated in the spectrum of
α1, we find that Qn 6= 0 for every n ∈ N. Choose a unit vector ξn ∈ QnH. By construction,
limn ‖Θ(α1)ξn−d(α1)ξn‖ = 0. Then also for every k ∈ N, we have limn ‖Θ(αk1)ξn−d(αk1)ξn‖ =
0. By the generating property of α1, we get that limn ‖Θ(α)ξn − d(α)ξn‖ = 0 for all α ∈ C.
Define the cp-multipliers ϕn : Irr(C)→ C given by ϕn(α) = d(α)−1〈Θ(α)ξn, ξn〉 for all α ∈ C. It
follows that ϕn → 1 pointwise. Since C has property (T), we conclude that ϕn → 1 uniformly.
Fix n large enough such that Reϕn(pi) ≥ 1/2 for all pi ∈ Irr(C). Denote by P ∈ B(H) the
spectral projection of Θ(α1) corresponding to the singleton {d(α1)}. Then Θ(α1)P = d(α1)P
and the generating property of α1 implies that Θ(α)P = d(α)P for all α ∈ C. So, the subspaces
PH and (1− P )H are invariant under Θ(Cu(C)). By construction, ξn ∈ (1− P )H and
Re〈Θ(pi)ξn, ξn〉 ≥ 1
2
d(pi) for all pi ∈ Irr(C) .
By Lemma 5.6, there exists a unit vector ξ0 ∈ (1 − P )H satisfying Θ(α1)ξ0 = d(α1)ξ0 for all
α ∈ C. This means that ξ0 ∈ PH and we reached a contradiction.
So we have proved that d(α1) is an isolated point of σ(α1). By continuous functional calculus,
we then find a nonzero projection p ∈ Cu(C) such that α1p = d(α1)p. Again using the generating
property of α1, it follows that αp = d(α)p for all α ∈ C. This means that xp = (x)p for all
x ∈ Cu(C). Taking x = p, it follows that (p) = 1. If also xq = (x)q for all x ∈ Cu(C), we get
that pq = (p)q = q and similarly qp = p. So also the uniqueness is proved.
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2 ⇒ 3. Take the nonzero projection p ∈ Cu(C) such that xp = (x)p for all x ∈ Cu(C).
Assume that ωn ∈ Cu(C)∗ is a net of states such that ωn →  weakly∗. By the Cauchy-Schwarz
inequality, we have that
‖pωn − ωn‖2 ≤ ωn(1− p)→ (1− p) = 0 .
Since pωn = ωn(p), it follows that ‖ωn − ‖ → 0.
3 ⇒ 1. Let ϕn : Irr(C)→ C be a net of cp-multipliers that converges to 1 pointwise. We have
to prove that ϕn → 1 uniformly. We may assume that ϕn(ε) = 1 for all n. Define the states
ωn ∈ Cu(C)∗ given by ωn(α) = d(α)ϕn(α) for all α ∈ Irr(C). By construction, ωn →  weakly∗.
So, ‖ωn − ‖ → 0. Since ‖α‖ ≤ d(α) for all α ∈ C, it follows that ϕn → 1 uniformly.
Let C be a rigid C∗-tensor category and C1 a full C∗-tensor subcategory. When C1 has finite
index in C in a suitable sense, we expect that property (T) for C is equivalent with property (T)
for C1. We only need this result in the following particular and easy case.
Proposition 5.7. Let C be a rigid C∗-tensor category, Λ a finite group and Ξ : Irr(C) → Λ
a map with the property that Ξ(γ) = Ξ(α) Ξ(β) whenever α, β, γ ∈ Irr(C) are such that γ is
a subobject of α ⊗ β. Define the full C∗-tensor subcategory C1 of C given by Irr(C1) = {α ∈
Irr(C) | Ξ(α) = e}.
Then C has property (T) if and only if C1 has property (T).
Proof. First assume that C has property (T). Let ϕ1,n : Irr(C1)→ C be a net of cp-multipliers
on C1 that converges to 1 pointwise. We have to prove that ϕ1,n → 1 uniformly on C1. We
may assume that ϕ1,n(ε) = 1 for all n. Define ϕn : Irr(C) → C by putting ϕn(pi) = ϕ1,n(pi) if
pi ∈ Irr(C1) and ϕn(pi) = 0 if pi 6∈ Irr(C1). By Proposition 3.8, all ϕn are cp-multipliers on C.
Since the image of Ξ is a subgroup of Λ, we may assume that Ξ is surjective. Choose for every
s ∈ Λ, an αs ∈ Irr(C) such that Ξ(αs) = s. For the neutral element e ∈ Λ, we choose αe = ε.
Define the element a ∈ C[C] given by
a =
1√|Λ|∑
s∈Λ
1
d(αs)
αs .
By Lemma 4.3, we can define the cp-multipliers ψn : Irr(C)→ C such that ωψn(x) = ωϕn(a∗xa).
Since ϕn(γ) → 1 pointwise for all γ ∈ Irr(C1) and ϕn(γ) = 0 for all γ 6∈ Irr(C1), we get that
ψn → ψ pointwise, with
ψ(pi) =
1
|Λ| d(pi)
∑
s,t∈Λ,γ∈Irr(C1)
1
d(αs) d(αt)
d(γ) mult(γ, αs ⊗ pi ⊗ αt) for all pi ∈ Irr(C) .
Given s, t ∈ Λ and pi ∈ Irr(C), we either have s = Ξ(pi)t so that all subrepresentations of
αs ⊗ pi ⊗ αt belong to C1, or we have s 6= Ξ(pi)t so that none of the subrepresentations of
αs ⊗ pi ⊗ αt belong to C1. Noting that∑
γ∈Irr(C)
d(γ) mult(γ, αs ⊗ pi ⊗ αt) = d(αs) d(pi) d(αt) ,
we get that ψ(pi) = 1 for all pi ∈ Irr(C). Since C has property (T), it follows that ψn → 1
uniformly on Irr(C).
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Take pi ∈ Irr(C1). If s 6= t, none of the subrepresentations of αs ⊗ pi ⊗ αt belong to C1. If
s = t = e, then αs ⊗ pi ⊗ αt = pi. We conclude that for all pi ∈ Irr(C1),
ψn(pi) =
1
|Λ| ϕ1,n(pi) + ϕ2,n(pi) with
ϕ2,n(pi) =
1
|Λ|
∑
t∈Λ\{e},γ∈Irr(C1)
ϕ1,n(γ) d(γ) mult(γ, αt ⊗ pi ⊗ αt)
d(αt)2 d(pi)
.
Because ϕ1,n is a cp-multiplier, we have for every γ ∈ Irr(C1) that |ϕ1,n(γ)| ≤ ‖θϕ1,n‖cb =
ϕ1,n(ε) = 1. Therefore, ∣∣ϕ2,n(pi)∣∣ ≤ |Λ| − 1|Λ|
for all n and all pi ∈ Irr(C1). Since also |ϕ1,n(pi)| ≤ 1 for all pi ∈ Irr(C1) and since ψn → 1
uniformly, we conclude from the above that ϕ1,n → 1 uniformly on Irr(C1).
Conversely, assume that C1 has property (T). Let ϕn : Irr(C) → C be a net of cp-multipliers
on C that converges to 1 pointwise. We have to prove that ϕn → 1 uniformly on C. We may
assume that ϕn(ε) = 1 for all n. Restricting ϕn to Irr(C1), it follows from Proposition 3.8
and the property (T) of C1 that ϕn → 1 uniformly on Irr(C1). Consider the states ωn := ωϕn
on the C∗-algebra Cu(C). For every α ∈ C, define A(α) = d(α)−1α as an element of the
C∗-algebra Cu(C). Note that ‖A(α)‖ ≤ 1 for all α ∈ C. Also note that A(α)∗ = A(α) and
A(α)A(β) = A(α⊗ β) for all α, β ∈ C. Because ϕn → 1 pointwise, we have ωn(A(α))→ 1 for
all α ∈ C. Therefore,
ωn
(
(A(α)− 1)∗(A(α)− 1))→ 0 for every α ∈ C .
By the Cauchy-Schwarz inequality, and using the norm in Cu(C)∗, we find that
‖ωn ·A(α)∗ − ωn‖ → 0 for every α ∈ C .
Since Λ is finite and ‖A(pi)‖ ≤ 1 for all pi ∈ C, it follows that
|ωn(A(αΞ(pi))∗A(pi))− ωn(A(pi))| → 0 uniformly in pi ∈ Irr(C) . (5.1)
For every β ∈ C1, we have
ωn(A(β)) =
1
d(β)
∑
γ∈Irr(C1)
ϕn(γ) d(γ) mult(γ, β) .
Since ϕn → 1 uniformly on Irr(C1), it follows that ωn(A(β))→ 1 uniformly on all β ∈ C1. For
every pi ∈ Irr(C), we have that αΞ(pi) pi belongs to C1. In combination with (5.1), we find that
ϕn(pi) = ωn(A(pi)) converges to 1 uniformly on all pi ∈ Irr(C).
6 Multipliers on representation categories
Let G be a compact quantum group in the sense of [W95]. So, we are given a unital Hopf
∗-algebra (O(G),∆) together with a Haar state h : O(G)→ C satisfying
(id⊗ h)∆(x) = h(x)1 = (h⊗ id)∆(x) for all x ∈ O(G)
and h(x∗x) ≥ 0, h(1) = 1 for all x ∈ O(G). We denote by Cu(G) the universal enveloping
C∗-algebra of O(G).
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Denote by Rep(G) the category of finite-dimensional unitary representations of G and by Irr(G)
the set of equivalence classes of irreducible unitary representations. For every pi ∈ Irr(G), we
choose a representative as a unitary matrix Upi ∈ Mdimpi(C) ⊗ O(G). The matrix coefficients
Upiij , pi ∈ Irr(G), i, j ∈ {1, . . . ,dimpi}, form a vector space basis for the ∗-algebra O(G).
In [DFY13, Definition 1], a functional Ω : O(G)→ C is called central if (Ω⊗ψ)◦∆ = (ψ⊗Ω)◦∆
for every functional ψ : O(G)→ C. As explained in [DFY13, Section 2], the central functionals
on O(G) are in bijective correspondence with the functions ϕ : Irr(G)→ C, by defining
Ωϕ : O(G)→ C : Ωϕ(Upiij) = ϕ(pi) δij for all pi ∈ Irr(G) , i, j ∈ {1, . . . ,dimpi} .
We also associate with ϕ the multiplier
Ψϕ : O(G)→ O(G) : Ψϕ = (id⊗ Ωϕ) ◦∆ = (Ωϕ ⊗ id) ◦∆ . (6.1)
Note that Ψϕ(U
pi
ij) = ϕ(pi)U
pi
ij for all pi ∈ Irr(G), i, j ∈ {1, . . . ,dimpi}.
Denote by L2(G) the GNS Hilbert space associated with the Haar state h. The reduced
C∗-algebra Cr(G) is defined as the norm closure of O(G) acting on L2(G). We call Ψϕ a
cb-multiplier if Ψϕ is completely bounded from Cr(G) to Cr(G). We say that Ψϕ is finitely
supported if ϕ is a finitely supported function.
Given a function ϕ : Irr(G) → C, we denote by θϕ the associated multiplier on Rep(G) given
in Proposition 3.6.
The following result is crucial for us, since it allows to transfer the quantum group results in
[DFY13, A14] to our framework of subfactors and C∗-tensor categories.
Proposition 6.1. Let ϕ : Irr(G)→ C a function. The following conditions are equivalent.
1. The central functional Ωϕ on O(G) is positive: Ωϕ(x∗x) ≥ 0 for all x ∈ O(G).
2. The multiplier Ψϕ : Cr(G)→ Cr(G) is completely positive.
3. The function ϕ : Irr(G)→ C is a cp-multiplier on the C∗-tensor category Rep(G).
Also, if Ψϕ is completely bounded, then θ
ϕ is completely bounded with ‖θϕ‖cb ≤ ‖Ψϕ‖cb.
Proof. We start by giving an alternative formula for the maps θϕα,β. Every α ∈ Rep(G) is given
as the unitary representation Uα ∈ B(Hα)⊗O(G) of G on the finite dimensional Hilbert space
Hα. By definition,
(id⊗∆)(Uα) = Uα12 Uα13 .
The tensor product of α, β ∈ Rep(G) is the unitary representation
Uα⊗β = Uα13 U
β
23 ∈ B(Hα ⊗Hβ)⊗O(G) .
Fix α, β ∈ Rep(G). Define the linear map
σϕα,β : End(α⊗ β)→ B(Hα ⊗Hβ) : σϕα,β(X) = (id⊗ id⊗ Ωϕ)(Uβ23(X ⊗ 1)(Uβ23)∗) .
We start by proving that σϕα,β(X) = θ
ϕ
α,β(X) for all X ∈ End(α⊗ β).
Let β ∈ Rep(G) be the contragredient unitary representation. Fix a standard solution sβ ∈
Mor(β ⊗ β, ε), tβ ∈ Mor(β ⊗ β, ε) of the conjugate equations as in (3.3). Fix X ∈ End(α⊗ β).
To prove that σϕα,β(X) = θ
ϕ
α,β(X), we must show that
(σϕα,β(X)⊗ 1)(1⊗ sβ) = (θϕα,β(X)⊗ 1)(1⊗ sβ) . (6.2)
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As in the proof of Proposition 3.6, we denote for every pi ∈ Irr(G), by P β⊗βpi the orthogonal
projection in End(β ⊗ β) onto the direct sum of all subrepresentations of β ⊗ β that are
isomorphic with pi. By (3.6), the right hand side of (6.2) equals∑
pi∈Irr(G)
ϕ(pi) (1⊗ P β⊗βpi )(X ⊗ 1)(1⊗ sβ) . (6.3)
Since sβ ∈ Mor(β⊗β, ε), we have Uβ13 Uβ23 (sβ⊗1) = sβ⊗1 and thus, (Uβ13)∗(sβ⊗1) = Uβ23(sβ⊗1).
It follows that the left hand side of (6.2) equals
(id⊗ id⊗ id⊗ Ωϕ)
(
Uβ24 (X ⊗ 1⊗ 1)Uβ34 (1⊗ sβ ⊗ 1)
)
=
(
1⊗ (id⊗ id⊗ Ωϕ)(Uβ⊗β)
)
(X ⊗ 1)(1⊗ sβ) .
By definition of Ωϕ, we have that (id⊗ Ωϕ)(Upi) = ϕ(pi)1 for all pi ∈ Irr(G). Therefore,
(id⊗ id⊗ Ωϕ)(Uβ⊗β) =
∑
pi∈Irr(G)
ϕ(pi)P β⊗βpi
and we conclude that also the left hand side of (6.2) equals (6.3).
Define the injective ∗-homomorphism Γα,β : End(α⊗ β)→ B(Hα ⊗Hβ)⊗ Cr(G) : Γα,β(X) =
Uβ23(X ⊗ 1)(Uβ23)∗. We next prove that
(id⊗ id⊗Ψϕ) ◦ Γα,β = Γα,β ◦ θϕα,β . (6.4)
To prove (6.4), fix X ∈ End(α⊗ β). Using the equality σϕα,β = θϕα,β, we get that
(id⊗ id⊗Ψϕ)Γα,β(X) = (id⊗ id⊗ id⊗ Ωϕ)(id⊗ id⊗∆)Γα,β(X)
= (id⊗ id⊗ id⊗ Ωϕ)
(
Uβ23 U
β
24 (X ⊗ 1⊗ 1) (Uβ24)∗ (Uβ23)∗
)
= Uβ23 (σ
ϕ
α,β(X)⊗ 1) (Uβ23)∗ = Uβ23 (θϕα,β(X)⊗ 1) (Uβ23)∗
= Γα,β(θ
ϕ
α,β(X)) .
From (6.4), it immediately follows that if Ψϕ is completely bounded, then every θ
ϕ
α,β is com-
pletely bounded with ‖θϕα,β‖cb ≤ ‖Ψϕ‖cb.
We now prove that statements 1, 2 and 3 are equivalent. Since Ψϕ = (id ⊗ Ωϕ) ◦ ∆, we get
that 1 ⇒ 2. From (6.4), it follows that 2 ⇒ 3.
It remains to prove that 3 ⇒ 1. So assume that θϕ is completely positive and fix x ∈ O(G).
We have to prove that Ωϕ(xx
∗) ≥ 0. Take β ∈ Rep(G) such that x is a coefficient of the
representation β. Choosing standard solutions sβ, tβ of the conjugate equations as in (3.3), we
can take a vector ξ ∈ Hβ ⊗Hβ such that
x = (ξ∗ ⊗ 1)Uβ23 (tβ ⊗ 1) .
Since θϕ
β,β
= σϕ
β,β
and because θϕ
β,β
is a positive map, we get that
Ωϕ(xx
∗) = 〈σϕ
β,β
(tβt
∗
β) ξ, ξ〉 = 〈θϕβ,β(tβt
∗
β) ξ, ξ〉 ≥ 0 .
This concludes the proof of the proposition.
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Proposition 6.1 gives a description of the cp-multipliers on the representation category Rep(G)
of a compact quantum group G. We can then apply [DFY13, Section 6] to identify the universal
C∗-algebra Cu(Rep(G)) of the C∗-tensor category Rep(G) as a corner of the universal quantum
double C∗-algebra of G.
To formulate the result, we need some notation. First define cc(Ĝ) as the direct sum of the
matrix algebras B(Hpi), pi ∈ Irr(G). We can naturally embed cc(Ĝ) ↪→ O(G)∗ by identifying
the matrix units epiij ∈ B(Hpi) with the functionals epiij ∈ O(G)∗ given by
epiij(U
ρ
kl) = δpi,ρ δjk δil .
The Drinfel’d double D(G) of G is defined as the ∗-algebra with underlying vector space O(G)⊗
cc(Ĝ) and product
(Upiij ⊗ ω) (Uρkl ⊗ µ) =
∑
a,b
Upiij U
ρ
ab ⊗ ω
(
Uρka · (Uρlb)∗
)
µ
for all pi, ρ ∈ Irr(G) and ω, µ ∈ cc(Ĝ) viewed as functionals on O(G). As explained in [DFY13,
Section 6], the (non-unital) ∗-algebra D(G) admits a universal enveloping C∗-algebra D(G).
From now on, we write xω instead of x ⊗ ω as elements of D(G) ⊂ D(G). The Haar state
h ∈ O(G) corresponds to the minimal projection in cc(Ĝ) given by the trivial representation ε
and as such also is a projection in D(G).
Proposition 6.2. Let G be a compact quantum group. The formula
Φ : C[RepG]→ hD(G)h : Φ(pi) = σ−i/2(χpi)h
where χpi = (Tr⊗id)(Upi) is the character of pi and (σt)t∈R is the modular automorphism group
of the Haar state h induces a bijective ∗-isomorphism
Φ : Cu(RepG)→ hD(G)h .
Proof. Let ϕ : Irr(G) → C be a function. In [DFY13, Section 6], it is proved that the central
functional Ωϕ on O(G) is positive if and only if there exists a positive functional Ω′ϕ on the
C∗-algebra hD(G)h such that Ω′ϕ(Φ(pi)) = d(pi)ϕ(pi) for all pi ∈ Irr(G). Also, Φ(C[RepG]) =
hD(G)h and thus, Φ(C[RepG]) is dense in hD(G)h. The result then follows from Proposition
6.1.
Given a compact quantum group G, we denote by Cu(G) the universal enveloping C∗-algebra
of O(G). We denote by  : O(G) → C the functional given by (Upiij) = δij for all pi ∈ Irr(G).
Note that  is exactly the positive central functional on O(G) that corresponds to the function
on Irr(G) that is identically equal to 1. Recall from [A14, Definition 8.1] that Ĝ is said to have
the central property (T) if every net of central states ωn ∈ Cu(G)∗ that converges to  weakly∗,
must satisfy limn ‖ωn − ‖ = 0 w.r.t. the norm on Cu(G)∗.
Proposition 6.3. Let G be a compact quantum group. Then Ĝ has the central property (T)
in the sense of [A14, Definition 8.1] if and only if the rigid C∗-tensor category Rep(G) has
property (T) in the sense of Definition 5.1.
Proof. First assume that Ĝ has the central property (T). Let ϕn : Irr(G)→ C be a net of cp-
multipliers that converges to 1 pointwise. We have to prove that ϕn → 1 uniformly on Irr(G).
Replacing ϕn by ϕn(ε)
−1 ϕn, we may assume that ϕn(ε) = 1 for all n. Denote by Ωn := Ωϕn
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the central functionals on O(G) given by Ωn(Upiij) = ϕn(pi)δij for all pi ∈ Irr(G). By Proposition
6.1, the functionals Ωn uniquely extend to states on Cu(G) that we still denote as Ωn. Since
ϕn → 1 pointwise, we get that Ωn →  weakly∗. Since Ĝ has the central property (T), we get
that limn ‖Ωn − ‖ = 0. For every pi ∈ Irr(G), we have that ‖Upi11‖ ≤ 1. Therefore,
|ϕn(pi)− 1| = |Ωn(Upi11)− (Upi11)| ≤ ‖Ωn − ‖ ,
and we conclude that ϕn → 1 uniformly.
Conversely, assume that Rep(G) has property (T) in the sense of Definition 5.1. Take a net
Ωn ∈ Cu(G)∗ of central states that converges weakly∗ to . Using Proposition 6.1, denote
by ϕn : Irr(G) → C the cp-multipliers on Rep(G) that correspond to Ωn. Denote by ωn ∈
Cu(Rep(G))∗ the states defined by ϕn. Note that ϕn → 1 pointwise and ωn →  weakly∗. By
Proposition 5.5, we get that limn ‖ωn − ‖ = 0. We now use the notation introduced before
Proposition 6.2. With the ∗-isomorphism Φ of Proposition 6.2, we can define the states Ω˜n, ˜
on D(G) given by ωn ◦ Φ−1 and  ◦ Φ−1. We have limn ‖Ω˜n − ˜‖ = 0. Using the natural
∗-homomorphism Cu(G) → M(D(G)), we have that Ωn(x) = Ω˜n(hxh) for all x ∈ Cu(G). It
then follows that limn ‖Ωn − ‖ = 0.
7 Representation theory and approximation properties of
TLJ λ-lattices
As explained in the introduction, the TLJ λ-lattice Gλ arises as the sub-λ-lattice generated by
the Jones projections inside the standard invariant of any extremal subfactor of index λ−1. By
[P90], there exist (non hyperfinite) subfactors N ⊂M whose standard invariant is generated by
the Jones projections and thus equal to Gλ. These are precisely the subfactors whose principal
graph is of type An or A∞. The finite depth case An arises when λ−1 < 4, while for λ−1 ≥ 4,
we have infinite depth and principal graph A∞.
The C∗-tensor category corresponding to Gλ with λ−1 ≥ 4 can be described as follows. Assume
that N ⊂ M is a subfactor with index λ−1 ≥ 4 and principal graph A∞. Consider the Jones
tower N ⊂ M ⊂ M1 ⊂ · · · . We define H0 = L2(M) to be the trivial M -bimodule. For every
n ≥ 1, the M -bimodule L2(Mn) is the direct sum of irreducible M -bimodules that appear in
L2(Mn−1), plus one new irreducible M -bimodule that we denote as Hn. Then {Hn | n ≥ 0} is
the set of irreducible M -bimodules generated by N ⊂M .
Theorem 7.1. Let N ⊂ M be an A∞ subfactor with index [M : N ] = λ−1 and standard
invariant Gλ. Denote by C the associated category of M -bimodules and identify Irr(C) = {Hn |
n ∈ N} as above.
1. There is a unique bijective ∗-isomorphism Θ : Cu(N ⊂ M) → C([0, λ−1]) that maps the
M -bimodule L2(M1) to the function t 7→ t.
2. The irreducible SE-correspondences of N ⊂ M are labeled by the interval [0, λ−1] and ex-
plicitly given by the cp-multipliers ϕt : Irr(C)→ C, t ∈ [0 : λ−1], defined by
ϕt(Hn) = Vn(t)
Vn([M : N ])
where Vn(t) = U2n
(1
2
√
t
)
and the Um are the Chebyshev polynomials of the second kind.
3. The regular SE-correspondence of N ⊂ M is given by the representation of C([0, λ−1]) on
L2([0, 4]) by left multiplication. The trivial SE-correspondence is given by evaluation at λ−1.
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4. The TLJ λ-lattice Gλ has the Haagerup approximation property and CMAP.
Proof. Take the unique number 0 < q ≤ 1 with q + 1q = λ−1/2. Denote by G the com-
pact quantum group SUq(2) in the sense of [W86]. Denote by α1/2 the defining dimension
2 (irreducible) representation of G. Then C is equivalent, as a C∗-tensor category, with the
full C∗-tensor subcategory of Rep(G) generated by α1/2 ⊗ α1/2. Combining Proposition 4.5
with Proposition 6.2 and [DFY13, Remark 31], we find a unique injective ∗-isomorphism
Cu(N ⊂ M) ↪→ C([−λ−1/2, λ−1/2]) sending the M -bimodule L2(M1) to the function t 7→ t2.
Then the first statement of the theorem follows.
Define the functions Vn(t) as in 2. It is easy to check that the functions Vn(t) are determined
by the recursive relation
V0(t) = 1 , V1(t) = t− 1 and Vn+1(t) = (t− 2)Vn(t)− Vn−1(t) for all n ≥ 1 . (7.1)
In particular, all Vn(t) are polynomials in t. The fusion algebra C[C] can be described by the
fusion rule
H1 ⊗M Hn ∼= Hn+1 ⊕Hn ⊕Hn−1 for all n ≥ 1 .
So in the fusion algebra C[C], we have that Hn = Vn(L2(M1)) and that d(Hn) = Vn(λ−1). Since
the irreducible representations of C([0, λ−1]) are obviously given by evaluation at t ∈ [0, λ−1],
the second statement follows.
Since ϕλ−1(Hn) = 1 for all n ≥ 0, we get that the trivial SE-correspondence of N ⊂ M is
indeed given by evaluation at λ−1. Defining the probability measure µ with support [0, 4] and
density (2pi)−1/2
√
(4− t)/t, the orthogonality relations for the Chebyshev polynomials of the
second kind imply that
∫ 4
0 Vn(t) dµ(t) = 0 for all n ≥ 1. This means that
∫ 4
0 ϕt dµ(t) = ϕ0,
so that indeed the regular SE-correspondence of N ⊂ M is given by the left multiplication
representation of C([0, λ−1]) on L2([0, 4]).
It is easy to check that for every fixed 0 < t < λ−1, we have that limn→∞ ϕt(Hn) = 0. Therefore,
C has the Haagerup approximation property.
By [DFY13, Theorem 16], there exists a sequence of finitely supported functions ϕn : Irr(G)→
C that converges to 1 pointwise and such that the associated multipliers Ψϕn : Cr(G)→ Cr(G)
given by (6.1) satisfy lim supn ‖Ψϕn‖cb = 1. By Propositions 6.1 and 3.8, the restriction of ϕn
to Irr(C) ⊂ Irr(G) is a sequence of finitely supported cb-multipliers ψn on C that converges to
1 pointwise and that satisfies limn ‖ψn‖cb = 1. So, C has CMAP.
8 Property (T) for λ-lattices of type SUq(n), n ≥ 3
For every n ≥ 2, consider the compact quantum group G = SUq(n) of [W88], with its defining
dimension n (irreducible) unitary representation Upi ∈ Mn(C) ⊗ O(G). We can then define
G1 = PSUq(n) such that O(G1) is the Hopf ∗-subalgebra of O(G) generated by the coefficients
of pi ⊗ pi.
Since the fusion rules of G are the same as the fusion rules of the compact Lie group SU(n), we
can also view O(G1) in the following way. There is a unique map Ξ : Irr(G)→ Z/nZ satisfying
Ξ(pi) = 1 and Ξ(α) = Ξ(β) + Ξ(γ) whenever α, β, γ ∈ Irr(G) and α is a subrepresentation of
β ⊗ γ.
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Theorem 8.1. Let n ≥ 3 be an odd integer. Let N ⊂M be an extremal finite index subfactor
and assume that the associated category of M -bimodules is equivalent with the representation
category Rep(SUq(n)) or Rep(PSUq(n)). Then, the standard invariant of N ⊂ M has prop-
erty (T).
By [P94b, Xu97, Ba98] (see Remark 8.2 below), subfactors N ⊂M whose associated category
of M -bimodules is equivalent with Rep(SUq(n)) or Rep(PSUq(n)) indeed exist. In the case of
PSUq(n), they can be chosen irreducible and without intermediate subfactors.
The subfactors N ⊂M in Theorem 8.1 are the first subfactors that have a standard invariant
with property (T) and that are not constructed from discrete groups with property (T). Note
that the fusion algebra associated with these subfactors N ⊂M is abelian and thus not at all
like C∗(Γ) for a property (T) group Γ.
Proof. Write G = SUq(n) and G1 = PSUq(n). By [A14, Corollary 8.8], the discrete quantum
group Ĝ has the central property (T). So by Proposition 6.3, the category Rep(G) has prop-
erty (T). By Proposition 5.7, also Rep(G1) has property (T). So, the category of M -bimodules
generated by N ⊂M has property (T). It then follows from Proposition 5.2 that the standard
invariant of N ⊂M has property (T).
Remark 8.2. By [Xu97, Ba98], we can associate a λ-lattice to every rigid C∗-tensor category
C and object α ∈ C, in the following way. Fix a standard solution sα ∈ Mor(α ⊗ α, ε),
tα ∈ Mor(α⊗ α, ε) of the conjugate equations as in (3.3). For every k ∈ N, define αk = α if k
is odd and αk = α if k is even. Then define for all n ≤ m,
αnm = αn+1 ⊗ · · · ⊗ αm
with the convention that αnn = ε. Denote Anm = End(αnm). For a ≤ n ≤ m ≤ b, we have
the canonical inclusion Anm ⊂ Aab. We also have the projections en ∈ An−1,n+1 defined by
d(α)−1sαs∗α if n is odd and by d(α)−1tαt∗α if n is even. Together with the normalized categorical
trace and λ = d(α)−2, we find that Anm is a λ-lattice. By [P94b, Theorem 3.1], this λ-lattice
Anm arises as the standard invariant of an extremal finite index subfactor N ⊂M , constructed
in a canonical way from the λ-lattice and a diffuse tracial von Neumann algebra Q. By [PS01,
Theorem 1.1], by taking Q to be the free group factor on infinitely many generators L(F∞),
one associate this way a canonical inclusion N ⊂M with N ∼= M ∼= L(F∞). Note that N ⊂M
is irreducible if and only if α is an irreducible object in C.
By construction, the category C1 of M -bimodules generated by such a subfactor N ⊂ M
is equivalent with the full C∗-tensor subcategory of C generated by α ⊗ α. If we take C =
Rep(SUq(n)) with the defining n-dimensional representation denoted by pi, we could take α =
pi⊕ ε and find that C1 = C. Then the subfactor N ⊂M is reducible. We could also take α = pi.
Then, C1 = Rep(PSUq(n)) and the subfactor N ⊂M is irreducible. In that case, because pi⊗pi
is the direct sum of the trivial representation and an irreducible representation, and because by
construction N ′ ∩M1 ∼= End(pi ⊗ pi), we find that N ′ ∩M1 = C1 +Ce0. In particular, N ⊂M
has no intermediate subfactor.
9 Permanence properties and Fuss-Catalan λ-lattices
We collect in this section a number of results on the permanence under various constructions
of the Haagerup property, weak amenability, property (T), .... We formulate most of these
33
permanence properties for λ-lattices. They have their obvious counterpart for rigid C∗-tensor
categories, but having the SE-inclusion at hand makes some of the proofs much less laborious.
Moreover, since every finitely generated rigid C∗-tensor category is the category of bimodules
of an extremal subfactor (see also Remark 8.2), there is not even a loss of generality.
To obtain a permanence result for free products, we need the following approximation property,
which was defined in [DFY13, Definition 3] for discrete quantum groups.
Definition 9.1. A rigid C∗-tensor category C is said to have the almost completely positive
approximation property (ACPAP) if there exists a net of cp-multipliers ϕn : Irr(C) → C that
converges to 1 pointwise and such that for every fixed n, there exists a net of finitely supported
cb-multipliers ψnk : Irr(C)→ C such that limk ‖ϕn − ψnk‖cb = 0.
Note that the ACPAP is stronger than both the Haagerup property and CMAP.
Proposition 9.2. The TLJ λ-lattices Gλ have the ACPAP.
Proof. By [DFY13, Theorem 16] and Proposition 6.1, the representation categories of the
compact quantum groups SUq(2) and PSUq(2) have the ACPAP. As in Section 7, this precisely
means that Gλ has the ACPAP.
Note that point 3 in the following proposition corresponds to the permanence of approximation
properties when passing to subgroups.
Proposition 9.3. Let N ⊂ M be an extremal subfactor with standard invariant GN,M and
tower/tunnel · · · ⊂M−2 ⊂M−1 ⊂M0 ⊂M1 ⊂ · · · .
1. GN,M has both the Haagerup property and property (T) if and only if GN,M has finite depth.
2. Consider intermediate subfactors Ma ⊂ P ⊂Mn ⊂Mm ⊂ Q ⊂Mb for a ≤ n < m ≤ b. Any
of the properties of amenability, Haagerup property, property (T), having Cowling-Haagerup
constant equal to κ, or ACPAP holds for one of the GP,Q if and only if it holds for all GP,Q.
3. Assume that Mn ⊂ P ⊂ Q ⊂ Mm for some n < m and that p ∈ P ′ ∩ Q is a projection.
If GN,M has any of the properties of amenability, Haagerup property, or ACPAP, then also
GPp,pQp has the corresponding property. Also, Λ(GPp,pQp) ≤ Λ(GN,M ).
4. Let also P ⊂ Q be an extremal subfactor. Any of the properties of amenability, Haagerup
property, property (T), or ACPAP holds for GN⊗P,M⊗Q if and only if it holds for both GN,M
and GP,Q. Also, Λ(GN⊗P,M⊗Q) = Λ(GN,M ) Λ(GP,Q).
5. Let N ⊂ P ⊂ M and assume that N ⊂ M is a free composition of N ⊂ P and P ⊂ M
in the sense of [BJ95, Section 1]. If both GN,P and GP,M have the Haagerup property, then
also GN,M has the Haagerup property. If both GN,P and GP,M have the ACPAP, then also
GN,M has the ACPAP.
Proof. 1. Since GN,M has finite depth if and only if the category of M -bimodules generated
by N ⊂M has only finitely many irreducible objects, the results follows immediately from the
definitions.
2 and 4. The proofs are identical to the proof of [P99, Proposition 9.8].
3. Using 2, it suffices to prove that all the stated approximation properties for GN,M are
inherited by GN,P and by GP,M whenever N ⊂ P ⊂M , as well as by GNp,pMp when p ∈ N ′∩M
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is a projection. Denote by C the category of M -bimodules generated by N ⊂ M . Note that
the category of M -bimodules generated by P ⊂M is a full C∗-tensor subcategory C1 of C. By
Proposition 3.8, all approximation properties for C are inherited by C1, i.e. by GP,M . Choosing
a tunnel Q ⊂ N ⊂ P , we can view M−2 ⊂ Q ⊂ N . Again using 2, we get that GQ,N , and
thus also GN,P inherit all approximation properties. Using the natural bijective correspondence
between pMp-bimodules and M -bimodules, also the category of pMp-bimodules generated by
Np ⊂ pMp can be viewed as a full C∗-tensor subcategory of C.
5. By assumption, the categories C1, resp. C2 of P -bimodules generated by N ⊂ P , resp.
P ⊂ M , are free and generate the category of P -bimodules associated with P ⊂ M1. Put
T = P ⊗ P op. Denote by T ⊂ S1 and T ⊂ S2 the SE-inclusions of N ⊂ P , resp. (a tunnel for)
P ⊂M . By freeness and the categorical description of the symmetric enveloping algebra given
in Remark 2.7, it follows that the inclusion of T into the amalgamated free product S1 ∗T S2 is
the SE-inclusion of (a tunnel for) P ⊂M1.
First assume that C1 and C2 have the Haagerup property and choose nets of cp-multipliers
ϕ
(i)
n : Irr(Ci) → C that converge to 1 pointwise and such that every ϕ(i)n tends to 0 at infinity.
We may assume that ϕ
(i)
n (ε) = 1 for all n and i = 1, 2. Whenever i1, . . . , id ∈ {1, 2} with
i1 6= i2, i2 6= i3, . . . , id−1 6= id, and αk ∈ Irr(Cik) \ {ε}, we define
ψn(α1 · · ·αd) = rd ϕ(i1)n (α1)ϕ(i2)n (α2) · · · ϕ(id)n (αd) .
Since C is the free product of C1 and C2, we have defined a net of multipliers ψn : Irr(C)→ C.
By construction, each ψn tends to 0 at infinity. It follows from Lemma 4.7, Propositions 3.3
and 3.5, the amalgamated free product structure of S1 ∗T S2 and [RX05, Theorem 3.4 and
Proposition 3.5] (which are indeed valid in the amalgamated case, as explained in [RX05,
Section 5]) that all ψn are completely positive. So C has the Haagerup property. This means
that GP,M1 has the Haagerup property. It now follows from 2 that also GN,M has the Haagerup
property.
The argument for the ACPAP is entirely similar and worked out in detail in [DFY13, Propo-
sition 23]. The main point is to use [RX05, Lemma 4.10] (and also this remains valid in the
amalgamated case, as explained in [RX05, Section 5]).
Corollary 9.4. The Fuss-Catalan λ-lattices of [BJ95] have both the Haagerup property and
CMAP.
Proof. Since the Fuss-Catalan λ-lattices arise as the free composition of Gλi , the result follows
by combining Propositions 9.2 and 9.3.4.
As is well known, the quotient of a property (T) group has again property (T). The counterpart
for λ-lattices was proved in [P99, Theorem 9.9] using subtle analytic arguments in the asso-
ciated SE-inclusion : if G0 is a sub-λ-lattice of G and if G0 has property (T), then also G has
property (T). We end this paper with a generalization of this type of result to rigid C∗-tensor
categories, for which our framework will allow us to provide a very simple, completely algebraic
proof.
Recall here that a sub-λ-lattice of (Anm)0≤n≤m is a system of ∗-subalgebras Bnm ⊂ Anm,
compatible with all inclusions and containing the Jones projections. For instance, Gλ is a
sub-lattice of any λ-lattice G.
In the language of rigid C∗-tensor categories, this means that we consider a C∗-tensor functor
F : C → C1 with the property that d1(F(α)) = d(α) for all α ∈ C, where d1, d are the
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categorical dimension functions on C, C1. Note that the rigidity of C and C1 implies that F is
faithful, i.e. injective on spaces of morphisms. As we will recall in the proof of Proposition 9.5
below, the assumption that F preserves dimensions is equivalent with the assumption that for
every standard solution of the conjugate equations sα ∈ Mor(α⊗ α, ε), tα ∈ Mor(α⊗ α, ε), we
have that F(sα), F(tα) is a standard solution of the conjugate equations for F(α) ∈ C1. In
the context of λ-lattices, this last property exactly means that the sub-λ-lattice has the same
Jones projections as the ambient λ-lattice. We refer to Remark 9.8 for further comments on
this.
Proposition 9.5. Let C, C1 be rigid C∗-tensor categories and F : C → C1 a dimension pre-
serving C∗-tensor functor. Then the map α 7→ F(α) extends to a unital ∗-homomorphism
Cu(C)→ Cu(C1).
Proof. We start by proving that for every standard solution of the conjugate equations sα ∈
Mor(α ⊗ α, ε), tα ∈ Mor(α ⊗ α, ε), we have that F(sα), F(tα) is a standard solution of the
conjugate equations for F(α) ∈ C1. Since F(sα),F(tα) is a solution of the conjugate equations
for F(α), we can decompose F(α) into an orthogonal direct sum of irreducibles pi1, . . . , pik ∈
Irr(C1) and take standard solutions spii , tpii of the conjugate equations for pii such that
F(sα) =
k∑
i=1
λispii ,
where λ1, . . . , λk ∈ (0,+∞). It follows that F(tα) =
∑k
i=1 λ
−1
i tpii . Since an injective ∗-
homomorphism between C∗-algebras is isometric, we know that F is isometric on spaces of
morphisms. It follows that
d(α) = ‖F(sα)‖2 =
k∑
i=1
λ2i d1(pii) and d(α) = ‖F(tα)‖2 =
k∑
i=1
λ−2i d1(pii) .
Since F is dimension preserving, we also have that d(α) = ∑ki=1 d1(pi). Since λ2i + λ−2i ≥ 2 for
all i, we conclude that λi = 1 for all i = 1, . . . , k. This exactly means that F(sα), F(tα) is a
standard solution of the conjugate equations for F(α).
Let ϕ1 : Irr(C1) → C be a cp-multiplier. Define the corresponding positive functional ω1 ∈
Cu(C1)∗ given by ω1(pi) = d1(pi)ϕ1(pi) for all pi ∈ Irr(C1). Define ϕ : Irr(C) → C : ϕ(α) =
d(α)−1ω1(F(α)). We have to prove that ϕ is a cp-multiplier on C.
For every α, β ∈ C, we denote by Eα,β the unique trace preserving conditional expectation of
End(F(α)⊗F(β)) onto the ∗-subalgebra F(End(α⊗ β)). We then define the cp maps
θα,β : End(α⊗ β)→ End(α⊗ β) : θα,β = F−1 ◦ Eα,β ◦ θϕ1F(α),F(β) ◦ F .
Since F preserves the standard solutions of the conjugate equations, we get that
Eα1⊗α,β⊗β1(1⊗ T ⊗ 1) = 1⊗ Eα,β(T )⊗ 1 for all T ∈ End(F(α)⊗F(β)) .
It follows that θα,β defines a cp-multiplier on C. So, θα,β = θψα,β for some cp-multiplier ψ :
Irr(C)→ C. It suffices to prove that ϕ = ψ.
Take α ∈ Irr(C). As explained above, we can decompose F(α) into a direct sum of irreducibles
pi1, . . . , pik ∈ Irr(C1) and choose standard solutions of the conjugate equations spii , tpii such that
F(sα) =
k∑
i=1
spii . (9.1)
36
It follows that
θϕ1(F(sα)) =
k∑
i=1
ϕ1(pii)spii . (9.2)
We must compute the orthogonal projection of the right hand side of (9.2) on the 1-dimensional
space of multiples of F(sα). Using (9.1), this orthogonal projection equals
1
d(α)
( k∑
i=1
d1(pii)ϕ1(pii)
)
F(sα) .
We conclude that
ψ(α) =
1
d(α)
k∑
i=1
d1(pii)ϕ1(pii) =
1
d(α)
ω1
( k∑
i=1
pii
)
=
ω1(F(α))
d(α)
= ϕ(α) ,
because F(α) is isomorphic to the direct sum of pi1, . . . , pik.
We can then prove that property (T) passes to quotients.
Proposition 9.6. Let C, C1 be rigid C∗-tensor categories and F : C → C1 a dimension preserv-
ing C∗-tensor functor. Assume that F is “surjective” in the following sense : every pi ∈ Irr(C1)
appears in some F(α), α ∈ C. If C has property (T), then also C1 has property (T).
Proof. By Proposition 5.5, we have the nonzero projection p ∈ Cu(C) satisfying αp = d(α)p
for all α ∈ C. By Proposition 9.5, the map α 7→ F(α) extends to a unital ∗-homomorphism
Υ : Cu(C)→ Cu(C1). Define q = Υ(p). Then q is a projection in Cu(C1). Since F is dimension
preserving, we have 1 ◦ Υ = . Therefore, 1(q) = (p) = 1, so that q is nonzero. For every
α ∈ C, we have Υ(α)q = Υ(αp) = d(α)q. It follows that piq = d1(pi)q for every subobject pi
of F(α). By the surjectivity assumption, we conclude that piq = d1(pi)q for every pi ∈ C1. By
Proposition 5.5, this means that C1 has property (T).
Applying Proposition 9.6 to the case of bimodule categories arising from subfactors and taking
into account the comments before Proposition 9.5, we can thus reprove [P99, Theorem 9.9].
Corollary 9.7. Let G be a λ-lattice and G0 a sub-λ-lattice of G. If G0 has property (T), then
also G has property (T).
Proof. By [P94b] (see also [P00, Theorem 4.3]), we can realize G0 = GN0,M0 and G = GN,M
where N0 ⊂M0 and N ⊂M are extremal subfactors with Jones towers N0 ⊂M0 ⊂M0,1 ⊂ · · ·
and N ⊂M ⊂M1 ⊂ · · · that fit into a nondegenerate commuting square
N ⊂ M
∪ ∪
N0 ⊂ M0
with the property that N ′0 ∩M0,n ⊂ N ′ ∩Mn for all n ≥ 0. Then the map that sends the M0-
bimodule L2(M0,n) to the M -bimodule L
2(Mn) uniquely extends to a dimension preserving
C∗-tensor functor F : C0 → C, with C0 defined as the category of M0-bimodules generated by
N0 ⊂ M0 and C as the category of M -bimodules generated by N ⊂ M . Since the image of F
contains ML
2(M1)M, we get that F is “surjective” in the sense of Proposition 9.6. Combining
Propositions 5.2 and 9.6, the result follows.
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Remark 9.8. 1. In Proposition 9.6, it is essential to assume that F is dimension preserving.
Indeed, restricting finite dimensional unitary representations of SUq(3) to the maximal torus
T2 yields a C∗-tensor functor F : Rep(SUq(3)) → Rep(T2). However, Rep(SUq(3)) has
property (T) (by [A14], see Theorem 8.1), while Rep(T2) does not (it is an amenable C∗-
tensor category with infinitely many irreducible objects).
2. The TLJ λ-lattice is a sub-λ-lattice of an arbitrary λ-lattice. The C∗-tensor category coun-
terpart of this observation goes as follows. For every d ∈ R with |d| ≥ 2, we denote by
Cd the Temperley-Lieb C∗-tensor category. Then, Cd is isomorphic with Rep(SUq(2)) where
q ∈ [−1, 1] \ {0} is given by q + 1/q = −d. Also, Cd can be defined by completing the
category having the natural numbers as objects, with Mor(n,m) = {0} if n−m is odd and
with Mor(n,m) being the vector space having as a basis the non-crossing pairings between
n points and m points. When two such non-crossing pairings are composed, all closed loops
are replaced by the scalar d.
Let now C be an arbitrary rigid C∗-tensor category and α ∈ C a real, resp. pseudo-real,
object. This means that α ∼= α and that we can choose a standard solution for the conjugate
equations t, s ∈ Mor(α ⊗ α, ε) in which t = s, resp. t = −s. Putting d = d(α), resp.
d = −d(α), there is a unique dimension preserving C∗-tensor functor F : Cd → C that maps
the non-crossing pairing ∪ ∈ Mor(2, 0) to t.
When C is the bimodule category generated by an extremal subfactor N ⊂ M , then α =
ML
2(M1)M is a real object in C with dimension λ−1 = [M : N ]. The above functor F :
Cλ−1 → C is then the precise counterpart of Gλ being a sub-λ-lattice of GN,M .
3. In point 2, note that F is “surjective” in the sense of Proposition 9.6 if every β ∈ Irr(C) is
a subobject of some tensor power of α. So in the example of a subfactor bimodule category
with α = ML
2(M1)M, this is always the case. This example shows that in general, the
surjectivity of a dimension preserving C∗-tensor functor F : C → C1 does not imply the
surjectivity of the associated ∗-homomorphism Cu(C)→ Cu(C1) constructed in Proposition
9.5.
10 Concluding remarks
Let C be a rigid C∗-tensor category. The fusion rules of C, which show how to decompose
α⊗ β into a direct sum of irreducibles, turn Irr(C) into a hypergroup. When C is the category
of M -bimodules generated by a finite index subfactor N ⊂ M , this hypergroup structure is
essentially the same as the (even part of) the principal graph of the subfactor N ⊂ M . The
definition of the fusion ∗-algebra C[C] only uses the hypergroup structure on Irr(C), i.e. the
fusion rules. Also the regular representation of C[C] on `2(C) is defined entirely in terms of
the fusion rules, and hence so is the reduced C∗-algebra Cr(C). Thus, in the case where C is
the category of M -bimodules generated by a subfactor N ⊂ M , all these objects are entirely
determined by the principal graph of the subfactor.
However, the definition of the universal C∗-algebra Cu(C) uses much more of the structure of C
and we strongly believe that Cu(C) cannot be defined only in terms of the fusion rules and the
dimension function on Irr(C) (or, equivalently, in terms of the weighted principal graph when
C comes from a subfactor). In particular, it now seems entirely possible that there do exist two
λ-lattices G1, G2 with the same weighted principal graph, but such that G1 has property (T),
resp. the Haagerup property, while G2 does not (compare with [P99, Remark 9.11] where it
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is conjectured that the opposite might be true). However, we do not have examples of such
phenomena and there are several reasons why it is difficult to find them.
1. In the amenable case, by Proposition 5.3, Cu(C) ∼= Cr(C) and thus, Cu(C) only depends on
the fusion rules and the dimension function.
2. As observed by Kenny De Commer, when C1 and C2 both have the fusion rules of the
compact Lie group SU(n) and have the same dimension function, then the C∗-algebras
Cu(Ci) are isomorphic because by [Jo14], the C∗-tensor categories Ci are a twist of the same
Rep(SUq(n)) by a scalar 3-cocycle. In particular, when n is an odd integer, n ≥ 3, every
rigid C∗-tensor category with the same fusion rules as SU(n) is either amenable, or has
property (T).
3. When Γ is a hypergroup with unit and dimension function d : Γ → [1,∞), we can define
the L1-norm on C[Γ] by ‖x‖1 =
∑
α∈Γ d(α) |xα|. As such, one obtains the unital Banach
∗-algebra L1(Γ, d). If now Γ = Irr(C) and d is given by the categorical dimension, it is
tempting to guess that Cu(C) is the universal enveloping C∗-algebra of L1(Γ, d). This is
however not always true. More precisely, it fails when C is given by the TLJ λ-lattice Gλ
with λ−1 > 4.
Indeed, using the notation of Theorem 7.1, we identify C[C] with the polynomial ∗-algebra
C[X] with X∗ = X, and with X corresponding to the M -bimodule L2(M1). For every
t ∈ R, we have the unique ∗-homomorphism t : C[C]→ C : t(L2(M1)) = t. Then t defines
a continuous ∗-homomorphism on L1(Irr(C), d) if and only if |t(Hn)| ≤ d(Hn) for every
n ∈ N. This condition exactly means that |Vn(t)| ≤ Vn(λ−1) for all n ∈ N.
Using the recurrence relation (7.1), we get that
Vn(2(1 + cosα)) =
sin((n+ 1)α) + sin(nα)
sin(α)
,
Vn(2(1 + coshα)) =
sinh((n+ 1)α) + sinh(nα)
sinh(α)
,
Vn(2(1− coshα)) = (−1)n sinh((n+ 1)α)− sinh(nα)
sinh(α)
,
for all n ∈ N, α ∈ R. It is then easy to check that |Vn(t)| ≤ Vn(λ−1) for all n ∈ N if and only
if t ∈ [4−λ−1, λ−1]. So the universal enveloping C∗-algebra of L1(Irr(C), d) can be identified
with C([4 − λ−1, λ−1]). When λ−1 > 4, we indeed find that the natural ∗-homomorphism
onto Cu(C) = C([0, λ−1]) is not faithful.
4. When C is the natural C∗-tensor category with Irr(C) = Γ, for a countable group Γ, we
have that Cu(C) coincides with the universal enveloping C∗-algebra of L1(Irr(C), d) and
Cu(C) ∼= C∗(Γ).
References
[A14] Y. Arano, Unitary spherical representations of Drinfeld doubles. Preprint. arXiv:1410.6238
[Ba98] T. Banica, Representations of compact quantum groups and subfactors. J. Reine Angew.
Math. 509 (1999), 167-198.
[BJ95] D. Bisch and V.F.R. Jones, Algebras associated to intermediate subfactors. Invent. Math.
128 (1997), 89-157.
39
[BP98] D. Bisch and S. Popa, Examples of subfactors with property T standard invariant. Geom.
Funct. Anal. 9 (1999), 215-225.
[Br14] A. Brothier, Weak amenability for subfactors. To appear in Int. J. Math. arXiv:1410.2875
[C80] A. Connes, Notes on correspondences. Unpublished manuscript. (1980)
[C90] A. Connes, Ge´ome´trie non commutative. InterEditions, Paris, 1990.
[DFY13] K. De Commer, A. Freslon and M. Yamashita, CCAP for universal discrete quantum groups.
Comm. Math. Phys. 331 (2014), 677-701.
[D86] V.G. Drinfel’d, Quantum groups. In Proceedings of the International Congress of Mathemati-
cians (Berkeley, 1986), Amer. Math. Soc., Providence, 1987, pp. 798-820.
[HI97] F. Hiai and M. Izumi, Amenability and strong amenability for fusion algebras with applica-
tions to subfactor theory. Internat. J. Math. 9 (1998), 669-722.
[I91] M. Izumi, Applications of fusion rules to classification of subfactors, Publ. Res. Inst. Math.
Sci. 27 (1991), 953-994.
[Ji85] M. Jimbo, A q-difference analogue of U(g) and the Yang-Baxter equation. Lett. Math. Phys.
10 (1985), 63-69.
[J82] V.F.R. Jones, Index for subfactors. Invent. Math. 72 (1983), 1-25.
[J99] V.F.R. Jones, Planar algebras, I. arXiv:math.QA/9909027
[J03] V.F.R. Jones, In and around the origin of quantum groups. In Prospects in mathematical
physics, Contemp. Math. 437, Amer. Math. Soc., Providence, 2007, pp. 101-126.
[JMS13] V.F.R. Jones, S. Morrison and N. Snyder, The classification of subfactors of index at most 5.
Bull. Amer. Math. Soc. 51 (2014), 277-327.
[Jo14] B.P.A. Jordans, A classification of SU(d)-type C∗-tensor categories. Internat. J. Math. 25
(2014), art. id 1450081.
[K91] Y. Kawahigashi, On flatness of Ocneanu’s connections on the Dynkin diagrams and classifi-
cation of subfactors, J. Funct. Anal. 127 (1995), 63-107.
[LR94] R. Longo and K.-H. Rehren, Nets of subfactors. In Workshop on Algebraic Quantum Field
Theory and Jones Theory (Berlin, 1994). Rev. Math. Phys. 7 (1995), 567-597.
[LR95] R. Longo and J.E. Roberts, A theory of dimension. K-Theory 11 (1997), 103-159.
[M99] T. Masuda, Generalization of Longo-Rehren construction to subfactors of infinite depth and
amenability of fusion algebras. J. Funct. Anal. 171 (2000), 53-77.
[NT13] S. Neshveyev and L. Tuset, Compact quantum groups and their representation categories.
Cours Spe´cialise´s 20. Socie´te´ Mathe´matique de France, Paris, 2013.
[O85] A. Ocneanu, Actions of discrete amenable groups on von Neumann algebras. Lecture Notes
in Mathematics 1138. Springer-Verlag, Berlin, 1985.
[O88] A. Ocneanu, Quantized groups, string algebras and Galois theory for algebras. In Operator
algebras and applications, Vol. 2, London Math. Soc. Lecture Note Ser. 136, Cambridge
University Press, Cambridge, 1988, pp. 119-172.
[PP84] M. Pimsner and S. Popa, Entropy and index for subfactors. Ann. Sci. E´cole Norm. Sup. 19
(1986), 57-106.
[P86] S. Popa, Correspondences. INCREST Preprint 56 (1986). Available at
www.math.ucla.edu/∼popa/preprints.html
[P90] S. Popa, Markov traces on universal Jones algebras and subfactors of finite index. Invent.
Math. 111 (1993), 375-405.
[P92] S. Popa, Classification of amenable subfactors of type II. Acta Math. 172 (1994), 163-255.
[P94a] S. Popa, Symmetric enveloping algebras, amenability and AFD properties for subfactors.
Math. Res. Lett. 1 (1994), 409-425.
[P94b] S. Popa, An axiomatization of the lattice of higher relative commutants of a subfactor. Invent.
Math. 120 (1995), 427-445.
[P99] S. Popa, Some properties of the symmetric enveloping algebra of a subfactor, with applications
to amenability and property T. Doc. Math. 4 (1999), 665-744.
[P00] S. Popa, Universal construction of subfactors. J. Reine Angew. Math. 543 (2002), 39-81.
40
[P01] S. Popa, On a class of type II1 factors with Betti numbers invariants. Ann. of Math. 163
(2006), 809-899.
[PS01] S. Popa and D. Shlyakhtenko, Universal properties of L(F∞) in subfactor theory. Acta Math.
191 (2003), 225-257.
[PW91] S. Popa and A. Wassermann, Actions of compact Lie groups on von Neumann algebras. C.
R. Acad. Sci. Paris Se´r. I Math. 315 (1992), 421-426.
[RX05] E´. Ricard and Q. Xu, Khintchine type inequalities for reduced free products and applications.
J. Reine Angew. Math. 599 (2006), 27-59.
[Ro89] M. Rosso, Alge`bres enveloppantes quantifie´es, groupes quantiques compacts de matrices et
calcul diffe´rentiel non commutatif. Duke Math. J. 61 (1990), 11-40.
[We87] H. Wenzl, Hecke algebras of type An and subfactors. Invent. Math. 92 (1988), 349-383.
[W86] S.L. Woronowicz, Twisted SU(2) group. An example of a noncommutative differential calcu-
lus. Publ. Res. Inst. Math. Sci. 23 (1987), 117-181.
[W88] S.L. Woronowicz, Tannaka-Kreˇın duality for compact matrix pseudogroups. Twisted SU(N)
groups. Invent. Math. 93 (1988), 35-76.
[W95] S.L. Woronowicz, Compact quantum groups. In Syme´tries quantiques (Les Houches, 1995),
North-Holland, Amsterdam, 1998, pp. 845-884.
[Xu97] F. Xu, Standard λ-lattices from quantum groups. Invent. Math. 134 (1998), 455-487.
41
