This paper uses Kalman filter theory to design a state estimator for noisy discrete time Takagi-Sugeno (T-S) fuzzy models. One local filter is designed for each local linear model using standard Kalman filter theory. Steady state solutions can be found for each of the local filters. Then a linear combination of the local filters is used to derive a global filter. The local filters are time-invariant, which greatly reduces the computational complexity of the global filter. The global filter is shown to be unbiased and (under certain conditions) stable. In addition, under the approximation of uncorrelatedness among the local models, the global filter is shown to be minimum variance. The proposed state estimator is demonstrated on a vehicle tracking problem and a backing up truck-trailer example.
Introduction
We represent a nonlinear system with a TakagiSugeno (T-S) type fuzzy model. The T-S fuzzy model is based on the observation that a modeling problem can be broken up into local approximations. The local approximations are then smoothly interpolated to obtain the global model [13, 14, 28] . This is not unique to fuzzy systems, but is a specific example of the general approach of combining local representations to represent nonlinear dynamics [20] . Some T-S model parameter identification results can be found in [5, 13] . Some studies on the universal approximation capabilities of T-S models can be found in [2, 29, [33] [34] [35] [36] .
Automatic control via fuzzy logic has attracted a lot of attention during the past couple of decades, from both the academic and industrial communities. Fuzzy * Tel.: +1-216-687-5407; fax: +1-216-687-5405. E-mail address: d.j.simon@csuohio.edu (D. Simon).
control offers a promising alternative for the control of complex nonlinear systems. It generally offers the advantages of multi-objective control, and the realization of expert and robust control [22] .
But before we can control a system we first need a good state estimate. Fuzzy state estimation is a topic that has received very little attention. There have been a few papers published recently on fuzzy observer design; however, these papers usually deal with the noise-free case. That is, fuzzy observers are designed for systems that are not affected by noise [11, 18, 27] . In addition, they require a common solution to a set of Ricatti equations, which may be difficult or impossible to obtain [3, 6] .
Kalman filters have had a long and illustrious experience in the estimation of system states. Kalman filters are attractive theoretically due to their optimality properties [1, 12] , and they also are easy to implement and give good results in many practical systems. State estimation is often interesting in its own right; for instance, if someone wants to track a vehicle, or if someone wants to estimate the health of an engineering system (which can be inferred from state values). In addition, state estimation is often necessary in order to implement state feedback control systems. This paper is motivated by the practical importance of state estimation and the growing use of T-S models for the representation of nonlinear systems.
Fuzzy Kalman filtering (FKF) [10] is a recently proposed method for extending Kalman filtering to the case where the linear system parameters are fuzzy variables within intervals. FKF is based on interval Kalman filtering (IKF) [9] , in which the system parameters are completely unknown within intervals. IKF can also be modified for the case where the parameters' uncertainties within their intervals are given in terms of possibility distributions [19] . IKF can also be combined with evolutionary programming to find optimal state estimates at every iteration [30] . The primary difference between the present work and IKF methods is that IKF methods deal with linear systems with unknown parameters, whereas the present paper deals with T-S models.
There is some existing literature on T-S fuzzy models that does take noise into account. For instance, [8] focuses on H ∞ disturbance rejection for T-S models. Like the previously mentioned observer results, it requires a common solution to a set of Ricatti equations. Similarly [16] presents an H ∞ controller for T-S models with time delays. The present work differs from [8, 16] in that this paper focuses on H 2 disturbance rejection, and the result is a set of steady state estimators that can be found via independent solutions of an uncoupled set of Ricatti equations. The steady state estimators are then combined to obtain a global estimator.
The fuzzy separation property developed in [18] offers additional guidance in the area of state estimation. This property says that (for T-S type systems) the fuzzy controller and the fuzzy state estimator can be designed independently. This is similar to the separation property in standard non-fuzzy linear systems theory [7] . The fuzzy separation property holds only if the premise variables are independent of the state. In general the premise variables of a T-S model are functions of the state or control. However, they are sometimes independent of the state and control, as shown in the first simulation example in the present paper.
One of the important areas of fuzzy control has been the theoretical investigation of stability [3, 11, 17, 23, 25, 27, 28] . If stability cannot be guaranteed for a controller then practitioners will be reluctant to implement it, especially in areas that involve complicated, sensitive, or dangerous applications (such as aerospace or biomedical applications) [24] . The same can be said for fuzzy estimation. If stability cannot be guaranteed for an estimator then practitioners will be reluctant to implement it. The fuzzy estimator presented in this paper is guaranteed (under certain conditions) to be stable.
Another requirement for many control systems is optimality [31, 32] . If optimality cannot be guaranteed for a control system, then practitioners will look for a better controller. Again, the same can be said for estimation. If optimality cannot be guaranteed for an estimator then practitioners will look for a better estimator. The fuzzy estimator presented in this paper is guaranteed (under certain conditions) to be optimal (in a well-defined sense).
The idea presented in this paper for fuzzy state estimation is analogous to a widely adopted approach taken for fuzzy control [11, 18] . First, we represent the fuzzy system as a family of local linear state space systems. Second, we design a state estimator for each local state space model. Third, we construct a global state estimator by combining the local state estimators. This can be viewed as a decomposition principle; the design of a fuzzy control system can be decomposed into the design of a set of subsystems. Each subsystem controller is designed independently, and the individual solutions are combined to obtain a solution for the global problem [6] . Although a T-S fuzzy model can be shown to be a linear time-varying system, each of its local constituent models are time-invariant, so steady state Kalman filters can be designed for each local model. Then the local models can be combined to derive a state estimator for the global system.
The state estimation problem presented here is demonstrated on a simulated backing up truck-trailer system, a nonlinear system first presented in [21] and subsequently used by many researchers [6, 17, 23, 26, 31, 32] .
Section 2 presents the state estimation problem for a T-S fuzzy model. Section 3 solves the state estimation problem for each local system in the T-S model and discusses some of the local estimators' properties. Section 4 solves the global estimation problem and explores some of the properties of the solution. Section 5 presents some simulation results, and Section 6 offers some concluding remarks. Lemma and theorem proofs are provided in Appendix A at the end of the paper.
Problem statement
Nonlinear systems can be approximated as locally linear systems in much the same way that nonlinear functions can be approximated as piecewise linear functions. Nonlinear systems can be represented by fuzzy linear models of the following form [4, 6, 8, 11, 23, 25, 28] :
This is referred to as a Takagi-Sugeno (T-S) fuzzy model. 
where the membership grades h i (z[k]) are defined as: (3) and (5) we can see that:
From (2) we can derive:
where
In other words, the global model, which is a fuzzy combination of L local linear time-invariant models, can be represented as a time-varying model. 
From these definitions and (7) it can be seen that:
The dynamic behavior of the x i [k] and y i [k] signals is presented in the following lemma. Lemma 1.
Proof. See Appendix A. 
Kalman filtering
Kalman's solution to the state estimation problem can be found in many texts, such as [1, 12] . In this section we modify the Kalman filter for the system given by (12) . Suppose we are given an n-dimensional linear discrete time system of the form: 
where I is the appropriately dimensioned identity matrix. We define the estimation errorx and its covariance P as:
is independent of x, it can be shown that the covariance is propagated as follows:
We can find the optimal value of K[k] by taking the partial derivative of the trace of P + [k] with respect to K[k] and setting it equal to zero, which gives:
Minimizing the average covariance
At this point we could solve (18) (17), where E(h 2 [k]) = 1/3, to obtain:
where ( 
We can use (13), (16), and our assumption that E(h 2 [k]) = 1/3, to obtain:
In order to find the steady-state solution to the Kalman filter we assume thatP
, which means we can substitute (20) for K [k] in (19) , and then substitute the right side of (19) forP (21) . This gives the steady state solution: (20) replaced with (22) . The steady state covariance and gain matrices, which we will refer to as P (2) and K (2) , are given as:
The state estimate is then given by:
Minimizing the worst case covariance
In the above development we minimized the expected value of the trace of the estimation error covariance. If we want to be more conservative we can solve the problem under worst case noise assumptions. That is, we can minimize the trace of the estimation error covariance under the assumption that h[k] = 1 in (13) . The development in the preceding subsection can then be repeated with the change that E(h 2 [k]) = 1. That gives the standard and well known steady state Kalman filter. We will refer to these covariance and gain matrices as P (∞) and K (∞) , which are given as:
The state estimate is still given by (24) (except that K (2) is replaced with K (∞) ). The following interesting relationship can be shown to exist between the steady state solution given here and that given in the preceding subsection.
Lemma 2.
Proof. See Appendix A. This lemma shows that it does not matter if we try to minimize the estimation error covariance under worst case noise assumptions, or if we try to minimize the expected value of the estimation error covariance. In either case we arrive at the same Kalman gain matrix and hence the same steady state estimator.
ᮀ
The above lemma can be explained intuitively. The filter in this subsection uses S w and S v as the noise covariance matrices. The filter in the previous subsection is identical except that it uses (1/3)S w and (1/3)S v as the covariance matrices. But the Kalman gain is a measure of the confidence that we have in the measurement relative to the system dynamics. So if the measurement noise and process noise are both scaled by the same factor, then it stands to reason that the Kalman gain does not change. Note that this holds true for any scale factor that is applied to S w and S v , not just the special scale factor of 1/3 that is used in this paper.
A state estimator for the T-S fuzzy model
In this section we combine the Kalman filters for the local systems given in (12) to obtain a state estimator for the T-S fuzzy model given in (1) . We show that our resultant state estimator is unbiased and, under certain assumptions, stable and minimum variance.
The steady state Kalman filter presented in the preceding section can be used to estimate the states of each of the L dynamic systems given in (12) . This will give us L local steady state estimates as follows:
Note that S w and S v in the above equations can be replaced with (1/3)S w and (1/3)S v , respectively. This will result in different P i matrices but the same K i matrices (see Lemma 2). Since we know from (11)
, we can combine the local state estimates in (27) to estimate the state of the T-S fuzzy model (1) as: (27) and (28) (27) and (28) is stable regardless of whether S w and S v are used in (27) , or whether (1/3)S w and (1/3)S v are used in (27) .
ᮀ
The next three lemmas are intermediate results that will be used to prove the minimum variance property of the state estimator given by (27) and (28 
Proof. See Appendix A. The condition on P i and P j is equivalent to decoupling the states of the ith and jth local Kalman filters, respectively. This is an approximation that is sometimes used to reduce the computational expense of the Kalman filter [12] . The condition on C i and C j is equivalent to the mth component of the state vector directly appearing in the output of either the ith local linear system or the jth local linear system, but not in both. 
Then the estimation errors of the ith and jth local Kalman filters satisfy:
Proof. See Appendix A. The condition G i S w G T j = 0 for all i = j can be satisfied one of two ways. One way is for S w = 0, which means that there is not any process noise in the system. The other way is for every column m either the mth column of G i contains all zeros or the mth column of G j contains all zeros. This is equivalent to stating that each component of the noise vector w appears in the state equation of either the ith local linear system or the jth local linear system, but not in both. Note that (30) can be equivalently stated as: 
Proof. See Appendix A. Note that (32) can be equivalently stated as: 
where the g i are constants to be determined, and the local estimatesx i [k] are given in (27) . Of all estimators that are in the form of (34), the following global state estimator: 
Simulation results
In this section we consider state estimation for a simple vehicle tracking problem, and also for a discrete time model of a truck-trailer system. For the vehicle tracking problem, the assumptions of this paper are satisfied. For the truck-trailer system, the assumptions are not satisfied, but the estimation results are nevertheless satisfactory.
Vehicle tracking
Consider a simple vehicle tracking problem. The east component of the vehicle position is x 1 , the north component is x 2 , the known commanded acceleration is u, and the known steering angle (measured counterclockwise from due east) is θ. For purposes of illustration we will assume that 0 < θ < π/2. The vehicle position is measured on the vehicle via two radio transponders, one (labeled R e ) located in the due east direction and the other (labeled R n ) located in the due north direction. However, the vehicle itself has only one transmitter/receiver pair. If the vehicle is pointing due east, then the transmission from the vehicle reaches R e but not R n , and the measurement is therefore equal to x 1 (plus measurement noise). If the vehicle is pointing due north, then the transmission from the vehicle reaches R n but not R e , and the measurement is therefore equal to x 2 (plus measurement noise). If the vehicle is pointing some direction between due east and due north, then the measurement is some combination of x 1 and x 2 . With this description in mind, we can formulate the dynamic system as follows:
where T is the sample time and v[k] is the measurement noise. Now consider two subsystems. The first subsystem is as follows:
where h 1 = cos 2 θ. The second subsystem is given as:
where h 2 = sin 2 θ. It can be seen that h 1 + h 2 = 1 and that the combination of these two subsystems in the manner given in (2) results in the dynamic system model shown in (36) . These two subsystems satisfy all the assumptions of the lemmas and theorems in Section 4 so the combined Kalman filter discussed in this paper can be used with confidence. The two local state vectors of (12) are estimated according to (27) and are then combined according to (28) to obtain the global state estimate. The system and the Kalman filter equations were simulated using Matlab with initial estimation errors of 1 and with white Gaussian unity-variance measurement noise. The estimation errors are shown in Fig. 1 . It is seen from the figure that the Kalman filter works well and provides state estimates that converge to zero.
In this example the T-S system matrices are time-varying. Most T-S model formulations have constant system matrices. However, there is no explicit requirement in T-S modeling that the system matrices be constant. Also, for this example there is not really any need to use the Kalman filter proposed in this paper. A standard Kalman filter could be directly applied to the system given in (36) without the added complication of the approach proposed in this paper. However, this simple example serves to illustrate the theory. The next example may be a more realistic application of the theory.
A truck-trailer system
A noise-free representation of a truck-trailer system can be described as [23] :
where α is the angle of the truck (measured counterclockwise from due east), β the angle of the trailer (measured counterclockwise from due east), N the northerly position of the rear of the trailer, and E the easterly position of the rear of the trailer. l is the length of the truck, L the length of the trailer, T the sampling time, V the constant speed of backward movement of the truck, and u is the controlled steering angle (measured counterclockwise with respect to the truck orientation). The following noisy fuzzy model, adapted from [6, 23] , can be used to represent the above system:
The state of the above model is comprised of α, β, and N. The premise variable z[k] is given as:
The membership functions in (40) are defined as F 1 = {about 0} and F 2 = {about ±π}.
The membership grades h 1 and h 2 are therefore chosen as:
These membership grade functions are shown in Fig. 2 . The A i , B i , C i , and G i matrices are given by: The optimal estimator requires 304 more floating point operations per time step than the steady state estimator.
We will use the following matrices for the process noise and measurement noise covariances: We use the following system parameters:
With the above parameters, Matlab gives the algebraic Ricatti equation solutions to (25) (assuming worst case noise in the system) for P 1 and P 2 as follows: 
The two local state vectors of (12) are estimated according to (27) using the K i matrices above, and are then combined according to (28) to obtain the global state estimate. The nonlinear system was simulated using Matlab, starting with various poor initial conditions. The control u[k] that was used was based on the fuzzy infinite horizon optimal control described in [31] . Table 1 shows the average estimation error and measurement error that resulted with various initial conditions. It can be seen that the fuzzy Kalman filter improved the state estimate by a significant amount for all of the initial conditions that were considered. However, since the Kalman filter and optimal controller are based on a linearization of the nonlinear system, neither the filter nor the controller will work well if the initial conditions are too extreme.
Note that the restrictive requirements for stability and optimality are not satisfied in this simple example. For example, C 1 and C 2 clearly do not satisfy Lemma 3, and G 1 and G 2 do not satisfy Lemma 4. In spite of this, the Kalman filter still works well.
It was noted at the beginning of Section 3.1 that a time-varying Kalman filter could provide a theoretically exact state estimation solution to the T-S fuzzy model approximation of a nonlinear system. The time-varying filter was implemented for the T-S model described in this section. Table 2 shows the average estimation error that resulted from the use of the optimal time-varying Kalman filter, and the steady state Kalman filter. It can be seen that the performance of the two filters is nearly identical. The advantage of the steady state filter lies in its computational expense. The steady state filter in this example requires 304 fewer coating point operations per iteration, and this is only a third order system. For higher order systems the difference would be more extreme since the computational effort of the time-varying Kalman filter is on the order of n 3 , where n is the number of states. This could be a significant consideration for a real time implementation. Fig. 4 shows close-ups of the error of the measurement and estimation of the truck angle, trailer angle, and trailer position. The Matlab m-files that were used to produce these simulation results can be downloaded from the World Wide Web page http://academic.csuohio.edu/simond/kalmanfuzzy/.
Conclusion
State estimation is often required for effective control. In addition, it is often interesting for its own sake. With this motivation, a linear state estimator has been presented for noisy T-S type fuzzy systems, which can approximate noisy nonlinear systems. The state estimator is based on Kalman filter theory. Steady state Kalman filters are designed for each of the local systems of the T-S model, and the local filters are then combined to obtain the global estimator. We showed that the estimator is unbiased. We also showed, under certain conditions, that the estimator is stable and minimum variance. The estimator not only minimizes the expected value of the estimation variance, but it also minimizes the estimation variance under worst case noise assumptions. Simulation results have been presented for a nonlinear system showing the effectiveness of this scheme for state estimation.
It was shown that a standard time-varying Kalman filter can be used to directly estimate the states of a T-S system. However, this results in a high level of computational effort due to the time-varying characteristic of the filter and the resultant need for matrix inversion at each time step. The simulation results in Section 5.2 showed that the state estimator in this paper provides performance that is comparable to a time-varying Kalman filter, but with much less computational effort.
The theoretical results of this paper are restricted to T-S models where the premise variables are independent of the state variables. This results in a linear time-varying system, in which case a standard time-varying Kalman filter can be used for state estimation. However, in many implementations the computational cost of a time-varying Kalman filter will be prohibitive. The new T-S Kalman filter presented in this paper shows how to approximate the time-varying Kalman filter with a time-varying linear combination of steady state Kalman filters. This achieves state estimation performance on par with the time-varying filter while drastically reducing the computational effort. The simulations results presented in this paper showed that the use of the T-S Kalman filter resulted in an insignificant loss in estimation performance (relative to the time-varying Kalman filter). But the T-S Kalman filter showed a computational savings of 304 floating point operations per time step for a third order filter.
In many practical T-S models (including one of the examples presented in this paper) the premise variables are functions of the state variables. The initial simulation results presented in this paper indicate that the T-S Kalman filter operates well even when the required theoretical conditions are not satisfied. This indicates that the T-S Kalman filter may have some robustness properties that could be investigated theoretically. Further research is needed to explore the effect that the required conditions have on the formulation of the T-S Kalman filter, and on its stability and optimality properties.
The focus of this paper has been on discrete time systems because of their prevalence in real world applications. It is expected that similar results could be shown for continuous time systems. This would be academically fruitful, although the practical benefits of such an extension may not be readily apparent.
Appendix A
In this Appendix A we provide proofs for the various lemmas and theorems that are presented in the paper.
Proof of Lemma 1. We approach this proof by showing that (12) implies (8) , which in turn implies that (12) does indeed describe the dynamic behavior of x i and y i . From (10), (11) , and (12) we obtain:
Now we can use (9) to obtain:
the A[k], B[k], and G[k]
matrices are given in (9) . This is exactly the dynamic behavior of the global system as described in (8), which shows that (8) does indeed describe the dynamic behavior of x i . A similar method can be used to show that the premises of the lemma also result in:
which completes the proof.
ᮀ
Proof of Lemma 2. We will assume that P (∞) = 3P (2) . We will then show that this leads to a consistent equation, which will therefore verify our assumption. If P (∞) = 3P (2) , then from (25) we obtain:
where the last equality comes from (23) and verifies our original assumption. Now since P (∞) = 3P (2) , then (25) tells us that:
where the last equality follows from (23).
ᮀ Theorem 1 Proof. In the following development we drop the time index for ease of notation. We can use (11) and (28) to derive the error in the state estimate as:
Therefore, knowing from Section 3 that E(x i ) = 0, we obtain: 
So if the state estimator of (28) is unforced then:
This shows that the state estimator of (28) is stable.
Proof of Lemma 3. From (27) we have the Kalman gain of the ith local linear system as:
Therefore we obtain:
when i = j. If the states of the ith local linear system are uncorrelated from each other so that P i is diagonal, and the states of the jth local linear system are uncorrelated from each other so that P j is diagonal, we can write:
So the middle expression on the right hand side of (58) can be written as:
where C im and C jm are the mth columns of C i and C j , respectively. But if, for every column m ∈ [1, n], either the mth column of C i contains all zeros or the mth column of C j contains all zeros, then for every m either C im = 0 or C jm = 0. Therefore,
which, when substituted into (58) gives:
Proof of Lemma 4. Thex andx quantities in this proof are taken before the measurement is processed, but the "−" superscript will be omitted for ease of notation. The estimation error at the (k +1)st time step of the ith local Kalman filter is given by:
This can be related to variables at the kth time step by using (12) and (27) to obtain: 
Now we will show via induction that E(
, and the conditions of this present lemma show that G i S w G T j = 0. We therefore obtain: 
Therefore (65) becomes:
We conclude by induction that E(
Proof of Lemma 5. Thex andx quantities in this proof are taken before the measurement is processed, but the "−" superscript will be omitted for ease of notation. From (12) , (16) , and (27) we obtain: 
We can use Lemma 4 to write the second term on the right side of the above equation as:
We can use Lemma 3 to write the third term on the right side of (69) as:
So (69) simplifies to: 
where 1 L is the L × 1 vector containing all 1s, and χ is the n × L matrix given by:
If the global state estimate is formed as a linear combination of the local state estimates (27) then we can write:
whereχ is defined in an analogous manner to χ, and g is the L × 1 vector consisting of the g i constants, which are yet to be determined. Then we can write the global estimation error as:
The covariance of the estimation error can be written as:
From the above expression we can write the trace of the error covariance as:
To minimize the trace of P with respect to g we compute the partial derivative of the above equation with respect to g, which gives:
whereχ is defined analogously to χ. But the last term in the above equation can be written as:
We know from standard Kalman filtering theory that E(x T ix i ) = 0 [12] , so the diagonal terms in the above matrix are zero. We know from Lemma 5 that E(x T ix j ) = 0 for i = j, therefore the off diagonal terms in the above matrix are also zero. So (81) can be simplified to:
We need to set the above partial derivative equal to zero to minimize the trace of the error covariance. This results in the solution g = 1 L and concludes the proof.
