The quantitative determination of the three-dimensional Wulff shape for a metallic crystal-melt system is reported here. The anisotropy of crystal-melt interfacial free energy is experimentally measured for the Al-Sn binary system at temperatures of 300 and 500°C. Equilibrium shapes of liquid droplets entrained within the crystalline phase are measured experimentally on sequential two-dimensional sections, and the threedimensional Wulff plot is reconstructed. For this system, it is found that a single-parameter description of anisotropy is not sufficient, and the anisotropy is reported using the leading terms of the relevant cubic harmonics. Accordingly, the anisotropy coefficients are determined to be ε1=(1.81±0.36)×10−2 and ε2=(−1.12±0.13)×10−2. In addition, the corresponding normal stiffness components as well as a generalized stiffness are quantified and compared with available predictions from atomistic simulations. The quantitative determination of the three-dimensional Wulff shape for a metallic crystal-melt system is reported here. The anisotropy of crystal-melt interfacial free energy is experimentally measured for the Al-Sn binary system at temperatures of 300 and 500°C. Equilibrium shapes of liquid droplets entrained within the crystalline phase are measured experimentally on sequential two-dimensional sections, and the threedimensional Wulff plot is reconstructed. For this system, it is found that a single-parameter description of anisotropy is not sufficient, and the anisotropy is reported using the leading terms of the relevant cubic harmonics. Accordingly, the anisotropy coefficients are determined to be 1 = ͑1.81± 0.36͒ ϫ 10 −2 and 2 = ͑−1.12± 0.13͒ ϫ 10 −2 . In addition, the corresponding normal stiffness components as well as a generalized stiffness are quantified and compared with available predictions from atomistic simulations.
I. INTRODUCTION
The dynamics of microstructural transformations and the associated morphologies that are ultimately selected during crystal-melt interface motion are greatly impacted by the intrinsic energetic and kinetic properties of the interface itself. The importance of these intrinsic interfacial properties is particularly evident in transformations involving the melting or freezing of metallic alloys, where high interfacial mobility and low interfacial stiffness contribute to an overall behavior that is extremely responsive to local conditions. Indeed, it is this adaptive nature of the metallic crystal-melt interface that gives rise to the wide variety of morphologies and complex interface dynamics commonly observed in alloy solidification. Accordingly, such properties are necessarily a critical component in any predictive theory or computational treatment of the evolution of solidification microstructures, and their quantification is essential to the development of such treatments.
Evidence for the critical role of interfacial properties can be found in many examples of solid-liquid transformations, such as nucleation, [1] [2] [3] [4] eutectic solidification, [5] [6] [7] and dendritic solidification. [8] [9] [10] [11] [12] In each of these cases, some characteristic microstructural length scale is selected in accord with the partitioning of the driving forces required to overcome the intrinsic resistance to local curvature ͑⌬G r ͒ and interface motion ͑⌬G k ͒:
where ⌬G ext is included to indicate the energy required to drive all extrinsic processes such as the transport of heat and solute. We are interested here, specifically, in the intrinsic response of the interface, where the relevant components of the overall driving force can be written very generally as dG r = r d, ͑2͒
where dG r is the free energy required to increase the curvature of an interface by the differential increment d, and dG k is the free energy required to change the velocity of an interface by the increment d. These two fundamental response functions give rise to the definitions of the intrinsic interfacial properties known as stiffness and mobility. Unfortunately, convention has led to a somewhat inconsistent treatment of these two very natural interfacial properties. Specifically, the interfacial stiffness, defined in Eq. (2) as r , is commonly considered in terms of an undercooling:
where ⌫ is known as the Gibbs-Thomson coefficient. The kinetic parameter k , however, is typically defined as a compliance (rather than a resistance) to interface motion, and the kinetic contribution to the undercooling is written as
where the compliance term, , is known as the interface mobility, and ⌬T k is the undercooling which drives the various mechanisms of atomic attachment associated with interface motion. From Eqs. (4) and (5), we write the intrinsic component of interfacial undercooling, ⌬T I , in terms of the two resistance parameters describing the capillary and kinetic contributions as
For any solidification process, the partitioning of the driving free energy implied by Eqs. (6) and (7) governs the local instantaneous behavior of the interface. Any driven interface will continually self-adjust, attempting to facilitate the relevant transition in the most efficient (i.e., most nearly reversible) manner. In cases where one of the resistance parameters is much higher than the other, then the avenues available for this optimization are somewhat limited. For most metallic systems, however, both resistances are quite low, and there may be significant flexibility in the intrinsic local response, with respect to the balance between the terms in Eq. (7).
Further complicating the issues of partitioning and selection is the anisotropic nature of the intrinsic interfacial properties. Indeed, both the mobility and stiffness of a crystalmelt interface are generally dependent on the crystallographic orientation of the interface normal, n, with respect to the orientation of the crystalline phase. While typically small in magnitude for nonfaceted metallic systems, the critical role of the energetic and kinetic anisotropy in the selection of dendritic morphology has been well established. [11] [12] [13] [14] Indeed, the interaction between intrinsic interfacial response and extrinsic contributors over longer length scales gives rise to a host of nonlinear morphological dynamics that may result in steady, oscillating, or chaotic growth modes. Most notably, a transition from stable dendritic structures to nondendritic unsteady "seaweed" structures has been shown theoretically [15] [16] [17] and experimentally 18, 19 to correspond to a decrease in the magnitude of interfacial anisotropy. Despite these advances, what remains unclear is the balance between energetic and kinetic factors. Because interfacial free energy can be measured at equilibrium, a reasonable strategy is to determine this property independently and to subsequently address the quantification of the interface mobility, a dynamic property. Accordingly, we limit the remaining discussion to the topic of crystal-melt interfacial free energy and its dependence on crystallographic orientation. Accounting for the orientation dependence of the interfacial stiffness, the undercooling expressed in Eq. (4) becomes
where ␥ is the interfacial free energy, 1 and 2 are the principal interfacial curvatures, and the indicated derivatives are taken along the associated principal directions. We note here that there are two principal stiffness components and that these may be much more anisotropic than the interfacial free energy itself. Thus, it is evident that the anisotropy of interfacial free energy has a strong influence on the intrinsic behavior of the crystal-melt interface. Several important advancements have recently been made with regard to both theoretical prediction [21] [22] [23] [24] [25] [26] and experimental measurement 27, 28 of the anisotropy of crystal-melt interfacial free energy, as recently reviewed by Hoyt et al. 29 Atomistic simulations have been employed to quantify interfacial free energy and its anisotropy with notable success. Generally, these methods involve either computing the reversible work required to create a crystal-melt interface by "cleaving" and recombining the bulk phases, 21, 22 or by examining the height profile of fluctuations at the crystal melt interface, [23] [24] [25] [26] 30 where the stiffness relates the amplitude to the wavelength. Reports of experimental measurements of interfacial free energy as a function of crystallographic orientation are sparse. Their limited availability can be attributed to two primary factors. First, the magnitude of variation in interfacial free energy with crystallographic orientation is typically on the order of 1% in metallic systems. Achieving a (near) equilibrium state and performing accurate measurements of such low-amplitude shape variations is quite challenging. Second, because experimental determination of the orientation dependence of interfacial free energy requires the measurement of an equilibrium shape, under some set of experimental constraints, imaging of the solid-liquid interface is required. Given the resolution requirements described above, radiographic and other techniques involving penetrating radiation are not generally suitable for equilibrium shape measurements. For these reasons, until recently, reliable quantitative measurements of equilibrium shape were limited to transparent materials, 8, [31] [32] [33] and only qualitative observations were available for opaque materials. [34] [35] [36] Over the past two years, however, we have developed a method for making reliable measurements of equilibrium shape in metallic systems and have reported experimentally determined values of this anisotropy for the Al-Cu and Al-Si binary systems. 27, 28 These experiments involved the measurement of the equilibrium shape of fine liquid droplets entrained within a singlegrain crystalline phase. The droplet dispersions were produced through a multistep solidification and heat treatment process ending with a long isothermal hold within the temperature range of two-phase stability. It must be noted, however, that the reported measurements apply to the specific temperature of those final equilibration treatments, since the equilibrium phase compositions are specified by this temperature. Accordingly, it is not possible to decouple the effects of composition and temperature on the equilibrium shape. For the current work, the Al-Sn system is selected because of the characteristics of the liquidus boundary for the fcc aluminum solution phase. Figure 1 shows that the fcc liquidus is very flat over a large composition range and very steep near the eutectic composition. 37 It appears, therefore that this binary may be a good system in which to examine the separate effects of composition and temperature on the anisotropy of interfacial free energy.
II. APPROACH
Our previous reports of anisotropy listed the determined values of the in-plane anisotropy parameter, 4 100 , where the normalized (100) section of the ␥ plot was assumed to be given by
In the current work, we measure the three-dimensional droplet shape and use a more complete description of the ␥-plot, employing the cubic harmonics, 38-40 a symmetry-adapted set of basis functions derived from the spherical harmonics. Specifically, we use the normalization given by Fehlner and Vosko, 38 where the basic variables are chosen as
and n i are the components of the unit direction vector. In terms of the conventional spherical coordinates ͑ , ͒, these variables are expressed as Q = u 2 + ͑1−u͒ 2 ͑ +3͒ / 4 and S = u͑1−u͒ 2 ͑1−͒ / 8, where u = cos 2 and = cos͑4͒. 38 With this formulation, the leading terms in the expansion are
and all higher order terms can be computed as products of these such that
where 2p =6d − l and 2q = l −4d. We also adopt the recently established convention 23, 26 and express the interfacial free energy as
ͪ. ͑16͒
For clarity, we compare Eqs. (12)- (14) and (16), noting that, according to this convention, the anisotropy parameters are related to the coefficients ͑K l,d ͒ of the cubic harmonics as 1 = K 4,1 ͱ 21/ 4 and 2 = K 6,1 ͑7/8͒ ͱ 13/ 2. Thus, the current work involves determination of these anisotropy parameters through experimental measurement of the 3D equilibrium shape of liquid droplets entrained within a solid phase.
III. EXPERIMENT
We have previously described, in detail, a procedure for achieving a sparse distribution of fine liquid particles embedded within a single solid grain. 27, 28 For the work reported here, the process includes directional solidification of an Al-5wt % Sn alloy followed by an isothermal treatment above the eutectic temperature and subsequent quenching. The directional solidification was carried out using 5.5 mm diameter cylindrical specimens which were solidified at a rate of 0.050 mm/ s in a thermal gradient of 7.5 K / mm. For the stated alloy, these conditions promote a dendritic solidification morphology, which is necessary to yield a primary phase that is composed of either a single crystal with ͗100͘ alignment along the growth direction or composed of only a few grains sharing a common ͗100͘ axis, also aligned with the growth direction. In addition, the dendritic growth is essential to the experimental strategy since the associated chemical segregation is utilized to promote the formation of a fine dispersion of intragranular droplets. To this end, the directionally grown specimens were subsequently held at a temperature of 300 or 500°C for 700 h and quenched in an oil bath at 25°C. A typical microstructure produced by the described thermal treatment is shown in Fig. 2 , revealing a distribution of quenched Sn-rich droplets, embedded within the fcc-Al phase. A particle number density of ϳ10 13 m −3
was observed with particle diameters generally ranging from 2 to 20 m. Measurements are performed on quenched droplets, and we consider the distortion of the droplet shape caused by the quenching process to be negligible for two reasons. First, we assume that the volume change associated with solidification of the droplets is largely accommodated by the formation of fine cracks or voids in the interior of the droplet. Such cracks were clearly observed in quenched droplets in an Al-Cu alloy. 28 In the present case, cracks were not observed, but it is likely that they were obscured by the mechanical specimen preparation, given the high ductility of the nearly pure tin within the droplets. Second, we recognize that the volume "deficit" within the droplet accumulates gradually, as solidification proceeds from the outer shell inward. Thus, the cracks and voids that form to accommodate the solidification shrinkage primarily form near the center of the droplet, and the measured interface shape is not measurably affected.
In our previously reported work, 27, 28 quenched droplet shapes were measured for the Al-Cu and Al-Si binary systems, and the equilibrium shapes were determined by measuring two-dimensional particle shapes on diametrical cross sections, taken at a {001} orientation. The anisotropy parameter, 4 100 , was then determined by fitting Eq. (9) to the measured 2D shapes. In the current work, the full equilibrium shape was measured by reconstructing the three-dimensional droplet shape from sequences of 2D sections. The 2D shapes measured on particle cross sections were obtained by sequential grinding on a plane normal (to within 2°) to the ͗001͘ orientation in the fcc-Al phase. Specimen orientations were verified using Laue backreflection x-ray diffraction patterns, as shown in Fig. 3 . Increments of ϳ0.5-1 m were used for each image sequence. Particles were selected for analysis when the observed cross section increased to a maximum and then decreased until vanishing, on sequential grinding planes. The depth of each grinding step was determined by measuring the average radius of each particle cross section and by assuming that the maximum 2D section radius is the mean particle radius. Thus, the elevation ͑z͒ for any cross section was assigned as
where r i is the average in-plane radius of the given cross section and R 0 is the average radius of the particle. A small error is introduced here, since we essentially assume that, for each elevation, z i , the mean radius of the corresponding 2D section, defines a circle that lies on the spherical surface specified by the mean radius of the 3D particle shape. Particles were observed with a scanning electron microscope using secondary electron contrast. All images were recorded digitally and the particle boundary locations were determined from the images using a threshold in grayscale intensity equal to the midpoint of the full observed range. The resulting 2D shapes were "stacked" using the z i assignments as given by Eq. (17), and the coefficients 1 and 2 were determined by fitting Eq. (16) to the experimentally measured 3D particle shapes.
IV. RESULTS
A total of six quenched-liquid droplets were measured using the serial grinding technique described above. A typical sequence of 2D images is shown in Fig. 4 , and the associated reconstructed droplet shape is shown in Fig. 5 . The determined anisotropy coefficients for each measured droplet are listed in Table I , along with the mean values and the estimated uncertainty. Based on the limited data available, we are not able to report on the temperature dependence at this time. However, the equilibrium shape associated with the average values listed in Table I is shown in Fig. 6(a) . To aid visualization, the normalized particle shape ͑R / R 0 ͒ is plotted as a color scale, superimposed on the surface of the rendered equilibrium shape. The relative contribution from each anisotropic term in Eq. 6(c), respectively. Because of the low anisotropy exhibited by this system, the equilibrium shape exhibits no facets or missing orientations, and, therefore, can also be interpreted as ͑␥ / ␥ 0 ͒. Note from Eq. (8) that the stiffness operates on each of the principal curvatures. Thus, a scalar representation of the interfacial stiffness can only be shown after making some type of generalization. Here, we define a normalized generalized stiffness, ⌽ r , as the response to a curvature of spherical character (i.e., 1 = 2 ), and write the local undercooling in Eq. (8) as a function of orientation:
where
This stiffness quantity is plotted in Fig. 7(a) , employing the experimentally determined values of 1 and 2 listed in Table  I . Also shown in this figure are the individual normal components of the stiffness, which perhaps illustrate the anisotropy more clearly. We employ the conventional spherical coordinates, and , and note here that the partial derivatives are taken orthogonally, where the differential vector dn 2 is the tangent to the unit sphere in the direction ‫ץ͑‬ / ‫ץ‬n 2 = ‫ץ‬ / ‫,͒ץ‬ and dn 1 is the unit sphere tangent orthogonal to dn 2 . Finally, corresponding 2D plots of the interfacial free energy and each of the stiffness components are shown in Fig. 8 for (001) and ͑110͒ sections of the surfaces plotted in Figs. 6 and 7.
V. DISCUSSION
Regarding the ␥͑n͒ surface (i.e., the equilibrium shape) plotted in Fig. 7 , the negative value of 2 serves to depress the radius in the vicinity of the {111} interfaces, thus acting cooperatively with the 1 term. At the same time, however, the effects of 2 {110} interfaces, and the {100} diametral section exhibits a shape which is very nearly circular. This feature is clearly evident in Fig. 4 . The 2D sections of both the generalized and component stiffness surfaces, plotted in Fig. 8 , also show the effects of the two anisotropy terms in Eq. (16) . These plots show that the {111} interfaces exhibit a maximum in stiffness, in agreement with previous estimates for pure aluminum. However, the plots shown in Fig. 8 differ from previous estimates in that the minimum stiffness is observed on the {011} interfaces, rather than the {001} interfaces. Indeed, close inspection of Fig. 7 reveals that the ␥͑n͒ surface is slightly concave outward at the {001} poles, with maxima at the {011} interfaces. This variation is similar in character to that reported by Davidchack and Laird 22 for the hardsphere system, where they computed ␥ to be 0.62, 0.64, and 0.58k B T / 2 for the {001}, {011}, and {111} interfaces, respectively. We note further that our current results indicate dramatic differences between the behavior of the crystalmelt interfaces of the binary Al-Sn alloy and that of pure Al. The presence of a stiffness minimum at {011} suggests that energetic considerations would favor the selection of {011} dendrites in this alloy. It was shown in Fig. 3 , however, that a {001} dendrite orientation was selected, for dendritic growth at 0.050 mm/ s. This suggests that selection at this high rate must be dominated by a kinetic anisotropy that favors the {001} orientation. From the stiffness surfaces in Fig. 7 and Eq. (7), it might be expected that a transition in the selected orientation would occur below some velocity, where the anisotropy in interfacial free energy would become dominant, and {011} growth would be favored. Indeed, such a transition from energetic to kinetic control of growth shape has been observed in the Al-Sn system with increasing growth rate. 41 This type of growth mode transition has also been observed in the binary NH 4 Cl-H 2 O system, 42 where the selected dendritic growth direction is ͗001͘ at low undercooling, but favors ͗011͘ and then ͗111͘ directions with increasing undercooling (velocity), illustrating the changing balance between kinetic and energetic effects. It must be noted that, for both of these observations, the influence of interface velocity is convoluted with the effects of solute content, which increases substantially with undercooling. For our experiments in the Al-Sn system, we further point out that the measured anisotropy is not directly applicable to the dendritic growth of the alloy composition employed. Rather, it applies specifically to the phase compositions and temperatures associated with the measurements. For directional so- lidification of the Al-5 wt % Sn alloy at 0.050 mm/ s, the dendritic tip temperature approaches the liquidus (i.e., ϳ650°C), and the liquid composition at the tip is just slightly greater than the alloy composition. Thus, according to the phase diagram, direct application of the measured anisotropy values at 300 and 500°C could only be made to dendritic growth in Al alloys of roughly 99 wt % Sn and 93 wt % Sn, respectively.
The present case is a clear indication of the importance of examining the equilibrium shape in three dimensions and of quantifying the anisotropy in terms of at least two parameters (i.e., 1 and 2 ). For example, if Eq. (9) is fitted to the 2D shapes observed on a {100} diametral plane, the anisotropy coefficient is determined to be 4 100 = −3.8ϫ 10 −3 . While this quantity does characterize the two-dimensional {100} section of the ␥ plot reasonably well, the single parameter representation of anisotropy does not reflect the deep depressions in the equilibrium shape, at {111} orientations. Given the preceding discussion, such a quantity would clearly be a very poor descriptor of the overall equilibrium shape, and, therefore, not a good measure of anisotropy for this particular crystal-melt system. In addition, the results reported here suggest that a substantial increase in experimental sensitivity could be gained by utilizing {011} sections for the equilibrium shape measurements, where the 2D diametral sections would include orientations associated with both the minimum interfacial free energy at {111} orientations as well as the maximum interfacial free energy at either {011} or {001} orientations.
The experimentally determined values of 1 and 2 reported here are compared with available theoretical and experimental estimates for several pure metals, binary alloys, and model systems in Table II . There is an important distinction to point out with regard to comparisons between the experimentally measured coefficients and those determined from atomistic simulation. Our current results are based entirely on the three-dimensional equilibrium shape. Most of the available theoretical results, however, are based on the stiffness response observed in atomistic simulations involving a system of constrained geometry. Specifically, each of the referenced simulations employed a "thin-slab" computational domain, where the solid-liquid interface extends over a long distance in one direction but over only a few unit cell lengths in the other direction. Interfacial stiffness values are determined from the average instantaneous interface height profile, h͑x͒, where the amplitude ͑A͒ and wave number ͑k͒ are related according to 
where l and s define the long and short dimensions of the computational domain along the plane of the interface under examination. The equilibrium planar interface temperature is given by T m , and k B is Boltzmann's constant. Simply restated, if we assume that interfacial fluctuations are equipartitioning, then longer wavelength fluctuations can achieve larger amplitudes because it is the integral mean curvature that governs the areal free energy density associated with any particular fluctuation mode, for an interface that is at equilibrium. Because of the constrained geometry employed by these simulations, fluctuations are damped in one direction and the resulting predictions of interfacial stiffness indicate the intrinsic response to one principal curvature only. Accordingly, stiffness values obtained in this way must be reported as ␥ ͕n ៝ ͉ t ៝ ͖, where n ៝ is the macroscopic crystal-melt interface normal with respect to the crystallographic reference frame of the solid phase, and t ៝ is the macroscopic crystal-melt interface tangent in the direction aligned with the long dimension of the simulation domain. It is along this direction that h͑x͒ is defined. Thus, any such thin-slab simulation yields the prediction of one specific component of the stiffness operator and thus the response to a curvature of cylindrical character (i.e., 2 =0). For this reason, multiple simulations are required to characterize the general stiffness behavior, ␥ ͕n ͖៝, for a given interface orientation. In contrast, the plot shown in Fig. 7(a) represents the generalized stiffness which can be interpreted as the response to a curvature of spherical character (i.e., 1 = 2 ). Figure 8 shows the stiffness components as a function of orientation on two selected crystallographic planes. For the selected planes, the stiffness associated with each principal direction is shown. Note here that, given the nearly spherical shape, it has been assumed for simplicity that the principal directions are given by 
and Eq. (19) becomes
Accordingly, the component stiffness surfaces in Figs. 7(b) and 7(c) can be notated as
respectively. Similarly, the 2D plots of the individual component stiffness values in Fig. 8 can be notated as:
respectively, on the (001) section, and as (a-f) These values are also listed in Table IV respectively, on the ͑110͒ section. Specific component stiffness values for particular low-index orientations are given in Table III , and selected values are compared with available theoretical predictions for pure aluminum 30 in Table IV . Again, we point out that the value of 2 for the Al-Sn system has a dramatic effect, where the ␥͑n͒ surface is concave outward at the {001} poles, and the minimum stiffness is observed at {011} orientations.
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VI. CONCLUSIONS
The first quantitative measurement of the threedimensional equilibrium shape for a metallic crystal-melt system is reported here, for an Al-Sn binary alloy at temperatures of 300 and 500°C. The anisotropy of interfacial free energy was determined as 1 = 1.81ϫ 10 −2 ± 3.6ϫ 10 −3 and 2 = −1.12ϫ 10 −2 ± 1.3ϫ 10 −3 , where these quantities are defined as the coefficients of the leading anisotropic terms in the cubic harmonic series [see Eq. (16)]. The singleparameter representation of the anisotropy [Eq. (9) ] which has been used previously for other organic, pure metal, and alloy systems, is clearly inadequate for description of the equilibrium shape for the Al-Sn crystal-melt system. In contrast, the two-parameter description reported here provides an accurate description of the equilibrium shape, as observed in quenched liquid droplets. These measurements indicate a maximum in crystal-melt interfacial free energy and a minimum in interfacial stiffness at the {110} orientations, suggesting that ͗110͘ dendrites may be favored at low growth velocity and high Sn content. 
