This paper presents the stability analysis of the linear recursive (prediction) filters with higher-order predictors in a DPCM (differential pulse-code modulation) system, where traditional methods become too difficult and complex. Stability conditions for the third-and fourth-order predictor are given by using the Schur-Cohn stability criterion. The probability of stability estimation is performed by using the Monte Carlo method. Verification of the proposed method is performed for lower-order predictors (the first-and second-order). We calculated numerical values of the probability of stability for higher-order predictors and previously experimentally obtained parameters. With large enough number of trials (samples) in Monte Carlo simulation, we reach the desired accuracy.
Introduction
For half a century, differential pulse code modulation (DPCM) has been one of the most effective techniques for signal processing and transmission based on the prediction filter. This technique is widely used in telecommunications, speech [16, 22] and image coding [20, 28] , medical research [10, 15, 21] , etc.
A prediction (recursive) filter is a central part and the basis of each DPCM system. It is located in a negative feedback loop. Because of the negative feedback, although basically a telecommunication system, DPCM is also suitable for the analysis in control systems theory. Some traditional stability analyses of DPCM transmission system have been already performed for the first [19] , second [24] , and higher-order predictors [25] . The stability of the prediction filter (the linear part of DPCM system), is a sufficient condition for stability of the whole system.
Generally, linear prediction is commonly used in various areas such as adaptive filtering, system identification, spectral estimation, and speech [4] . Linear prediction, where the prediction of the current sample is calculated as the linear combination of the previous samples, is the basis of the DPCM system. The prediction gain significantly increases up to four-order predictors when it gets into saturation [16] . On the other hand, a sensitivity analysis for the prediction filter is performed in [9] .
In this paper, we discuss stochastic stability of the prediction filter. In practice, each real system is imperfect in some way [1, 2, 3, 17] . It means that system parameters are stochastic variables, not deterministic. In this case, predictor coefficients have normal distribution around nominal value. Previously performed classical methods for stability analysis are not applicable for the systems with stochastic parameters, because, in this case, we actually estimate only which probability allows the system to be stable. For these reasons, in previous papers we introduced the term "probability of stability" [1, 2, 17] . The great importance of the presented method is in its application in practice. The selection of the appropriate parameter values, for which the system has the largest probability of stability, provides the stability of the system and correctness of its work.
We have already used the method of stability estimation for the first-and second-order predictor [8] .
For the higher-order predictors, it becomes more and more difficult to use the classical integration method for obtaining desired probability of stability. Despite some attempts, only theoretical approach of stability analysis for higher-order prediction filters has been given till now without adequate numerical results [5, 23] . In this paper we use the Monte Carlo method [11, 12] for numerical integration.
First, we use the Monte Carlo method to verify the results obtained by the classical method for the probability of stability estimation. We perform experiments for the first-and second-order predictors and compare the obtained results with the results already obtained by using classical integration. Then, we apply the Monte Carlo method to the third-and the fourth-order systems and determined numerical values for the probability of stability. In addition, we make a comparison with some alternative approximate methods for probability of stability estimation with regard to the error and distinctness of the methods.
Theoretical Background of a Prediction Filter in the DPCM Transmission System
The DPCM system is suitable for digitalization and transmission of highly correlated signals. This quality of the system is provided by a prediction filter in the negative feedback loop. The prediction filter estimates the actual sample value based on one or more previous samples of input (source) signal. A number of previous samples, which are used for prediction, determines predictor order k.
Differential pulse code modulation system is shown in Fig. 1 . A DPCM encoder (Fig. 1a) consists of the quantizer, inverse quantizer, and a predictor. Prediction filters in the encoder and decoder are marked with dashes.
The difference between input sample x n and its predicted (estimated) value n x is led to quantizer input: x . In this way, quantization of a difference signal can be performed by a smaller number of amplitude levels which provides bit-rate saving, i.e., the prediction gain [16] . The difference (1) is quantized and a quantization error n e occurs due to quantization of the difference n d . Finally, the quantized difference is encoded and the digital value is formed. Reconstructed sample n y is actually a source signal sample with the quantization error n e added:
(1)
For the linear predictor, the predicted (estimated) value n x is calculated as a linear combination of the previously quantized reconstructed samples n i y − : (3) where , 1, 2,...,
From the equations above we can see that estimation accuracy of input signal samples value (3) directly depends on quality selection of predictor coefficients values. This accuracy has a further influence on the quantization error and the prediction gain. Low-quality selection of predictor coefficients could cause bigger difference signal n d than input signal n x , and also a bigger quantization error. Afterwards, multiplication of total error through feedback loop may appear, which finally leads to system failure. Therefore, DPCM stability mostly depends on correct selection of linear predictor coefficients.
According to all the remarks above, linear prediction filters in the encoder (Fig. 1a) and decoder (Fig. 1b) , as the main parts of the whole system, are of special interest for the stability estimation.
Relation (3) describes the k -th order linear predictor and it can be rewritten in z-domain:
1 0
The transfer function of the predictor is:
The transfer function of the prediction filter in the encoder has the following form:
The transfer function of the prediction filter in the decoder is:
Stability Analysis of the Linear Prediction Filter
The main goal of prediction filter analysis is to determine the predictor coefficients for which the system has the best performance. Our task is to examine the prediction filter stability depending on different values of predictor coefficients.
The stability of the prediction filter is sufficient for the stability of the whole system, so prediction filter stability consideration is very important during the system design process. The basic requirement is that predictor coefficients are located inside the stability region in parametric space or very close to this region.
That means that we need to determine predictor parameter values for which the prediction filter is stable or very close to the stability domain.
Prediction filters in the encoder and decoder are stable if all the poles of the transfer functions (6) and (7) lie inside the unit circle, i.e., if the characteristic equation (which is the same for the both filters):
has all its zeroes inside the unit circle. The equation (8) can be written as:
Stability conditions of the system described with characteristic equation (9) can be determined with several stability criteria. Thus, in [17] we used the Routh-Hurwitz stability criterion.
Predictor coefficients are not deterministic in practice. That is why a DPCM system is not perfect as any other real system, too. Sometimes, these imperfections do not have any visible effect on the system performances, but in many cases this effect cannot be neglected. Some system properties, such as stability or dynamical response, are directly dependent on this. Mathematically, the imperfections are variations of system coefficients around the nominal values of the coefficients [1, 2, 17] .
In this paper, we consider a type of a real system which is stable with a certain probability. That is the reason why we need to introduce the term probability of stability, instead of traditional stability of the system. The probability of stability is defined as [17] : (10) where k S is the stability region and ( )
, , ,
 is the total density function.
Based on these facts, we can estimate the stability of an arbitrary order prediction filter, but some difficulties can occur during calculations. Namely, the shapes of the stability regions become too complex and not convex for 3 k ≥ [5, 7, 26] . Some geometric properties of the stability region k S are given in [23] . The shape of k S was determined for low-order prediction filters, and only general properties were given for higher-order filters. Keeping in mind that we perform stochastic stability [13] , not deterministic, it is more difficult to obtain the desired numerical results. This is the reason why we propose a new improved method for the probability of stability calculation by using the Monte Carlo integration.
However, we will first verify the accuracy of the Monte Carlo method for already performed stability estimation for the first-and second-order predictors.
The Monte Carlo Method
The Monte Carlo method provides approximate numerical solutions to various problems by performing statistical sampling experiments on a computer. The method is especially useful for mathematical problems which are too complicated to solve analytically [11, 12, 17] .
In this paper, we use the Monte Carlo method for numerical estimation of multidimensional definite integrals which are very difficult to solve by classical integration, especially integrals in higher dimensions. In some cases, bounds of integration are too complex for determination, and some approximations have to be introduced. By using the proposed Monte Carlo numerical integration, we can obtain numerical values of definite integrals of arbitrary dimension with desired accuracy. Let us notice that we have probability density of parameters (in this case predictor coefficients).
In this paper, we firstly use the Monte Carlo method to confirm the results obtained by the classical method for the probability of stability estimation using (10) . These verification experiments were performed for the first-and second-order predictor (normal distribution of predictor coefficients). Later, we use the proposed method for estimation of probability integrals for the third-and fourth-order, where classical integration is too complex. The random number generator is used to generate the values of the parameters with normal distribution. The experiments are performed over different numbers of samples (trials). The testing of the probability of stability using the Monte Carlo method is much easier, because there is no need for integration over the region of stability [6, 7] , but only the limits of the stability region are required. The probability of stability is calculated as the quotient of the number of favourable samples (samples that belong to the region of stability) and the total number of samples.
The probability of Stability Estimation by Using Clasical Integration and the Monte Carlo Method in the case of the First-and Second-Order Predictors
In the case of the first-order predictor, the stability region is well-known [8] and presented with the following condition:
e N   . 
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Let us denote the stability region described by (11) with 1 S . The probability of stability is given by:
where 1 a is the mean value of 1 a , and 1 σ is the standard deviation of parameter 1 a .
Now, we will test the Monte Carlo method for the probability of stability for the previously calculated values using classical integration.
For 1 0.81 a = and 1 0.2 σ = , the obtained value for the probability of stability using classical integration (12) is 0.8289 (82.89%) [8] . In this paper, we apply the Monte Carlo method to estimate the probability of stability for the same distribution parameters of the predictor coefficient. The random number generator was used to generate the values of the predictor coefficients with normal distribution.
Verification experiment is performed with 10,000 trials. We counted the number of parameter values which satisfy (11) and obtained the probability value of 0.8331 (83.31%). As we can see, the deviation from the value obtained by the classical method is less than 0.005. If we need better accuracy, we can get higher number of trials. For repeated experiment with 100000 trials, we obtained the probability of stability value of 0.8279 (82.79%). In order to obtain the probability of stability with desired accuracy, we performed two more experiments. With 1,000,000 trials we obtain the value of 0.8281 (82.81%). It means that we still did not reach the accuracy to three decimal places. Finally, after we repeat the experiment, this time with 10,000,000 trials, we obtain the value of 0.8290 (82.90%). Thus we reached the desired accuracy.
The accuracy of the Monte Carlo Method depends on the number of trials (~1 N ), but also on the standard deviation [14] :
Detailed error analysis is not necessary for the purpose of probability stability estimation of the DPCM prediction filter. We can easily achieve satisfied accuracy, but we perform more experiments again for the second-order predictor, because we also know the exact value of the probability of stability, and furthermore, for higher-order predictors we adopt a number of trials large enough for our purpose. In order to compare accuracy of different methods, we will show how the errors occur if we use some alternative approximate methods [6, 7, 27] .
For the second-order predictor, the stability region 2 S , in the parametric space, 1 2 , a a , is given with the following conditions:
The probability density function (PDF) for normal distribution has the following form [1, 2, 8, 17] :
e N   . The probability of stability is derived from: 
, respectively, we obtained the value of 0.6556 (65.56%) for probability of stability of prediction filter, by calculating integral given by (16) . Now, we test the Monte Carlo method for the second-order predictor. We performed four experiments, also (with 10000, 100000, 1000000 and 10000000 trials). Obtained values for probability of stability are given in Table 1 . As we can see, after 10 7 trials, an estimation error is less than 0.001. Table 1 Probability of stability using classical integration and the Monte Carlo method for mean values 1 According to the previous estimation error analysis, for the higher-order predictor, we perform experiments with 10 7 trials (the accuracy approximately to three decimal places).
As we have already concluded, for higher-order systems, integration becomes too complicated and the Monte Carlo method, which we tested in this section, can be very good and reliable alternative for the probability stability estimation.
Application of the Monte Carlo Method for Stability Estimation of the Prediction Filter with HigherOrder Predictors
Generally, for the k -th order prediction filter ( 3 k ≥ ), the probability of stability could be determined using the relations (10), too. However, the calculation is too complex. The limits of the stability region k S are usually complex mathematical expressions and it is difficult to determinate the probability of stability because it is necessary to perform integration over the region of stability [7, 26] . That is the reason why we estimate the probability of stability later on.
We will use the Schur-Cohn stability criterion [18] . We adapted it to the form of characteristic equation (9) and built appropriate determinants: (17) in which determinant order 1, 2,3,...,
The system is stable if and only if 0 In the case of the third-order predictor ( 3 k = ), the stability region 3 S is described by the following conditions: 
The stability region 3 S is shown in Fig. 2 . 
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The probability density function is: 
Theoretical value for the probability of stability is given by: 
. (19)     3   3   3  1  2  3  1  2  3   3  1  2  3  1  2  3 , , Hence, we can see that already for the third order, calculation of the probability of stability becomes very complex. This is the reason why we use the Monte Carlo method for this purpose.
An experiment for obtaining predictor coefficients values was performed for recorded speech signal of 10200 samples with sampling frequency of 8KHz and resolution 16 bit/sample. The available signal was divided into frames of length M , and for each frame, optimal values of predictor coefficients were calculated using the adaptive differential pulse code modulation (ADPCM) method [16] . 10 N = trials. We generated a simple code in the Matlab software package for Monte Carlo 3D numerical integration. We calculate the ratio between favourable cases (the predictor coefficients values which satisfy (18) ) and the total number of trials, in order to obtain the desired values. These values of the probability of stability for five different frame lengths are given in Table 2 . Fig. 3 for the illustrative purpose. Normal (Gaussian) distribution with the same mean and standard deviations is also shown for comparison.
Figure 3
The probability density function of predictor coefficients 1 a , 2 a , and 3 a , respectively (for Figure 3 . The probability density function of predictor coefficients 1 a , 2 a , and 3 a , respectively (for Now, in order to demonstrate the effectiveness of the proposed method, we perform some experiments with approximate method for probability of stability estimation given in [6, 7, 27] . By using two theorems given and proven in [7, 27] , two stability regions, k S and k S , described with appropriate relations are given. The stability region k S is limited above and below with these two regions, i.e. k k k S S S ∈ ∈ . It means that we can calculate upper and lower limit values of probability of stability. In this paper, we calculate stochastic stability, so application of this approximate method can also become complex although the regions which bound k S are much easier for integration. Because of that, the following expressions are given in [27] : Figure 3 . The probability density function of predictor coefficients 1 a , 2 a , and 3 a , respectively (for 
In [6, 7] , the value for probability of stability is approximated with the upper bound, i.e.:
. Now, we can calculate the approximate values for probabilities using these relations. For 20 M = , e.g., and given parameters (see Table 2 ), we obtain the following probabilities: . Hence, using the proposed method [27] we do not have enough information about the exact value of probability, but we only know that it is between 0.0002 and 0.785. The range is very wide, unfortunately. For other frame lengths, the proposed approximation is also very rough and conclusion is the same.
Remark 2.
Despite the fact that there is no need for alternative methods in the case of the lower-order prediction filters, a comparison can be made, too. In the case of the second-order predictor and previously given values, we obtain by using approximations (21) and (22) . The range is too wide again. For the second-order prediction filter we have exact value for probability of stability 0.6556. If we approximate probability with upper value 0.8842 as it is proposed in [6, 7] , the error is 0.2286, i.e. much larger than using the Monte Carlo method (Table 1 ).
In the case of the prediction filter with the fourth-order predictor, the probability of stability estimation is performed in the similar way. The experiments were performed for the same signal sample and the same frame lengths ( 10, 20, 50, 100, 150 M = ).
We also use the Schur-Cohn stability criterion to obtain the stability region for the fourth-order predictor, 4 S (17).
The probability density function for the fourth-order system is: 
Theoretical value for probability of stability is given by: By using the Monte Carlo simulation experiment with the same number of trials ( 7 4 10 N = ), we obtain values for the probability of stability given in Table 3 . Table 3 Probabilities of stability of the fourth-order prediction filter for different values of frame length M Remark 3. Using approximations (21) and (22), we obtain upper and lower bounds for probability (e.g. for 20 M = ) 0.69604 and 0.00003, respectively.
The proposed method can be easily applicable for any higher-order predictor, where classical integration cannot be applied and other methods give much bigger errors than the Monte Carlo method.
Conclusion
In this paper, we performed the stability analysis of DPCM prediction filters with the higher-order predictors. We calculated the probability of stability values. Because of very complex classical numerical integration, we proposed the Monte Carlo integration.
We used the method, which was previously verified (for the first and second order), for the probability of stability estimation for the third-and fourth-order prediction filters.
The proposed method can be applied in the same way to the higher-order predictors, where classical methods become more and more complex. Experiments were performed for different number of trials for better accuracy.
Hence, the Monte Carlo method allows us to easily determine the probability of stability of the prediction filter with arbitrary order predictor, even when the classical integration method is not applicable. A problem with the error which occurs during the Monte Carlo integration is solved by increasing the number of trials in experiments, depending on the required accuracy set in advance. This is not possible for already developed methods for higher-order systems.
