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Abstract
It has been realized that energy, one of the key requirements for modern human
civilization, must be used efficiently for the civilization to be sustainable. The Informa-
tion and Communications Technology (ICT) sector is no exception. It has been shown
through research that ICT is consuming energy comparable to the aviation sector and is
still increasing rapidly. In order to address this issue, many energy efficient approaches
applicable to ICT sector have been proposed in the literature.
In this Thesis, we pick one of the most ubiquitous task in ICT, file distribution and con-
centrate on finding ways of transferring a file from one server to many hosts in the most
energy efficient manner. We study the problem for one server and many host problem
but our algorithms can be applied to many general scenarios including P2P file distri-
bution, replication of content in a cloud, synchronization of caches in content distribu-
tion networks, downloading software updates to millions of PCs worldwide, and many
more applications where the data disseminated does not have to be consumed instanta-
neously, for example, in video streaming.
We study the problem for one server and many hosts but our algorithms can be ap-
plied to more general scenarios including P2P file distribution, replication of content in
a cloud, synchronization of caches in content distribution networks, downloading soft-
ware updates to millions of PCs worldwide, We assume that the time is slotted and that
the file is transfered in units of data called blocks. Each host can have arbitrary power
consumption, upload and download capacities. To begin with, we prove that the prob-
lem of energy efficient file distribution is NP-complete. In order to solve the problem
optimally, we assume additional constraints and impose that all the hosts involved in
the file transfer should have same upload and download capacity. Moreover, we also
assume that the upload and download capacities are such that they are integral multi-
ples of each other, which is typically the case. Under these conditions, we prove lower
bounds on energy and design algorithms for file distribution that achieve the calculated
lower bounds. Our algorithms minimize the amount of time a host has to be on to down-
load and/or upload in the distribution process.
Apart from being theoretically sound, we also evaluate our model by extending our
analysis through extensive numerical evaluation to compare the proposed algorithms
IX
Xwith the already existing schemes of transfers. Our algorithms show promising im-
provement over not just the traditional energy agnostic approaches but also over the
schemes designed for energy efficient file distribution. It has been shown that our algo-
rithms are at least 50% more energy efficient than any of the proposals compared with.
We advance our numerical analysis to relax the constraints in the theoretical analysis
and conclude that our algorithms are also applicable in scenarios in which the comput-
ing and networking hardware is energy efficient. Our algorithms can exploit the power
proportionality of the devices.
No efficiency comes without a cost. In this case, we pay the cost in terms of the tight
synchronization that our algorithms require. However, we argue that such a tight syn-
chronization at each slot level is possible in today’s Internet particularly if the algorithms
are applied to the hosts inside a corporation in which all the hosts and network are con-
trolled by a central entity. For example, servers of a cloud, content distribution network,
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Concerns over the growing energy demands of humankind are increasing and energy
efficiency is reported to be one of the major technological challenges of our times [1]. The
environmental problems related to Green House Gases have shown significant increase
recently and the measures to counter its impact is reflected in policies of the govern-
ments [2–4] and organizations [5–7]. Apart from environmental effects, increasing en-
ergy demand has negative impacts on economy too.
As far as the enormous energy consumption is concerned, the Internet and associ-
ated computing and networking devices of Information and Communication Technolo-
gies (ICT) are no exception [8]. Its carbon footprint is comparable to that of the aviation
sector [9]. The problem was first identified in [10] [11] [12] . Since then, energy efficiency
has become an essential metric in the design of computing and networking device com-
ponents. According to various observations like [13], the Internet is expected to account
for roughly 2-3% of the total global energy consumption but it can be as high as 10% for
a developed nation like the United Kingdom. Even though it has been shown that green-
ing the Internet is not easy [65], the researchers have provided different energy efficient
solutions for various branches of ICT including, but not limited to the hardware design,
protocol design, topology considerations, data center design, energy efficient content
distribution and file sharing.
Among many areas of ICT in which energy efficiency can be developed, in this The-
sis, we focus on a special but ubiquitous process in communication technologies, file
distribution. We concentrate on energy consumption of the process of distributing a file
from one to many hosts in different scenarios. File-sharing applications are usually run
by PCs or laptops. We consider all the cases in which no two hosts are in the same col-
lision domain, i.e., for example, if a host is connected via wireless then it is assumed
that there are no collisions with the frames of the host. In addition, operations such as
software updates can be defined also as file distribution processes. The updates are re-
leased and all the hosts for which the update is relevant are strongly recommended to
1
2 CHAPTER 1. INTRODUCTION
download it [14]. If a user uploads a file to a cloud, it is replicated in many servers of the
cloud [15–18]. All these kind of data transfer can be classified as file distribution from
one to many. The same holds for the updates of caches of a content distribution network,
the content need to be replicated in many servers located around the world.
Having understood the meaning of file distribution, in this Thesis, we provide a mod-
eling framework for the problem and prove that the problem is NP-hard. We solve it op-
timally for some practical cases and provide heuristics whenever possible to address the
most general case. Simulations are presented for the cases that are more relevant in prac-
tice, showing the performance of the solutions provided. We emphasize that our results
are valid even if the networking/computing hardware becomes more energy efficient.
Irrespective of the power profile of the devices presented in Fig. 1.1, our algorithms yield
substantial energy savings.
In the rest of the chapter, Section 1.1 describes the need and importance of energy
efficiency in the ICT sector. Section 1.2 focuses on the phenomenon addressed in the
Thesis, energy efficiency in file distribution. Section 1.3 presents the problem and its
complexity. Section 1.4 briefs the basic idea behind the algorithms and their optimality.
Section 1.5.3 reports some of the important results not covered in theory but are relevant
in practice. Finally, organization of the rest of the Thesis is provided in Section 1.6.
1.1. Drive for a Greener Internet
The design of network devices, protocols, applications or services have not taken en-
ergy efficiency into account until very recently. If new energy mechanisms and solutions
are not adopted, the energy consumption of the ICT sector is expected to double in the
next decade [20]. Data from [21] provides a proof that even though the devices like desk-
tops, laptops, LCDs, CRTs, etc are getting more energy efficient the overall aggregate of
the energy consumed by them has increased. The worldwide electricity use for these
devices was aggregate 220 TWh/year in 2006 which increased to 307 TWh/year in 2012.
Thus, even marginal energy savings at the end terminals will have a huge impact on
global energy savings.
To minimize the impact of ICT on environment, as well as to mitigate the impact of
increasing energy costs [22], energy efficiency has been addressed in network design in
many ways. Fig. 1.1 presents three different energy profiles of devices. Before power
was identified as a problem, the energy profiles for most of the components of computer
hardware used to be as depicted in Fig. 1.1a. In this profile, there is only one power level,
irrespective of the utilization of the device. It is very difficult to achieve the goal of 100%
energy proportionality, as shown in Fig. 1.1b. One can, for instance, exploit the existing
technology that supports low power modes or switching off the devices whenever it is
possible [23], [24] or use the newly developed energy efficient devices to design energy















(a) Energy agnostic devices consume the same































(c) The current state of the energy profiles of many devices [19]
Figure 1.1: Different power profiles for networking/computing equipments like PCs,
routers, switches, etc.
aware networks with performance. These techniques can be used to approach energy
proportionality in end systems, i.e., making the power consumed proportional to the
level of CPU or network activity, as opposed to the current constant power consumption
irrespective of its utilization.
The efforts of researchers in the last decade have made it possible for the devices to
have a power profile as shown in Fig. 1.1c, which can be seen to lie somewhere between
the two extremes of having one and infinite power levels. There are different ranges
of utilization which correspond to a certain power level. From now on, from energy
efficient devices, we mean the profiles corresponding to Fig. 1.1c as discussed in [19].
However, energy proportionality of the different elements alone is not enough to reduce
the overall energy wastage in most distributed systems. It needs to be complemented by
a redesign of the services (e.g., file sharing, web browsing, etc.) in a way that optimizes
4 CHAPTER 1. INTRODUCTION
the utilization of hosts and network resources from energy perspective. It means that the
higher layers should be designed to exploit energy efficient hardware in an optimized
manner. If an application behaves such that it never lets the hardware go to sleep mode,
then this is equivalent to not having sleep modes at all.
In order to save energy at the end hosts, cooperation and collaboration is needed from
the end hosts. [25] already provides insights about huge potential for energy savings in
the last mile, if the end users are willing to cooperate. More energy savings can be
obtained if the tasks that we focus are very common for the end hosts. In this Thesis,
we focus on a ubiquitous task in networking, file distribution, and its huge potential in
addressing energy efficiency, as discussed in the next Section.
1.2. Energy Efficiency in File Distribution
It is important to understand that we do not address energy efficiency in all kinds of
data broadcast. In particular, our approach works well with the applications in which
the file is downloaded by the hosts for a later use. For example, our work cannot be
directly applied to video streaming, or if an email is to be sent to many other persons. By
file we mean a piece of data that is to be sent to many users and once received the whole
file, then only users need it. Many relevant applications have already been talked about
before.
Fig. 1.2 shows an instance of the problem scenario that we consider in the Thesis. We
also assume that all the hosts are reachable from each other and we do not consider the
energy consumed by the intermediate devices like router, access points, switches, etc.
because we assume that they cannot be turned off. As long as the hosts (like A, B and
C) are connected via a wireless connection but not in the same wireless collision domain
(same access point, for example), our algorithms for file distribution can be used. We put
no restrictions on the number of hosts that can participate in the file distribution but we
consider 500-1500 as a normal scenario. We also assume that the files are at least a few
megabytes in size. There is no upper limit on the file size.
It has been observed that most of the end terminals involved in file sharing are known
to be on just to download and upload files [26], i.e., they can be assumed to be doing
nothing but downloading and uploading files. Hence, huge energy savings are possible
if files are transfered in energy efficient manner so that the hosts can be switched off as
soon as the file transfers are completed. As demonstrated by previous studies like [27],
homes and organizations (i.e., end-hosts) are responsible for 75% of the overall Internet
energy consumption, whereas networking devices (e.g., routers) and data-centers are re-
sponsible for the other 25%. The existing file distribution services, such as peer-to-peer
(P2P) file sharing, one-click-hosting (OCH), software release, etc., represent a major frac-
tion of current Internet traffic, ranging between 18 and 30 percent [14], [28], [29]. The




Figure 1.2: A typical scenario that we consider. Notice that hosts A, B and C are con-
nected via a wireless connection.
combined effect of the two previous arguments suggest that the file-sharing applications
are responsible for a significant portion of the overall energy consumption in the Inter-
net.
The focus of this Thesis, energy efficiency in file distribution is subject of the research
in [30], [31] and [32]. This research defines a problem close to our formulation, i.e., one
server has to disseminate a file to n hosts in an energy efficient manner. However, there
are many subtle differences. In [30], the analysis is mainly dependent on [33] and works
only for a network with three hosts. For n > 3 , they provide only simulations. In this
context, [31] does much better job of defining a family of near-optimal strategies, but
under a fluid limit model, in which the file is split into infinitesimally small blocks. For
this reason, their results cannot be extended to practical settings, where block sizes must
be lower bounded to keep bounded the amount of extra transmissions (and extra energy
spent) due to control data (protocol overheads, etc). As we show in our Thesis (see Sec-
tion 4.4), the dependence on the blocks size and number of the energy consumption of a
distribution scheme is non negligible in any practical scenario. Their approach also re-
quires existence of some low power hosts (like notepads) that have high upload capacity.
The aggregate of the server and such low power devices essentially make a hypothetical
server that has the power equivalent to all the low power devices and the server and
upload capacity is the sum of all the upload capacities. This set of hosts start uploading
blocks to the hosts at their maximum download speed. As in their algorithms a subset of
hosts (which always contains at least the server) stays on for the whole duration of the
scheme, the total energy consumption of the proposed algorithms is higher with respect
to the optimal values (that we define here) by at least a factor directly proportional to the
power consumed by the server and to the makespan of the distribution scheme. As we
show later in the Thesis, for such schemes the total energy consumption is up to twice
that of the optimal schemes we propose, depending on the specific settings.
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Our investigation aims at modeling, analyzing and evaluating the performance of
energy-efficient file distribution algorithms in a controlled collaborative environment
without assuming existence of any low power hosts or fluid model. As already discussed
before, achieving energy efficiency at the end hosts is a non-trivial task. The price that
we pay in our algorithms is a tight synchronization of all the hosts participating in the
file distribution process. However, such tight synchronization is achievable in today’s
Internet, at least for all the hosts that are under the control of the same administrative
domain, e.g., a big corporate, data centers, content distribution networks, campus LAN,
etc. We also evaluate our schemes through simulations for a more general scenario.
1.3. Energy Efficient File Distribution and its Complexity
In Chapter 3, we model the file distribution process, such that a file consisting of β
blocks, initially available only at a server S is to be distributed to n hosts {0, 1, · · · , n−1}
as an optimization problem to minimize the energy consumed. Each host i has upload
capacity ui and download capacity di. We first state the network and system energy
model and our basic assumptions. Then, we reduce the problem to the partition problem
to prove that the problem is NP-hard if all the hosts have different upload and download
capacities, hosts are allowed to upload to as many users as they want at any upload
speed. We change the conditions and show two other variants of the problem to be NP-
complete as well. Hence, it is not clearly understood, which are the parameters that we
should relax in order to solve the problem optimally in polynomial time.
To understand the problem complexity better, we define the notion of a state to cap-
ture the status of completion of download at each host. The initial state is defined as
empty state in which no host, has downloaded the file. When the process ends, the final
states are the ones in which all the hosts have downloaded the complete file. Energy
is spent in order to reach to current state from the states preceding it. The difference
between each final state is the amount of energy required to achieve it. An optimal final
state is the one that consumes the minimum energy.
From this method, we infer that one of the ways to solve the problem optimally is
to require that the data transfers are done in slots of time. In order to ensure a fixed
slot length for all the transfers, the file should be divided into equal sized blocks and
all the hosts should have the same upload or download capacities, i.e., ui = u ∀i ∈
{S, 0, 1, · · · , n− 1} and di = d ∀i ∈ {S, 0, 1, · · · , n− 1}. We elaborate on these situations
in the next section.
1.4. Energy Optimal Schemes for Restricted Cases
In this section, we discuss the results presented as schemes in the Thesis. We divide
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our results in three basic scenarios depending on the relationship between the upload
(u) and download (d) capacities that are discussed next. First, we present the results for
the case in which d = u (Chapter 4). Secondly, the case for which u = kd for an integer
k > 1 (Chapter 5). Finally, we present the results for case d = ku for an integer k > 1
(Chapter 6). This Thesis provides proven optimal schemes for the first two cases and we
conjecture that the algorithms for the final case are optimal too.
As stated before, time can be divided into slots. Hence, we can visualize a scheme
that accomplishes file distribution as a set of transfers that are carried over from the first
slot until the last slot in which all the hosts receive the whole file. The main intuition
behind the proposed file distribution algorithm is to activate node uploading in the same
slots as downloading occurs. In this way, we try to reduce the high amount of energy
spent when keeping a node turned on just for either downloading or uploading, but not
both.
The schemes provided in this Thesis keep hosts on in such a manner that the total
time each host is on to download as well as upload a file is minimized. Even though
it is not a time optimization problem, because of the above properties, the schemes still
finish in O(n+ β).
1.4.1. Download = Upload Capacity
In order to understand the problem, we start with the simplest case, i.e., d = u. Note
that we put no restriction on the power consumption of the hosts, i.e. power consumed
by host i is Pi. This seemingly restricted case helps us find solutions to the more involved
cases too. Fig. 1.3 shows how the scheme works. Note that in all the slots only those hosts
that are involved in block transfer are switched on.
Intuitively, we can see that this strategy leads to the devices turned on for minimum
possible time to upload and download. Thus, consuming minimum possible energy.
Also note that irrespective of the power consumption of the hosts, each host must be on
for at least 2 slots to download or upload the file.
1.4.2. Upload > Download Capacity
Fig. 1.4 demonstrates how the scheme will work in this case through a particular
example of u = 2d. In genral, if u = kd, then the server can upload simultaneously to
k hosts, further increasing the energy efficiency. Note that even in this case, the power
consumption of the host i is Pi. As we can see there is a very little difference with respect
to the energy consumption in the previous scenario. The energy that is saved in this case
is during the transfer made by the server because it can upload both the blocks to the
two hosts in just one slot. The server can go to sleep just after one slot. In the example,
it can be seen that u > d is used by the server only as the maximum upload speed can




(a) In the first slot, the server uploads the first
block to Host 1 and in the next slot, the server up-
loads second block of the file to Host 2. The server




(b) Both the hosts are active to download the re-
maining block of the file from each other. They go
to sleep after receiving the two blocks.
Figure 1.3: The download capacity (d) of all the hosts are equal to the upload capacity
(u) of all the hosts, i.e., u1 = u2 = uS = u and d1 = d2 = dS = d and that d = u. The file
is divided into 2 blocks. Power consumed by server is PS , host i is Pi, i ∈ {1, 2}.
be d because it is the maximum speed a host can download. So even though upload at a
higher rate is possible, it is not permitted by the download capacity of the hosts. Again
it must be noted that only those hosts who are involved in a block transfer are switched
on. Also note that irrespective of the power consumption of the hosts, each downloading
host must be on for at least 2 slots. However, the server has to be on for only one slot to
upload the file.
1.4.3. Download > Upload Capacity
We turn our attention to the case for which download capacity is an integral multiple
of the upload capacity, i.e, d = ku. In particular, we consider d = 2u for the examples
presented in this section. In this particular case, the relationship between the power
consumption of the hosts become important. Hence, we divide this case further in
two: Energy Homogeneous System and Energy Heterogeneous System. In energy-homogeneous
system, all the hosts have the equal power consumption. Whereas in energy-heterogeneous
system, power consumption of the hosts can be arbitrary.
1.4.3.1. Homogeneous Power
If we assume that all the hosts participating in the file distribution process have equal
power consumption as shown in Fig. 1.5. Note that this example has three hosts and one
server. The file at the server is divided into three blocks which it sends to the three
hosts in three different slots. Since the server has uploaded all the blocks of the file. It
can go to sleep mode. After the completion of the three slots in Fig. 1.5a, all the three




(a) Assume u = 2d. In the first slot, the server
simultaneously uploads the first block to Host 1





(b) Both the hosts are active to download the re-
maining block of the file from each other. They go
to sleep after receiving the two blocks.
Figure 1.4: The download capacity (d) of all the hosts are equal to the upload capacity
(u) of all the hosts, i.e., u1 = u2 = uS = u and d1 = d2 = dS = d and that u = 2d. The file
is divided into 2 blocks. Power consumed by server is PS , host i is Pi, i ∈ {1, 2}.
hosts have exactly one block of the file. They just need to send these blocks to each
other to complete file distribution. In the remaining two figures, Fig. 1.5b and Fig. 1.5c,
they just upload and download from each other. Note that host 3 is participating in the
distribution process from the beginning. Once they have all the blocks of the file they
can go to sleep mode.
For energy-homogeneous case, we also prove that having d = 2u is optimal. k > 2
does not help in reducing energy consumption, i.e., even if we have for example d = 10u,
still it is feasible to use d = 2u and achieve maximum energy savings.
1.4.3.2. Heterogeneous Power
In this case, we demonstrate the importance of the relationship between hosts for
optimal schemes. The basic idea is that if there is a host which consumes very high power
compared to the other hosts, then such hosts should be served once enough upload
capacity is there so that they can download at their maximum rate. Fig. 1.6 shows an
example for this scenario. Note that there are three hosts to download the file that is
divided into two blocks. In Fig. 1.6a, the server uploads the first block to host 1 in the
first slot and the other block to host 2 in the next slot. The server can go to sleep. After
that, in Fig. 1.6b the two hosts exchange the blocks with each other. These transfers are
ignoring the presence of Host 3. Since the power consumption of Host 3 is very high, it is
better to upload all the file to it in the least amount of time so that the energy consumed
by it to download the file is minimized. This kind of transfer shows us the importance
of relationship between power consumption, which we did not encounter in the earlier





(a) The server uploads the first block of the
file to the Host 1, then second to Host 2 and






(b) All the three hosts are active to download
the remaining 2 blocks of the file from each






(c) All the three hosts are active to down-
load the remaining block of the file from each
other.
Figure 1.5: The example download capacity (d) of all the hosts are equal to the upload
capacity (u) of all the hosts, i.e., u1 = u2 = uS = u and d1 = d2 = dS = d and that d = 2u.
The file is divided into 3 blocks. Power consumed by server is PS , host i is Pi, i ∈ {1, 2, 3}
and P1 = P2 = P3 = PS = P .





(a) The server uploads first block of the file
to Host 1 and then second block of the file to





(b) Both the hosts are active to download the
remaining part of the file from each other.





(c) Since d = 2u, Host 1 and Host 2 simulta-
neously upload to Host 3.
Figure 1.6: The example download capacity (d) of all the hosts are equal to the upload
capacity (u) of all the hosts, i.e., u1 = u2 = uS = u and d1 = d2 = dS = d and that
d = 2u. The file is divided into 2 blocks. Power consumed by server is PS , host i is
Pi, i ∈ {1, 2, 3}.
cases.
In Fig. 1.6, if we also assume that P3 >> P1 + P2, then it is better for the host 3 to
download as much as possible in one slot. This kind of transfers make it different from
the schemes that have been presented until now.
In the energy heterogeneous case, having high du ratio can help in reducing the energy
consumption if there are sufficient hosts that have lower power consumption.
1.5. Summary of Research Contributions
This section summarizes the results presented in the Thesis. We first present the
complexity theoretic results, then we present a summary of the algorithms designed in
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the Thesis and finally we brief the results of the performance analysis.
1.5.1. Complexity Theoretic Results
Table 1.1 summarizes the cases for which the problem has been proven to be NP-
complete. We relax some of the assumptions to solve the problem optimally, for which
the summary is presented next.
Upload at any speed Upload at full speed
Upload to many NP-Complete Not studied
Upload to at most one NP-Complete NP-Complete
Table 1.1: Complexity theoretic results in Chapter 3.
1.5.2. Algorithmic Results



















Figure 1.7: Summary of the algorithmic research contributions presented in Chapters 4 -
6 of the Thesis.
Fig. 1.7 summarizes the algorithmic research contributions in the thesis. In this figure
and throughout the Thesis, u and d represent upload and download capacities, k ≥ 2 is
an integer, β and n represent the number of blocks and the number of clients respectively.
The problem at the root is computationally tractable which is further divided into three
cases depending on the relationship between upload and download capacities. Each
case is further subdivided depending on the relation between the number of blocks and
the number of hosts to download the file.
1.5.3. Performance Analysis
Finally, our empirical evaluation allows us to validate analytical results on the per-
formance of the proposed algorithms. The obtained results support our claim that the
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proposed algorithms reduce the energy consumption in a file distribution process with
respect to any centralized file distribution schemes. In particular, the simulations show
that, our collaborative schemes achieve significant energy savings with respect to largely
used centralized file distribution systems. These savings range between 50% and two or-
der of magnitude, depending on the centralized scheme under consideration.
We compare our algorithms against the energy consumed by different sequential as
well as energy efficient P2P schemes. For a given file size, block size will determine the
number of blocks, we evaluate energy savings for different practical block sizes (64KB,
256KB, 1MB, 4MB) and compare the schemes with the aforementioned schemes. We
also study the impact of upload capacity u (for example, u=10Kbps, 100Kbps, 1Mbps, 10
Mbps) as well as the download/upload capacity ratio. In the theory, we assume that the
hosts don’t consume any energy during switch on/off, we evaluate the performance of
our schemes when this is not the case. In theory we also assume that the hosts consume
the same power whether it is downloading and/or uploading or doing nothing. We
relax this assumption and study the impact of load dependence on our algorithms.
1.6. Organization of the Thesis
The rest of the Thesis comprises of seven chapters and is structured as follows. Chap-
ter 2 revises related work and the state of the art in the research relevant to the Thesis.
Chapter 3 lays down the assumptions, system, network and energy model along with
definitions and terminology used throughout the Thesis. It also formalizes the prob-
lem and provides a characterization of the complexity of the problem. Chapter 4 intro-
duces the most basic versions of the optimal algorithms that are designed throughout the
course of the Thesis. We prove lower bounds on the energy consumption for this case
and provide optimal algorithms achieving that lower bound. We also provide examples
of execution of the algorithms on sample scenarios. Chapter 5 considers a more com-
plicated scenario in which upload capacity is an integral multiple of download capacity.
The algorithms designed for this case are more sophisticated versions of the algorithms
presented in the last chapter but the basic idea remains the same. The extra upload ca-
pacity gives more freedom.We prove lower bounds on energy consumption for this case
and provide optimal algorithms achieving the bounds. Chapter 6 considers a comple-
mentary case to the previous two chapters. We consider the scenario in which download
capacity is an integral multiple of the upload capacity. It turns out that this case is the
most complicated of all and we provide schemes that we conjecture are optimal. In
Chapter 7, we present our simulation study in which we study the performance of our
algorithms on various parameters. Our algorithms are capable of saving up to 50% of
the energy consumed compared to an energy efficient method making use of proxy in
a file distribution process by the end hosts. The savings can go as high as two to three
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orders of magnitude compared to energy agnostic schemes. Many other cases that are
not taken up in the theory are presented. Finally, Chapter 8 concludes the lessons learnt
and provides the future directions in which more research is required to understand the
problem in a better manner and finally apply them to the file distribution applications.
Finally, we also provide an appendix to prove the correctness of the basic algorithms
designed in Chapter 4 in the Thesis.
Chapter 2
Background and Related Work
Ever since the problem of energy-avid networking has been identified, researchers
have devoted enormous amount of efforts towards greener ICT (Information and Com-
munications Technology). The proposed approaches, however, have mainly focused on
designing networks and their elements so that the power consumed is proportional to
the traffic load. In particular, the proposed approaches include the design of new energy-
efficient hardware [34], energy efficient routing mechanisms [35] [36], putting devices in
sleep mode [11], [37], etc. These approaches address important issues in the core of the
network. However, they should be complemented with new techniques to save energy
in the end systems (i.e., at the edge of the network) which are responsible for the major
share of the Internet power consumption [20] [23]. A comprehensive survey on energy
efficient approaches to networking can be found in [38] and a more concentrated survey
of approaches in green mobile networks can be found in [39]. In this Thesis, however,
we focus mainly on the conventional Internet and any further discussion on mobile net-
works is beyond the scope of the Thesis.
In this chapter, we discuss related work in energy efficiency in file distribution focus-
ing on P2P and content distribution networking. We also briefly discuss variants of file
distribution problem with other optimization goals. The most important one being the
minimization of time to finish a file distribution process.
2.1. Energy Efficiency in File Distribution
File distribution is one of the basic tasks in ICT, which is also the focus of study
in this Thesis. While many other studies have been conducted on file distribution for
optimization of other parameters, specially the distribution time, our focus is on energy
consumption during a file distribution process. Next, we classify energy efficient studies
based on P2P and content distribution networking.
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2.1.1. Focus on P2P Networking
The literature is full of research on energy efficient transfers using P2P. The energy
models in these works have mainly considered, proxying [40] [41] [42], sleep-and-wake
[43], task allocation optimization at processor level [44] [45], message reduction [46],
overlay structure optimization [47], and location-based techniques [48], to reduce energy
consumption. We focus on scheduling of the file distribution mechanism such that the
hosts minimize the upload and download time they are on for receiving the file [49] [50]
[51] [52]. This adds one more model to the above list.
An adaptive algorithm AdaBT is proposed in [53], which dynamically selects the
most energy efficient option between legacy bittorrent and a proxy based approach.
They argue that for low upload speeds legacy bittorrent is worse than proxy based ap-
proaches, opposite if upload speeds are high. Forming groups based on energy con-
sumption is studied in [54]. Essential idea is to favour the group of low energy devices
by allocating higher download bandwidths to them because they are operating at lower
energy budgets. A mixed integer linear programming model for energy efficient peer se-
lection is developed in [55]. A very important and complementary approach is provided
in [56] [57] for greening P2P file transfers taking content pollution in consideration. A
two layered model for energy efficient P2P networks is described in [64].
[58] propose a method complementary to proxying and present results by classi-
fying hosts in homogeneous and heterogeneous groups. Their approach is mainly to
conduct simulations unlike ours. Similarly, [59] investigates green bittorrent via simu-
lations. Like ours, their approach also tries to push the energy consumption from the
server side to the hosts that are actually up for receiving. Nevertheless, their evaluations
are confined to simulation and P2P networks.
Energy efficiency in IP/WDM networks are studied in [60]. Energy reduction in P2P
networks for discovering frequent item set in unstructured P2P networks forms the basis
for research in [61]. The approach of migrating the services provided by a data center to
bittorrent based Set-Top-Box is presented in [62] and [63].
[45] [44] discuss a model to show the relation of the amount of computation and
the total power consumption of peer to peer systems considering a web type application
on P2P overlay networks. They also discuss algorithms for allocating a process to a
computer so that the deadline constraint is satisfied and the total power consumption is
reduced.
Energy consumption in P2P systems have been the topic of study in various studies.
For details about more similar studies, we refer the reader to [47] and [66].
A substantial amount of work is done in the area of mobile devices and wireless
devices to address the problem of energy efficient P2P file sharing. However, our work
is complementary to these approaches and does not conflict with any of the solutions
whose details are provided in the next sections.
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2.1.1.1. Mobile P2P
A good amount of research exists in making mobile P2P more energy efficient. In
particular, Kelenyi et. al, proposed the problem in [67] and after which they have pro-
vided many solutions. Like addressed before, proxying is a good solution for mobile
P2P as well [68] [69] [70] [40] [71]. They also propose an energy efficient bittorrent con-
tent sharing mechanism for mobiles via cloud services [72]. A demo of energy efficient
P2P mobile video streaming demo and benchmarking platform are given in [73] and a
detailed study is provided in [74]. Many energy efficient techniques for P2P file sharing
in mobile phones are tested in [75] and a cloud approach is proposed as a new solution.




Energy efficient broadcasting in wireless ad-hoc and sensor networks has been stud-
ied comprehensively. It is so because the devices mostly operate on battery and reduc-
tion in energy is required to keep the device functional for a longer period. The main
approaches for energy reduction in wireless networks are through optimizing the trans-
mission levels of the relay nodes [78], use of network coding to minimize the number of
transmissions required [79], [80]. [81] provides a solution to energy efficient wireless P2P
file sharing by proposing a new protocol. All these proposals, however, are not directly
applicable outside the wireless regime because of the broadcast nature of the wireless
channel. Our approach serves as complementary to these because we assume that no
two hosts are present in the same wireless collision domain.
2.1.2. Energy Efficient Content Distribution and Replication
Our work can be extended from P2P file sharing to content distribution networks
and content replication as well. So we discuss some of the already present relevant
solutions. [82] proposes a heuristic based on an integer linear program with an objective
to find a feasible routing so that the energy consumption is minimized. In contrast, we
focus on how to minimize the upload and download time of each server. Our approach
is also complementary to the solutions provided in Ph.D. thesis [83]. In [84], authors
study the local load balancing of servers to shutdown local servers in a cluster. The goal
is to shut down the whole cluster using a global load balancing in [85].
Studies related to content distribution are of interest in [86], [87] but their approach
and problem definition are altogether different from ours. Their focus is on moving the
content the closest to the users through caching so that the data travels lesser distance.
Algorithms designed for content replication and dissemination in cloud have to consider
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energy as a key parameter of optimal operation [88]. Energy efficient replication in cloud
computing data centers is studied in [16].
[89]
2.2. Different Studies on File Distribution
Finally, we discuss the research with time minimization as the goal and compare it
with energy minimization. An important amount of effort has been dedicated to study
the completion time in a file distribution process [90] [91] [92] [33]. The minimization
of the average finish time in P2P networks is considered in [46, 93, 94]. Mundinger et
al. [95] present a theoretical study to derive the minimum time associated to a P2P file
distribution process. However, a scheme guaranteeing file distribution with minimum
completion time does not generally lead to minimize the energy consumption and may
consume very high energy which may be an order of magnitude higher [31]. Indeed,
schemes with the same distribution time may have different energy costs too. It is so
because the schemes that minimize time are energy agnostic and may keep a host with
high power consumption on for a longer period of time. Similarly, minimizing average
finish time also does not minimize energy.
Chapter 3
Energy Efficient File Distribution:
Model and Complexity Analysis
One of the biggest challenges in energy efficients methods is to accurately capture
the notion of how energy is being spent. In this chapter, we begin with focus on devis-
ing an appropriate model for the energy consumed during a file distribution process.
The assumptions and problem formulation are stated with results on the computational
complexity of the problem. We eventually prove that the problem of minimizing energy
consumption during a file distribution process is NP-hard. We also prove some other
variants of the problem to be NP-hard and devise a method to relax parameters so that
the problem can be solved in polynomial time. In the rest of the Thesis, we work with
the version of the problem that are computationally tractable.
3.1. System Model and Assumptions
We consider a system of n + 1 hosts (n ≥ 1) that are fully connected, where every
host is able to send messages to every other host. One of these hosts, called the server
and denoted by S, has initially a file of size B that it has to distribute to all the other
hosts, which we call the clients. We assume that the file is divided into β ≥ 1 blocks
of equal size s = B/β. The set of hosts is denoted as H = {S,H0, H1, ...,Hn−1}, and
the set of blocks as B = {b0, b1, ..., bβ−1}. We will also use a set of indexes, defined as
I = {S, 0, . . . , n − 1}. For simplicity of notation and presentation, we will often use an
index i ∈ I to denote a host, and even talk about host i as Hi (or S when i = S). All
the hosts are identical with respect to the processing speed and memory. We also require
that there are no packet losses in the system, hence, no two hosts can belong to the same
collision domain, wired or wireless.
All the hosts in H can upload blocks of the file to other hosts (initially only S can do
so). A client can start uploading block bi only if it has received bi completely. Host Hi
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Figure 3.1: Topology of the network. We assume an overlay of all the nodes which is a
complete graph.
has upload capacity ui and download capacity di, for i ∈ I. (Observe that the server has
upload capacity uS .) We assume that all capacities are integral.
We require that time in the file distribution process is slotted. One or more blocks
may be transfered in one slot, which is the time taken by a host to upload the block(s)
to the receiver. Note that, in general, slot duration may vary from one slot to the next
because the upload capacities may be different but the block size remains the same. This
formulation of the problem is NP-complete as shown in Theorem 1.
In this Thesis, we consider only the energy consumed by hosts during the file dis-
tribution process. We do not consider the energy consumed by other network devices.
Therefore, in our model, energy consumption has the following two components:7
1. Each host i ∈ I, just for being on, consumes power Pi (when a host is off, we
assume that it consumes no power).
2. A host consumes energy while being switched on or off. If host i ∈ I takes time αi
to switch on or off, the energy consumed by switching is Pi ·αi. Usually, this on/off
time αi is less than or equal to two seconds [96, 97]. Unless otherwise stated, we
assume αi = 0, ∀i ∈ I, i.e., switching a system on or off is instantaneous. Hence,
energy consumed during switching on/off a host is 0.
A host is said to be active in a time slot if it is receiving or serving blocks in the
slot. Otherwise, it is said to be idle. We assume that ∀i ∈ I power consumption Pi is
constant, irrespective of whether it is using its upload capacity, download capacity, both,









Without loss of generality, we assume that ∆0 ≤ · · · ≤ ∆n−1 ≤ ∆S . We also assume that
there are no failures in transmission, i.e., each block is transfered exactly once to a host
and that there is no propagation delay.
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Table 3.1: Some of the notation used in this work.
Symbol Definition
n Total number of clients
Hi i
th client
S Server, host that has the file initially
I Set of host indexes
β Number of blocks into which the file is divided
bj j
th block
B Size of the file in bits
s Size of a block in bits
u Upload link speed (bits/s)
d Download link speed (bits/s)
k Ratio of the download to upload capacity (d/u)
Pi Power consumed by host i when on (in Watt)
∆i Energy consumed by host i involved in a block transfer in a slot
τ Any arbitrary time slot
z A scheme to accomplish the distribution process
czj,i Energy to transfer block bj to host Hi under z
serv(j, i) Index of the host that serves bj to host Hi
Izτ Set of active hosts in slot τ under scheme z
3.2. Problem Formulation and its Complexity
We define a file distribution scheme, or scheme for short, as a schedule of block transfers
between hosts such that, after all the transfers, all the hosts have the whole file. Observe
that a scheme must respect the model previously defined. Then the problem we study is
defined as follows.
Definition 1. (EOFD Problem) The Energy Optimal File Distribution Problem is the prob-
lem of finding or designing a file distribution scheme that minimizes the total energy consumed.
We show that the problem is NP-Complete, even if switching on and off consumes
no energy (i.e., αi = 0,∀i ∈ I). The following theorem establishes this fact.
Theorem 1. Assume that time is slotted, that a host can upload and download at the same
time slot, and that a host can upload to more than one host in the same slot. The problem of
minimizing the energy consumption of file distribution is NP-hard if hosts can have different
upload capacities and power consumptions, even if the energy consumed to switch on/off is zero
(i.e., αi = 0, ∀i ∈ I).
Proof : We show a reduction from the following NP-Complete problem (see [98]):
Partition Problem:
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Input: A set of integers A = {a1, a2, · · · , an}, 0 < ai < M for every i,
∑n
j=1 aj = 2M .
Question: Is there a subset {aj1 , aj2 , · · · , ajK} ⊆ A such that
∑K
t=1 ajt = M?
We are given an instance I of the Partition Problem, that is, A = {a1, a2, · · · , an},
0 < ai < M for all i,
∑n
i=1 ai = 2M. We define an instance Î of our problem, as
follows. The set of hosts is {S,R} ∪ N , where N = {1, 2, · · · , n}. S is the server who
initially holds the file of 2M blocks of size 1. The upload capacities are (2n+ 1)M for S,
ai for every i ∈ N , and 0 for R. The download capacities are 0 for S, 2M for every i ∈ N ,
and M for R. The power consumptions are ES = M + 1, Ei = ai for every i ∈ N , and
ER = 4M + 2. The bound for the total energy is E = 12M + 5. We have to show that
there is a solution to I iff there is a solution to Î .
Assume there is a solution to I , that is, a subset {aj1 , aj2 , · · · , ajK} ⊆ A such that∑K
t=1 ajt = M . We describe a solution for Î . First the source S will send the 2M blocks
to each of the hosts inN , andM blocks toR, in one time slot (note that its upload capacity




i=1 ai = 7M+3 energy. Hosts
j1, j2, · · · , jK , whose total upload capacity is
∑K
t=1 ajt = M , will then send in one time
slot the rest M blocks to R. This will use ER +
∑K
t=1Ejt = 4M + 2 +
∑K
t=1 ajt = 5M + 2
energy. Thus, the total energy used will be 12M + 5 = E. We have thus established a
solution to Î , which uses no more than E energy.
Assume there is a solution for Î , that uses no more than E = 12M + 5 energy. As R
needs to download 2M blocks, and can download at most M blocks in one time slot, it
must be active in at least two time slots. If it will be active in more time slots, then the
total energy consumed will be at least 3ER; this is a contradiction, since 3ER > E. Thus,
R must be active in exactly two time slots, and in each of them it must receive exactly M
blocks.
The energy used by R in these two time slots is 2ER. Also, there is at least one round
in which S uploads, and thus uses ES energy. Last, for each host in i ∈ N , in the first
time slot when it downloads blocks it uses Ei energy and does not upload any block.
The total energy used is at least 2ER+ES +
∑n
i=1Ei = 11M +5. Thus, a total of 11M +5
is used in whichR can download at mostM blocks. So at mostM energy can be used by
hosts who upload the other M blocks to R. This can be done only by hosts in N . But the
total energy to be used is at least M ( since a host i ∈ N who uploads at most ai blocks
uses Ei = ai energy ). We conclude that R downloads M blocks from hosts in N whose
total energy is M . Thus, if in one of these time slots, R downloads M blocks from the K
hosts {j1, j2, · · · , jK} ⊆ N , this means that
∑K
t=1 ajt = M. But then the set of K integers
{aj1 , aj2 , · · · , ajK} is a solution to the instance I of the Partition Problem.

While EOFD is shown to be NP-complete. Hence, we want to make the problem
tractable by relaxing some of the constraints of the original problem. However, we must
find parameters to relax so that the problem remains useful as well as solvable in poly-
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nomial time. In Theorem 1 it was allowed for a host to multiple hosts and upload at any
capacity up to its maximum upload capacity. We consider relaxing these conditions, i.e.,
we restrict that a host can upload only at its full capacity (Theorem 2), and in another
one we restrict that a host can upload to at most one host in a slot (Theorem 3). We show
that the problem remains NP-complete with these different assumptions too.
3.2.1. Other variants of the problem
We first show that when the hosts are restricted to send in full speed the problem is
NP-complete (Theorem 2). We then show that even without this assumption (of sending
in full speed) the problem is still NP-complete (Theorem 3). In our reduction, we use a
special form of the partition problem (P3).
Partition-1 (P1) Input: A set of integers A = {a1, a2, · · · , an},
∑n
j=1 aj = 2M .
Question: Is there a subset {aj1 , aj2 , · · · , ajK} ⊂ A such that
∑K
t=1 ajt = M?
Problem P1 is known to be NP-Complete (see [98]). From P1 it is easy to show that also
the following problem P2 is NP-Complete:
Partition-2 (P2)
Input: A set of integers A = {a1, a2, · · · , a2n}, ai > 0,
∑2n
j=1 aj = 2M .





Using P2 it is easy to show that the following Problem P3 is also NP-Complete:
Partition-3 (P3)








j = (n+ 1)M?
(To reduce P2 to P3, given an instance of P2, define an instance of P3 by xi = ai +M .)
Theorem 2. Assume that time is slotted, that hosts must upload at their full capacity, and that no
host can upload to more than one host in the same slot. The problem of minimizing the energy of
file distribution is NP-hard if hosts can have different upload capacities and power consumptions,
even if αi = 0,∀i ∈ I.
Proof : We show a reduction from Problem P1. We are given an instance I of P1
A = {a1, a2, · · · , an}, ai an integer for i = 1, 2, · · · , n,
n∑
j=1
aj = 2M. (3.2)
The set of users is {S,R} ∪N , where N = {1, 2, · · · , n}. S is the user who initially holds
the file of 2M blocks of size 1. The upload capacities are 2M for S, ai for every i ∈ N ,
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and 0 for R. The download capacities are 0 for S, 2M for every i ∈ N , and M for R. The
power consumptions are ES = 1 for S, Ei = ai for every i ∈ N , and , ER = 2n+ 4M + 1
for R. The bound for the total energy is E = 5n+ 12M + 2.
We have to show that there is a solution to I iff there is a solution to Î . Assume there
is a solution to I , i.e., there exists
{aj1 , aj2 , · · · , ajK} ⊂ A,
K∑
t=1
ajt = M. (3.3)
Assume there is such a solution for I . We describe a solution for Î . First S will send
all the 2M blocks to all users in N in n rounds. This will use
∑n
i=1(ES + Ei) = nES +∑n
i=1 ai = n+ 2M energy (by (3.2)). Users j1, j2, · · · , jK , can then send in one round (by
(3.3)) M of the blocks to R (whose download speed is M ), and in the next round the rest




t=1 ajt) = 2ER+2M = 4n+10M+2
energy. Thus, the total energy used will be (n+2M)+(4n+10M+2) = 5n+12M+2 = E.
We have thus established a solution to Î , which uses no more than E energy.
Assume there is a solution for Î , that uses no more than E energy. Since the down-
load capacity of R is M , and S must send at full speed, it follows that R must receive
the blocks only from the users in N . As R needs to get 2M blocks, and can get at most
M blocks in one round, it must be active in at least two rounds. If it will be active in at
least 3 rounds , then the total energy consumed will be at least 3ER > E, a contradic-
tion. Thus R must be active in exactly two rounds, and in each of them it must receive
exactly M blocks. Assume R receives the M blocks in the first round from K users in
{j1, j2, · · · , jK} ⊂ N . Since these users must have transmitted in full speed, this means
that
∑K
t=1 ajt = M . This means that there a solution to the instance I . 
We now show that problem is still hard even when we do not require the hosts to
receive in full speed:
Theorem 3. Assume that time is slotted, that hosts do not have to upload at their full capacity,
and that no host can upload to more than one host in the same slot. The problem of minimizing
the energy of file distribution is NP-hard if hosts can have different upload capacities and power
consumptions, even if αi = 0,∀i ∈ I.
Proof : We show a reduction from Problem P3. We are given an instance I of P3,
A = {x1, x2, · · · , x2n},M > 0,∀i M < xi < 2M,F = (n+ 1)M,
2n∑
j=1
xj = 2F. (3.4)
We define an instance Î of our problem. The set of users is {s, r} ∪ N , where N =
{1, 2, · · · , 2n}. S is the user who initially holds 2(n + 1)M blocks os size 1. The upload
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capacities are 2F for S, xi for every i ∈ N , and 0 forR. The download capacities are 0 for
S, 2F for every i ∈ N , and F for R. The power consumptions are ES = 1 for S, Ei = xiF
for every i ∈ N , and ER = 2n + 4.5 for R. The total energy bound is E = 6n + 13 . We
have to show that there is a solution to I iff there is a solution to Î .
Assume there is a solution to I , i.e.,
{xj1 , xj2 , · · · , xjn} ⊂ A ,
n∑
t=1
xjt = F. (3.5)
S will send all the blocks to every i ∈ N in 2n rounds. This will use a total of 2nES +∑2n




F = 2n + 2 energy (by (3.4)). Users xj1 , xj2 , · · · , xjn , whose sum
of upload capacities is
∑n
t=1 xjt = F (by (3.5)), will then send in one round F blocks to
R , and in the next round the rest F blocks. This will use 2(ER +
∑n
t=1Ejt) = 2(ER +∑n
t=1
xjt
F ) = 4n+ 11 energy. Thus, the total energy used will be (2n+ 2) + (4n+ 11) = E.
Assume there is a solution to Î , that uses no more than E energy. In particular, we
can assume that this solution uses minimum energy. Due to its downloading speed, R
must be active in at least two rounds. If it is active in more than two rounds, then the
amount of energy used is at least 3ER > E, a contradiction. So, R is active in exactly two
rounds, and in each of them it must receive exactly F blocks.
If in any of these roundsR receives blocks from S, the energy consumed in this round
will be ES + ER = 2n + 5.5. Alternatively, since a user cannot send and receive in the
same round, we can delay all messages sent to R until all users in N got all blocks from
S (they cannot get from R, since its upload capacity is 0). R can get F = (n+ 1)M blocks
from any n+1 users inN (since user i can send xi > M blocks in one round). We can take
the n+1 users which correspond to the n+1 smallest xi’s, whose sum is clearly bounded
by F . Since user i uses xiF energy, when we sum up the energy used by these n+ 1 users
we conclude that the energy used in this round will be bounded by ER + FF = 2n+ 5.5.
In other words, we can assume that R received the information from the users in N .
We turn now to the users in N .
1. If user i gets the blocks only from S, then the energy consumed is = ES + Ei =
1 + xiF .
2. If user i gets the blocks from S and from some other users in N , then the energy
consumed is larger than ES + Ei = 1 + xiF .
3. If user i gets the 2F blocks only from users in N , then, since user j uploads at most
xj blocks at the cost of
xj
F energy, user i will receive the 2F blocks with energy of
at least 2FF +
xi
F = 2 +
xi
F .
Thus, the energy used in order for user i ∈ N to get all blocks is at least 1 + xiF . So the








F = 2n+ 2.
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This means that the amount of energy that can be spent in order to deliver the blocks
to R (in two rounds) is bounded by 4n+ 11 (since the total amount of energy is bounded
by 6n+ 13. 4n+ 9 energy will be used by R . Therefore the total amount of energy to be
used by the users in N is bounded by 2. But since sending F blocks uses at least FF = 1
energy, this means that in each such round the users in N must deliver exactly F blocks.
Assume R receives the F blocks in the first round from K users in {j1, j2, · · · , jK} ⊂ N .
This implies that
∑K
t=1 xjt = F . Denote yi = xi −M . Then by (3.4) we get
0 < yi < M ,
2n∑
t=1
yt = 2M. (3.6)




t=1(M + yjt) = kM +
∑K
t=1 yjt > kM ≥ F , a




t=1(M + yjt) = kM +
∑K
t=1 yjt <
(n− 1)M +∑2nt=1 yt = (n− 1)M + 2M = F , a contradiction. This means that K = n, and
therefore xj1 , xj2 , · · · , xjn is a solution to I , as required. 
3.3. Towards solving the problem in polynomial time
The last section proves three variants of the problem as NP-complete. To get better
insight on on the complexity of the problem, in this section, we formulate the problem
as a search in a directed acyclic graph, called State Transition Graph, abbreviated as STG
henceforth, as shown in Fig. 3.2. For this purpose, we define notion of a state ψ, which
is a n× β matrix representing the nodes in STG.
The elements aij of a state ψ take values as follows:
aij =
{
Index of the host who served block j to Hi
0 If block j is not yet downloaded by Hi
ψ =

S S · · · 0









Clearly, aij ∈ {S,H0, H1, · · · , Hn−1}. Thus, any state ψ can be represented as shown
in Eq. 3.7. A state ψ is defined a n × β matrix. n rows for the clients who download the
file and β columns corresponding to each block of the file. Note that the initial state is
the one in which all the elements are 0. On the other hand, final state has all non-zero
entries. If there are l non-zero entries, then the state belongs to level l in Fig. 3.2. A
directed edge ψ → ψ′ in STG signifies that given a state ψ, at the start of a slot τ , blocks
can be transfered so that state ψ′ is achieved. The weight of the edge is equal to the










2 · · · ψ1nβ








· · · · · · · · · · · · All final states · · · · · · · · · · · ·
...
...
Figure 3.2: State Transition Graph: Representation of all the possible schemes in the form
of a directed acyclic graph.
energy consumed in the state transition. Let the set of hosts involved in block transfers
during slot τ is given by Iτ (which is constant throughout the slot), then the energy




Pi · duration of τ (3.8)
STG contains all the possible states during any file transfer scheme. Any scheme z
can be represented as a path from the initial state to one of the final states at level nβ
in STG. It captures all the possible schemes from the initial state to final states. It can
be easily seen that the number of states in STG is exponential in n and β. To find an
energy optimal scheme we have to find the shortest path from initial to final. However,
the explosion of states make it a hard problem, as we have already seen in Section 3.2.
So our goal is to look for cases under which the search for optimal state(s) can be
performed efficiently. To be able to find energy optimal path to a final state, we should
be able to prune the STG efficiently. STG as in Fig. 3.2 does not have much structure
that can be exploited to efficiently search a path to optimal final state. However, if we
enforce each slot to have the same duration, then STG as shown in Fig. 3.3 becomes far
more structured. In this case, the weight of the edges between states follow triangle
inequality. Thus, an edge from one state to the other is also the shortest path between
them.
We observe the following two properties for STG in Fig. 3.3:
1. Isomorphism: Two states at the same level are isomorphic iff they can be trans-
formed to each other via column exchanges.
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Isomorphic states at Level i
Figure 3.3: STG when each host i has upload capacity u and download capacity d.
We provide an intuition of this property through an example. The two states shown
below are isomorphic.
ψ1 =
S 0 00 S 0
0 0 S
 , ψ2 =
0 S 00 0 S
S 0 0

They both are at level 3, and consume same energy, i.e., (3PS + P1 + P2 + P3) ·
(slot duration). To transform ψ1 to ψ2, first exchange column 2 and 3 of ψ1, then
exchange column 1 and 2 of the thus obtained state. Similarly, both the above states
are isomorphic to the following state.
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ψ3 =
0 0 S0 S 0
S 0 0

2. Trineq: Triangle inequality holds for the weight of edges, i.e., for any three states







Figure 3.4: Triangle inequality holds for STG in Fig. 3.3, i.e., c13 ≤ c12 + c23.
With these two properties, since there are many more states which can be optimal, it is
relatively easy to prune the STG in Fig. 3.3. The next section provides necessary defini-
tions and conditions for solving EEFD optimally.
3.4. Solving EEFD Optimally
As discussed in the above section, in order to make the problem computationally
tractable, we add some constraints. We require that the file is divided in blocks of equal
size s. Padding may be used if the last block has size less than s. We state the most im-
portant constraint, from now on, throughout the Thesis, unless stated otherwise, we as-
sume that ui = u,∀i ∈ {S, 0, 1, · · · , n− 1}. This simplifies the problem because it implies
that all time slots must be of the same duration as long as u ≤ di ∀i ∈ {S, 0, 1, · · · , n−1}.
For similar reasons, we also assume that di = d, ∀i ∈ {S, 0, 1, · · · , n− 1}.
We now make the definition of a slot more precise. We define a slot as the time




Hence, energy consumed by host i per slot is given by
∆i = Pi · s
min{u, d} (3.10)
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Figure 3.5: Two transfer graphs are shown in which each connected component has mu-
tually disjoint hosts. Since energy consumed in switching on/off is zero, these two trans-
fer graphs can be done one after the other without any impact on energy consumption
of the scheme.
We further assume that both u and d are related by a positive integer k ≥ 1, such
that, k = ud or k =
d
u , depending on whether u ≥ d or d > u. Then, if the process of
file distribution starts at time t = 0, the first slot spans time [0, 1), the second slot [1, 2),
and so on. In each slot, a host can download from a set of hosts, or it can upload to
some hosts, as the case may be. Some of the notations used in the work are provided in
Table 3.1. We assume for simplicity that the upload or download of the blocks start at
the beginning of a slot.
3.4.1. Normal Schemes
To rule out redundant and uninteresting schemes, we will consider only what we call
normal schemes. Observe that the block transfers of a scheme z in a slot τ can be modeled
as a block transfer graph which is a directed graph with the hosts as vertices and block
transfers as edges. Then, a normal scheme is a distribution scheme in which:
1. There is no idle host, i.e., no host is powered on unless uploading and/or down-
loading blocks.
2. There is no idle slot, i.e., there are no slots without active hosts.
3. There are no errors and each block can be received correctly in one transmission.
4. There is exactly one connected component of the transfer graph per slot (Fig. 3.5).
Since we assume that energy consumed in switching on/off is zero, transfer between
two or more mutually disjoint group of hosts can be shifted to different slots, with each
slot having only one connected component (Fig. 3.5).
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We denote the set of normal schemes with parameters n, β, and k by Zˆn,βk . From
now onwards, throughout the Thesis, by schemes we mean normal schemes. It is easy
to observe that any optimal scheme can be transformed into a normal scheme that is
also optimal. The time taken to finish the distribution process may increase, though, as
two transfer graphs with mutually exclusive hosts cannot exist in a slot because of this
restriction. Fortunately, as we will see later, proposed optimal schemes are not affected
by this restriction.
Let us consider parameters n, k, and β of the file distribution energy minimization
problem. Let us define the set of all possible schemes with these parameters by Zn,βk . Let
E(z) be the energy consumed by scheme z ∈ Zn,βk .
Definition 2. Among all normal schemes, a scheme z0 ∈ Zn,βk is energy optimal (or optimal
for short) if E(z0) ≤ E(z),∀z ∈ Zn,βk .
Our objective in this Thesis is to find optimal schemes.
3.5. Energy Costs
We have already discussed about the nodes in a block transfer graph and the state
transition graph. Now we turn our attention towards the weight of edges. Let us con-
sider scheme z ∈ Zˆn,βk . Denote with Izτ ⊆ I the indexes of the set of active hosts in time
slot τ under scheme z. Let τ zf be the final slot of scheme z, i.e., the time slot of z in which
the distribution of the file is completed. In what follows, we compute the cost of a slot
(forms edge weight for State Transition Graph (STG)) and cost of a block (forms edge
weight for Block Transfer Graph (BTG)).
3.5.1. Cost of a Slot
The cost of a slot defines edge weight for STG.
Definition 3. The cost of slot τ under scheme z, denoted czτ , is the energy consumed by all
active hosts Izτ in τ , i.e, czτ =
∑








The cost of a slot, as defined above, considers the set of hosts that are active in a
particular time slot, but it does not take into account which host is serving which block
to which host. Any transfer graph with the same set of nodes but different edge con-
nectivity are equivalent with respect to the energy consumption. The number of blocks
served in 3.6a is one more than the number of blocks served in 3.6b, with the same energy
consumption.
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(a) Slot with cycle (b) Tree slot
Figure 3.6: Two slots with the same power consumption but different set of blocks being
transfered.
3.5.2. Cost of a Block
Cost of a block defines edge weight for BTG. For a better insight on energy consumed
by schemes, we also associate a cost to a block transfer. The cost of block transfers will
be used in the proofs of lower bounds. Let us denote the set of blocks downloaded by
host i ∈ I in slot τ under scheme z by Szi,τ and the index of the host serving bj ∈ Szi,τ as
serv(j, i).
Definition 4. Denote the set of blocks downloaded by host i ∈ I in slot τ under scheme z by Szi,τ
and the index of the host uploading block j ∈ Szi,τ as serv(j, i). Also the set of blocks uploaded
by serv(j, i) in the same slot τ beWzserv(j,i),τ . We define the cost czj,i of a block bj received by
Hi in slot τ under scheme z as,
czj,i =
s
min{u, d} · (D
z










| if Szserv(j,i),τ = ∅
0 Otherwise
An example of a transfer graph to demonstrate above definition is given in Fig. 3.7.
As we will see later, optimal schemes have much more symmetrical transfer graphs.
3.5.3. Cost of a Scheme
With the above definition, the sum of the costs of all blocks transferred in slot τ of
scheme z should be equal to the cost of the slot τ , czτ . The next result establishes that this
is indeed true for all the schemes.
It can be easily seen that the sum of the costs of all the blocks transferred during slot
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Figure 3.7: Transfer graph with two cycles. Note that only 9 hosts are on but 12 blocks
have been transfered. For host 6, |Sz6,τ | = 3 as three blocks are being received. For host 3,
|Wzserv(j,6),τ | = 2 as it is uploading two blocks. Also for 3, Szserv(j,6),τ 6= ∅ as it is receiving
a block from host 4. Hence, the cost of block that host 3 is uploading to 6 is given by
1























∆i · Dzj,i + ∆serv(j,i) · Uzj,i
)
(3.13)
The cost of a scheme is same as weight of path from initial to final state in STG. In fact,
each path from initial to final state in STG represents a scheme. As mentioned before,
our goal is to find the optimal schemes for different cases we have presented. Chapter 4,
5 and 6 address energy efficient schemes and their properties for the cases d = u, u = kd
and d = ku respectively.
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Chapter 4
Optimal Solutions: Download =
Upload Capacity
We start presenting the results obtained during the course of the Thesis with a simple
case, that is easy to understand and is also a representative of the main idea behind the
solutions proposed in the Thesis. Throughout this chapter, we will assume that the set
of n clients as well the server S have equal download capacities, i.e, dS = di = d ∀i ∈
{0, 1, 2, · · · , n−1} and equal upload capacities, i.e., uS = ui = u ∀i ∈ {0, 1, 2, · · · , n−1} .
Furthermore, we require that the download capacity is equal to the upload capacity, i.e.,
d = u. So the parameter k = du = 1. Note that this ensures that all the slots have equal
lengths and time taken to upload a block to a host is the same as time taken to download
a block in a slot. Let dmax be the maximum of all download capacities {d0, d1, · · · , dn−1}
and umin be the minimum of all upload capacities {uS , u0, u1, · · · , un−1}. Then the fol-
lowing lemma helps in proving lower bounds on energy consumption.
Lemma 1. If dmax ≤ umin, then, for any host, restricting download from at most one host in one
time slot does not increase the total energy consumption.
Proof : Let us assume that host iwith download capacity di is downloading from l > 1
hosts. We show that receving from individual hosts at full capacity consumes energy no
more than receiving from hosts in parallel, for any i. Let the size of each block be s, since
Hi is downloading from l hosts, it is receving l blocks. All the hosts have to be active for
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< Eparallel, ∀i ∈ L (4.2)

Since download and upload capacities are equal, from Lemma 1, we can conclude
that the best strategy is to download at most one block from at most one host during a
slot.
The results presented in this chapter are divided into the following sections. In Sec-
tion 4.1, we derive lower bounds on the energy consumed by any scheme, and subse-
quently design optimal schemes in Section 4.2. We analyze the fairness of algorithms
with respect to power consumption by individual hosts in Section 4.3. Finally, under
an extended model, in Section 4.4 we find the optimal number of blocks in which a file
should be divided so as to minimize the energy of optimal schemes.
4.1. Lower Bound
The following theorem provides a lower bound on the energy consumed by any dis-
tribution scheme when k = 1. The key observation behind this result is that each host
has to be active for at least β slots to receive the file, whereas the server has to be active
for at least β slots to upload one copy of each block to the clients.
Theorem 4. The energy required by any scheme z to distribute a file divided into β blocks






+ max{0, n −
β}min{∆S ,∆0}.
Proof : The claim to be shown is that if k = du = 1, then any scheme z consumes








+ max{0, n− β}min{∆S ,∆0} (4.3)
Before proving the claim, we need some supporting arguments.
Lemma 2. For every block bj and every client Hi it holds that Dzj,i = 1.
Proof : Since d = u, each host can receive only one block in a time slot. Hence, if block
bj is transferred to client Hi in slot τ , we have |Szi,τ | = 1. Then, by definition, Dzj,i = 1. 
Lemma 3. For every block bj served by S to client Hi, it holds Uzj,i = 1.
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Proof : Let S be serving bj to Hi in slot τ . Then, SzS,τ is always ∅, because the server
never receives any block from the clients, which means that Uzj,i = 1 for any block bj
served by S. 
Since S has to serve each block of the file at least once, we obtain the following corol-
lary.
Corollary 1. For at least β block transfers Uzj,i = 1.
Lemma 4. If there exists a host H that is receiving its first block in a time slot τ , then there is at
least one block bj in τ such that Uzj,i = 1.
Proof : The number of active hosts in slot τ is |Izτ |. At most |Izτ | − 1 blocks can be
transferred in τ because host H cannot upload to anyone. Then, since d = u, there exists
at least one host H ′ that is on only for uploading. Let bj be the block served by H ′. As it
is not downloading any block, SzH′,τ = ∅ and hence Uzj,i = 1. 
Corollary 2. There are n hosts that receive a block for the first time. Thus, for at least n block
transfers Uzj,i = 1.
We now prove the claim. In order to compute the minimum energy consumption,














∆serv(j,i) · Uzj,i ≥ β ·∆S + max{0, n− β} ·min{∆S ,∆0}. (4.5)
Adding Equations 4.4 and 4.5, the claim follows. 
The main implication of this result is that an optimal scheme should minimize the
number of blocks transferred by the server. In order to complete the distribution of file,
at least β blocks have to uploaded by the server. Optimal algorithms ensure that exactly
β blocks are uploaded by the server. It is also worth noticing that, in this case, it does not
matter whether the hosts have different power consumption. The transfer graphs in an
optimal schedule look like as shown in Fig. 4.1.
It may also be noted that the order in which the hosts appear in the above transfer
graphs does not matter. Also, the kinds of transfer graphs shown in Fig. 4.2 cannot be
part of optimal schemes. We will see it in later chapters that these kinds of block transfer
graphs may be used for more complicated cases where k > 1.
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(a) A special kind of tree slot
in which the server S serves a
block to a host.
(b) A more general tree slot in
which a chain to of block trans-
fers is there.
(c) A cycle. Optimal kind of
slot, this is what each optimal
scheme maximizes.
Figure 4.1: Three kinds of slots that are seen in algorithms presented in this chapter. Note
that each host is uploading (downloading) to (from) maximum one host.
(a) Optimality puts restriction
that no host can upload to more
than one.
(b) Optimality limits download
from multiple hosts.
Figure 4.2: These kinds of graphs cannot be part of optimal schemes for du = 1.
4.2. Optimal Distribution Schemes
We now present optimal schemes achieving the lower bound of Theorem 4. We dis-
tinguish among three cases, depending on the relation between n and β, and we indicate
the resulting schemes as Algorithms 1, 2 and 3. Note that in the pseudocode of algo-
rithms, the transfer of block bj from hostH to hostH ′ is expressed asH
j−→ H ′. While the
three algorithms could be merged into one, we have chosen to present them separately
for clarity.
Theorem 5. When d = u, Algorithms 1, 2 and 3 describe optimal distribution schemes, where






+ max{0, n −
β}min{∆S ,∆0},
each host is on exactly β slots, except H0 that is on max{β, n} slots, and
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no host is switched on (and off) more than thrice (twice in Algorithms 1 and 2),
including the initial switch on and final switch off.
energy consumed by host i in Algorithms 1 and 2 is equal to β ·∆i. In Algorithm 3,
Hmin consumes n∆min and everyone else consumes β∆i.
Intuition for the optimality of the algorithms: Refer to the Appendix for the detailed proof.
We start with Algorithm 1 (see Fig. 4.3), which is the simplest of the three, since it as-
sumes that the number of clients is equal to the number of blocks. In the first n slots of
the algorithm, the server uploads a distinct block of the file to each of the n clients. Since
n = β, the server can upload the whole file to the clients in n slots. Then the server goes
off. At this point, each host has a different block and needs to get the remaining n − 1
blocks. Then, in each of the remaining n − 1 slots, each client chooses another client to
serve in a way that the resulting transfer graph is a cycle of the n hosts. In particular,
each host i uploads the latest block it has received to host i − 1. This process continues
for the next n− 1 slots, until all the hosts have all the blocks.
Algorithm 2 ( Fig. 4.4), which assumes n < β, is more involved, but uses similar ideas
as Algorithm 1. In Algorithm 3 (Fig. 4.5), the number of clients is larger than the number
of blocks. Thus some hosts will have to upload the same block more than once. In this
algorithm, once the server has served β distinct blocks, the host with the smallest energy
consumption per slot uploads block b0 to those other client without receiving any block.
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S H0
b0







(a) Slot 0: The server S, who has all the three blocks
initially, uploads block 0 (b0) to host 0 (H0).
S H1
b1







(b) Slot 1: The server S uploads b1 to H1.
S H2
b2







(c) Slot 2: The server S uploads b2 to H2. The


























(e) The three hosts form another cycle.
Figure 4.3: Example of Algorithm 1, for n = 3 and β = 3. The label on each arrow is
the index of the block being served. After each slot, as shown in the transfer graph, the
changed state is shown as well. In this example, each state is a 3 × 3 matrix. Each row
represents the blocks received by a particular host and each element in a row is the host
uploading the block to this particular host.
Algorithm 1 Optimal scheme for β = n
1: for slot j = 0 : n− 1
2: S
j−→ Hj
3: for slot j = n : 2n− 2
4: for i = 0 : n− 1
5: Hi
(i+j) mod n−−−−−−−→ H(i−1) mod n
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S H0
b0




S 0 0 0
0 0 0 0
0 0 0 0
(a) Slot 0: The server S, who has all the four blocks
initially, serves b0 to H0.
S H1
b1




S 0 0 0
0 S 0 0
0 0 0 0
(b) Slot 1: The server S uploads b1 to H1.
S H2
b2




S 0 0 0
0 S 0 0
0 0 S 0











S H1 0 0
0 S H2 0
0 0 S S
(d) Slot 3: All the hosts pass their block to next hosts, ex-










S H1 H1 0
0 S H2 H2
H0 0 S S











S H1 H1 H1
H2 S H2 H2
H0 H0 S S
(f) Slot 5: The cycle continues until everyone has all
the blocks.
Figure 4.4: Example of Algorithm 2, for n = 3 and β = 4.
Algorithm 2 Optimal scheme for β > n
1: for slot j = 0 : n− 1
2: S
j−→ Hj
3: for slot j = n : β − 1
4: S
j−→ Hn−1
5: for i = 1 : n− 1
6: Hi
i+j−n−−−−→ Hi−1
7: for slot j = β : β + n− 2
8: for i = 1 : n
9: Hi mod n
(i+j−n) mod β−−−−−−−−−→ Hi−1
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S H2
b2









(a) Slot 2: The server S, uploads b2 to
H2. Initial slots are similar to Algorithm
















(b) Slot 3: β blocks are transfered from one to the






























(d) Slot 5: Cycling continues. However, note that
in each cycle, different set of hosts is involved.
Figure 4.5: Example of Algorithm 3, for n = 3 and β = 4.
Algorithm 3 Optimal scheme for β < n. Hmin is the host with smallest ∆i.
1: for slot j = 0 : β − 1
2: S
j−→ Hj
3: for slot j = β : n− 1
4: Hmin
0−→ Hj+1−β
5: for i = 1 : β − 1
6: Hi+j−β
i−→ Hi+j+1−β
7: for slot j = n : n+ β − 2
8: H2n−(j+1)
β−1−−→ Hn+β−(j+2)
9: for i = 0 : β − 2
10: H(n+i−j) mod n
i−→ H(n+i−j−1) mod n
4.3. Fairness of Algorithms
During execution of Algorithm 1 and 2, each host is powered on exactly for β slots.
Since we assume that switching on/off is free, energy consumed by host i is given as
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β · ∆i, i ∈ {S, 0, 1, 2, ..., n − 1}, the best that can be done in terms of individual energy
consumption because each host needs to be on for β slots to receive the whole file. All
the hosts are on for exactly β slots to receive the file and the server is on for β slots to
serve the file. Hence, these algorithms are fair to all the hosts as they all have equal
contribution to energy consumption in the distribution process.
Algorithm 3 however, does not fall into the category of above algorithms, host H0 is
switched on for (n − β) extra slots to upload to others. Other than it, all the other hosts
are switched on exactly for β slots, implying that Algorithm 3 is unfair to the host with
minimum power consumption as its energy consumption might be arbitrary larger (for
a fixed β) than the others. Thus, energy E0 consumed by host 0 is given by
E0 = n ·∆0
For the remaining hosts, energy consumption is given by
Ei = β ·∆i, i ∈ {S, 1, 2, ..., n− 1}
4.4. Optimal Number of Blocks in Homogeneous Systems
In the system model presented before, we had assumed that there are two sources of
power consumption. In this section, we add a third source of power consumption along
with the previous two, that is stated below:
Each host consumes a fixed amount of energy δi ≥ 0, i ∈ I for each block
served and/or received. This component δi captures the additional energy con-
sumed by serving and receiving in the form of CPU activity [99], cooling, caching
and hard disk activity, network card activity, etc. While in practice δi also de-
pends on the size of the block, for simplicity, we assume that δi = δ, ∀i ∈
{S, 0, 1, · · · , n− 1}.
For this section, we consider an energy-homogeneous system, in which all the
hosts have the same energy consumption parameters, i.e., Pi = P and δi = δ, for
all i ∈ I.
In this section, our goal is to find the optimal value of β, i.e., the number of blocks
into which the file should be divided for minimum energy consumption. The number
of blocks into which the file must be divided depends on the value of δ. If δ is very
large, then it is better to divide the file in a small number of blocks, since each block
transmission consumes additional energy δ because this will result in more number of
transmissions, increasing the total energy consumed in transmissions.
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On the other hand, if δ is small, we can divide the file into a number of blocks such
that the energy consumed is reduced due to concurrent transfers. The following theorem
summarizes the result.
Theorem 6. In an energy-homogeneous system (i.e., Pi = P, ∀i) with k = du = 1, the value of








Proof : From Theorems 4 and 5, the energy consumption of an optimal scheme z in an
energy homogeneous system is







To find the optimal value of β, we need to minimize the right hand side of Equation 4.7.













+ δn(β + 1), β ≤ n (4.9)
Note that in Equation 4.8 the first term is a constant and the second is linear in β. This is
a straight line with positive slope δ(n + 1). Hence, the function attains the minimum at
the lower extreme β = n, where it intersects Equation 4.9. Hence it is enough to consider






When this value is larger than n the value β = n has to be used. Note that if the value of√
PB
uδ is not an integer, it has to be rounded to one of the two closest integer values, such
that E(β) is minimum. 
Chapter 5
Optimal Solutions: Upload >
Download Capacity
The previous chapter introduced the basic idea behind the optimality of algorithms
for a very simple yet realistic case. In this chapter, we focus on a scenario in which
the upload capacity of the hosts is an integral multiple their download capacity, i.e.,
u = kd, k ≥ 2. This typically happens for data centers for whom the data that they
upload is much more than what they download.
The main findings reported in this chapter are that increasing upload to download
ratio increases the energy efficiency of the overall system as compared to the algorithms
presented in the previous chapter. We prove lower bounds on the energy under these
circumstances and we also design algorithms that achieve the lower bound.
Before proceeding to the lower bounds when u = kd, we find similarities with the
lower bounds presented for the case d = u. It can be easily seen that no matter how
high is the upload capacity, the total data transfered in a slot will depend only on the
total download capacity of the system, i.e., the total number of hosts (who are still to
download at least one block) that are on in a slot. Hence, if h hosts are on in a slot, which
do not have the complete file, then at most h blocks can be transfered in that particular
slot.
More precisely, from Lemma 1, we can conclude that each host should download
from at most one host in a time slot. However, due to the relationship between u and d,
each host can upload to a maximum of k hosts.
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5.1. Lower Bound
The following theorem provides a lower bound on the energy consumed by any dis-





This clearly implies that each client has to be active for at least β slots to receive the
whole file, whereas the server has to be active for at least β slots to upload one copy of
each block to the clients. The next theorem immediately follows.
Theorem 7. The energy required by any scheme z to distribute a file divided into β blocks among
n clients when k = du > 1, satisfies
E(z) ≥ dβ
k




Proof : From Eq. 5.1 we know that each host has to be active for at least β slots to
receive the complete file. Since u > d for all the hosts, from Lemma 1, we know that
each host must download from at most one host. The server, however, can upload to k
different hosts. It needs to make at least dβk e tree slots. 
The main implication of this result is that an optimal scheme should minimize the
number of blocks transferred by the server. In order to complete the distribution of a file,
at least β blocks have to uploaded by the server. Optimal algorithms ensure that exactly
β blocks are uploaded by the server. Hence, in case of u > d, from energy perspective,
the only advantage is that server can upload to multiple hosts but the rest of the hosts
need not use this high ratio of upload to download capacity. It is so because utilizing
u = 2d is sufficient for all the clients to achieve optimal energy consumption.
5.2. Optimal Distribution Schemes
Before beginning the formal treatment to the algorithms, we show an example of the
basic idea behind the algorithms in this chapter (Fig. 5.1). Initially, the server serves
to as many hosts, as permitted by the upload to download capacity ratio. Once it has
disseminated all the blocks to the hosts, they cycle.
We now proceed to the presentation of the algorithms and their properties. The fol-
lowing theorem summarizes it.
Theorem 8. When u = kd, Algorithms 4, 5, 6, 7 describe optimal distribution schemes, where
1. energy consumed is E(z) = dβk e ·∆S + β ·
∑n−1
i=0 ∆i
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2. each host is on exactly β slots, except the server that is on dβk e slots
3. no host is switched on (and off) more than twice including the initial switch on and final
switch off.
4. energy consumed by host i is equal to β ·∆i, except by the server which consumes dβk e ·∆S
Proof : It is trivial to see that the Algorithms achieve the lower bound as the server
is active exactly for dβk e slots which are the only tree slots. The rest of the slots are slots
with a cycle. Each host is switched off only after it receives the first block, after which no
host is switched on/off until it receives the whole file. 
Theorem 9. If each host can upload to at most one host. Then the case u ≥ kd is same as u = d.
Also if a host can upload to multiple hosts and u = d then uploading to one host is optimal and
Algorithm 1 is optimal.
Proof : From Lemma 1, the upload speed used by all the hosts is u = d since no host
can upload to more than one host. If a host can upload to at most one host at a time, then
only two kinds of slots are possible, a tree slot and a slot with exactly one cycle. Hence,
all the transmissions are equivalent to case u = d because the uploading host cannot












(a) The server can serve at most two blocks in a slot.
S H2
b2







(b) The server serves only one block.
Figure 5.1: Example of Algorithm 7 when u = 2d, for n = 3 and β = 3.































































































(d) The three hosts form another cycle.
Figure 5.2: Example of how Algorithm 5 works when u = 3d, for n = 6 and β = 3.
We provide the intuition of how the algorithms are working through two examples
that we elaborate next. Algorithm 7 presents an optimal scheme for the trivial case when
u = kd and n ≤ 2. It is worthwhile noticing that having u > 2d is of no use in this case
as the maximum number of nodes to which any host can upload is two. Note that in the
first slot, the server has three slots to serve and it can serve at most two blocks because
u = 2d. In the next slot, only one block is to be served, it serves. The rest of the slots
are as described in the previous chapter. All the hosts form a cycle to serve the blocks to
each other Fig. 5.1. The same idea works for any n ≥ β.
An example of Algorithm 5 is provided in Fig. 5.2. In the first slot, the server serves
all the three blocks and switches off. In the next slot, the fact that u > d is used and three
hosts upload to two hosts. All the hosts form a cycle to serve the blocks to each other.
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Algorithm 4 Optimal scheme for trivial cases of u = kd, n > β
1: Arrange P0 ≤ P1 · · · ≤ Pi · · · ≤ Pn−1
2: if β = 1 then
3: S → P0, · · · , Pk−1 in one slot
4: P0 serves k hosts until last-1 slot
5: P0 serves (β mod k) in last slot
6: end if
7: if β = 2 then
8: for slot j = 0
9: if (n mod 2 = 1) & k > 2 then
10: S
0−→ H0, S 1−→ {H1, Hn−1}
11: else
12: S
0−→ H0, S 1−→ H1
13: end if
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Algorithm 5 Optimal scheme for case u = kd, n > (β ≥ 3)
1: for slot j = 0 : bβk c − 1
2: for i = 0 : k − 1
3: S
j·k+i−−−→ Hj·k+i
4: for slot j = bβk c
5: for i = 0 : β mod k − 1
6: S
j·k+i−−−→ Hj·k+i
7: for round ρ = 0 : bnβ c − 2
8: for slot j = 0 : β − 2
9: for i = 0 : β − 1
10: Hρ·β+i
(i+j) mod β−−−−−−−→ Hρ·β+(i−1) mod β
11: if j = 0
12: Hρ·β+i
(i+j) mod β−−−−−−−→ H(ρ+1)·β+i
13: if n mod β = 1 then
14: if β = 3 then
15: slot 1:H2
2−→ H1, H1 1−→ {H0, H3}, H0 0−→ H2
16: slot 2:H2
0−→ H1, H3 1−→ H2, H1 2−→ H3
17: slot 2:H0
0−→ H3, H3 2−→ H0
18: else
19: for slot j = 0 : β − 3
20: for i = 0 : β − 1
21: Hρ·β+i
(i+j) mod β−−−−−−−→ Hρ·β+(i−1) mod β
22: H(ρ+1)β−1−j
β−1−j−−−−→ H(ρ+1)·β
23: for slot j = β − 1












32: for round ρ = bnβ c − 1
33: for slot j = 0 : β − 2
34: for i = 0 : n mod β − 1
35: Hρ·β+i
(i+j) mod β−−−−−−−→ Hρ·β+(i−1) mod β
36: Hρ·β+i
(i+j) mod β−−−−−−−→ H(ρ+1)·β+i
37: for i = n mod β : β − 1
38: Hρ·β+i
(i+j) mod β−−−−−−−→ Hρ·β+(i−1) mod β
39: ρ++
40: begin slot







5.2 Optimal Distribution Schemes 51









Algorithm 5 Algorithm 5
Figure 5.3: A representation of optimal algorithm for β > n when u = kd,i.e., Algorithm
7 using basic cycling and Algorithm 5. Observe that this is optimal.
Algorithm 6 Optimal scheme for trivial cases for u = kd, β ≥ n
1: Arrange P0 ≤ P1 · · · ≤ Pi · · · ≤ Pn−1
2: if n = 1 then
3: Server serves all the blocks in β − 1 slots
4: end if
5: if n = 2 then
6: for slot j = 0 : bβ2 c − 1
7: S
2j−→ H0, S 2j+1−−−→ H1
8: if β mod 2 = 1 then
9: for slot j = bβ2 c
10: S
2j−→ H0, S 2j−→ H1
11: end if
12: for slot j = 0 : bβ2 c − 1
13: H0
2j−→ H1, H1 2j+1−−−→ H0
14: end if
Algorithm 7 can be visualized in the form of basic cycling, i.e., Algorithm 1 and
Algorithm 5, as shown in Fig. 5.3. In the basic cycling, server serves all the diagonal
blocks to the hosts. In the last, the number of blocks are divided such that they can
be solved using Algorithm 5. Note that in the last two blocks shown in the figure, the
number of blocks are such that they are always greater than or equal to the number of
hosts. Since, it is not optimal for hosts to receive from multiple hosts in this case, each
block in this figure can be completed one by one without consuming extra energy.
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Algorithm 7 Optimal scheme for case u = kd, β ≥ (n ≥ 3)
1: Let β = α · n+ σ, n ≥ 4, β > 1, σ < n, k ≤ dn+12 e
2: for slot j = 0 : b (α−1)·nk c − 1
3: for i = 0 : k − 1
4: S
j·k+i−−−→ H(j·k+i) mod n
5: for slot j = b (α−1)·nk c+ 1 : bβk c − 1
6: for i = 0 : k − 1
7: S
j·k+i−−−→ H(j·k+i) mod dn+σ
2
e
8: for slot j = bβk c
9: for i = 0 : (β mod k)− 1
10: S
j·k+i−−−→ H(j·k+i) mod bn+σ
2
c
11: for round r = 0 : α− 2
12: for slot j = 0 : n− 2
13: for i = 0 : n− 1
14: Hi
r·n+i−−−→ H(i−1) mod n
15: if σ = 0 then
16: for round r = α− 1
17: for slot j = 0 : n− 2
18: for i = 0 : n− 1
19: Hi
r·n+i−−−→ H(i−1) mod n
20: else
21: if n = 3 then
22: if σ = 1 then
23: H0
3−→ H2 2−→ H1 1−→ H0
24: H0
0−→ H2 3−→ H1 2−→ H0
25: H1
1−→ H2 0−→ H1
26: else
27: H2
2−→ H1 1−→ H0 3−→ H2
28: H2
3−→ H1 4−→ H2
29: H2
2−→ H0 0−→ H1 1−→ H2
30: H2
4−→ H0 0−→ H2
31: end if
32: Let β1 = dn+σ2 e, β2 = bn+σ2 c
33: Call Algorithm 5 for (n, β1)
34: Call Algorithm 5 for (n, β2)
35: end if
36: end if
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(a) One host uploading to at most
k hosts at their full download ca-
pacity.
(b) One host in a cy-
cle, can still upload to at
most k.
(c) All the hosts in a cycle up-
loading to m < k hosts.
Figure 5.4: We assume u = kd, for sufficiently high k. Users uploading to multiple hosts
in various situations.
Fig. 5.4 presents examples of the block transfer graphs that can be part of an optimal
scheme in u = kd case. A host can upload to multiple hosts depending on k but note that
it can receive from only one (Lemma 1). On the other hand, Fig. 5.5 presents the kinds of
block transfer graphs that cannot be part of an optimal scheme in the case u = kd.
(a) (b)
Figure 5.5: We assume u = kd. Users are receiving from multiple hosts.
These block transfer graphs cannot be part of any optimal scheme because they have
hosts which are receiving from multiple hosts.
In this case, the system is limited by download capacity. Hence, uploading simul-
taneously to many hosts does not help. It does help to reduce the number of tree slots
made by the server initially. Thus, scheme with k = n minimizes the number of tree
slots and the number of tree slots increase as k decreases, reducing the energy efficiency
of the schemes.
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Chapter 6
Optimal Solutions: Download >
Upload Capacity
The last two chapters have introduced optimal algorithms for u = kd, k ∈
{1, 2, 3, · · · }. In this chapter, we focus on a scenario in which the download capacity
of the hosts is an integral multiple their upload capacity, i.e., d = ku, k ≥ 2. This is the
most common case in the residential connections in the Internet today.
The findings in this chapter are more interesting as compared to the previous chap-
ters because the fact that a host can receive from multiple hosts in a slot gives us different
kinds of transfer graphs that were not possible until now. It is also worth emphasizing
that since a host can receive from multiple hosts, hosts with high power consumption
can receive the whole file in less than β time slots, which was not possible in the earlier
cases. Thus, increasing download to upload ratio increases the energy efficiency of the
overall system. We also note that if all the hosts have the same power consumption, then
d
u = 2 is good enough to yield optimal results. We compute lower bounds on the energy
under these circumstances and also design algorithms that achieve the lower bound.
Before proceeding to the lower bounds when d = ku, we find similarities with the
lower bounds presented for the case d = u. It can be easily seen that no matter how high
is the download capacity, the total data transfered in a slot will depend only on the total
upload capacity of the system, i.e., the total number of hosts that are on in a slot. Hence,
if h hosts are on in a slot, then at most h blocks can be transfered in that particular slot.
Lemma 5. Given that umax ≤ dmin, restricting the upload to only one host at a time does not
increase the total energy consumption.
Proof : Consider a set of the hosts L = {0, 1, 2, .., l}, l ≥ 2, Pi > 0, ∀i ∈ L. Let us
assume that host i with upload capacity ui is serving to the rest of the hosts. We show
that serving individually at full capacity to different hosts consumes energy no more
than serving hosts in parallel, for any i.
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Let the size of block be s, the time required to upload to all the hosts in parallel is at





















< Eparallel, ∀i ∈ L (6.2)

We define three kinds of scenarios depending on the energy consumption of the
hosts:
Energy homogeneous scenario: If all the hosts including the server, have equal
power consumption, i.e., PS = Pi = P ∀i ∈ {0, 1, · · · , n − 1} holds, then we call it
as homogeneous scenario.
Restricted energy homogeneous scenarios: All the hosts may not have equal
power consumption but the highest power consumption of any host is bounded
by the average of the power consumption of the other hosts. We emphasize that
this is the most practical scenario.
Energy heterogeneous scenario: Each host i has power consumption Pi.
6.1. Energy Homogeneous Scenario
In this setting, the possibility to download more than one block in a slot implies that
the minimum number of slots in which a host has to be on can possibly be less than β.
It is so because a host can receive multiple blocks in one slot. This possibility makes
it difficult to come up with a lower bound in all the cases and hence design optimal
algorithms as well.
6.1.1. Lower Bound














(Dzj,i + Uzj,i) (6.3)
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The following two theorems characterize the behavior of optimal schemes in a ho-
mogeneous setting for any k ≥ 2.
Theorem 10. A scheme for homogeneous system is optimal if and only if it minimizes the number
of tree slots.
Proof : A scheme is optimal⇒ It minimizes the number of tree slots.
Consider a scheme z ∈ Zn,βk that has T tree slots. Also assume that z finishes in S
slots. Let the cost of slot τ be czτ if nτ blocks are transfered in it. Note that there can be
only two kinds of slots in normal schemes, either a slot with a cycle or a tree slot. If slot
τ is a tree slot, then
czτ = (nτ + 1) ·∆ (6.4)
If slot τ is slot with a cycle, then
czτ = nτ ·∆ (6.5)










·∆ = (nβ + T ) ·∆ (6.6)
Since z is optimal, nβ is the total number of blocks to be transfered. Clearly, c(z) is
minimized for T = Tmin for any k and given n and β.
If a scheme minimizes the number of tree slots⇒ The scheme is optimal.
It is trivial to see that if a scheme z minimizes the number of tree slots then its energy
consumption can be given by c(z) = (nβ + Tmin) · ∆. No scheme that has a lesser cost
can exist because nβ is the number of blocks that must be transfered and Tmin is the
minimum number of tree slots possible. So z must be optimal. 
Theorem 11. Let z be an optimal schedule in an energy homogeneous system such that d = ku.
Then the energy consumed by z satisfies
nβ ·∆ ≤ E(z) ≤ (nβ + max{n, β}) ·∆ (6.7)
Proof : The upper bound follows directly from Theorem 10. The maximum number
of tree slots can be max{n, β}. The lower bound follows if we assume that there are no
tree slots, the best possible case.

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(a) (b) (c)
(d) (e)
Figure 6.1: Different kinds of slots possible in this case as d = ku.
Fig. 6.1 shows some of the allowed block transfer graphs for a homogeneous system
with d = ku. While in principle all the slots are possible, we conjecture that in an optimal
scheme only the last two kinds of slots are possible. It is so because such slots increase
the parallelism in the system and more blocks can be downloaded in parallel. The first
three kinds of slots are more suited in the energy heterogeneous scenario so that the
hosts with extremely high power consumption can be turned off by uploading blocks to
them at the maximum rate.
6.1.2. File Distribution Schemes
Note that the lower bound on energy consumption when β ≤ n presented in Theo-
rem 11 is the same as the lower bound presented in Theorem 4 for k = 1, when applied
to energy homogeneous systems. The energy consumption of Algorithms 1 and 3 in an
energy homogeneous system with β ≤ n is exactly n(β + 1)∆ (Theorem 5). Hence, Al-
gorithms 1 and 3, which were optimal for β ≤ n in case of k = 1 are optimal in this case
as well.
However, if β > n, the algorithm for k = 1 (Algorithm 2) is not optimal anymore if
k > 1. So we present Algorithm 8 and Algorithm 9, that describes distribution schemes
for this case. Note that both these schemes use k = 2 only.
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6.1.3. Quasi-Optimal Distribution Schemes




Opt(n, n) Opt(n, n) Opt(n, n) Opt(n, n+ b)
Figure 6.2: A representation of Algorithm 8 to visualize the distribution of blocks using
Algorithm 1 and 2.
Algorithm 8 distributes the file among the clients using ideas from Algorithms 1 and
2. We represent the state of process with a two dimensional arrayA of size n×β (Fig. 6.2)
with the rows and the columns representing the clients and the blocks, respectively. We
set an entry Aij = 1, i ∈ {0, 1, .., n − 1}, j ∈ {0, 1, .., β − 1} if and only if Hi has received
bj , and 0 otherwise. At the beginning, all the entries are 0 and after the completion of
the algorithm they all should be 1. Furthermore, imagine the array A divided in bβnc − 1
square subarrays of size n×n and one rectangular subarray of size n× (n+ b). Opt(n, β)
indicates the optimal algorithm corresponding to the values of n and β. Note that this is
just a conceptual division to understand Algorithm 8 in terms of Algorithms 1 and 2.
After the first loop, the diagonal of the first square subarray is set to 1, i.e., Aii =
1,∀i ∈ {0, ..., n− 1}. Additionally, after the second loop, the top left corner position (see
Fig. 6.2) of each subarray has also been set to 1, i.e., A0j = 1,∀j ∈ {0, n, 2n, .., (bβnc−1)n}.
In each iteration of the for loop at Line 10, the elements of one of the subarrays of n× n
are set to 1 by serving in the same fashion as in Algorithm 1, while the server completes
serving the diagonal of the next square/rectangular subarray. When Line 45 is reached,
all the elements of all the square subarrays are marked as 1. The remaining blocks are
served using Lines 3-9 of Algorithm 2, with an appropriate relabeling of the blocks.
Theorem 12. In a homogeneous system with k > 1,
If β ≤ n, then Algorithm 1 (when β = n) and Algorithm 3 (when β < n) describe
optimal distribution schemes with energy E(z) = n(β + 1) ·∆ (Thm 11)
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Algorithm 8 Energy saving scheme for case k = 2 and β > n
1: b = β mod n










10: for l = 0 : bβnc − 2




14: for i = 0 : n− 1
15: Hi
ln+((i+j) mod n)−−−−−−−−−−−→ H(i−1) mod n
16: end slot
If β > n, then Algorithm 9 describes a distribution scheme with energy
E(z) =
(






In a homogeneous system with k > 1, Algorithm 8: Energy consumed by S is β∆S ,





n+ b)∆ and by Hi, ∀i ∈ {1, 2, .., n− 1} is (bβnc(n− 1) + b+ 1) ·∆. Thus,
this algorithm is unfair to host 0 which consumes (bβnc − 1) ·∆ more energy compared to
the other hosts. Additionally, no host is switched on (and off) more than thrice.
Proof : Refer Appendix. 
Note that for β ≤ n, Algorithms 1 and 3 are still optimal even though k > 1. This
indicates that increasing k does not always result in energy savings. The fact that k > 1
is helpful only when the number of blocks is greater than the number of hosts. The
intuition is that if a host receives from, say, k ≥ 2 hosts, it happens at the cost of at least
k − 1 hosts who cannot receive, because the upload degree of a transfer graph is limited
by the number of nodes. This essentially nullifies the effect of parallel uploads to a host
in this scenario where all the hosts have equal power consumption.
While Algorithm 8 does not achieve optimal energy when β > n, it is quasi-optimal
(in addition to asymptotically optimal), since it is off from the lower bound by an addi-
tive term of (bβ/nc+ b− 1)∆, which is usually much smaller than the term n(β + 1)∆.
Algorithm 9 improves Algorithm 8. It is off from the lower bound by an additive
term of O( β
n2
). We conjecture that this is the best any algorithm can achieve in the case
d = ku for homogeneous system. The additional additive term signifies that there will be
6.1 Energy Homogeneous Scenario 61
one tree slot every O(n2) slots as compared to one tree slot per O(n) slots in Algorithm
8. Both the algorithms are however, close to optimal and implementation of Algorithm
8 is much simpler than that of Algorithm 9.
Algorithm 9 Optimal scheme for case d = ku
1: for slot j = 0 : n− 1
2: S
j−→ Hj






6: var = var -1
7: for (ξ = 1; ξ ≤ var; ξ + +) do
8: for slot j =
ξ∑
i=1














11: for i = 1 : n− 1
12: Hi
(i+j−n) mod β−−−−−−−−−→ Hi−1
13: end for
14: ξ = 1
15: dif=0








(n− i)− (β − 1)
)
6= 0 then
18: for i = 1 : n− ξ
19: Hi















23: for i = 1 : n− ξ
24: Hi















28: for slot j : n+ β − 2
29: H0
(j−var) mod β−−−−−−−−−→ Hn−var−1
30: for i = 0 : n− var
31: Hi
(i+j−n) mod β−−−−−−−−−→ Hi−1




Figure 6.3: Equation 6.10 distinguishes between these two kinds of slots.
6.2. Restricted heterogeneous scenario
In practice, all the hosts may not have the same power consumption. This section dis-
cusses the most practical scenario where the power consumption of participating hosts
may lie. Throughout this section, we assume that the hosts are numbered in increasing
order of their power consumption, i.e., P0 ≤ P1 ≤ · · · ≤ Pn−1. The algorithms presented




j − 1 (6.10)
The interpretation of Equation 6.10 is that the host with maximum power consump-
tion is such that it is more energy efficient for hosts to make slots with cycle rather than
tree slots in which a host receives multiple blocks from multiple hosts in one slot. Fig. 6.3
clarifies this argument. The equation basically puts a condition on Pi’s so that a slot with
cycle is less power hungry than a tree slot in which one is being served by many hosts.
This allows us to continue using the algorithms that were designed for homogeneous
scenario.
6.3. Heterogeneous scenario
In this section, we keep no restriction on power consumed by host i. For the first
few hosts, if they follow Equation 6.10, then Algorithms 8 and 9 can be used for them.
However, for the hosts whose power consumption does not fit in any of these equations,
multiple downloads from low power hosts can be done.
6.3.1. Energy efficient slots
The sum of the costs of all the blocks transferred during slot τ of duration su is equal








τ . Hence, the energy consumed by the




(a) Instead of just receiving one block
in a slot, power hungry host receives k







(b) Two power hungry hosts cycle. In
the same slot, they are being served by
energy efficient hosts as well.

















Pi · Dzj,i + Pserv(j,i) · Uzj,i
)
(6.11)
Theorem 13. Any scheme can be converted to a scheme that has only tree slots and a slot with a
cycle and also with lesser energy consumption.
Proof : For any scheme, the first slot has to be tree slot. Now we need to prove that no
slot in optimal scheme can have more than one cycle. For more than one cycle, clearly at
least one of the hosts need to upload to multiple hosts. For any such slot, there exists a
slot that makes the same transfer and consumes lesser energy (Lemma 5). 
Corollary 3. Optimal scheme can consist of only tree slots and slots with exactly one cycle. No
other kinds of transfer graphs can be part of any optimal scheme.
Fig. 6.4 adds a new kind of transfer slot to the previously known set.
Algorithm 10 presents an algorithm for case d = ku for energy heterogeneous sce-
nario. In this, the first few hosts can finish downloading the whole file in a batch if they
are energy efficient. Once all the energy efficient hosts have downloaded, they upload
the power hungry hosts at their full capacity. This done for only two hosts and those two
hosts make use of their upload capacities as well by forming a cycle among each other.
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Algorithm 10 Optimal scheme for case d = ku
1: Arrange P ′is as P0 ≤ P1 · · · ≤ Pi−1 ≤ Pi · · · ≤ Pn−1
2: First serve optimally as allowed by the restricted heterogeneous strategies, if the
number of such hosts is more than 2k − 2
3: Serve optimally to first 2k − 2 hosts using strategies mentioned in restricted hetero-
geneous scenario
4: From there on take two hosts, the first tree slots are of the kind shown in Fig. 6.4a
5: The remaining slots with cycle can be done as Fig. 6.4b
6: Repeat until all the hosts have the file
Chapter 7
Performance Analysis
The theory presented in the earlier chapters provide a useful insight on the problem.
We do a numerical analysis of the theoretical results to enhance our understanding. In
order to assess the performance of our schemes, we have run an extensive simulation
study with two objectives:
1. To quantitatively evaluate the results of our analysis.
2. To compare our results with the existing results on energy efficient file distribution
techniques, P2P in particular.
The findings of this chapter are detailed in the rest of the Chapter. Section 7.1 de-
scribes the network and energy model. It also introduces the other approaches to which
we compare our schemes and the metric used to compare all the schemes. Section 7.2
considers the schemes for which we assume that all the hosts have different power con-
sumption. In the end, this section also provides the road map for the experiments pre-
sented in the chapter. Section 7.3 considers the energy homogeneous scenario in which
we compare the energy consumed by the algorithms designed in the Thesis among them-
selves. We also compare the optimal algorithms in the Thesis to various other energy
efficient approaches. We also detail the impact of block sizes and upload capacities on
the energy consumed. In the end, we compare the performance of the algorithms when
energy consumed in switching on/off is not zero. Impact of load dependent hardware
is also studied.
7.1. Experimental Setup
In our experiments, we assume that each host can send messages to all the other
hosts, i.e., we consider the topology of a complete graph. This is the topology of many
application-level overlays made of Internet hosts. We do not consider the intermediate
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devices like switches or routers in our evaluation, since we assume that they cannot be
turned off at will.
7.1.1. Network Model
At the host level, we assume continue with the assumptions made in theory that all
the hosts have equal upload and download capacity during the file distribution. Specif-
ically, we have considered the following values for the relevant input parameters in our
experiments: upload and download capacity u = d = 10 Mbps. Finally, unless other-
wise stated, we consider a scenario with one server and 1000 hosts. This homogeneous
network scenario models a corporate network in which both the network infrastructure
and the whole set of devices belong to the same company/organization, and are cen-
trally managed.
7.1.2. Energy Model
We consider two kinds of energy consumption scenarios: Energy Homogeneous Sce-
nario and Energy Heterogeneous Scenario. In energy homogeneous scenario, power con-
sumed by all the hosts is taken to be 80 W. On the other hand, in energy heterogeneous
scenario, all the hosts may have different power consumption.
For our experiments in Energy Homogeneous Scenario, we consider two different en-
ergy models. In the first one, the hosts only have two power states: an OFF state, in
which they do not consume power, and an ON state, in which they consume the full
nominal power, equal to 80 W (typical nominal power consumption for notebooks and
desktop PCs lies in the range 60 to 80 W [97] [100]). Unless otherwise stated, this is the
default energy model for our experiments.
We also consider an enhanced energy model in order to understand the impact of
load proportional energy consumption in our schemes. We consider a model that fits
most of the current network devices [97], in which the energy consumed has some de-
pendency on the CPU utilization and network activity [101]. This energy model is char-
acterized by four states. Besides the OFF state, the other states are: the IDLE state, in
which the device is active but not performing any task, and consuming 80% of the nom-
inal power; and the TX-or-RX state, in which the device is active and either transmitting
or receiving, and consuming 90% of the nominal power; the TX-and-RX state, in which
the device is active and both transmitting and receiving, and consuming its full nominal
power. We considered this model to analyze the impact of load proportionality on the
overall energy consumption of the schemes considered in our experiments.
In the heterogeneous scenario, we analyze the effect of having devices with hetero-
geneous power consumption profiles. For this purpose we use the previously described
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two-state model, but we assume that for each host its nominal power consumption is
randomly uniformly drawn from [60W, 120W].
Although power consumed is different for multicore processors and architecture
[102], we do not make this distinction and we consider the values for single core pro-
cessors. In our model, similar results are expected if we change the architecture to mul-
ticore.
7.1.3. Schemes and Metric for Comparison
We consider six file distribution schemes in the performance evaluation. They are
described below:
Opt: The file distribution schemes presented throughout the Thesis.
Parallel: A scheme in which all the users download the same file at the same
time from the same server in parallel. This is one of the most common architectures
for file distribution.
Serial: A scheme in which the server uploads the complete file in sequence to
the hosts involved in the file distribution process. That is, the server uploads the
complete file to the first host who switches on to receive the file, once it finishes, it
switches off. Then the server uploads the file to the second host, which switches
on to receive the file and switches off after receiving it and so on until all the hosts
have the file.
BitTorrent: The most commonly used protocol for P2P file sharing. For details
of the algorithm used, refer to [103].
P2Proxy: A scheme presented in [42] as a method to reduce energy consumed
by P2P file sharing. In this scheme, a dedicated proxy server downloads the files
on behalf of the users inside a corporation. Once downloaded the file, proxy sends
the whole file to each host one by one. Note that it is different for Serial . If there
are c corporations with each having h number of hosts, then each corporation will
have a proxy which will download using the legacy bittorent. Once it downloads
it sends it to the rest of the h hosts in the corporation using Serial .
Balancing: A class of schemes presented in [31] for energy efficient P2P file
sharing. In this scheme, hosts having high uiPi ratio are uploaded first by the server
and then these hosts aid the server in transferring the file to the rest of the hosts.
The metric we have used in order to compare the energy consumption of different
file distribution schemes is energy per bit, computed as the ratio of the total amount
of energy consumed by the distribution process, divided by the total number of bits
transfered using a particular scheme.
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7.1.4. Road Map for the Experiments
In the rest of the chapter, we assume that all the hosts have the same upload and
download capacity. We divide our analysis based on heterogeneous and homogeneous
energy scenario. All the shown results have
In heterogeneous energy scenario, we first plot the three basic schemes Opt , Serial
and Parallel . By doing this, we realize that the energy consumed per bit changes with
the number of hosts for Serial and Parallel . In contrast, it remains constant for Opt and
depends only on the file size. This helps us fix the number of hosts to 1000 in the rest
of the experiments. After this we, start discussing homogeneous energy scenario. To
start with, we compare the algorithms designed in the Thesis for various cases depend-
ing on the relationship between upload and download capacity. We choose one of the
algorithms designed in the Thesis to compare with the most relevant P2P approaches.
After fixing the algorithm to compare with, we also see the impact of load dependent
hardware and on/off energy on our algorithms.
All the graphs are shown such that the X-axis represents file size in bits and the Y-axis
represents energy per bit with unit Joule per bit. The X-axis has a total of 296 points for
all the experiments. Hence, to minimize the overlapping of points, we show at most two
points per curve so that the graphs can be visualized in a better manner.
7.2. Heterogeneous Energy Scenario
In order to validate the analysis, in Fig. 7.1 we have plotted the energy per bit con-
sumed by the file distribution process as a function of the size of the file, for the three
different file distribution schemes, namely, Opt, Serial and Parallel. As we can see, our
schemes perform consistently better than both serial and parallel schemes. In particular,
by maximizing the amount of time in which hosts serve while being served, our schemes
tend towards reducing orders of the magnitude of the total energy cost with respect to
Parallel. The energy savings with respect to Serial scheme can be as high as 50%. This
performance improvement with respect to the Serial scheme is due to the use of P2P-like
distribution, and indeed it decreases as the file size (and the number of blocks into which
it is split) decreases.
Moreover, we can also observe how the Parallel scheme performs consistently worse
than any other scheme, consuming orders of magnitude more than the Serial and Opt
schemes. Since the utilization of both these schemes is widespread in the current In-
ternet, our observations confirm the great potential of distributed schemes for saving
energy. Fig. 7.1 also depicts the performance of our Opt algorithm for different number
of hosts (50, 500, and 5000). We observe that the energy per bit consumed by Opt as well
as Serial is not affected by the number of hosts in the scheme. Note that the energy con-





























































Figure 7.1: Comparison of Serial and Parallel with Opt . The legends represent the name
of the scheme and the number of hosts considered. As described before each curve has
296 points but only two are shown. Block size: 256kB.
sumed by Opt and Serial is independent of the number of hosts. The same is however,
not true for Parallel . The initial overlap of Opt and Serial is due to the fact that file is too
small to be divided into multiple blocks. In this case, both, Opt and Serial consume the
same energy.
It is clear from this analysis that the number of hosts is immaterial for Opt . Hence,
for the rest of the Chapter, unless otherwise stated, we will present results exclusively
for a setting with 1000 hosts.
In the current state of the art, where many energy efficient solutions for P2P file dis-
tribution exist, it is not fair to compare with the schemes that are energy agnostic. To be
able to evaluate our schemes more fairly, we compare them with P2Proxy and Balancing
schemes as well.
7.3. Energy Homogeneous Scenario
In this section, we assume that all the hosts have the same power consumption. As
we have seen in the previous section that if the variation between power consumption
of the devices is not huge, the qualitative behavior of the algorithms is the same.
7.3.1. Comparison between Optimal schemes
Until now, in theory we had been solving three different cases for energy efficiency.
We first evaluate three different schemes corresponding to the three different situations
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Figure 7.2: The optimal schemes in three scenarios, i.e., d = u, u = kd and d = ku in the
energy homogeneous scenario. Number of hosts = 1000. Block size: 256kB.
Fig. 7.2 displays four different schemes that we have designed throughout the Chap-
ters 4-6. It may be noted that there is no substantial difference between four schemes if
we consider only large files. Having high upload to download ratio or download to up-
load ratio, is more energy efficient for smaller files. Usually software updates and music
files fall into this category. Since these files are shared very routinely, the asymmetry
in upload and download capacities is useful in achieving more energy gains. Thus, it
can be concluded that for large files, it does not really help to have anything other than
d = u. A simple explanation to this is that all the files are if a total of nβ blocks are to be
downloaded, of which only few can be in more energy efficient manner by making use
of high k. For example, in case of u = kd, only server is able to use k > 1, for the rest of
the hosts, the best strategy is to stick to d = u. Similarly for d = 2u majority of the hosts
use only d = u.
All the schemes coincide initially because when the number of blocks is just one, all
the algorithms are essentially the same.
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Figure 7.3: Comparison with other energy efficient P2P schemes and BitTorrent. Number
of hosts: 1000. Block size: 256kB.
Fig. 7.3 presents a comparison between Opt with d = u other proposals in a energy
homogeneous system. We observe that the bittorent without energy efficiency is very en-
ergy expensive. The other two approaches considered, improve the energy consumption
of bittorent and already achieve three to four orders of magnitude improvement in en-
ergy savings. Our algorithm is the best among all these that provides 50% improvement
over the next best Balancing and more than an order of magnitude compared to P2Proxy.
To compute the energy consumed by P2Proxy, we assume that there are 50 different cor-
porations each having 20 hosts. Thus, fifty hosts participate in P2P file distribution. Once
they receive the file they send to their hosts.
The three energy efficient schemes coincide when the file is divided in only one block.
In this case, all the energy efficient schemes upload each block to each host one by one.
Only the hosts uploading and downloading are kept on. However, this is not true for
bittorent, since all the hosts are on the energy consumption is high even when the file
consists of just one block. This increases the energy consumption per bit for bittorent.
72 CHAPTER 7. PERFORMANCE ANALYSIS















































Figure 7.4: Energy consumption per bit for different block sizes. Number of hosts: 1000.
As the file size increases, impact of block size decreases for larger blocks because
energy is higher for small files. It is so because lesser number of blocks will be there and
distribution will be more sequential. However, as the file size increases, the parallelism
in the optimal schemes is exploited and energy consumption is lowered.
























































Figure 7.5: Energy consumption per bit for different upload speeds. Block size: 256kB.
Number of hosts: 1000
7.3 Energy Homogeneous Scenario 73
It is clear that the capacities play big role in absolute energy consumption and this is
intuitive because all the hosts have to be on for a longer period of time if the upload ca-
pacities are low. Hence, the higher the upload capacity, the lesser the energy consumed.
7.3.5. ON/OFF Energy Costs
As seen in Chapters 4-6, our optimal algorithms develop in rounds. Typically, not
every host is on in every round (i.e., some go on and off more than once during the file
distribution process). In a realistic scenario, a host takes some time to both go off (or
into a very low power mode), and to get back to active mode. Usually, this on/off time
is in the order of a few seconds [96]. The additional amount of energy consumed while
switching between these power states (that we call here “on/off costs”) has potentially
an important impact on the energy performance of a scheme, penalizing specifically
those schemes in which host activity is more “discontinuous” over time.
In order to mitigate the negative impact of on/off costs, in our simulations we imple-


















































Figure 7.6: Impact of on/off energy cost on the energy per bit consumed by our algo-
rithm, as a function of file size. Number of hosts: 1000. Block size: 256kB.
Fig. 7.6 presents the energy consumed by our scheme in comparison to the serial
scheme considering a switch on/off time equal to 2 and 4s. As expected, the on/off costs
increase the energy per bit consumed by all schemes. This increment is more pronounced
for small file sizes, where we see that on/off costs make the performance of our scheme
closer (but still better) to the serial scheme. Conversely, for medium/large file sizes, the
contribution of on/off costs to the total energy consumed by a scheme becomes marginal,
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and the performance of both the optimal scheme and the serial approaches the one in the













































Opt with load dependence
Serial
Serial with load dependence
Figure 7.7: Impact of the energy model on the energy per bit consumed by our algorithm
as a function of file size. Number of hosts: 1000. Block size: 256kB.
In this set of experiments, we have analyzed the impact of the four-state energy
model described in Section 7.1.2, which implies some degree of energy proportional-
ity of the host devices. The research community is investing a lot of effort in enabling
energy proportionality. Hence, in the future it is expected that network devices will con-
sume energy proportionally to the supported load. Fig. 7.7 shows the results assuming
the four-state energy model. We see that the Serial scheme with load dependence per-
forms consistently better than Serial without load dependence. It is so because in Serial
, all the hosts are either involved in uploading or in downloading, never both. On the
other hand, Opt optimizes the transfers in which both download and upload happen
simultaneously. So if such transfer dominate the full power consumption dominates.
From this, it is clear that if the costs of just upload/download becomes 50% of the cost
with upload and download both, serial will do as good as optimal. However, it is un-
likely to be so because power profiles are usually not impacted by so much by adding
such a small overhead.
We also observe that there is a sharp initial decrease in the load balancing with op-
timal algorithm but it converges soon. The reason is that initially the blocks transfers
are more serial than parallel and impact of energy savings from load-balancing is more
likely for sequential transfers.
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Chapter 8
Conclusions and Future Work
This Thesis presents contributions to the goal of reducing energy consumption in a
file distribution process. It defines a model to capture energy consumption in file dis-
tribution that is particularly suited to the environments in which all the participating
hosts are under the control of one administrative domain. We prove that the more gen-
eral scenarios are NP-complete and coming up with optimal energy consumption is not
feasible.
We design optimal algorithms for the distribution under the constraints in which up-
load or download capacities are integral multiples of each other, which is generally the
case in the Internet. Hence, the algorithms presented in this Thesis are general enough
to be applied to file transfers in various domains. For example, they can be used to dis-
tribute a file using peer to peer clients like Bittorrent. Software updates are an important
part of ICT today [14] and can be an important application of our work. Initially the up-
dates are with servers only and it has to reach multi-millions users. The files uploaded
by the user to a cloud are replicated in many servers located in different places for fault
tolerance reasons. The cache updates of content distribution networks, etc.
Apart from the application of the complete algorithms, even parts of our algorithms
can be used in various scenarios. For example, if multiple servers have to synchronize,
they all have 1 GB (for example) file to be distributed to each other. Our algorithms
can be used in this scenario. The situation will be analogous to having received chunks
from the server Fig. 1.5a. Now they all can distribute to each other as in the subsequent
figures. A more realistic application can be that an amount of data is to be downloaded
instead of a file. The users do it independently from a server. After some time they
use our algorithms to share among themselves. This circumvents the strict scheduling
required by our algorithms.
The message that we get from the Thesis is that from energy consumption perspec-
tive, having high upload/download or download/upload ratios do not reduce energy
consumption for most of the scenarios. The only case in which having high download-
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/upload ratio may help in reducing energy consumption is when the hosts have dramat-
ically different power consumptions. Hence, in the most of the Thesis, we concentrate
on schemes for which the ratios are at most 2.
Finally, through numerical analysis, we can deduce that our algorithms are optimal
for large file sizes and produce results independent of the cost of switching between
sleep and wake up states. Also, for large files the size of blocks in which the file has been
divided does not play any significant role. If the hardware on which our algorithms run
are energy proportional, our optimal algorithms converge.
Now we discuss the future work, some additional results, beyond what is presented
in the Thesis but are desirable. Foremost, we would like to enhance the application of
our algorithms to more general cases in which the upload and download capacities can
assume any arbitrary values. Even though the problem is NP-complete in that case, it
would be desirable to find some scenarios in which our algorithms still perform well.
In the Thesis, we assume that the hosts once start participating in the process, neither
fail nor leave the process in the middle. Another dimension can be added to the Thesis
by analyzing the impact of the hosts leaving in the middle of the file distribution process.
Similar analysis may be done for the hosts that arrive late. But this is not so crucial as
the late comers may be batched in the next round of the distribution of the same file.
Another important milestone is to actually prove that the algorithms designed for
the case d = ku are optimal as well. We already show that they are off by a very small
margin but theoretically showing optimality will close the work nicely.
Finally, to make the problem more applicable, multiple files to be shared between






A.1. Proofs of Correctness and Optimality for k = 1
For the correctness and optimality proofs of a scheme z (described by an algorithm),
we define the state σzi,τ of a host i ∈ I at the end of slot τ as the set of blocks held by that
time at the host. Thus, to start with, initially for S we have, σzS,0 = B, and, for each client
i ∈ {0, ..., n − 1}, σzi,0 = ∅. If z is correct, after the makespan of z (τ zf slots) the state of
every client i ∈ {0, ..., n − 1} must be σzi,τzf = B. We omit z and τ when clear from the
context.
A.1.1. Algorithm 2
Let us denote the scheme described by Algorithm 2 as z2. This scheme has the fol-
lowing properties.
Observation 1. After the for loop at Lines 28-2,
(i) the state of client i is σi = {bi},∀i ∈ {0, .., n− 1}, and
(ii) all hosts, including the server, have been switched on once and switched off once, except host
Hn−1, which was only switched on once.
Lemma 6. After the qth iteration of the loop at Lines 3-6, for q ∈ {0, 1, .., β − n}, each host





Proof : We use induction on q to prove the lemma. The base case (q = 0) follows from
Observation 1.(i).
Induction step: Assume the hypothesis to be true for the (q − 1)th iteration. Client
Hi, i ∈ {0, ..., n − 2} receives block b(i+q) in the qth iteration, while client Hn−1 receives












Lemma 7. After the q′th iteration of the loop at Lines 7-9, for q′ ∈ {0, 1, .., n − 1}, each host




{b(i+p) mod β} (A.2)
Proof : We use induction on q′ to prove the claim. The base case (q′ = 0) follows from
Lemma 6 with q = β − n. Let the claim (induction hypothesis) be true for the (q′ − 1)th
iteration. In the q′th iteration, the value of j is j = q′ + β − 1. Hence, Hi receives block




{b(i+p) mod β} ∪ {b(i+q′+β−n) mod β} =
q′+β−n⋃
p=0
{b(i+p) mod β} (A.3)

Lemma 8. During the execution of Algorithm 2 each host Hi, i ∈ {0, ..., n − 1} serves a block
that it has already downloaded.
Proof : Let us consider the loops at Lines 3-6 and Lines 7-9 in sequence. In the qth
iteration of these loops, host Hi serves block b(i+q−1) mod β . From the previous lemmas,





which includes b(i+q−1) mod β . Hence the claim follows. 
Theorem 14. After the termination of Algorithm 2 each host Hi, i ∈ {0, ..., n− 1}, has received
all the blocks bj ∈ B with optimal energy E(z2) = β(∆S +
∑n−1
i=0 ∆i). Additionally, host i
consumes exactly β∆i energy, and no host has been switched on (and off) more than twice.
Proof : It follows from Lemma 7 that each host has received all the blocks at the end
of the loop at Lines 7-9. Then, the scheme is correct since each host serves a block that it
has already downloaded (Lemma 8). Each host (including the server) is active exactly β
slots. Then, the total energy consumed is E(z2) = β(∆S +
∑n−1
i=0 ∆i), which is optimal
since it matches the lower bound. Each host is on for exactly β slots. Hence, the total
energy consumed by host i is β∆i.
It follows from Lemma 6 that all the hosts, including the server, have been on during
the execution of the loop at Lines 3-6. Similarly, Lemma 7 means that all the hosts but
the server have been on during the execution of the loop at Lines 7-9. This, together with
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Observation 1.(ii), implies that the server and hostHn−1 have been switched on (and off)
once, whereas the rest of the hosts were switched on/off twice. 
A.1.2. Algorithm 3
For the correctness and optimality proofs of Algorithm 3 we define the state ζzr,τ of a
block br at the end of τ as the set of clients Hi, i ∈ {0, ..., n − 1}, who have received br.
Thus, to start with, ∀r ∈ {0, ..., β − 1}, initially the state of block br is ζzr,0 = ∅. After the
makespan τ zf of scheme z, the state should be, ∀r ∈ {0, ..., β − 1}, ζzr,τzf =
⋃n−1
i=0 {Hi}
Let us denote the scheme described by Algorithm 3 as z3. This scheme has the fol-
lowing properties.
Observation 2. After the for loop at Lines 1-2, ∀r ∈ {0, 1, .., β − 1}, the state of block br is
ζr = {Hr}.






Proof : We prove the claim using induction on q. The base case (q = 0) is trivially true
by the observation. Assume the statement to be true for the (q − 1)th iteration. In the qth
iteration, q = j + 1− β. Then, block br is served to Hr+q. Thus, the state of block br after









Lemma 10. After the q′th iteration of the for loop at Lines 7-10, for q′ ∈ {0, 1, .., β − 1}, the







{H(r−p) mod n} (A.5)
Proof : The base case (q′ = 0) is true from Lemma 9 after the loop at Lines 3-6 com-








and block br, r ∈ {0, 1, .., β − 2}, is served to H(r−q′) mod n. Then, the state of block br,
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Lemma 11. During the execution of Algorithm 3, each host Hi, i ∈ {0, 1, .., n − 1}, serves a
block that it has already downloaded.
Proof : In the for loop at Lines 3-6, during iteration q = j + 1 − β, q ∈ {1, .., n − β},





which includes Hr+q−1. H0 always serves b0, if any, which it has from the above obser-
vation.
In the for loop at Lines 7-10, during iteration q′ = j + 1 − n, q′ ∈ {1, .., β − 1}, block








which includes Hn−q′ ,∀q′ ∈ {1, 2, .., β − 1}.
Block br, r ∈ {0, 1, .., β − 2} is served by H(r−(q′−1)) mod n. It has it because after








which includes H(r−(q′−1)) mod n. Hence, the claim follows. 
Lemma 12. During the execution of Algorithm 3, a host is switched on (and off) at most thrice.
Proof : In each of the for loops at Lines 1-2, 3-6, 7-10, a host is not switched on
(resp. off) more than once, since indices i and j only increase in the loop. There are
three such for loops, so a host can be switched on/off at most thrice in Algorithm 3. 
Theorem 15. After the termination of Algorithm 3 each host Hi, i ∈ {0, ..., n− 1} has received







Additionally, host i consumes exactly β∆i energy, except Hmin that consumes n∆min energy,
and no host has been switched on (and off) more than thrice.
Proof : It follows from Lemma 10 that each host has received all the blocks. Then, the
scheme is correct since each host serves blocks it has already downloaded (Lemma 11).
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We need to bound now the energy consumed. Let us denote ∆min = min{∆S ,∆0}.
The energy consumed in the loop at Lines 1-2 is easily observed to be



































∆(i−j−1) mod n (A.8)
Adding Equation A.6, A.7 and A.8, we get,
E(z3) = E1 + E2 + E3


















which is optimal. This bound implies that all hosts are on exactly β slots, and hence
consumes β∆i energy exceptHmin that is on for n slots consuming n∆min energy. Hence,
algorithm 3 is unfair to the host with minimum energy consumption. Finally, the bound
of number of times a host is switched on/off is proven in Lemma 12.

A.2. Proof of Correctness and Performance of Algorithm 8
The proof of correctness of Algorithm 8 can be divided in essentially four parts. (We
use the array abstraction for clarity.) The first claim is that, after the first loop (Lines
2-5), the diagonal of the first subarray has been filled. (I.e., Aii = 1,∀i ∈ {0, ..., n − 1}.)
This claim follows trivially by inspection. The second claim is that after the second loop
(Lines 6-9), the top left corner position of each subarray has also been set to 1. (I.e.,
A0j = 1,∀j ∈ {0, n, 2n, .., (bβnc − 1)n}.) This claim also follows by inspection.
The third claim is that, after the qth iteration of the third loop (Lines 10-16), the whole
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qth subarray and the diagonal of the (q+ 1)th subarray have been set to 1 (and the blocks
served by a host were available at the host for being served). This can be shown by
induction on q, where the base case is the first claim above. In the induction step, the
proof that the whole qth subarray is set to 1 is similar to the proof of Algorithm 1. The
proof that the diagonal of the (q + 1)th subarray is set follows from the second claim
above and Line 13 of the algorithm.
Finally, the fourth claim is that the process described in Line 45 completes the array.
The proof of this claim is very similar to the proof of Algorithm 2.
Let us now compute the energy consumed by the scheme described by the algorithm.
The first loop consumes energyE1 = 2n∆, since the server is on n slots, while each client
only one. The second loop consumes E2 = 2(bβ/nc − 1)∆, since in this loop both the








(n+ 1) = ∆(bβ
n
c − 1)(n2 − 1),
since in this loop all the hosts are on (bβ/nc−2)(n−1) slots. Finally, the energy consumed








 = ∆(b(n+ 1) + n(n− 1)).
In this process no host is on more than n+b slots. Adding up all these terms we compute
the total energy as
E(z4) = ∆
(








Additionally, we bound the energy consumed by hosts as follows.
The server is on for exactly β slots, consuming β∆S energy.
The client H0 is on for exactly (bβ/nc)n+ b slots, consuming ((bβ/nc)n+ b)∆
energy.
And the rest of clients are on for exactly bβnc(n − 1) + b + 1 slots, consuming
(bβnc(n− 1) + b+ 1)∆ energy.
Thus, H0 consumes (bβnc − 1)∆ energy more than any other client. To prove that hosts
switch on and off at most three times, the proof is analogous to that for previous algo-
rithms. In the execution of Lines 2-9, all hosts switch on and off at most once except H0,
that switches on and off twice. In the rest of the algorithm, all clients are on until they
finish downloading, and the server is switched off as soon as it serves all the blocks.
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