Abstract-Electromyography (EMG) signal analysis is one of the key determinants of the effectiveness of prosthetic devices. Modern researchers provide various methods of detection of different hand movements and postures. In this work, we examined the possibility to produce efficient detection of hand movement to a specific posture with the minimum possible number of electrodes. The data acquisition is produced with 1 channel BiTalino EMG sensor based on bipolar differential measurement. Using feature extraction and artificial neural network we achieved 82% of offline classification accuracy for 8 hand motions and 91% accuracy for 6 hand motions based on 200 ms of EMG signal. Also, the motion detection algorithm was developed and successfully tested that allowed to implement the algorithm for real-time classification and that showed sufficient accuracy for 2 and 4 motion classes cases.
I. INTRODUCTION
T HE human hand represents a fundamental part of the body that is involved in nearly every physical activity. The issue of reintegrating people with upper limb amputations or disabilities in our society is of fundamental importance. The latest researches in the field of active arm prosthesis propose several methods of control for the device. Mainly, the solutions are divided into two groups invasive and non-invasive. For invasive type, there are such techniques as implantable electrodes and muscle reinnervation [1] . Due to the complexity, high restrictions in everyday use and relatively high cost of invasive methods, non-invasive methods presented by surface electrodes are widely used as in academia as in commercial use [1] - [3] . Conversely, usage of surface electrodes varies by their number and placement. To evaluate the efficiency of proposed prosthetic devices it is crucial to account that the human hand has 27 degrees of freedom (DOF) [4] . Apart of detection and classification of motion intention, some advancements were made in terms of proportional force control [15] . Despite the relevant progress in detecting the desired gestures with sufficient accuracy, the number of hand gestures detectable nowadays is still limited; furthermore, the control of state-ofthe-art prosthesis is a choice between proportional control of few motions and pattern-recognition-based control of many.
The first generations of the active arm prosthesis were based on direct proportional control by the electric activity of residual muscles [1] . One of the first researchers for prosthesis control based on the EMG signal features detection was published in the seventies and it had met computational limitations [5] . With the development of technologies, the computational limitations were overcome, subsequently, various new features were proposed [1] - [3] , [6] . At the same time, a new type of detection of myoelectric activity was implemented. Utilizing the High-density electrodes grid it becomes possible to implement Non-Negative Matrix Factorization(NMF) that combines spatial features of signal and regression analysis to construct transformation from EMG signal vector to vector of myoelectric activity [6] , [7] . The NMF allows implementing proportional control of several DOFs. The drawback of this method is a high number of electrodes required for the system that is reflected in cost and reliability for a long-term use.
For EMG signal features based control, the main issue is the construction of a classifier. Various methods of features classification are already introduced in the literature. Some of them are -Artificial Neural Network (ANN) [8] - [10] , Linear Discriminant Analysis (LDA) [11] , fuzzy classifier, Support Vector Machine (SVM) [13] , [14] , classifiers based on Principal Component Analysis (PCA) [12] and Self-Organizing Map (SOM). For pattern recognition of EMG signals, Neural Network classification has been emphasized for a reason that both linear and non-linear relationships can be represented by the modeled data. Different ANN based classifiers have already been successfully implemented for the task of hand motion and gesture recognition [8] - [10] . ANN classification is also applicable for the work with real-time data recognition, which is the end-goal of the research [3] . Despite such drawbacks of the ANN as relatively large minimal sample size, the possibility of overfitting and black box structure in terms of understanding of underlying processes, it is still an efficient data classification tool. In this research, the ANNbased classifier will be utilized with the intention of improving the result of the work described in [8] .
There are numerous types of ANN algorithms, which have their own advantages and drawbacks. A common drawback to all types of ANN is that the complexity of network structure increases the number of input dimensions [3] . For the research, the neural network is trained using the supervised approach. The trained network used to conduct classification in real time. In addition, accounting the variation of the motor unit action potential (MUAP) due to subject's individual characteristics of skin conductivity, muscle location, and dimensions, etc., a unique ANN is constructed for each subject [8] . The rest of this paper is organizes as follow: Section 2 describes the experimental setup and reports the results of a pilot study conducted on a healthy subject, Section 3 discuss the preliminary results, finally last section draws the conclusion.
II. METHODS

A. Experimental setup
Three electrodes for EMG are attached to the surface of test subject's forearm. It was decided to utilize the location of the electrodes that were described in [8] , [11] , positive electrode is on top (between extensor digitorum communis and extensor carpi ulnaris) and negative on the bottom (flexor carpi radialis) of the upper part of the forearm, and the ground is on proximity of the radial bone. The position of electrodes is shown in Fig. 1 . The EMG Sensor provides bipolar differential measurement in the range of ±1.65 mV and amplifies it with the gain of 1000. The resolution of the analog to digital converter is 10 bit and the sample rate of the board is 1 kHz. Data acquisition is performed on the PC side when requested by using a local buffer. In particular, 100 data point are acquired per sample over a period of 100±2 ms.
This setup showed limitations for the single finger movement detection, so we decide to restrict the classification to the whole hand movements. 
B. Detection of the beginning of the motion
In order to proceed with motion classification, it is necessary to extract EMG signal of the first 200 ms of the motion [8] , [11] . Because we are acquiring data each 100 ms it was decided to implement an algorithm which detects signal oscillations of high amplitudes within 1 sample of 100 data points. The following formula is implemented:
Where k -a binary vector that stores beginning of the motion in sample domain, EMG data -vector of raw EMG signal in mV. The time delay of 500 ms introduced to wait when the motion ends.
C. Motion classification
In [8] it is shown the relatively high accuracy of motion classification based on extracted features . To simplify the resultant network, it was decided not to use raw EMG signal as input to ANN, as in [10] . On the first phase of work, the following time-based features were extracted from the 100 ms samples:
1) Mean Absolute Value (MAV):
MAV i = 1 N N k=1 |x k | (2)
2) Difference of Mean Absolute Value (DMAV):
3) Zero Count (ZC): Number of times wave crosses zero.
4) Slope Sign Change (SSC):
The SSC is incremented by 1 in two cases:
5) Waveform Length (WL):
W L i = N k=1 |x k − x k−1 |(6)
6) Root Mean Square (RMS):
RM S i = 1 N N k=1 x 2 k(7)
7) Variance (VAR):
These features require relatively low computational time and allow us to decrease the number of inputs for future ANN. At the same time, there is a possibility to utilize frequency domain features based on the FFT. There are three features that will be used: mean frequency, frequency of maximum amplitude and value of amplitude of that frequency.
Fast Fourier Transform (FFT):
In some studies [3] , authors argue that Daubechies wavelet function (db2, db4, db6, db44 and db45) at decomposition level 4 is the most suitable for Motor Unit Action Potential detection. The general formula of Continuous Wavelet Transform is:
where ψ(t) is the band-pass function, a -scale, b -time location. In addition the autocorrelation function were utilized:
R -autocorrelation coefficient, y -real-valued EMG data.
D. Analysis 1) Case 1: 100 ms, time-domain features only.:
The analysis of the system was started with the implementation of 7 time-domain features. We acquired 507 motion related samples of features for such motions as hand closing/opening, hand flexion/extension, pronation/supination and ulnar/radial deviation (at least 50 samples per motion). The samples were selected and labeled based on the Waveform Length (WL) feature peaks. The WL based labeling was chosen empirically, however, additional manual adjustments of the data set was applied to avoid mislabeling. The approach for the labeling was to identify the beginning of the Waveform Length peak that corresponds to the high amplitude oscillations of the EMG signal. Sample output of the labeling script shown in Fig. 2 . In the design of classification system, we used Pattern recognition ANN. The scaled conjugate gradient with back propagation training method is used together with Mean Squared Error (MSE) function for error analysis. The input for the network is one sample of 7 time-domain features and the output is 8 motion classes. The network consists of one hidden layer and one output layer. [8] states that one layer of hidden neurons works as an ideal approximator. For the output layer neurons, SoftMax function is used. For the hidden layer, we tested 3 different neurons functions: linear, sigmoid and tangential sigmoid. Different numbers of hidden neurons were tested in the range from 15 to 50 with the step size of 5. Both layers of the network are with biases. Samples were divided randomly to form 3 datasets for training, validation, and testing in proportion 70%/15%/15%. In this case, we were classifying motion based on 100 ms, the best results were observed for the hidden layer of 30 neurons with tangential sigmoid function. Best observed accuracy was 40%.
2) Case 2: 200 ms, time-domain and Fourier transform features.:
In order to improve the classification results, it was decided to use features for two consecutive samples, which together correspond to the first 200 ms of motion. Moreover, it was chosen to implement frequency domain features. For the second iteration, we have implemented the 7 time-domain features described above and 3 FFT based features. It is the frequency with maximum amplitude, the amplitude value of that frequency, and the amplitude value of mean frequency.
Three data acquisition sessions with 560 samples per session and 70 samples for each of 8 classes were conducted. To eliminate the features with the lowest impact to classification a naive strategy was applied. By visual comparison of mean value and standard deviation of features for specific motions, we eliminated SSC, RMS, and Variance. The underlying concept is that specific feature should diverge greater than standard deviation at least for one class. Resultant numbers of inputs for ANN was reduced to 14 (4 Time domain and 3 Frequency domain for 2 samples). For further improvement, we also looked at the autocorrelation, db4 and db45 wavelet transforms. By using the same approach, it was defined that standard wavelet transform functions do not have observable distinguishability. For autocorrelation, it is only 2 values out of 21 produced by MATLAB build in function that diverges enough to be accounted. However, by implementing autocorrelation we got just 1-2% accuracy increase, while its computational complexity in this specific implementation is 10 times higher than for all other features together. Because the computation time for the features with autocorrelation (110 ms) is higher than time delay between samples, it was decided to eliminate it.
For the ANN we had 14 inputs, hyperbolic tangent sigmoid transfer function for hidden neurons, and SoftMax for output neurons function. Input and hidden layers are with biases. The efficiency of the neural network was tested for the different numbers of hidden neurons in the range from 15 to 50 with the step size of 5. The best accuracy was observed for 25 neurons. In addition, 3 different error measurement functions were tested: sum squared error (SSE), mean squared error (MSE), mean squared error with regularization (MSEREG). MSEREG measures the network's performance as the weighted sum of two factors: the mean squared error and the mean squared of weight and bias values. Results of this test can be seen in Table I . By analyzing all the combinations of samples, it is reasonable to state that none of the functions showed the significant difference in performance, and based on the training time it was decided to select SSE error functions as the fastest one. By analyzing results of offline detection for different combinations of samples, it is noticeable that accuracy of detection varies from day to day. However, the combination of samples from different days results in just 1-3% percent performance drop compared to the to the worst-case performance of single sessions. Based on this, we can assume that for single session performance will be higher than the long-term performance by 5-10%. Using that assumption, we will acquire only one session of data for the next stages of the experiment, and it is better to conduct real-time experience within the same or next day after data acquisition session.
3) Case 3: automated labeling, reduced sampling time, signal filtering.: Next step to a real-time motion classification is the automated detection of motion. The EMG signal derivative approach, described in the methods section, was tested for subject 1 and it showed its efficiency by 100% accuracy and high precision. This detection method showed the ability to discard most of the noise and it showed its advantage in comparison with methods based on WL, RMS value of the signal, and dedicated neural network. Furthermore, we visually analyzed motion contributing frequency components. All the motions were characterized by peaks at frequencies from 50 Hz to 100 Hz. Based on that we implemented software bandpass filter with passing band of 30-150 Hz. Such measure allowed us to increase the number of samples per second to 20 without the loss of accuracy. The increase of sampling frequency allowed to decrease the amount of unrelated data within the analyzed region from less than 100 ms to less than 50 ms. Resultant work principle is shown in Fig. 3 .
The sum of the measures stated above allowed to increase the accuracy of offline classification up to 82% for 8 classes.
To compare the results with previous works, we calculated the accuracy of classification for 6 classes of motions (without radial and ulnar deviation), and it resulted in 91.3%. The confusion matrices for the whole dataset for best accuracy classification of 8 and 6 classes of motions is shown at Fig. 4 . Fig. 4 . Confusion matrices for best performance of ANN for day 3, subject 1 for 8 classes (top; hand flexion (1), extension (2), pronation (3), supination (4), ulnar (5), radial deviation (6) and hand closing (7), opening (8)) and 6 classes (bottom; without radial and ulnar deviation).
4) Case 4: real-time experiment:
The last stage of the experiments is the real-time motion classification for 8 classes of motions. For that purpose, we implemented visual feedback in Blender Game Engine. The resultant system has 4 degrees of freedom, with 2 states for Open/Close, and 3 states for each pair of wrist motions. TCP/IP protocol was used to send data from MATLAB to blender. During the experiment, it was observed that system has the low accuracy of real-time signal detection in case of 6 and 8 classes of motions, however, it worked well for the case of 2-4 classes of motions (hand flexion/extension, pronation/supination).
III. DISCUSSION
Based on the experimental result we conclude that for the 2-electrodes system introduced in the research it is possible to detect 8 hand motions. The list of motions is as follow: hand close/open, wrist flexion/extension, pronation/supination, and ulnar/radial deviation. Also, it was determined that such time domain features as MAV, DMAV, ZC, WL has sufficient divergence for those types of motions to contribute to motion classification. For frequency domain, it is effective to analyze the mean frequency and its amplitude, and the frequency of the highest amplitude component. Moreover, the band-pass filter with passing band of 30-150 Hz has a significant beneficial effect on motion classification accuracy. In our research, we analyzed the first 200 ms of the motion, by extracting features of two sets of data that correspond to the first and second 100 ms of the signal. During the experiments, we achieved high accuracy of detection of the beginning of the motion by analyzing the peaks of EMG signal derivative. The real-time experiment showed high accuracy of classification for 2 and 4 classes situation for flexion/extension, and flexion/extension plus pronation/supination respectively. For higher number of classes the real-time system did not show sufficient accuracy, meanwhile, it can be explained in a long time interval from initial data acquisition and real-time experiment (more than two weeks). The worst-case delay between the beginning of motion and its recognition is 250 ms plus computational time (less than 15 ms). Also, the system has relatively low computational complexity, it requires approximately 300 multiplications per sample (50 ms of data) for motion detection, and approximately 1600 multiplications for feature extraction per sample (100 ms of data). However, it still needs to be verified if the method is applicable for low-cost single-board computers in order to create computational unit embedded into the prosthesis. Finally, in order to confirm the results reported in this pilot study, it will be necessary to conduct more experiments on different subjects.
IV. CONCLUSION
This study reports several research results. First, we developed a method for identification of the beginning of motion which showed high accuracy and reliability and proved its advantage over the other considered methods in terms of accuracy and computational complexity. Second, we developed a method of motion classification that showed 82% of accuracy for 8 classes of motions and 91.7% of accuracy for 6 classes of motions when tested offline. Finally, a real-time motion recognition system showed partial sustainability. For further improvement, there is a suggestion to implement Neural Network-adaptive wavelet analysis algorithm that was utilized in [8] . Also, it is suggested to implement hardware band-pass filter and to implement software optimization.
