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FRACTIONAL POINCARE´ INEQUALITIES FOR
GENERAL MEASURES
CLE´MENT MOUHOT, EMMANUEL RUSS, AND YANNICK SIRE
Abstract. We prove a fractional version of Poincare´ inequali-
ties in the context of Rn endowed with a fairly general measure.
Namely we prove a control of an L2 norm by a non local quantity,
which plays the role of the gradient in the standard Poincare´ in-
equality. The assumption on the measure is the fact that it satisfies
the classical Poincare´ inequality, so that our result is an improve-
ment of the latter inequality. Moreover we also quantify the tight-
ness at infinity provided by the control on the fractional derivative
in terms of a weight growing at infinity. The proof goes through
the introduction of the generator of the Ornstein-Uhlenbeck semi-
group and some careful estimates of its powers. To our knowledge
this is the first proof of fractional Poincare´ inequality for measures
more general than Le´vy measures.
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1. Introduction
The aim of this paper is to prove a Poincare´ inequality on Rn, en-
dowed with a measure M(x) dx, involving nonlocal quantities in the
right-hand side in the spirit of Gagliardo semi-norms for Sobolev spaces
W s,p(Rn) (see e.g. [AF03]).
Throughout this paper, we denote byM a positive weight in L1(Rn).
We assume that M is a C2 function and that this measure M satisfies
1
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the usual Poincare´ inequality: there exists a constant λ(M) > 0 such
that ∀ f ∈ H1(Rn,M),
(1.1)∫
Rn
|∇f(y)|2M(y) dy ≥ λ(M)
∫
Rn
∣∣∣∣f(y)− ∫
Rn
f(x)M(x) dx
∣∣∣∣2 M(y) dy.
If the measure M can be written M = e−V , this inequality is known
to hold (see [BBCG08], or also [Vil09], Appendix A.19, Theorem 1.2,
see also [DS90], Proof of Theorem 6.2.21 for related criteria) whenever
there exist a ∈ (0, 1), c > 0 and R > 0 such that
(1.2) ∀ |x| ≥ R, a |∇V (x)|2 −∆V ≥ c.
In particular, the inequality (1.1) holds, for instance, when M =
(2pi)−n/2 exp
(− |x|2 /2) is the Gaussian measure, but also whenM(x) =
e−|x|, and more generally when M(x) = e−|x|
α
with α ≥ 1. Note that,
when V is convex and
Hess(V ) ≥ cst Id
on the set where |V | < +∞, the measure M(x)dx satisfies the log-
Sobolev inequality, which in turn implies (1.1) (see [Led01]).
In the sequel, by L2(Rn,M), we mean the space of measurable func-
tions on Rn which are square integrable with respect to the measure
M(x) dx, by L20(R
n,M) the subspace of functions of L2(Rn,M) such
that
∫
Rn
f(x)M(x) dx = 0, and by H1(Rn,M), the Sobolev space
of functions in L2(Rn,M), the weak derivative of which belongs to
L2(Rn,M).
As it shall be proved to be useful later on, remark that, under a
slightly stronger assumption than (1.2), the Poincare´ inequality (1.1)
admits the following self-improvement:
Proposition 1.1. Assume that M there exists ε > 0 such that
(1.3)
(1− ε) |∇V |2
2
−∆V −−−→
x→∞
+∞, M = e−V .
Then there exists λ′(M) > 0 such that, for all function f ∈ L20(Rn,M)∩
H1(Rn,M):
(1.4)∫∫
Rn
|∇f(x)|2 M(x) dx ≥ λ′(M)
∫
Rn
|f(x)|2 (1 + |∇ lnM(x)|2) M(x) dx.
The proof of Proposition 1.1 is classical and will be given in Appendix
A for sake of completeness.
FRACTIONAL POINCARE´ INEQUALITIES 3
We want to generalize the inequality (1.1) in the strenghtened form of
Proposition 1.1, replacing, in the right-hand side, the H1 semi-norm
by a non-local expresssion in the flavour of the Gagliardo semi-norms.
We establish the following theorem:
Theorem 1.2. Assume that M = e−V is a C2 positive L1 function
which satisfies (1.3). Let α ∈ (0, 2). Then there exist λα(M) > 0 and
δ(M) (constructive from our proof and the usual Poincare´ constant
λ′(M)) such that, for any function f belonging to a dense subspace of
L20(R
n,M) , we have∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x) e
−δ(M) |x−y| dx dy ≥(1.5)
λα(M)
∫
Rn
|f(x)|2 (1 + |∇ lnM(x)|α )M(x) dx.
Remark 1.3. Inequality (1.5) could as usual be extended to any func-
tion f with zero average such that both sides of the inequality make
sense. In particular it is satisfied for any function f with zero average
belonging to the domain of the operator L = −∆−∇V ·∇ that we shall
introduce later on. As we shall see, this domain is dense in L20(R
n,M).
Observe that the left-hand side of (1.5) involves a fractional moment
of order α related to the homogeneity of the semi-norm appearing in
the right-hand side. One could expect in the left-hand side of (1.5) the
Gagliardo semi-norm for the fractional Sobolev space Hα/2(Rn,M),
namely ∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x)M(y) dx dy.
Notice that, instead of this semi-norm, we obtain a “non-symmetric”
expression. However, our norm is more natural: one should think of
the measure over y as the Le´vy measure, and the measure over x as the
ambient measure. We emphasize on the fact that our measure is rather
general and in particular, as a corollary of Theorem 1.2, we obtain an
automatic improvement of the Poincare´ inequality (1.1) by
∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy ≥ λα(M)
∫
Rn
|f(x)|2 M(x) dx.
The question of obtaining Poincare´-type inequalities (or more gener-
ally entropy inequalities) for Le´vy operators was studied in the prob-
ability community in the last decades. For instance it was proved by
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Wu [Wu00] and Chafa¨ı [Cha04] that
EntΦµ (f) ≤
∫
Φ′′(f)∇f ·σ·∇f dµ+
∫ ∫
DΦ(f(x), f(x+z)) dνµ(z) dµ(x)
(see also the use of this inequality in [GI08]) with
EntΦµ (f) =
∫
Φ(f) dµ− Φ
(∫
f dµ
)
and DΦ is the so-called Bregman distance associated to Φ:
DΦ(a, b) = Φ(a)− Φ(b)− Φ′(b) (a− b),
where Φ is some well-suited functional with convexity properties, σ the
matrix of diffusion of the process, µ a rather general measure, and νµ
the (singular) Le´vy measure associated to µ. Choosing Φ(x) = x2 and
σ = 0 yields a Poincare´ inequality for this choice of measure (µ, νµ).
The improvement of our approach is that we do not impose any link
between our measure M on x and the singular measure |z|−n−α on
z = x− y. This is to our knowledge the first result that gets rid of this
strong constraint.
Remark 1.4. Note that the exponentially decaying factor e−δ(M) |x−y|
in (1.5) also improves the inequality as compared to what is expected
from Poincare´ inequality for Le´vy measures. This decay on the diago-
nal could most probably be further improved, as shall be studied in futur
works. Other extensions in progress are to allow more general singular-
ities than the Martin Riesz kernel 1|x−y|n+α (see the book [Lan72]) and
to develop an Lp theory of the previous inequalities.
Our proof heavily relies on fractional powers of a (suitable general-
ization of the) Ornstein-Uhlenbeck operator, which is defined by
Lf = −M−1 div(M ∇f) = −∆f −∇ lnM · ∇f,
for all f ∈ D(L) := {g ∈ H1(Rn,M); div(M∇g) ∈ L2(Rn)}. One
therefore has, for all f ∈ D(L) and g ∈ H1(Rn,M),∫
Rn
Lf(x)g(x)M(x) dx =
∫
Rn
∇f(x) · ∇g(x)M(x) dx.
It is obvious that L is symmetric and non-negative on L2(Rn,M), which
allows to define the usual power Lβ for any β ∈ (0, 1) by means of spec-
tral theory. Note that Lα/2 is not the symmetric operator associated
to the Dirichlet form
∫∫
Rn×Rn
|f(x)−f(y)|2
|x−y|n+α M(x) dx dy.
We now describe the strategy of our proofs. The proof of Theorem
1.2 goes in three steps. We first establish L2 off-diagonal estimates
of Gaffney type on the resolvent of L on L2(Rn,M). These estimates
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are needed in our context since we do not have Gaussian pointwise
estimates on the kernel of the operator L.
Then, we bound the quantity∫
Rn
|f(x)|2 (1 + |∇ lnM(x)|α) M(x) dx
in terms of
∥∥Lα/4f∥∥2
L2(Rn,M)
. This will be obtained by an abstract
argument of functional calculus based on rewriting in a suitable way
the conclusion of Proposition 1.1. Finally, using the L2 off-diagonal
estimates for the kernel of L, we establish that∥∥Lα/4f∥∥2
L2(Rn,M)
≤ C
∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy,
which would conclude the proof.
As can be seen from the rough sketch previously described, we bor-
row methods from harmonic analysis. This seems not so common in the
field of Poincare´ and Log-Sobolev inequalities (to the knowledge of the
authors), where standard techniques rely on global functional inequal-
ities, see for instance the powerful so-called Γ2-calculus of Bakry and
Emery ([BE´86]). We hope this paper will stimulate further exchanges
between these two fields.
2. Off-diagonal L2 estimates for the resolvent of L
We recall that for every f ∈ D(L), we define
(2.6) Lf = −M−1 div(M ∇f) = −∆f −∇ lnM · ∇f
From the fact that L is self-adjoint and nonnegative on L2(Rn,M) we
have
‖(L− µ)−1‖L2(Rn,M) ≤ 1
dist(µ,Σ(L))
where Σ(L) denotes the spectrum of L, and µ 6∈ Σ(L). Then we deduce
that (I + t L)−1 is bounded with norm less than 1 for all t > 0. Since
tL(I+tL)−1 = I−(I+tL)−1, the same is true for tL(I+tL)−1 = I−(I+
tL)−1 with a norm less than 2. Moreover, ∇(I + tL)−1 ∈ H1(Rn,M).
Actually, when f ∈ L2(Rn,M) is supported in a closed set E ⊂ Rn
and F ⊂ Rn is a closed subset disjoint from E, a much more precise
estimate on the L2 norm of (I+ t L)−1f and tL(I+ t L)−1fon F can be
given. Here are these L2 off-diagonal estimates for the resolvent of L:
Lemma 2.1. There exists C1 = C1(M) > 0 (constructive from our
proof) with the following property: for all closed disjoint subsets E, F ⊂
6 CLE´MENT MOUHOT, EMMANUEL RUSS, AND YANNICK SIRE
Rn with dist(E, F ) =: d > 0, all function f ∈ L2(Rn,M) supported in
E and all t > 0,∥∥(I+ t L)−1f∥∥
L2(F,M)
+
∥∥t L(I+ t L)−1f∥∥
L2(F,M)
≤ 8 e−C1 d√t ‖f‖L2(E,M) .
Note that, in different contexts, this kind of estimate, originating in
[Gaf59], turns out to be a powerful tool, especially when no pointwise
upper estimate on the kernel of the semigroup generated by L is avail-
able (see for instance [Aus07, AHL+02, AMR08]). Since we found no
reference for these off-diagonal estimates for the resolvent of L, we give
here a proof.
Proof of Lemma 2.1. We argue as in [AHL+02], Lemma 1.1. From
the fact that L is self-adjoint on L2(Rn,M) we have
‖(L− µ)−1‖L2(Rn,M) ≤ 1
dist(µ,Σ(L))
where Σ(L) denotes the spectrum of L, and µ 6∈ Σ(L). Then we deduce
that (I + t L)−1 is bounded with norm less than 1 for all t > 0, and it
is clearly enough to argue when 0 < t < d.
Define ut = (I + t L)
−1f , so that, for all function v ∈ H1(Rn,M),∫
Rn
ut(x) v(x)M(x) dx+ t
∫
Rn
∇ut(x) · ∇v(x)M(x) dx =(2.7) ∫
Rn
f(x) v(x)M(x) dx.
Fix now a nonnegative function η ∈ D(Rn) vanishing on E. Since
f is supported in E, applying (2.7) with v = η2 ut (remember that
ut ∈ H1(Rn,M)) yields∫
Rn
η2(x) |ut(x)|2 M(x) dx+ t
∫
Rn
∇ut(x) · ∇(η2ut)M(x) dx = 0,
which implies∫
Rn
η2(x) |ut(x)|2 M(x) dx+ t
∫
Rn
η2(x) |∇ut(x)|2 M(x) dx
= −2 t
∫
Rn
η(x) ut(x)∇η(x) · ∇ut(x)M(x) dx
≤ t
∫
Rn
|ut(x)|2 |∇η(x)|2 M(x) dx+ t
∫
Rn
η2(x) |∇ut(x)|2 M(x) dx,
hence
(2.8)
∫
Rn
η2(x) |ut(x)|2 M(x) dx ≤ t
∫
Rn
|ut(x)|2 |∇η(x)|2 M(x) dx.
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Let ζ be such that ζ = 0 on E and ζ nonnegative so that η := eα ζ−1 ≥
0 and η vanishes on E for some α > 0 to be chosen. Choosing this
particular η in (2.8) with α > 0 gives∫
Rn
∣∣eα ζ(x) − 1∣∣2 |ut(x)|2 M(x) dx ≤ α2 t ∫
Rn
|ut(x)|2 |∇ζ(x)|2 e2α ζ(x)M(x) dx.
Taking α = 1/(2
√
t ‖∇ζ‖∞), one obtains∫
Rn
∣∣eα ζ(x) − 1∣∣2 |ut(x)|2 M(x) dx ≤ 1
4
∫
Rn
|ut(x)|2 e2α ζ(x)M(x) dx.
Using the fact that the norm of (I+ tL)−1 is bounded by 1 uniformly
in t > 0, this gives∥∥eαζ ut∥∥L2(Rn,M) ≤ ∥∥(eαζ − 1) ut∥∥L2(Rn,M) + ‖ut‖L2(Rn,M)
≤ 1
2
∥∥eαζ ut∥∥L2(Rn,M) + ‖f‖L2(Rn,M) ,
therefore∫
Rn
∣∣eα ζ(x)∣∣2 |ut(x)|2 M(x) dx ≤ 4 ∫
Rn
|f(x)|2 M(x) dx.
We choose now ζ such that ζ = 0 on E as before and additionnally
that ζ = 1 on F . It can trivially be chosen with ‖∇ζ‖∞ ≤ C/d, which
yields the desired conclusion for the L2 norm of (I + tL)−1f with a
factor 4 in the right-hand side. Since t L(I+ t L)−1f = f − (I+ t L)−1f ,
the desired inequality with a factor 8 readily follows.
Remark 2.2. Arguing similarly, we could also obtain analogous gra-
dient estimates for
∥∥√t∇(I+ t L)−1f∥∥
L2(F,M)
.
3. Control of
∥∥Lα/4f∥∥
L2(Rn,M)
This section is devoted to the control of the L2 norm of fractional
powers of L. This is the cornerstone of the proof of Theorem 1.2.
In the functional calculus theory of sectorial operators L, fractional
powers (for the particular powers we are interested in) are defined as
follows (see for instance [Hen81, p.24]:
(3.9) ∀ β ∈ (0, 1), Lβf = 1
Γ(1− β)
∫ ∞
0
t−β Le−Ltf dt.
They can also be defined in terms of the resolvent by the Balakrishnan
formulation (see for instance [Hen81, p.25]):
(3.10)
∀ β ∈ (0, 1), Lβf = sin(pi(1− β))
pi
∫ ∞
0
λβ−1 L (L+ λ I)−1f dλ.
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We shall in fact not need any of the representations (3.9) or (3.10);
instead we shall rely on the powerful tool of the so-called “quadratic
estimates” obtained in the functional calculus. This is the object of
the next lemma.
Lemma 3.1. Let α ∈ (0, 2). There exists C3 = C3(M) > 0 such that,
for all f ∈ D(L),
(3.11)∥∥Lα/4f∥∥2
L2(Rn,M)
≤ C3
∫ +∞
0
t−1−α/2
∥∥t L (I+ t L)−1f∥∥2
L2(Rn,M)
dt.
Proof of Lemma 3.1. Let µ ∈ (0, pi
2
)
and
Σµ+ = {z ∈ C∗; |arg z| < µ}
Σµ = Σµ+ ∪ −Σµ+ .
Let ψ be an holomorphic function in H∞(Σµ) such that for some
C, σ, τ > 0,
|ψ(z)| ≤ C inf {|z|σ ; |z|−τ}
for any z ∈ Σµ. Since L is positive self-adjoint operator on L2(Rn,M)
and L is one-to-one on L20(R
n,M) by (1.1), one has by the spectral
theorem
‖F‖2L2(Rn,M) ≤ C
∫ +∞
0
‖ψ(tL)F‖2L2(Rn,M)
dt
t
,
whenever F ∈ L20(Rn,M). Choosing ψ(z) = z1−α/4/(1 + z) yields
(3.12) ‖F‖2L2(Rn,M) ≤ C
∫ +∞
0
∥∥(tL)1−α/4 (I + t L)−1 F∥∥2
L2(Rn,M)
dt
t
whenever F ∈ L20(Rn,M).
Let f ∈ L2(Rn,M). Since∫
Rn
Lf(x)M(x)dx = 0,
it follows from (3.9) that the same is true with Lα/4f . Applying now
(3.12) with F = Lα/4f gives the conclusion of Lemma 3.1.
Let us draw a simple corollary of Lemma 3.1:
Corollary 3.2. For any α ∈ (0, 2) and ε > 0, there is A = A(M, ε)
such that
(3.13)∥∥Lα/4f∥∥2
L2(Rn,M)
≤ C3
∫ A
0
t−1−α/2
∥∥t L (I+ t L)−1f∥∥2
L2(Rn,M)
dt+ε ‖f‖2L2(Rn,M).
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Proof of Corollary 3.2. The proof is straightforward since∥∥t L (I + t L)−1f∥∥2
L2(Rn,M)
≤ C ‖f‖2L2(Rn,M)
and ∫ +∞
A
t−1−α/2 dt −−−−→
A→+∞
0.
We now come to the desired estimate.
Lemma 3.3. Let α ∈ (0, 2) and ε and A given by Corollary 3.2 .
There exist C4 = C4(M,A) > 0 and c
′ = c′(M,A) > 0 such that, for
all f ∈ D(Rn),∫ A
0
t−1−α/2
∥∥t L (I+ t L)−1f∥∥2
L2(Rn,M)
dt ≤
C4
∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x) e
−c′ |x−y| dx dy.
Proof of Lemma 3.3. Throughout this proof, for all x ∈ Rn and all
s > 0, denote by Q(x, s) the closed cube centered at x with side length
s. For fixed t ∈ (0, A), following Lemma 3.1, we shall look for an upper
bound for ‖t L (I + t L)−1f‖2L2(Rn,M) involving first order differences for
f . Pick up a countable family of points xtj ∈ Rn, j ∈ N, such that the
cubes Q
(
xtj ,
√
t
)
have pairwise disjoint interiors and
(3.14) Rn =
⋃
j∈N
Q
(
xtj ,
√
t
)
.
By Lemma 6.1 in Appendix B, there exists a constant C˜ > 0 such
that for all θ > 1 and all x ∈ Rn, there are at most C˜ θn indexes j such
that
∣∣x− xtj∣∣ ≤ θ√t.
For fixed j, one has
t L (I + t L)−1f = t L (I + t L)−1 gj,t
where, for all x ∈ Rn,
gj,t(x) := f(x)−mj,t
and mj,t is defined by
mj,t :=
1∣∣Q (xtj , 2√t)∣∣
∫
Q(xtj ,2
√
t)
f(y) dy
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Note that, here, the mean value of f is computed with respect to the
Lebesgue measure on Rn. Since (3.14) holds and the cubes Q
(
xtj ,
√
t
)
have pairwise disjoint interiors, one clearly has∥∥t L (I + t L)−1f∥∥2
L2(Rn,M)
=
∑
j∈N
∥∥t L (I + t L)−1f∥∥2
L2(Q(xtj ,
√
t),M)
=
∑
j∈N
∥∥t L (I + t L)−1gj,t∥∥2
L2(Q(xtj ,
√
t),M) ,
and we are left with the task of estimating∥∥t L (I + t L)−1gj,t∥∥2
L2(Q(xtj ,
√
t),M) .
To that purpose, set
Cj,t0 = Q
(
xtj , 2
√
t
)
and Cj,tk = Q
(
xtj , 2
k+1
√
t
)
\Q
(
xtj , 2
k
√
t
)
, ∀ k ≥ 1,
and gj,tk := g
j,t 1Cj,t
k
, k ≥ 0, where, for any subset A ⊂ Rn, 1A is the
usual characteristic function of A. Since gj,t =
∑
k≥0 g
j,t
k one has
(3.15)∥∥t L (I + t L)−1gj,t∥∥
L2(Q(xtj ,
√
t),M) ≤
∑
k≥0
∥∥t L (I + t L)−1gj,tk ∥∥L2(Q(xtj ,√t),M)
and, using Lemma 2.1, one obtains (for some constants C, c > 0)∥∥t L (I + t L)−1gj,t∥∥
L2(Q(xtj ,
√
t),M) ≤(3.16)
C
(∥∥gj,t0 ∥∥L2(Cj,t
0
,M)
+
∑
k≥1
e−c 2
k ∥∥gj,tk ∥∥L2(Cj,t
k
,M)
)
.
By Cauchy-Schwarz’s inequality, we deduce (for another constant C ′ >
0) ∥∥t L (I + t L)−1gj,t∥∥2
L2(Q(xtj ,
√
t),M) ≤(3.17)
C ′
(∥∥gj,t0 ∥∥2L2(Cj,t
0
,M)
+
∑
k≥1
e−c 2
k ∥∥gj,tk ∥∥2L2(Cj,t
k
,M)
)
.
As a consequence, we have
(3.18)
∫ A
0
t−1−α/2
∥∥t L (I + t L)−1f∥∥2
L2(Rn,M)
dt ≤
C ′
∫ A
0
t−1−α/2
∑
j≥0
∥∥gj,t0 ∥∥2L2(Cj,t
0
,M)
dt+
C ′
∫ A
0
t−1−α/2
∑
k≥1
e−c 2
k
∑
j≥0
∥∥gj,tk ∥∥2L2(Cj,t
k
,M)
dt.
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We claim that:
Lemma 3.4. There exists C¯ > 0 such that, for all t > 0 and all j ∈ N:
A. For the first term:∥∥gj,t0 ∥∥2L2(Cj,t
0
,M)
≤ C¯
tn/2
∫
Q(xtj ,2
√
t)
∫
Q(xtj ,2
√
t)
|f(x)− f(y)|2 M(x) dx dy.
B. For all k ≥ 1, ∥∥gj,tk ∥∥2L2(Cj,t
k
,M)
≤
C¯
(2k
√
t)n
∫
x∈Q(xtj ,2k+1
√
t)
∫
y∈Q(xtj ,2k+1
√
t)
|f(x)− f(y)|2 M(x) dx dy.
We postpone the proof to the end of the section and finish the proof
of Lemma 3.3. Using Assertion A in Lemma 3.4, summing up on j ≥ 0
and integrating over (0, A), we get∫ A
0
t−1−α/2
∑
j≥0
∥∥gj,t0 ∥∥2L2(Cj,t0 ,M) dt =∑
j≥0
∫ A
0
t−1−α/2
∥∥gj,t0 ∥∥2L2(Cj,t0 ,M) dt
≤ C¯
∑
j≥0
∫ A
0
t−1−
α
2
−n
2
(∫
Q(xtj ,2
√
t)
∫
Q(xtj ,2
√
t)
|f(x)− f(y)|2 M(x) dx dy
)
dt
≤ C¯
∑
j≥0
∫∫
(x,y)∈Rn×Rn
|f(x)− f(y)|2M(x)×∫ A
t≥max
8<
:
|x−xtj|2
n
;
|y−xtj|2
n
9=
;
t−1−
α
2
−n
2 dt
 dx dy.
The Fubini theorem now shows∑
j≥0
∫ A
t≥max
8<
:
|x−xtj|2
n
;
|y−xtj|2
n
9=
;
t−1−
α
2
−n
2 dt =
∫ A
0
t−1−
α
2
−n
2
∑
j≥0
10
@max
8<
:
|x−xtj|2
n
;
|y−xtj|2
n
9=
;,+∞
1
A
(t) dt.
Observe that, by Lemma 6.1, there is a constant N ∈ N such that, for
all t > 0, there are at most N indexes j such that
∣∣x− xtj∣∣2 < n t and
12 CLE´MENT MOUHOT, EMMANUEL RUSS, AND YANNICK SIRE∣∣y − xtj∣∣2 < n t, and for these indexes j, one has |x− y| < 2√nt. It
therefore follows that∑
j≥0
10
@max
8<
:
|x−xtj|2
n
;
|y−xtj|2
n
9=
;,+∞
1
A
(t) ≤ N 1(|x−y|2/4n,+∞)(t),
so that
(3.19)
∫ A
0
t−1−α/2
∑
j
∥∥gj,t0 ∥∥2L2(Cj,t0 ,M) dt
≤ C¯ N
∫∫
Rn×Rn
|f(x)− f(y)|2M(x)
(∫ A
|x−y|2/4n
t−1−
α
2
−n
2 dt
)
dx dy
≤ C¯ N
∫∫
|x−y|≤2
√
nA
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy.
Using now Assertion B in Lemma 3.4, we obtain, for all j ≥ 0 and all
k ≥ 1,
∫ A
0
t−1−α/2
∑
j≥0
∥∥gj,tk ∥∥22 dt
≤ C¯ 2−kn
∑
j≥0
∫ A
0
t−1−
α
2
−n
2
(∫∫
Q(xtj ,2
k+1
√
t)×Q(xtj ,2k+1
√
t)
|f(x)− f(y)|2 M(x) dx dy
)
dt
≤ C¯ 2−kn
∑
j≥0
∫∫
x,y∈Rn
|f(x)− f(y)|2 M(x)×∫ A0 t−1−α2−n2 10@max8<: |x−xtj|24kn , |y−xtj|24kn 9=;,+∞1A(t) dt
 dx dy.
But, given t > 0, x, y ∈ Rn, by Lemma 6.1 again, there exist at most
C˜ 2kn indexes j such that∣∣x− xtj∣∣ ≤ 2k√nt and ∣∣y − xtj∣∣ ≤ 2k√nt,
and for these indexes j, |x− y| ≤ 2k+1√nt. As a consequence,
(3.20)
∫ A
0
t−1−
α
2
−n
2
∑
j≥0
10
@max
8<
:
|x−xtj|2
4kn
,
|x−xtj|2
4kn
9=
;,+∞
1
A
(t) dt ≤
C˜ 2kn
∫ A
t≥ |x−y|2
4k+1n
t−1−
α
2
−n
2 dt ≤
C˜ ′ 2k(α+n) |x− y|−n−α 1|x−y|≤2k+1√nA,
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for some other constant C˜ ′ > 0, and therefore∫ A
0
t−1−α/2
∑
j
∥∥gj,tk ∥∥2L2(Cj,t0 ,M) dt ≤
C¯ C˜ ′ 2k(α+n)
∫∫
|x−y|≤2k+1
√
nA
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy.
We can now conclude the proof of Lemma 3.3, using Lemma 3.1,
(3.16), (3.19) and (3.20). We have proved, by reconsidering (3.18):
(3.21)
∫ A
0
t−1−α/2
∥∥t L (I + t L)−1f∥∥2
L2(Rn,M)
dt ≤
C ′ C¯ N
∫∫
|x−y|≤2
√
nA
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy
+
∑
k≥1
C ′ C¯ C˜ ′ 2kα e−c 2
k
∫∫
|x−y|≤2k+1√nA
|f(x)− f(y)|2
|x− y|n+α M(x) dx dy
and we deduce that∫ A
0
t−1−α/2
∥∥t L (I + t L)−1f∥∥2
L2(Rn,M)
dt ≤
C4
∫∫
Rn×Rn
|f(x)− f(y)|2
|x− y|n+α M(x) e
−c′ |x−y| dx dy
for some constants C4 and c
′ > 0 as claimed in the statement.
Proof of Lemma 3.4. Observe first that, for all x ∈ Rn,
gj,t0 (x) = f(x)−
1∣∣Q (xtj , 2√t)∣∣
∫
Q(xtj ,2
√
t)
f(y) dy
=
1∣∣Q (xtj , 2√t)∣∣
∫
Q(xtj ,2
√
t)
(f(x)− f(y)) dy.
By Cauchy-Schwarz inequality, it follows that∣∣gj,t0 (x)∣∣2 ≤ Ctn/2
∫
Q(xtj ,2
√
t)
|f(x)− f(y)|2 dy.
Therefore,∥∥gj,t0 ∥∥2L2(Cj,t
0
,M)
≤ C
tn/2
∫
Q(xtj ,2
√
t)
∫
Q(xtj ,2
√
t)
|f(x)− f(y)|2 M(x) dx dy,
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which shows Assertion A. We argue similarly for Assertion B and ob-
tain∥∥gj,tk ∥∥2L2(Cj,t
k
,M)
≤ C
2k/ntn/2
∫
x∈Q(xtj ,2k+1
√
t)
∫
y∈Q(xtj ,2k+1
√
t)
|f(x)− f(y)|2 M(x) dx dy,
which ends the proof of Lemma 3.4.
We end up this section with a few comments on Lemma 3.4. It is a
well-known fact ([Str67]) that, when 0 < α < 2, for all p ∈ (1,+∞),
(3.22)
∥∥(−∆)α/4f∥∥
Lp(Rn)
≤ Cα,p ‖Sαf‖Lp(Rn)
where
Sαf(x) =
(∫ +∞
0
(∫
B
|f(x+ ry)− f(x)| dy
)2
dr
r1+α
) 1
2
,
and also ([Ste61])
(3.23)
∥∥(−∆)α/4f∥∥
Lp(Rn)
≤ Cα,p ‖Dαf‖Lp(Rn)
where
Dαf(x) =
(∫
Rn
|f(x+ y)− f(x)|2
|y|n+α dy
) 1
2
.
In [CRTN01], these inequalities were extended to the setting of a uni-
modular Lie group endowed with a sub-laplacian ∆, relying on semi-
groups techniques and Littlewood-Paley-Stein functionals. In particu-
lar, in [CRTN01], we use pointwise estimates of the kernel of the semi-
group generated by ∆. The conclusion of Lemma 3.4 means that the
norm of Lα/4f in L2(Rn,M) is bounded from above by the L2(Rn,M)
norm of an appropriate version of Dα. Note that this does not require
pointwise estimates for the kernel of the semigroup generated by L, and
that the L2 off-diagonal estimates given by Lemma 2.1, which hold for
a general measure M , are enough for our argument to hold. However,
we do not know if an Lp version of Lemma 3.4 still holds. Note also that
we do not compare the L2(Rn,M) norm of Lα/4f with the L2(Rn,M)
norm of a version of Sαf . Finally, the converse inequalities to (3.22)
and (3.23) hold in Rn and also on a unimodular Lie group ([CRTN01]),
and we did not consider the corresponding inequalities in the present
paper.
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4. Control of the moment of f by
∥∥Lα/4f∥∥
L2(Rn,M)
and
proof of Theorem 1.2
Observe first that, by the definition of L, we have∫
Rn
|∇f(x)|2 M(x) dx =
∫
Rn
Lf(x) f(x)M(x) dx.
for all f ∈ D(L). The inequality (1.4) can therefore be rewritten, in
terms of operators, as
(4.24) L ≥ λ′ µ,
where µ is the multiplication operator by x 7→ 1 + |∇ lnM(x)|2. Since
µ is a nonnegative operator on L2(Rn,M), using a functional calculus
argument (see [Dav80], p. 110), one deduces from (4.24) that, for any
α ∈ (0, 2),
Lα/2 ≥ (λ′)α/2 µα/2,
which implies, thanks to the fact Lα/2 = (Lα/4)2 and the symmetry of
Lα/4 on L2(Rn,M), that
(λ′)α/2
∫
Rn
|f(x)|2 (1 + |∇ lnM(x)|2)α/2M(x) dx ≤∫
Rn
∣∣Lα/4f(x)∣∣2 M(x) dx = ∥∥Lα/4f∥∥2
L2(Rn,M)
.
The conclusion of Theorem 1.2 readily follows by using the previous
inequality in conjunction with Lemma 3.2 and 3.3, and picking ε small
enough.
5. Appendix A: Improved Poincare´ inequality
In this section, we prove Proposition 1.1, namely
Proposition 5.1. Assume that M = e−V satisfies (1.3). Then there
exists λ′(M) > 0 such that, for all function f ∈ L20(Rn,M)∩H1(Rn,M):
(5.25)∫
Rn
|∇f(x)|2 M(x) dx ≥ λ′(M)
∫
Rn
|f(x)|2 (1 + |∇ lnM(x)|2) M(x) dx.
Note that of course in general the constants λ(M) and λ′(M) in (1.1)
and (1.4) are different.
Proof of Proposition 1.1. Let f be as in the statement of Proposi-
tion 1.1 and let g := fM
1
2 . Since
∇f =M− 12 ∇g − 1
2
gM−
3
2 ∇M,
16 CLE´MENT MOUHOT, EMMANUEL RUSS, AND YANNICK SIRE
assumption (1.3) yields two positive constants β, γ such that
(5.26)
∫
Rn
|∇f(x)|2 (x)M(x) dx =∫
Rn
(
|∇g(x)|2 + 1
4
g2(x) |∇ lnM(x)|2 − g(x)∇g(x) · ∇ lnM(x)
)
dx
=
∫
Rn
(
|∇g(x)|2 + 1
4
g2(x) |∇ lnM(x)|2 − 1
2
∇g2(x) · ∇ lnM(x)
)
dx
≥
∫
Rn
g2(x)
(
1
4
|∇ lnM(x)|2 + 1
2
∆ lnM(x)
)
dx
≥
∫
Rn
f 2(x)
(
β |∇ lnM(x)|2 − γ) M(x) dx.
The conjunction of (1.1) (which holds because (1.2) is satisfied), and
(5.26) yields the desired conclusion.
6. Appendix B: Technical lemma
We prove the following lemma.
Lemma 6.1. There exists a constant C˜ > 0 with the following property:
for all θ > 1 and all x ∈ Rn, there are at most C˜ θn indexes j such that∣∣x− xtj∣∣ ≤ θ√t.
Proof of Lemma 6.1. The argument is very simple (see [Kan85])
and we give it for the sake of completeness. Let x ∈ Rn and I(x) :={
j ∈ N ; ∣∣x− xtj∣∣ ≤ θ√t}. Since, for all j ∈ I(x),
Q
(
xtj ,
√
t
)
⊂ B
(
x,
(
θ +
1
2
)√
nt
)
,
one has
C
((
θ +
1
2
)√
nt
)n
≥
∑
j∈I(x)
∣∣∣Q(xtj ,√t)∣∣∣ = |I(x)| √tn,
we get the desired conclusion.
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