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Abstract
Choe and Lee [B.R. Choe, Y.J. Lee, Commuting Toeplitz operators on the harmonic Bergman space, Michigan Math. J. 46
(1999) 163–174] put the question: If an analytic Toeplitz operator and a co-analytic Toeplitz operator on the harmonic Bergman
space commute, then is one of their symbols constant? If one of their symbols is bounded, then we will show that the answer is yes.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We let Lp = Lp(D,dA) denote the usual Lebesgue space of the open unit disk D in the complex plane. Here, the
letter A denotes the normalized area measure on D. The harmonic Bergman space b2 is then the closed subspace of
the Lebesgue space L2 consisting of all harmonic functions on D. We write H∞ for the space of all bounded analytic
functions on D. For u ∈ L2, the Toeplitz operator Tu with symbol u is the operator on b2 defined by
Tuf = Q(uf )
for f ∈ b2, where Q is the orthogonal projection of L2 onto b2. A Toeplitz operator is called (co-)analytic if its symbol
is a (co-)analytic function on D. The Toeplitz operator Tu is densely defined and not bounded in general. We use Au
to denote the Toeplitz operators on the analytic Bergman space L2a . That is
Auf = Puf
for f ∈ L2a where P is the Bergman projection of L2 onto L2a .
The theory of Toeplitz operators on the harmonic Bergman space b2 is quite different from that on the analytic
Bergman space L2a . For example, in [2] the authors obtained a result asserting that two analytic Toeplitz operators
commute only when their symbols and 1 are linearly dependent, but analytic Toeplitz operators always commute on
the analytic Bergman space. Recently Guo and Zheng [4] completely characterized compact Toeplitz operators with
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also. In studying the case of general harmonic symbols, the authors of paper [2] were led to the following question.
Question A. If an analytic Toeplitz operator and a co-analytic Toeplitz operator commute, then is one of their symbols
constant?
In their recent paper [3], Choe and Lee proved that if f,g ∈ H∞ and suppose that one of them is noncyclic, the
Tf Tg¯ = Tg¯Tf if and only if either f or g is constant.
In this paper, we will remove the noncyclicity hypotheses and assume one of the symbols is bounded. But the
general problem still remains open.
2. Some lemmas
Before stating our theorem, we need to introduce some notation. Let Mz denote the operator of multiplication by z
on L2a . Here and in what follows, L
p
a denotes the analytic Bergman space consisting of all analytic functions in Lp .
It is known that the adjoint operator M∗z is cyclic; see Proposition 8.3.16 of [5]. That is to say, there exists some
φ ∈ L2a such that the orbit {(M∗z )nφ}∞n=0 spans a dense subset of the whole space L2a . Such a function φ ∈ L2a is called
a cyclic vector for the operator M∗z . We say that φ ∈ L2a is noncyclic if it is not a cyclic vector for the operator M∗z . We
refer to Chapters 6 and 8 of [5] for various cyclic results. Note that, for each f ∈ L2a , M∗z f = P(z¯f ), where P is the
Bergman projection of L2 onto L2a . Hence, if φ ∈ L2a is a cyclic vector for operator M∗z , then for each f ∈ L2a , there is
an analytic polynomial sequences {hn} such that limn→∞ P(hmφ) = f in L2a . Given z ∈ D, let Kz(w) = (1 − wz¯)−2
be the well-known reproducing kernel for L2a . Pu(z) = 〈u,Kz〉 for u ∈ L2a . Here and elsewhere, we use the inner
product notation 〈φ,ψ〉 = ∫
D
φψ¯ dA where the integral makes sense. Since b2 = L2a + L2a , it is easily checked that
Kz + Kz − 1 is the reproducing kernel for b2. Thus, Q can be represented by
Qu = Pu + P u¯ − Pu(0)
for each u ∈ b2.
We begin with an integral identity taken from [2].
Lemma 2.1 (Choe and Lee). Let f,g ∈ L2a and assume f (0) = g(0) = 0. If Tf and Tg¯ commute on b2, then∫
D
f (w)G(w)wk
(
1 − |w|2)dA(w) = 0 (k = 0,1,2, . . .)
where
G(w) = 1
w
w∫
0
g(ζ ) dζ.
Also, our proof depends on the following approximation theorem.
Lemma 2.2 (Axler–Shields approximation theorem). (See [1].) Let f ∈ H∞ be nonconstant. Then the norm closed
subalgebra of L∞ generated by f¯ and H∞ contains C(D).
Lemma 2.3. (See [2, Theorem 4].) Let u,v ∈ b2, and suppose that Tu and Tv commute on b2. If u and v are both not
co-analytic, then there exists a constant α such that ∂v = α(∂u), where ∂ = ∂
∂z
.
Lemma 2.4. (See [2, Theorem 5].) Let f,g ∈ L2a be nonconstant functions. Then Tf Tg = TgTf on b2 if and only if
g = af + b for some constants a and b.
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The Toeplitz operator theory on the harmonic Bergman space is quite different from and much less understood than
the Toeplitz operator theory on the analytic Bergman space. On analytic Bergman space, for f,g ∈ H∞, Tg¯Tf = Tg¯f
always holds. But on harmonic Bergman space, we obtain the following quite different result.
Theorem 3.1. Let f,g ∈ L2a . Then the following conditions are equivalent:
(a) Tf Tg¯ = Tg¯Tf ;
(b) Tf g¯ = Tg¯Tf ;
(c) Tf g¯ = Tf Tg¯ .
Proof. First suppose that (a) holds, so Tf Tg¯ = Tg¯Tf . For any polynomial h ∈ H∞, Tf g¯h = Tg¯Tf h = Tf Tg¯h and
Tf g¯h¯ = Tf Tg¯h¯ = Tg¯Tf h¯. Thus Tf g¯ = Tf Tg¯ = Tg¯Tf because b2 = L2a +L2a , completing the proof that (a) implies (b)
and (c).
Now suppose that (b) holds, so Tf g¯ = Tg¯Tf . For any polynomial h ∈ H∞, an easy calculation shows that
Tf Tg¯h¯ = Tf g¯h¯ = Tg¯Tf h¯. (3.1)
To prove (b) implies (a), we only need to prove that
Tf Tg¯h = Tg¯Tf h. (3.2)
We have
Tf Tg¯h = Q
{
f
[
P(g¯h) + P(gh¯) − P(g¯h)(0)]}= fP (g¯h) + Q{f [P(gh¯) ]}− f [P(g¯h)(0)]
= {fP (g¯h) + Pf [P(gh¯) ]− f [P(g¯h)(0)]}+ P f¯ [P(gh¯)]− [PfP (gh¯) ](0),
Tg¯Tf h = Tg¯f h = P g¯f h + Pgf h − (P g¯f h)(0).
Also (b) implies that Tf¯ Tg = Tgf¯ . Thus
Tf¯ Tgh¯ = Tgf¯ h¯ = TgTf¯ h¯. (3.3)
But
Tf¯ Tgh¯ = Q
{
f¯
[
P(gh¯) + P(g¯h) − P(gh¯)(0)]}
= P f¯ Pgh¯ + PfPgh¯ − (P f¯ Pgh¯)(0) + f¯ P g¯h − f¯ (Pgh¯)(0)
and
TgTf¯ h¯ = Pgf h + P g¯f h − (Pgf h )(0).
Thus
P f¯ Pgh¯ + PfPgh¯ − (P f¯ Pgh¯)(0) + f¯ P g¯h − f¯ (Pgh¯)(0) = Pgf h + P g¯f h − (Pgf h )(0). (3.4)
Note that P f¯ Pgh¯ = Af¯ Ah¯g = Af¯ h¯g = Pfhg. Hence (3.4) implies that
PfPgh¯ + f¯ P g¯h − f¯ (Pgh¯)(0) = P g¯f h.
It follows that
PfPgh¯ + fP (g¯h) − f [Pgh¯(0)]= P(g¯f h).
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Tf Tg¯h =
{
fP (g¯h) + Pf [P(gh¯) ]− f [P(g¯h)(0)]}+ P f¯ [P(gh¯)]− [PfP (gh¯) ](0)
= P g¯f h + Pgf h − (P g¯f h)(0) = Tg¯Tf h,
as desired.
By a similar argument, one can also show that (c) implies (a). The proof is complete. 
Theorem 3.2. Let f,g ∈ L2a and one of f or g is bounded on D. Then Tf and Tg¯ commute on b2 if and only if either
f or g is constant.
Proof. We only need to prove the necessity.
First suppose that f ∈ H∞, g ∈ L2a and f (0) = g(0) = 0. We will prove that if Tf and Tg¯ commute on b2, then
either f or g is zero.
By Lemma 2.1,∫
D
G(w)
(
1 − |w|2)f (w)wk dA(w) = 0 (k = 0,1,2, . . .)
where
G(w) = 1
w
w∫
0
g(ζ ) dζ.
Hence for any polynomial hn ∈ H∞, we have∫
D
G(w)
(
1 − |w|2)f (w)hn(w)dA(w) = 0.
We write g =∑∞k=1 akwk , then G(w) =∑∞k=1 akk+1wk . Hence
‖G‖22 =
∞∑
k=1
|ak|2‖wk‖2
(k + 1)2 
∞∑
k=1
|ak|2
∥∥wk∥∥2 = ‖g‖22 < ∞.
For each h ∈ H∞, there are polynomials hn ∈ H∞ such that limn→∞‖hn − h‖2 = 0. Hence∣∣∣∣
∫
D
G(w)
(
1 − |w|2)f (w)h(w)dA(w)
∣∣∣∣=
∣∣∣∣
∫
D
G(w)
(
1 − |w|2)f (w)(hn(w) − h(w))dA(w)
∣∣∣∣
 ‖Gf ‖2‖hn − h‖2
by Cauchy–Schwarz inequality in the second integral. Thus we have∫
D
G(w)
(
1 − |w|2)f (w)h(w)dA(w) = 0
for any h ∈ H∞. If f is not constant, that is f not zero, by the Axler–Shields theorem,∫
D
G(w)
(
1 − |w|2)h(w)dA(w) = 0
for any h ∈ C(D). This implies that G(w)(1 − |w|2) = 0. It follows that g = 0 to obtain the desired result.
Now we suppose g ∈ H∞, f ∈ L2a and f (0) = g(0) = 0. If Tf Tg¯ = Tg¯Tf , then TgTf¯ = Tf¯ Tg and thus by similar
argument, we obtain that one of f or g is zero.
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F = f −f (0) and G = g−g(0). Then F and G belong to L2a , one of F or G is bounded on D and F(0) = G(0) = 0.
Also
TFTG¯ = Tf−f (0)Tg¯−g¯(0) = Tf Tg¯ − f (0)Tg¯ − g¯(0)Tf + f (0)g¯(0)
= Tg¯Tf − f (0)Tg¯ − g¯(0)Tf + f (0)g¯(0) = Tg¯−g¯(0)Tf−f (0) = TG¯TF .
By first argument, either F or G is zero. This implies that either f or g is constant. This completes the proof. 
Theorem 3.3. Let f ∈ b2 and g ∈ H∞. Then Tf and Tg commute on b2 if and only if a nontrivial linear combination
of f and g is constant on D.
Proof. We only need to prove the necessity. So we suppose that Tf and Tg commute on b2. Since f ∈ b2, we can
write f = f1 + f¯2, where f1, f2 ∈ L2a . By Lemma 2.3, there are constants a and c such that f1 = ag + c. We easy
see that Tf1+f¯2Tg = TgTf1+f¯2 implies that Tf¯2Tg = TgTf¯2 . Thus one of f¯2 or g is constant by Theorem 3.2. If g is
constant on D, then 0 · f + g is constant on D. If f2 is constant on D, then f ∈ L2a , a nontrivial linear combination of
f and g is constant on D by Lemma 2.4. The proof is complete. 
Whether the bounded hypotheses can be removed or not remains open.
In [3, Corollary 2.3], Choe and Lee prove that if f,g,h, k ∈ H∞ are nonconstant functions and one of them is
noncyclic, then TuTv = TvTu where u = f + g¯ and v = h+ k¯ if and only if a nontrivial linear combination of u and v
is constant.
Next we extend the result of Choe and Lee.
Theorem 3.4. Let f = f1 + f¯2 and g = g1 + g¯2 where f1, f2, g1, g2 ∈ L2a . Suppose that one of f1, f2, g1, g2 is
bounded. Then Tf Tg = TgTf if and only if a nontrivial linear combination of f and g is constant on D.
Proof. We only need to prove the necessity. So, assume Tf Tg = TgTf . We also have Tg¯Tf¯ = Tf¯ Tg¯ by taking adjoints.
Thus we may assume that g1 or g2 is bounded and nonconstant. Moreover, we may further assume by Theorem 3.3
that g and g¯ are both nonanalytic. So, we are assuming that g1 and g2 are both nonconstant, and g1 and g2 is bounded.
We may also assume that f is nonconstant.
In case f is analytic, by Lemma 2.3, there are constants a and b such that f = ag1 + b. Thus the assumption
Tf Tg = TgTf yields Tg1Tg¯2 = Tg¯2Tg1 , which is not possible by Theorem 3.2 similarly, f cannot be co-analytic.
So, f1 and f2 must be both nonconstant. Therefore, by Lemma 2.3, there are constants a1, a2 and b1, b2 such that
f1 = a1g1 + b1 and f2 = a2g2 + b2. Hence we have
Tf1Tg1 = Tg1Tf1 and Tf2Tg2 = Tg2Tf2 .
Also, note that
Tf Tg = Tf1Tg1 + Tf¯2Tg1 + Tf1Tg¯2 + Tf¯2Tg¯2
and
TgTf = Tg1Tf1 + Tg¯2Tf1 + Tg1Tf¯2 + Tg¯2Tf¯2 .
It follows that
0 = (Tf¯2Tg1 − Tg1Tf¯2) + (Tf1Tg¯2 − Tg¯2Tf1) = a¯2(Tg¯2Tg1 − Tg1Tg¯2) + a1(Tg1Tg¯2 − Tg¯2Tg1)
= (a1 − a¯2)(Tg1Tg¯2 − Tg¯2Tg1).
This yields a1 = a¯2, because Tg1 and Tg¯2 cannot commute by Theorem 3.2. Thus we conclude
f = f1 + f¯2 = a1(g1 + g¯2) + b1 + b¯2 = a1g + b1 + b¯2,
as desired. The proof is complete. 
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