Feynman-Kac semigroups appear in various areas of mathematics: non-linear filtering, large deviations theory, spectral analysis of Schrödinger operators among others. Their long time behavior provides important information, for example in terms of ground state energy of Schrödinger operators, or scaled cumulant generating function in large deviations theory. In this paper, we propose a simple and natural extension of the stability of Markov chains for these non-linear evolutions. As other classical ergodicity results, it relies on two assumptions: a Lyapunov condition that induces some compactness, and a minorization condition ensuring some mixing. We show that these conditions are satisfied in a variety of situations. We also show that our technique provides uniform in the time step convergence estimates for discretizations of stochastic differential equations.
Introduction
Feynman-Kac semigroups have a long history in physics and mathematics. One of their traditional applications as a probabilistic representation of Schrödinger semigroups [34] is the computation of ground state energies through Diffusion Monte Carlo algorithms [27, 1, 6, 25] . It has also become a significant tool in non-linear filtering and genealogical models [12, 14, 10] , as well as in large deviation theory [18, 36, 26, 47] . In all these contexts, the dynamics is evolved and its paths are weighted depending on some cost function. This function is typically a potential energy, a likelihood, or a function whose fluctuations are of interest.
The long time behavior of such dynamics is important, since it provides its main features through ergodic averages, namely the invariant measure and principal eigenvalue. However, the long-time analysis is made difficult by the non-linear character of the evolution. The methods used for the stability of Markov chains [39, 31] cannot be straightforwardly adapted in this context. A series of papers [11, 13, 10] rely on the powerful Dobrushin ergodic coefficient [16, 17] . If this tools enables to deal with the nonlinearity and to consider time-inhomogeneous processes, the conditions imposed on the dynamics are not realistic for an unbounded domain.
The purpose of this paper is to propose a new scheme of proof for the ergodicity of such dynamics, suitable for cases where the state space is unbounded. It relies on studying an h-transformed version of the dynamics [19] , where h is solution to an appropriate eigenproblem, which turns the non-linear dynamics into a linear Markov evolution, which can then be studied with standard techniques [39, 31] . However, the spectral properties of the generator fall out of the typical regime of self-adjoint operators, since the dynamics is in general non-reversible.
The works of Kontoyannis and Meyn [35, 36] provide elements of answer, and rely on a nonlinear Lyapunov condition and a regularity in terms of hitting times. If the latter Lyapunov condition is natural in terms of optimal stochastic control [24] , we propose instead proofs based on linear conditions. Our generalized linear Lyapunov condition is inspired by [42] , and comes together with a minorization condition. We will see that these conditions apply to a variety of situations, with natural interpretations. From a broader perspective, it appears as a natural extension of previous works on the stability of Markov chains [31] for evolution kernels that do not conserve probability. To that extent, our work echoes recent papers originating from Quasi-Stationary Distributions (QSD) [8, 7, 3] . However, our scope and assumptions being different, we leave the comparison for further studies. Let us also mention that our framework applies both for discrete and continuous time processes. This is interesting since one motivation for this work is to understand the behavior of time discretizations of continuous Feynman-Kac dynamics, as in [23] .
Let us outline our main results in an informal way. The quantities we are interested in typically correspond to Markov chains (xn) n 0 over a state space X , whose trajectories are weighted by a function f : X → R. This corresponds to semigroups of the form Φn(µ)(ϕ) =
where µ is an initial probability distribution, and ϕ is a test function. We show that, for more general semigroups and under some assumptions on (xn) n∈N and f , there exists a measure µ * f such that for any initial measure µ and test function ϕ, Φn(µ)(ϕ)
at an exponential rate. As a corollary of this result, we will show that the principal eigenvalue Λ of the generator of the dynamics Φn can be obtained as the following limit, for any initial measure µ and suitable functions f :
x0 ∼ µ , a quantity sometimes called scaled cumulant generating function in large deviation theory [15, 36] . Another natural situation corresponds to continuous semigroups of the form
where (Xt) is typically a diffusion process. Similar results are then derived for this continuous dynamics Θt. We will see that ergodic properties such as (2) are proved under natural extensions of Lyapunov and minorization conditions, which should be reminiscent of the corresponding theory for Markov chains [31, 42] . The paper is organized as follows. In Section 2, we provide our main results on the stability of Feynman-Kac semigroups. Section 2.2 is devoted to discrete time results, while Section 2.3 concerns the continuous time case. Section 3 presents a number of natural applications of the method. In particular, Section 3.3 provides uniform in the time step convergence estimates. Section 4 provides some links with related works and possible further directions.
Results

Framework
In this section, we provide our main convergence results for generalizations of the dynamics (1). The state space X is assumed to be a Polish space, and for a measurable set A ⊂ X , we denote by A c its complement, and 1A its indicator function. Let us recall that for a Banach space E, we denote by B(E) the space of bounded linear operators over E, with associated norm T B(E) = sup { T u E , u E 1}. The space of continuous (resp. continuous and bounded) functions is called C 0 (X ) (resp C b (X )), and the space of measurable functions ϕ such that
is referred to as L ∞ (X ). Given a measure µ over X with finite mass, we use the notation
The space of probability measures over X is denoted by P(X ). When we consider Markov chains (xn) n∈N over X , we write Eµ for the expectation over all the realizations of the Markov chain with initial condition distributed according to the probability measure µ. Appendix A is devoted to reminders on the ergodicity of Markov chains extracted from [31] , while Appendix B recalls some useful definitions and theorems.
We consider general kernel operators Q f over X , i.e. such that for any x ∈ X , Q f (x, ·) is a positive measure with finite mass, and for any measurable set A ⊂ X , Q f (·, A) is a measurable function. Such a kernel is referred to as Markov (or probabilistic) when
of Q f on test functions, and µQ f = X µ(dx)Q f (x, ·) its action on finite measures µ. We call Feynman-Kac semigroups the dynamics (Φn) n 1 defined as follows:
Note that Φn = Φ • . . .
• Φ, where Φ is the one step evolution operator Φ : P(X ) → P(X ) defined by
which is well-defined as soon as µ(Q f 1) > 0 for any µ ∈ P(X ). Although Q f is not probabilistic, the normalizing factor in (5) ensures that Φ evolves a measure into a probability measure. An important motivation for studying this general dynamics is that (1) can be written in the form (4) with Q f = e f Q, where Q is the transition operator of the Markov chain (xn) n∈N . In this typical setting, Q f 1 = e f . Even when Q f is not defined in this way (see for instance the continuous time situation (26) considered in Section 2.3), we keep the notation to emphasize that Q f typically corresponds to a Markov dynamics whose trajectories are weighted by a function f .
Results in discrete time
We now introduce the assumptions ensuring the well-posedness and ergodicity of the semigroup (4), which should be reminiscent of the ones used in [31, 42] for showing ergodicity of Markov chains. Their first consequence is the existence of a principal eigenvector h for Q f , as shown in Lemma 2. This eigenvector is used in Lemma 3 to study a h-transformed version of Q f , which leads to our main result, Theorem 1. The first assumption is that a generalized Lyapunov condition holds. We will see in Section 3 that it is satisfied for a large class of processes.
Assumption 1.
There exist a function W : X → [1, +∞), a sequence of compact sets Kn ⊂ X , and positive sequences (γn) n∈N , (bn) n∈N such that
with γn → 0 as n → +∞ and, for any compact K ⊂ X , there exists n 1 for which K ⊂ Kn.
We next assume that the following minorization condition holds.
Assumption 2.
For any n 1, there exist ηn ∈ P(X ) and αn > 0 such that
where Kn is defined in Assumption 1. In addition, there existsn 1 such that
Note that (8) means that for one minorization condition, some mass of the minorizing measure ηn remains in the compact set Kn. It is only used in Lemma 2 to show that Q f has a positive spectral radius and, in our practical situations, we have ηn(Kn) > 0 for all n 1. We also want to mention that, although we will build the measures ηn explicitely in our examples, the first part of Assumption 2 can be obtained a priori using irreducibility together with a strong Feller property, see [28] . In our context, we only need some local regularity for the operator Q f . When a Lyapunov function W exists, it is natural [31] to consider the following functional space
Assumption 1 implies that Q f is a bounded operator on L ∞ W (X ). Indeed, an easy calculation shows that
Therefore, the spectral radius of Q f , denoted by Λ := Λ(Q f ), is given by the Gelfand formula [9] :
From these assumptions we first draw the following preliminary lemma, whose proof can be found in Appendix C.
Lemma 1. Let Q
f satisfy Assumptions 1 and 2. Then, for any µ ∈ P(X ) with µ(W ) < +∞, one has
Moreover, for any n 1, it holds 0 < ηn(W ) < +∞ and there exists mn 1 such that
The lower bound in (11) implies in particular that the dynamics (4) is well-defined. On the other hand, (12) stands for a form of positiveness that will be useful when using the Krein-Rutman theorem. We are now in position to state some spectral properties of the operator Q f , which are a key ingredient for our analysis. 
In particular 0 < ηn(h) < +∞ for any n 1.
Note that the eigenspace associated with Λ is a priori not of dimension one. We prove this result in Appendix D by using arguments from [42, Theorem 8.9 ] to obtain quasi-compactness, and then relying on standard theory of positive operators [9] . Some useful elements of operator theory are reminded in Appendix B for the reader's convenience. Our result is very close to those obtained in [36] , although our proof uses different techniques based on different assumptions. In particular, in [36] , quasi-compactness is referred to as the existence of a spectral gap.
Once such a principal eigenvector h is available, the geometric ergodicity of the Feynman-Kac dynamics (4) is derived from the one of an h-transformed kernel, as made clear in the proof of Theorem 1 below. This is the purpose of the next lemma, whose proof is postponed to Appendix E.
Lemma 3. Suppose that Assumptions 1, 2 and 3 hold, and define the h-transformed operator Q h as
Then Q h is a Markov operator with Lyapunov function W h
Note that Q h is in fact independent of the choice of normalization for h, and so is µ h . We are now in position to state our main theorem.
Theorem 1. Consider a kernel operator Q
f satisfying Assumptions 1, 2 and 3 and the associated dynamics (4) with one step evolution operator Φ : P(X ) → P(X ). Then Φ admits a unique fixed point µ *
holds, and this measure satisfies µ * f (W ) < +∞. Moreover, there existsᾱ ∈ (0, 1) such that, for any µ ∈ P(X ) satisfying µ(W ) < +∞, there is a Cµ > 0 for which
We generally call µ * f the invariant measure of Q f , in analogy with Markov chains. Note that Theorem 1 also implies the convergence in the weighted total variation distance (Wasserstein distance [46, 31] 
Proof. The key idea for the proof is to reformulate the dynamics (4) using the h-transformed operator
Using the notation of Lemmas 2 and 3, we rewrite (4) as
Since Q h is a Markov evolution operator, the dynamics (4) is reformulated as the ratio of long time expectations of the Markov chains induced by Q h , applied to the functions h −1 ϕ and h −1 . It is then possible to resort to the convergence results given by Lemma 3.
We first construct a probability measure µ * f for which (16) is satisfied, namely
where µ h is the probability measure introduced in Lemma 3. Note that µ *
, and since W is upper bounded on any compact, W is lower bounded on any compact. As µ h ∈ P(X ), we can use Lemma 5 in Appendix B to conclude that µ h (h −1 ) > 0. Moreover, µ * f does not depend on the choice of normalization for h.
This leads to, for any
where we introduced
It holds 0 < c h,µ < +∞ because:
• (13) shows that 0 < µ(h) < +∞,
• we know that µ h (h −1 ) < +∞ from Lemma 3,
• we have shown above in the proof that µ h (h −1 ) > 0.
We next have, for n large enough, using |an|
W h −1 and recalling (19) (similarly for bn with ϕ ≡ 1),
, the latter inequality rewrites with (17):
Choosing µ = Φ(µ * f ) and using the semigroup property we obtain
Taking the limit n → +∞ and noting that Φ :
f is a fixed point of Φ. We have shown the existence of an invariant measure of the form (18), which is a fixed point of Φ and integrates W . We now turn to uniqueness, which follows by a standard fixed point argument. Assume that we have two measures µ1 and µ2 satisfying (16) , which are therefore fixed points of Φ. Then, there existsᾱ ∈ (0, 1) such that, for any measure µ ∈ P(X ) with µ(W ) < +∞, there is a constant Cµ for which
Cµᾱ n .
Choosing µ = µ2 (which satisfies µ2(W ) < +∞) and using the invariance by Φ leads to ρW (µ2, µ1) Cµ 2ᾱ n .
Taking the limit n → +∞ shows that µ1 = µ2, so the invariant measure is unique.
Remark 1. Theorem 1 allows to show that the eigenspace associated to h has geometric dimension one, i.e.
dim Ker Q f − Λ Id = 1. This property may be obtained from stronger Krein-Rutman theorems, like [9, Theorem 19.3] , using Assumption 2 to ensure some kind of strong positiveness.
Theorem 1 also leads to alternative representations of the spectral radius Λ as a scaled cumulant generating function [36] and as the average rate of creation of probability of the dynamics. This is the purpose of the following result.
Theorem 2. Let Q
f be as in Theorem 1 and define λ = log(Λ). Then, for any µ ∈ P(X ) with µ(W ) < +∞,
Moreover,
Proof. Considering the operator Q h introduced in Lemma 3, we have for any µ ∈ P(X ) with µ(W ) < +∞,
Taking the logarithm and dividing by n leads to
Lemma 3 shows that µ hQ
, where c h,µ is defined in (20) . Taking the limit n → +∞ then leads to (21) .
In order to prove (22), we use that µ * f is a fixed point of
Although stated in an abstract setting, Theorem 2 has a natural interpretation. If Q f = e f Q where Q is the evolution operator of a Markov chain (xn) n∈N with x0 ∼ µ, then (21) rewrites
which is a standard formula for the scaled cumulant generating function (SCGF, or logarithmic spectral radius) in large deviation theory [15, 36] . We remind that Eµ stands for the expectation with respect to all trajectories with initial condition distributed according to µ. On the other hand, (22) means that this SCGF can be expressed as the average rate of creation of probability of the process under the invariant measure. In particular, if Q f = Q is the evolution operator of a Markov chain, Λ = 1 since there is no creation of probability. This formula does not seem typical in the large deviation literature, but was used in [23] to quantify the bias arising from discretizing a continuous Feynman-Kac dynamics. 
Remark 2. It should be clear from the proofs that
Results in continuous time
Our analysis carries over to time continuous processes, in particular diffusions. In this case, it is possible to rephrase Assumption 1 in terms of the associated infinitesimal generator. In order to avoid technical difficulties, we consider a diffusion (Xt) t 0 over X = R d for some integer d 1 satisfying the SDE
where b : X → R d , σ : X → R d×m and (Wt) t 0 is an m-dimensional Brownian motion (for some integer m 1). The associated infinitesimal generator is given by
The continuous Feynman-Kac semigroup then reads, for all t > 0 and all initial distribution µ ∈ P(X ),
This is the natural continuous counterpart of (4) where, for a fixed time t > 0, we have formally
As a result, Θt satisfies a semigroup property as the discrete time evolution through (5) with Q f = P f t , for any t > 0. In this case, the generator of the weighted evolution operator P f t is L+f . As for the discrete semigroup (4), we are interested in the long time behavior of quantities such as (25) . When b = 0 and σ = √ 2 Id, decay estimates in L 2 (X ) can be obtained by considering the spectral properties of the Schrödinger type operator −∆ − f , as in [44] . When σ = √ 2 Id and b = −∇U is the gradient of a potential energy, the operator L + f is formally self-adjoint in L 2 (e −U ), and the unitary transform ϕ → ϕ e − U 2 leads to a similar analysis. In both cases, the operator L + f is self-adjoint in a suitable Hilbert space, so that Rayleight-Ritz formulas can be used. It is also possible to study the spectral properties of P f t when b = −∇U and X is bounded through the Krein-Rutman theorem (see e.g. [23, Proposition 1] ). To the best of our knowledge, the case b = −∇U in an unbounded space X remains open in general.
Our analysis provides an answer through the Lyapunov function techniques developped in Section 2. The continuous counterpart of Assumption 1 can be stated in the following simple form. Assumption 4. Let (Xt) be the dynamics (23) with generator (24) . There exists a C 2 (X ) function W : X → [1, +∞) going to infinity at infinity such that
This condition can be checked by direct computation, as shown on some examples in Section 3.2. It is also important to remark that, in the case f = 0, we are exactly back to typical conditions for the ergodicity of SDE's and compactness of the evolution operator Pt, see [42, Theorem 8.9] . As in Section 2.2, some regularity of the transition kernel is required. A natural condition in the context of diffusions reads as follows [42, Section 7] .
Assumption 5. The function f is continuous and, for any
This assumption is standard for diffusion processes and it implies, in the proof of Theorem 3, the Assumptions 2 and 3 presented in Section 2.2. It holds true in particular for elliptic diffusions with regular coefficients and additive noise (b ∈ C ∞ (X ) and σ = Id). For degenerate diffusions, possibly with multiplicative noise, this result can be obtained through hypoelliptic conditions. We refer to [42, 47] and the references therein for more details.
We now state the continuous version of Theorem 1. 
Proof. The idea of the proof is to show that, for any t > 0, the evolution operator
satisfies the assumptions of Theorem 1. First, by Assumption 5, P f t satisfies Assumptions 2 and 3. Indeed, Assumption 3 immediately holds, as noted in Remark 2. We now show that Assumption 2 holds over any compact set with non-zero Lebesgue measure. It is enough to prove this minorization condition for measurable subsets of X = R d . Consider then a compact set K ⊂ R d and a measurable set S ⊂ R d and compute, for all
where we denote by |A| the Lebesgue measure of a measurable set A ⊂ R d . As a result, (7) holds for any compact K such that |K| > 0 with
Finally, ηK (K) = 1 so (8) holds, and Assumption 2 is satisfied.
It remains to show that Assumption 1 holds. First, Assumption 4 implies the existence of positive sequences (an) n∈N , (bn) n∈N and compact sets Kn such that
with an → +∞ as n → +∞. We then compute, for any t > 0 and n ∈ N,
Moreover, denoting by vn = sup Kn f < +∞ (since f is continuous), we have the estimate
Noting that, for n large enough, it holds an + vn 0 (since an → +∞ and vn is increasing), we integrate with respect to time to obtain
an + vn .
At this stage, (41) holds up to the indicator function, it therefore remains to localize the constant term. For any compact set K ⊂ X and sequence (γn) n 1 ,
Sinceγn → 0 as n → +∞, we can consider a sequence γn → 0 such that for each n ∈ N, γn >γn (for example γn = 2γn). Since W (x) → +∞ as |x| → +∞, for each n 1, there exists a compact set Kn such that −(γn −γn)W + 1 K c n cn 0. Therefore, for this choice of Kn we obtain
which means that P f t satisfies Assumption 1, and hence fullfils all the assumptions of Theorem 1. Then, fix t0 > 0. There exist a unique measure µ * f and a constant κt 0 > 0 such that for any µ ∈ P(X ) with µ(W ) < +∞, there is a Cµ > 0 for which
It follows that (28) can be obtained for any t > 0 and not only multiples of t0 by a standard time decomposition argument [38, 33] . Indeed, for any t > 0 we set t = nt0 + r with r ∈ [0, t0), and we use the semigroup property to obtain
where we defined µr as
. We then only need to control this familly of initial distributions. Harvesting (29) 
∀ r > 0, so µr defines a correct initial condition. This leads to:
where the constant Cµ r is shown in Theorem 1. This constant involves µr(W ) and c µr ,h defined in (20) , which involves µr(h). Using (29) and h ∈ L ∞ W (X ) we can see that sup
Cµ r < +∞, which ends the proof.
We close this section by mentionning that, under the assumptions of Theorem 3, it is also possible to define the logarithmic spectral radius of the dynamics as in Theorem 2, which reads in this case
for any initial measure µ such that µ(W ) < +∞. We do not reproduce the proof of this result which is similar to that of Theorem 2.
Applications
Since our study was first motivated by practical situations, we provide in this section a number of finite dimensional examples where our framework provides simple criteria for proving convergence of the Feynman-Kac semigroup towards an invariant measure. Sections 3.1 and 3.2 are concerned with discrete and continuous time applications respectively. Section 3.3 presents a convergence result for numerical discretizations of (25), where convergence rates are uniform in the time step.
Examples in discrete time
In this section, we provide two typical examples of Markov chains for which our results apply. First of all, let us consider the Diffusion Monte Carlo case where f = −V and V stands for a Schrödinger potential. 
Proposition 1. Consider a weighted evolution operator Q
then W (x) = e βx 2 is a Lyapunov function for
Moreover, Assumptions 2 and 3 hold true, so that Theorem 1 applies for this choice of Lyapunov function.
The interpretation of this result is the following. In the Diffusion Monte Carlo setting, the confinement cannot be provided by the dynamics, since it is a Gaussian random walk over R d . However, the external potential gives a small weight to the trajectories going to infinity, which makes the dynamics stable. If more information is available on the growth of V , we obtain better integrability results for the invariant measure µ * V through Lyapunov functions growing faster at infinity.
Proof. Let us first check that W = 1 is a Lyapunov function when V goes to infinity. Note that for any compact
Taking an increasing sequence of compact sets Kn (in the sense of inclusion) and setting γn = sup K c n e −V , bn = sup Kn e −V < +∞, we obtain
which proves the first assertion, since γn → 0 as n → +∞. Let us now assume that (30) holds. Setting W (x) = e βx 2 , under the condition
an easy computation shows that
We remark that W is not a Lyapunov function for Q since 1 − 2βσ 2 < 1. However, setting
One can then check that the choice
leads to
the condition (31) is not violated when β is chosen according to (32) . Next, when β satisfies (32), the function
tends to zero at infinity. Therefore, taking inscreasing compact sets Kn (such as balls of increasing radii),
with γn = sup K c n ε → 0 as n → +∞ and bn = sup Kn εW < +∞. Hence W is a Lyapunov function for Q V for this choice of β, i.e. Assumption 1 is satisfied.
Assumption 3 is easily seen to hold. It therefore suffices to prove the minorization condition (Assumption 2). Take a compact set K with non zero Lebesgue measure, and let us first show that the condition of Assumption 2 holds for Q. It is enough to prove the condition for the indicator function of any borel set S ⊂ X . Therefore, denoting by DK = sup{|x − y|, x ∈ K, y ∈ K} the diameter of K, we compute for any
where we denote again by |A| the Lebesgue measure of a measurable set A ⊂ R d . This motivates defining
It remains to note that, since |K| > 0, ηK is a probability measure, and that it holds ηK (K) > 0. Finally, since V is continuous,
with αV = αK e − sup K V > 0, hence Q V satisfies Assumption 2.
We now provide an example where the dynamics Q admits a Lyapunov function W in the sense of the condition (41) recalled in Appendix A, and this function is also a Lyapunov function for Q f when f does not grow too fast.
Proposition 2. Consider the dynamics corresponding to a discrete Ornstein-Uhlenbeck process in
where ρ ∈ (−1, 1), σ ∈ R and (Gn) 
2 . The interpretation of this result is quite different from the interpretation of Proposition 1. Here, the confinement is provided by the dynamics itself, and the weight f has to be controlled by the Lyapunov function of the dynamics. In that case it is important to find a «strong enough» Lyapunov function in order for this control to be possible. Quite typically, if f is unbounded, W (x) = x 2 is a Lyapunov function for Q, but not for Q f . Conversely, if f is bounded above, the result is straightforward.
Proof. We set W (x) = e βx 2 and first compute
For β < 1/(2σ 2 ), an easy computation similar to that of Proposition 1 leads to
Define now
with ε(x) → 0 as |x| → +∞. Therefore, by considering Kn = B(0, n) (the balls of radius n centered at 0), we see that
where γn = sup K c n ε → 0 as n → +∞, and bn = sup Kn ε W < +∞. Therefore, Assumption 1 is satisfied. Assumptions 2 and 3 follow by arguments similar to those used in the proof of Proposition 1.
The latter examples do not intend to form a complete overview of the possible practical cases. However, they seem characteristic of two typical situations: one where the confinement arises from the dynamics, and another where it comes from the potential V = −f . These two strategies correspond respectively to a Large Deviations context [36] and a Diffusion Monte Carlo context [32] . They are both encoded in the condition (6).
Applications to diffusion processes
We now provide some examples where the conditions of Section 2.3 are met. Let us start with a reversible diffusion. Proof. The proof follows by simple computations. Let us prove the first result with W (x) = e βU (x) . It holds
hence the result. The second part of the proposition follows by a similar computation.
As in Section 3.1, we see that two phenomena can arise. The first condition in Proposition 3 is similar to conditions appearing in works on Poincaré inequalities (see [2] and references therein), and corresponds to the case where the confinement comes from the potential U , f being a perturbation that should not go too fast to +∞ with respect to U . The second condition corresponds to a confinement by f = −V , the potential U being a perturbation. Let us present a non-reversible application, drawn e.g. from [20] . In this case, W is a Lyapunov function for the dynamics with f ≡ 0, and also for the weighted dynamics since f does not grow to fast at infinity.
Proof. Setting W (x) = e β|x| q , a simple computation leads to, for |x| R and using (34) ,
In view of the growth condition on f we obtain, for |x| R,
The conditions on β and p show that the expression in parenthesis in the latter expression goes to −∞ as |x| → +∞, which implies Assumption 4 holds.
Remark 3. Let us mention that Proposition 3 is actually related to confinement conditions for Scrödinger operators. Indeed, using the parameters of Proposition 3, the dynamics is reversible with respect to the measure e −U , and it is possible to turn the diffusion operator L into a Schrödinger operator using the unitary transform:
Using this transformation, L + f is unitarily equivalent [38] to the following Schrödinger operator:
We then notice that the confinement condition for this Schrodinger operator is precisely (33) 
Convergence results uniform with respect to the time step
When one considers continuous semigroups as in Section 2.3, it is natural in practical applications to discretize (25) for example with
where (xn) n∈N is a discretization of the SDE (23) with time step ∆t > 0, i.e. xn is an approximation of X n∆t . As mentioned in [23] , the stability of the discretization schemes for unbounded state space was an open question. Our framework covers this situation, see the examples provided in Section 3.1.
Another interesting consequence of our analysis is to obtain convergence estimates that are uniform in the time step ∆t, in the sense that the decay rate on fact depends on n∆t, the physical time of the system, with a prefactor independent of ∆t. It has been the purpose of several works to develop such uniform in ∆t estimates for time convergence, in particular in the context of Metropolized discretizations of overdamped Langevin dynamics [4, 21] and discretization of the Langevin dynamics [38, 37] . Our goal is to show that similar results can be obtained for Feynman-Kac semigroups. For the remainder of this section, we assume that
is the d-dimensional torus, the function σ in (23) is a non-zero constant, and denote by ⌈a⌉ the upper integer part of a for a ∈ R. Considering an unbounded state space X is also feasible but, as noted in [23] , it leads to serious technical difficulties -we therefore postpone this case to future works.
We consider here a simplified version of the framework extensively developed in [23] . We say that a kernel operator Q f ∆t defines a consistent discretization of the semigroup (25) if it satisfies Assumption 3 and there exist ∆t * > 0, C > 0, p ∈ N, and an operator R ∆t : C ∞ (X ) → C ∞ (X ) (which encodes remainder terms) such that, for
where, for all ∆t ∈ (0, ∆t (25) is then approximated by the discrete semigroup
The latter definition encompasses many numerical schemes -we refer the interested reader to [23] for a justification of this framework and the subsequent numerical analysis. In order to obtain uniform in the time step estimates, we now assume a uniform minorization and boundedness condition of the following form.
Assumption 6. Fix a time T > 0.
There exist ∆t * > 0, η ∈ P(X ) and α ∈ (0, 1) such that for any ∆t ∈ (0, ∆t * ] and ϕ ∈ L ∞ (X ) with ϕ 0,
Before stating our uniform in ∆t convergence result, we need the following estimate deduced from [23, Lemma 5] , whose proof can be found in Appendix F.
Lemma 4.
We consider the process (Xt) t 0 solution to (23) with σ = a Id with a = 0, b ∈ C ∞ (X ), and a function f ∈ C ∞ (X ). Then the operator L + f admits an isolated largest eigenvalue λ (in modulus) with eigenvector h ∈ C ∞ (X ) and associated eigenspace of dimension one, which satisfies
∆t is a consistent discretization of (25) satisfying Assumption 6, then for any ∆t > 0, the operator Q f ∆t has a largest eigenvalue Λ ∆t (in modulus) with associated eigenvector h ∆t of dimension one, such that
and normalized so that η(h ∆t ) = 1. Finally, there exist ∆t
with |c ∆t | C and
This result means that the evolution operator associated with a consistent discretization has a principal eigenvalue approximating the principal eigenvalue of the continuous dynamics, and that its associated principal eigenvector remains uniformly bounded from below and above if ∆t is sufficiently small. We will see in Proposition 5 that this assumption is naturally satisfied if a similar condition holds for Q ∆t and the evolution operator reads Q f ∆t = e ∆tf Q ∆t (which corresponds to the discretization (35)). Let us now state the uniform in ∆t version of Theorem 1. Let us note that the uniformity of the prefactor C in the initial condition is a consequence of the boundedness of X . Such a uniformity does not hold for Theorem 1 since in that case X was not assumed to be bounded. The important part of the theorem is the control of C and κ in the time step, which provides convergence with respect to the physical time n∆t.
Proof. The proof essentially relies on the fact that if Q f ∆t satisfies Assumption 6, then Q h,∆t defined as in Lemma 3 satisfies a uniform minorization condition. For controlling the dependencies in the time step, we rely on Lemma 4, and use the same notation.
We want to prove a uniform minorization condition (in the sense of [38, Lemma 3.4] ) for the operator defined by
∆t h ∆t , and apply [38, Corollary 3.5] . From (37) and (39) we have, for any ϕ 0 and x ∈ X ,
Moreover, from (38) there exists C > 0 such that (40) becomes
As a result, Q h,∆t satisfies the assumptions of [38, Corollary 3.5] : there exist a unique measure µ h,∆t ∈ P(X ),
This is a version of Lemma 3 uniform with respect to ∆t. The result then follows by rewriting the proof of Theorem 1, withᾱ n replaced by e −κn∆t . It only remains to study the constant C µ,∆t arising in Theorem 1, which now also depends on ∆t through the eigenvector h ∆t . Since X is bounded, we can actually choose a constant Lyapunov function, i.e. W = 1, so the terms µ(W ) are actually equal to 1. It then remains to control c µ,h ∆t defined in (20) . First, we use (39) to obtain that, for any µ ∈ P(X ) and ∆t ∈ (0, ∆t
Similarly, since µ h ∆t ∈ P(X ), it holds ε
As a result, c µ,h ∆t is bounded from below and above independently of µ and ∆t ∈ (0, ∆t * ], hence the result.
We now show that the setting of Theorem 4 is natural, since Assumption 6 can be deduced from a similar assumption on the Markov dynamics Q ∆t when the evolution operator is Q f ∆t = e ∆tf Q ∆t , which corresponds to the discretization (35) . For showing this condition on Q ∆t , we refer to [38] and the references therein.
Proposition 5.
Assume that X is bounded, f ∈ C ∞ (X ), and the SDE (23) is discretized for a given time step ∆t > 0 with a Markov chain (xn) n∈N whose evolution operator Q ∆t satisfies the following uniform minorization and boundedness condition: for a fixed T > 0, there exist ∆t * > 0, η ∈ P(X ) and α ∈ (0, 1) such that for any ∆t ∈ (0, ∆t * ] and ϕ ∈ L ∞ (X ), ϕ 0:
Then, the transition operator Q f ∆t defined as Q f ∆t = e ∆tf Q ∆t satisfies Assumption 6.
Proof. For any n ∈ N and ϕ ∈ L ∞ (X ),
Taking n = ⌈T /∆t⌉ then shows that
A similar computation for the upper bound allows to conclude the proof. [11, 13, 10, 23] . A careful look at the proof of Theorem 4 shows that this upper bound is only used to show the uniform boundedness of h ∆t in (39) . However, controlling h ∆t as ∆t → 0 does not seem to be an easy task in general. We therefore stick to this assumption here.
Remark 4. Although Assumption 6 holds in many situations when
Discussion
The ideas developped in this work concerning the ergodicity of Feynman-Kac semigroups solve several problems for which, to the best of our knowledge, no solution was available. They are closely related to previous works and we want to highlight two important connections. First, as we mentionned in the introduction, our framework can be considered as an extension of ergodic theory for Markov chains [39] , when the evolution operator of the dynamics does not conserve probability. For this reason, we tried to formulate our assumptions in the flavour of [31] . However, the spectral theory on which we crucially rely in our study requires stronger conditions. This leaves open a few questions, as the converge of Feynman-Kac dynamics based on Metropolis type kernels, which lack regularity, or the case of non-Polish spaces, which may arise for stochastic partial differential equations. Finally, another interesting feature of our framework is that we can prove ergodicity for Feynman-Kac dynamics for which the underlying Markov chain is not ergodic -a case we called Diffusion Monte Carlo (DMC) in analogy with quantum physics models (see Proposition 1) .
The other clear connection concerns large deviations theory. Indeed, one motivation for studying FeynmanKac dynamics is to prove large deviations principles for additive functionals of Markov chains [18, 15, 47, 36] , which can be achieved by proving the existence of formulas such as (21) . It is then no surprise that the spectral theory we develop, although based on [42] , is reminiscent of [36] , and requires stronger assumptions than the ones needed for proving ergodicity in [31] . However, the tools we use seem new in this context, and more adapted to the situation as, for instance, the Krein-Rutman theorem based on the minorization condition. In particular, [36] (like [22] ) makes use of nonlinear generators related to an optimal control problem. This actually does not seem necessary to obtain the desired spectral properties. It seems interesting to investigate the links of our work with [36] in order to prove large deviations principles in the so called «τ W 0 -topology », which seems the most adapted to this situation.
Assumption 8.
There exist α ∈ (0, 1) and η ∈ P(X ) such that
where C = {x ∈ X | W (x) R + 1} for some R > 2C/(1 − γ), and γ, C are the constants from Assumption 7.
The following result holds under these conditions (see [ 
B Useful theorems
We remind here some definitions and results around the Krein-Rutman theorem, as well as some basic results from analysis. Let us start with some operator-theoretic definitions from [41, 5, 40, 42] . 
Quasi-compact operators have their essential spectrum separated from the spectral radius. More precisely, if T is a quasi-compact operator with spectral radius Λ(T ), then the supremum of its essential radius θ(T ), defined by [42, Theorem 8.7] . This implies that outside a disk of radius θ(T ), the spectrum of T is discrete and that T has at least one eigenvalue of modulus Λ(T ) (possibly degenerate). In order to recall the Krein-Rutman theorem, let us first give some definitions for cones in Banach spaces.
Definition 2.
Let E be a Banach space. A closed convex set K ⊂ E is said to be a cone if K ∩ −K = {0} and for all u ∈ K and α ∈ R+, it holds αu ∈ K. A cone is called solid ifK = ∅, whereK denotes the interior of K with respect to the topology induced by the norm of E.
We now recall a weak version of the Krein-Rutman theorem. Although stated for compact operators in [9, Theorem 19 .2], the proof carries over to quasi-compact operators, as mentioned in [9, Section 19.8] .
Theorem 6. Let E be a Banach space, K ⊂ E a solid cone, and T ∈ B(E) a quasi-compact operator with spectral radius Λ(T ) > 0 in B(E), and such that T K ⊂ K. Then Λ(T ) is an eigenvalue of T with an eigenvector in K.
In Theorem 6, there is no uniqueness of the eigenvector h. The non degeneracy can be otained under stronger positivity conditions on the operator T , as made precise in [9, Theorems 19.3 and 19.5] . In order to obtain the compactness required to apply the Krein-Rutman theorem, we will need the following classical results [41, 45] . ′ ∈ E with dE(x, x ′ ) δ, it holds dF (f (x), f (x ′ )) ε.
We close this section with some results in probability theory. The next lemma can be found in [29, Lemma 4.14] .
D Proof of Lemma 2
The proof is decomposed into three steps. First we show that the operator Q f considered over L By the Ascoli theorem, it therefore converges in L ∞ (X ) up to extraction and also in L We now show that the second, third and fourth operators on the right hand side of (44) 
Taking the supremum over ϕ ∈ L ∞ W (X ) and using γn → 0 as n → +∞, we obtain:
Since Q f is bounded, the second, third and fourth operators on the right hand side of (44) vanish in norm as n → +∞. As a result, (Q f ) 3 is the norm-limit of the compact operators (Q where αm > 0 is as in Assumption 2. Since u ∈ KW , it holds ηm(u) > 0. Moreover, Lemma 1 proves the existence of mn 1 such that ηn(Km n ) > 0, for the considered n 1. Therefore, ηn(Q f u) > 0 for any n 1, and so Q f KW ⊂ KW . At this stage, Theorem 6 ensures that the spectral radius Λ is an eigenvalue of Q f of largest modulus with an eigenvector h in KW .
Let us finish with the properties of averages of h with respect to probability measures, that is (13) . Fix µ ∈ P(X ) and for ε > 0, a compact set K such that µ(K) 1 − ε given by Lemma 5. Then, by Assumption 1, there exists n 1 with K ⊂ Kn, so that using Assumption 2 it holds ∀ x ∈ Kn, Λh(x) = Q f h(x) αnηn(h).
Integrating with respect to µ leads to
since ηn(h) > 0. Noting that 0 < Λ < +∞, we obtain that µ(h) > 0 for any µ ∈ P(X ). Using (6), one easily sees that µ(W ) < +∞ implies that µ(h) < +∞, which concludes the proof of Lemma 2.
E Proof of Lemma 3
A first important remark is that Q h is a Markov operator. Indeed, it is a well-defined kernel operator (since h belongs to L ∞ W (X ), and for any µ ∈ P(X ) such that µ(W ) < +∞, 0 < µ(h) < +∞), and
Our goal is therefore to show that the Markov operator Q h fits the framework reminded in Appendix A, in particular that it satisfies Assumptions 7 and 8. 1 (but it would be possible of course to consider another choice of normalization). Moreover, using Lemma 2 and Assumption 1, we obtain
Noting that, for all x ∈ Kn, Λh(x) = Q f h(x) αnηn(h),
with ηn(h) > 0, the above inequality becomes
Since γn can be taken arbitrarily small and ηn(h) > 0 for any n 1, we deduce that W h −1 is a Lyapunov function for Q h in the sense of Assumption 7 in Appendix A. Moreover, it can be shown that W h −1 has compact level sets. Indeed, choosing xn / ∈ Kn in Assumption 1 leads to
From γn → 0, we see that the function W h −1 diverges outside the compact sets Kn defined in Assumption 1. Let us now check the minorization condition, i.e. Assumption 8 in Appendix A. Because W h −1 diverges outside the Kn, it is sufficient to prove this minorization condition on a big enough compact set Kn, i.e. for n sufficiently large. Indeed, for a given R > 0, (48) implies the existence of n 1 such that {W h −1 R} ⊂ Kn. Now, for any n 1, consider αn > 0 and ηn ∈ P(X ) as in Assumption 2, so that, for any bounded measurable function ϕ 0 and x ∈ Kn,
