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Abstract
Many properties of the moduli space of abelian vortices on a compact
Riemann surface Σ are known. For non-abelian vortices the moduli space
is less well understood. Here we consider non-abelian vortices on the
Riemann sphere CP1, and we study their moduli spaces near the Bradlow
limit. We give an explicit description of the moduli space as a Ka¨hler
quotient of a finite-dimensional linear space. The dimensions of some
of these moduli spaces are derived. Strikingly, there exist non-abelian
vortex configurations on CP1, with non-trivial vortex number, for which
the moduli space is a point. This is in stark contrast to the moduli space
of abelian vortices.
For a special class of non-abelian vortices the moduli space is a Grass-
mannian, and the metric near the Bradlow limit is a natural generalization
of the Fubini–Study metric on complex projective space. We use this met-
ric to investigate the statistical mechanics of non-abelian vortices. The
partition function is found to be analogous to the one for abelian vortices.
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1 Introduction
Gauged vortices with abelian gauge group are a time-honoured subject (see
e.g. [3, 4, 5, 6, 7, 8, 9, 10]), and various models with non-abelian gauge groups
have been studied (e.g. [11, 12, 13, 14, 15, 16, 17, 18]). The term non-abelian
vortex refers to a solution of the first order Bogomolny equations in a model
with non-abelian gauge group. Quite naturally the intuition we have for the
behaviour of non-abelian vortices is much less developed than in the abelian
case: The only degrees of freedom of abelian vortices in two dimensions are the
coordinates of their centres; they have no internal degrees of freedom. Based
on this, one would expect that the degrees of freedom associated with a non-
abelian vortex are comprised of its spatial coordinates, as in the abelian case,
and additional internal degrees of freedom. The latter are expected to capture
the fields’ orientations within suitable representations of the gauge algebra. In
this paper we study a model on CP1 which accommodates non-abelian vortices
for which this separation into spatial and internal degrees of freedom breaks
down. In such a situation vortices cannot be localized, and therefore it is perhaps
unjustified to speak of individual vortices. Nonetheless, we continue to refer to
solutions of the relevant Bogomolny equations as vortices, by analogy with the
abelian Higgs model.
The model we consider was derived in [18], where it was obtained from pure
Yang–Mills theory by a symmetry reduction: Starting with Yang–Mills theory
on the euclidean background Σ× S2, with Σ a Riemann surface, and imposing
invariance under rotations of S2 reduces the Yang–Mills theory to a Yang–Mills–
Higgs model on Σ. The self-duality equation of Yang–Mills theory reduces to
Bogomolny equations in the Yang–Mills–Higgs model on Σ. Similar symmetry
reductions of Yang–Mills theory have been looked at in many places both in
the mathematics [11, 19, 20] and the physics literature [3, 14, 15, 17, 21]. The
novelty of the derivation in [18] lies in the choice of Yang–Mills gauge group,
which was taken to be PSU(N), i.e. SU(N) modulo its centre.
The Bogomolny equations in [18] are expected to be integrable, provided Σ is
equipped with a hyperbolic metric, i.e. has constant negative curvature. This is a
consequence of the integrability of the self-dual Yang–Mills equations, see [8, 15].
For the Bogomolny equations of the abelian Higgs model some explicit solutions
have been found in special cases [3, 9, 10, 22], and also in a model with gauge
group U(1) × · · · × U(1) [21]. However, there is a fundamental mathematical
problem that impedes finding explicit solutions if Σ has non-trivial topology:
Part of such a solution is an explicit expression for the Higgs field, which can
be regarded as a holomorphic section of a vector bundle over Σ. The sections of
holomorphic line bundles over an arbitrary Riemann surface Σ are not generally
known in closed form. Even the number of linearly independent sections may
be unknown. Needless to say that the situation is even more complicated for
vector bundles.
If, however, one is prepared to give up integrability, one can consider the
Bogomolny equations on the Riemann sphere CP1. The advantage of this is
that the Grothendieck Lemma (see e.g. chapter 5 in [23]) serves to classify
holomorphic vector bundles over CP1. Moreover, holomorphic sections can be
regarded as vectors whose entries are homogeneous polynomials in the homo-
geneous coordinates of CP1. This gives an explicit description of the Higgs field,
and the coefficients of the polynomials are the moduli. For abelian vortices this
3
idea was used in [24] to derive the moduli space metric near the Bradlow limit
[5]. In this paper we generalize the work in [24] to non-abelian vortices. Near
the Bradlow limit the Bogomolny equations reduce to algebraic constraints. To-
gether with a gauge fixing procedure these algebraic constraints give a descrip-
tion of the vortex moduli space as a Ka¨hler quotient (cf. [6, 11, 25] and appendix
B of [26]). The Ka¨hler quotient description also equips the moduli space with a
natural metric, and this metric agrees with the one whose geodesics describe the
slow motion of vortices [27]. In an interesting special case the moduli space is
a Grassmannian, and the moduli space metric is a natural generalization of the
Fubini–Study metric on complex projective space. This allows us to calculate
the volume of the moduli space and hence to study its statistical mechanics,
generalizing [28]. The volume of the moduli space of non-abelian vortices in a
different model was recently calculated in [29].
This work is structured as follows: In section 2 we review the model that
was introduced in [18] and set up notation. In sections 3 and 4 we identify
the moduli space of non-abelian vortices near the Bradlow limit as a Ka¨hler
quotient, and we give a semi-explicit expression for its metric. We derive the
dimensions of possible moduli spaces in section 5. In a special case the moduli
space is shown to be a Grassmannian. In this case the moduli space metric can
be given explicitly, which we do in section 6. The volume of the moduli space is
also derived, and this is used to study the statistical mechanics of non-abelian
vortices. Section 7 summarizes our results and suggests directions for future
work.
2 A non-abelian Yang–Mills–Higgs model
In this section we review the Yang–Mills–Higgs model from [18], with particular
emphasis on the geometric structures involved. Our notation is largely the same
as in [18].
Let P be a principal bundle on the Riemann surface Σ with structure group
G = S(U(m)×U(n))/ζN , where N = m + n. The leading S means that the
overall determinant is one, and ζN denotes the centre of S(U(m)×U(n)), which
is the cyclic group of order N . By g we denote the Lie algebra of G, i.e. g =
s(u(m)×u(n)). A unitary connection on P is locally given by the gauge potential
A,
A =
(
a 0
0 b
)
. (1)
Here a and b are locally defined 1-forms with values in the Lie algebras u(m) and
u(n) respectively, and such that tr(a) + tr(b) = 0. The corresponding curvature
FA decomposes accordingly,
FA = dA+A ∧ A =
(
da+ a ∧ a 0
0 db+ b ∧ b
)
=
(
fa 0
0 f b
)
, (2)
where the last equality defines the curvatures fa, f b.
The gauge group G acts on MN×N (C), the space of N×N matrices with
complex entries, by the adjoint representation of U(N),
M 7→ Ad(g)M = gMg−1, M ∈ MN×N (C), g ∈ U(N). (3)
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This action of U(N) does not depend on elements in the centre ζN , and hence
yields an action of G. Therefore we can introduce on Σ the vector bundle
associated to P via the representation Ad,
E = P ×Ad MN×N (C). (4)
The bundle E inherits a covariant derivative from the connection A,
DE = d+ [A, · ]. (5)
For g ∈ G choose the representative
g =
(
ga 0
0 gb
)
e2pii
k
N , ga ∈ U(m), gb ∈ U(n), k ∈ N, (6)
and write M ∈MN×N (C) as
M =
(
M11 M12
M21 M22
)
, (7)
with M11 ∈ Mm×m(C), M12 ∈ Mm×n(C), M21 ∈ Mn×m(C), M22 ∈ Mn×n(C).
It follows from
Ad(g)M =
(
gaM11g
−1
a gaM12g
−1
b
gbM21g
−1
a gbM22g
−1
b
)
, (8)
that the bundle E decomposes as
E = E11 ⊕ E12 ⊕ E21 ⊕ E22. (9)
The symmetry reduction in [18] leads to a Higgs field φ which is a section of
E21. Restricting the covariant derivative D
E to E21 yields
Dφ = dφ+ bφ− φa. (10)
Consequently φ† is a section of E12, with covariant derivative
Dφ† = dφ† + aφ† − φ†b. (11)
To write down an energy functional for the Yang–Mills–Higgs model and the
corresponding Bogomolny equations, we need a metric on Σ. We take
ds2 = Ω(x1, x2)((dx1)2 + (dx1)2) = Ω(z, z¯)dzdz¯, (12)
where z is a local complex coordinate on Σ, and the real coordinates x1, x2 are
defined by z = x1 + ix2, z¯ = x1 − ix2. Since Σ has real dimension two, the
Ka¨hler form ωΣ and the volume form agree,
ωΣ =
i
2
Ω(z, z¯)dz ∧ dz¯ = dvolΣ, (13)
For future reference we also give explicitly the Hodge ∗ operator on functions,
1-forms, and 2-forms,
∗ f = fωΣ, (14)
∗ (αzdz + αz¯dz¯) = −iαzdz + iαz¯dz¯, (15)
∗ (ηzz¯dz ∧ dz¯) = −2iΩ−1ηzz¯ = ηzz¯dz ∧ dz¯
ωΣ
. (16)
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Note in particular that on 1-forms ∗2 = −1. From this it follows that ∗ is a
complex structure on the space of connections on P . We will use this observation
at the end of subsection 4.2.
The energy functional of the Yang–Mills–Higgs model derived in [18] is
E2d =
1
2
∫
Σ
(
−tr(fa ∧ ∗fa)− tr(f b ∧ ∗f b)+ 1
2
tr
(
Dφ ∧ ∗Dφ†)
+
1
8
tr
(
In − φφ†
)2
ωΣ
)
+
1
16
n(m− n)
N
Vol(Σ), (17)
where the minus signs occur in front of the Yang–Mills kinetic terms since fa
and f b are anti-hermitian. The constant term proportional to Vol(Σ) was shown
in [18] to be a consequence of the fact that E2d is obtained from the Yang–Mills
action in four dimensions by a symmetry reduction. A Bogomolny argument
can be carried out on the energy functional (17), leading to the Bogomolny
equations
Dz¯φ = 0, (18)
fazz¯ =
Ω
8
(
−2n
N
Im + φ
†φ
)
, (19)
f bzz¯ =
Ω
8
(
2m
N
In − φφ†
)
. (20)
It was shown in [18] that when the Bogomolny equations are satisfied, the energy
functional (17) reduces to
E = π
N
c1(E21), (21)
where c1 denotes the first Chern number. We refer to solutions of (18)-(20) as
non-abelian vortices, and we call c1(E21) the non-abelian vortex number. This
is justified since for m = n = 1 the equations (18)-(20) reduce to the Bogomolny
equations of the abelian Higgs model [1].
Solutions of (18)-(20) are physically equivalent if they are related by a gauge
transformation. We are interested in the moduli space of non-abelian vortices,
which is the space of solutions of (18)-(20) modulo gauge transformations. The
moduli space can be described as a Ka¨hler quotient [6, 11] by identifying equa-
tions (19) and (20) as the level set equations of the moment map for the action
of gauge transformations. In the next section we show how equations (19) and
(20) reduce to algebraic constraints if Σ = CP1 and near the Bradlow limit. In
section 4 we identify these constraints with moment maps on finite dimensional
linear spaces.
3 Near the Bradlow limit
From now on we take Σ = CP1. This allows us to solve explicitly the first
Bogomolny equation (18). Namely, the first Bogomolny equation says that φ is
a holomorphic section of E21. By the Grothendieck Lemma the vector bundle
E21 over CP
1 decomposes into a sum of line bundles,
E21 =
mn⊕
i=1
O(ki), (22)
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where O(ki) denotes the holomorphic line bundle over CP1 of degree ki ∈ Z.
It follows that the entries of φ are sections of the O(ki), which in turn can be
described as homogeneous polynomials of degree ki.
The Bogomolny equations (18), (19) have solutions only if
Vol(CP1) ≥ 4π c1(E21)
mn
. (23)
This is the generalized Bradlow bound for non-abelian vortices, cf. [5, 18]. In
the strict Bradlow limit, i.e. when equality holds in (23), the Higgs field vanishes
identically, φ = 0, and the moduli space consists of a single point, as we shall
see. Near the Bradlow limit, when Vol(CP1) slightly exceeds the lower bound
(23), the magnitude of the Higgs field φ is small, and as a consequence the Bogo-
molny equations simplify. We will take advantage of this to study properties of
the moduli space. Since increasing Vol(CP1) is a smooth process, statements
about the topological properties of the moduli space near the Bradlow limit are
expected to hold for general values of Vol(CP1).
We now briefly introduce our conventions regarding CP1. Thinking of CP1
as the sphere S2, it can be covered with two open sets, U0 and U1, where U0
consist of all points of S2 except the north pole, and U1 consists of all points
except the south pole. We denote the complex coordinate on U0 as z, and
the one on U1 as z
′. The coordinate z is obtained by stereographic projection
from the north pole onto the equatorial plane, and z′ is obtained analogously
by projecting from the south pole. On U0 ∩ U1 the local coordinates satisfy
z′ = 1/z. For k ∈ Z the holomorphic transition function
g01 : U0 ∩ U1 → C∗, (24)
g01(z) = z
k, (25)
defines the holomorphic line bundle O(k) of degree k over CP1. Unless otherwise
stated, we always work on the open set U0. We equip CP
1 with the standard
round metric given by the conformal factor
Ω(z, z¯) =
4R2
(1 + zz¯)2
, (26)
where R is the radius of CP1 when regarded as the sphere S2. The corresponding
Ka¨hler form,
ωCP1 =
i
2
4R2
(1 + zz¯)2
dz ∧ dz¯, (27)
is a multiple of the Fubini–Study form on CP1. The area of CP1 is
Vol(CP1) =
∫
CP1
ωCP1 = 4πR
2. (28)
To solve the Bogomolny equations, it is convenient to work in holomorphic
gauge: The gauge potential A can be expanded in its 1-form components,
A = Azdz +Az¯dz¯. (29)
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Holomorphic gauge is defined by the condition Az¯ = 0. In [10] it was explained
how to go to holomorphic gauge in the abelian Higgs model. The procedure is
completely analogous in the non-abelian model we are studying here: First one
introduces a hermitian structure h on the bundle P . In unitary gauge one has
h = IN , and the gauge group of P is S(U(m)×U(n))/ζN . In a general gauge h
is locally given by positive definite hermitian matrices of the form
h =
(
ha 0
0 hb
)
, ha ∈ Mm×m(C), hb ∈Mn×n(C), (30)
and the structure group of P is S(GL(m) × GL(n))/ζN . In unitary gauge the
connection A on P satisfies
A† = −A. (31)
In a general gauge this equation is replaced by the compatibility condition
dh = A†h+ hA. (32)
Therefore, in holomorphic gauge the condition Az¯ = 0 fully determines A in
terms of the hermitian structure h,
Az = h
−1∂zh, (33)
and this is known as the Chern connection, see e.g. [23, 30]. It follows that
az = (h
a)−1∂zh
a, az¯ = 0, (34)
bz = (h
b)−1∂zh
b, bz¯ = 0. (35)
On CP1 and in holomorphic gauge the Bogomolny equations (18)-(20) read
∂z¯φ = 0, (36)
fazz¯ =
R2
2(1 + zz¯)2
(
−2n
N
Im + (h
a)−1φ†hbφ
)
, (37)
f bzz¯ =
R2
2(1 + zz¯)2
(
2m
N
In − φ(ha)−1φ†hb
)
, (38)
with the field strengths
fazz¯ = −∂z¯((ha)−1∂zha), (39)
f bzz¯ = −∂z¯((hb)−1∂zhb). (40)
3.1 The dissolved limit
Using the terminology of [31], we also refer to the Bradlow limit as the dissolved
limit. This is because abelian vortices are centred at the zeros of φ, and vortices
are fully dissolved in the Bradlow limit since φ = 0 identically.
We make the following ansatz for the hermitian structure h,
ha(z, z¯) = (1 + zz¯)daIm, (41)
hb(z, z¯) = (1 + zz¯)dbIn. (42)
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The exponents da and db are real constants, and their values must be consistent
with the topology of P . By this is meant that ha and hb must transform under
gauge transformations as
ha 7→ (g−1a )†hag−1a , (43)
hb 7→ (g−1b )†hbg−1b , (44)
where ga and gb are as in (6). (Note that no index contraction is implied. The
symbols a and b merely label the block entries of g in (6) and of h in (30).)
Setting φ = 0 and using the above ansa¨tze for ha, hb, equations (37), (38)
lead to
da =
n
N
R2, (45)
db = −m
N
R2. (46)
This does not appear to constrain da and db in any way since R can take any
value. However, in the Bradlow limit the constants da and db are fixed by virtue
of (23). For the vortex number in the Bradlow limit we find
c1(E21) =
i
2π
∫
CP1
(
tr
(
mf b
)− tr(nfa)) (47)
= mn(da − db) (48)
= mnR2. (49)
Since c1(E21) is integral, this leads to the constraint
R2 ∈ 1
mn
Z, (50)
and we also have
da =
c1(E21)
mN
, (51)
db = −c1(E21)
nN
. (52)
We give a special name to the value of R for which the bound (23) is saturated,
R2B =
c1(E21)
mn
. (53)
Note that c1(Emn) = 0 is compatible with the Bradlow limit only if RB = 0,
i.e. CP1 degenerates to a point. We usually assume RB 6= 0, and we will deal
with the case RB = 0 separately.
The degrees ki in (22) are uniquely determined in the Bradlow limit. This
can be seen by inspecting the hermitian structure on E21. For arbitrary smooth
sections ψ1, ψ2 ∈ Γ(CP1, E21),
(ψ1, ψ2)h = tr
(
(ha)−1ψ†1h
bψ2
)
= (1 + zz¯)db−datr
(
ψ†1ψ2
)
. (54)
This implies that ki = k = da − db for all i = 1, . . . ,mn. Alternatively, one
can employ a more abstract argument to show that all the ki are identical: The
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Bogomolny equations (37), (38) with φ = 0 imply that the vector bundle E21
is Einstein–Hermitian. Therefore E21 decomposes into a direct sum of stable
bundles all of which have the same slope, see section V.2 in [32]. We also refer
to [32] for the definitions of Einstein–Hermitian vector bundles, stable bundles,
and slope. In the case where E21 is an Einstein–Hermitian bundle over CP
1
it follows again from the Grothendieck Lemma that E21 decomposes into line
bundles of the same degree k. Since k is fully determined by the Bogomolny
equations with φ = 0, it also follows that in the Bradlow limit the moduli space
is a point.
Now, c1(E21) = mnk, and thus (51) and (52) read
da =
nk
N
, (55)
db = −mk
N
, (56)
which is consistent with k = da − db. Moreover, the fact that da, db ∈ 1NZ is
consistent with the structure group of P , in holomorphic gauge, being S(GL(m)×
GL(n))/ζN (cf. [18]). The local form on U0 of the hermitian structure h on P is
h(z, z¯) =
(
(1 + zz¯)
nk
N Im 0
0 (1 + zz¯)−
mk
N In
)
. (57)
On U1 the hermitian structure is fully determined by h(z, z¯) and the transition
function
g01(z) =
(
z−
nk
N Im 0
0 z
mk
N In
)
e2pii
l
N , l ∈ Z. (58)
Hence,
h(z′, z¯′) =
(
(1 + z′z¯′)
nk
N Im 0
0 (1 + z′z¯′)−
mk
N In
)
. (59)
The expression for g01 may require clarification: Determining the value g01(z)
requires taking the N -th root of z, which is defined only up to an element of ζN .
Since the structure group of P is S(GL(m)×GL(n))/ζN , the transition function
g01 is well-defined if the same representative is chosen for the N -th root of z in
all entries of g01. This can be achieved by defining
z
1
N = e
1
N
log z, (60)
and using a fixed branch of the logarithm.
The upshot of the discussion in this subsection is that in the Bradlow limit
da and db are determined by (55) and (56), and the radius R is fixed by the
vortex number,
c1(E21) = mnk, (61)
R2 = R2B = k. (62)
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3.2 Dissolving vortices
To allow for a nontrivial Higgs field, we must move away from the Bradlow limit
by increasing the area of CP1. Therefore let
R = RB(1 + ε), (63)
with the dimensionless parameter ε. For small ε the Higgs field will deviate
only mildly from zero. In the abelian Higgs model this means that vortices are
nearly dissolved when ε is small, and we refer to this as the regime of dissolving
vortices.
We assume that for small ε neither the topology nor the holomorphic struc-
ture of E21 is changed. For the topology this assumption is justified since E21,
as a smooth bundle over CP1, is fully determined by c1(E21), which is an in-
teger and therefore cannot vary smoothly with ε. The Grothendieck Lemma
says that the moduli space of holomorphic structures on E21 is a discrete space.
Therefore we do not expect the decomposition
E21 =
mn⊕
i=1
O(k) (64)
to change with ε.
By the Bogomolny equation (36) the Higgs field φ is a holomorphic section of
E21. Holomorphic sections of O(k) are homogeneous polynomials of degree k in
the homogeneous coordinates of CP1. Therefore, in terms of the inhomogeneous
coordinate z on U0,
φ(z) =
√
ε
k∑
r=0
Vrz
r, (65)
where Vr ∈ Mn×m(C) for r = 0, . . . , k. It is clear from the previous discussion
that φ must vanish for ε = 0. That φ is proportional to
√
ε for dissolving vor-
tices will become apparent shortly. For completeness we give the corresponding
expression for φ on U1,
φ(z′) =
√
ε
k∑
r=0
Vk−rz
′r. (66)
We now turn to equations (37) and (38). Since φ is essentially fixed by the
holomorphic structure of E21, the only freedom lies in the hermitian structure h
on P . If Ma and M b are smooth functions on CP1 with values in the hermitian
matrices, then the following modified ansatz for h is consistent with the topology
and holomorphic structure,
ha(z, z¯) = (1 + zz¯)
nk
N e−2εM
a(z,z¯), (67)
hb(z, z¯) = (1 + zz¯)−
mk
N e−2εM
b(z,z¯). (68)
For ε = 0 we clearly recover the situation described in the previous subsection.
Using (39) and (40), the curvatures derived from these expressions for ha and
11
hb are
fazz¯ = −
nk
N(1 + zz¯)2
Im + 2ε ∂z∂z¯M
a, (69)
f bzz¯ =
mk
N(1 + zz¯)2
In + 2ε ∂z∂z¯M
b, (70)
up to first order in ε. Substituting for fa and f b in (37), (38), we obtain
− nk
N(1 + zz¯)2
Im + 2ε ∂z∂z¯M
a = − nR
2
N(1 + zz¯)2
Im +
R2
2(1 + zz¯)2+k
φ†φ, (71)
mk
N(1 + zz¯)2
In + 2ε ∂z∂z¯M
b =
mR2
N(1 + zz¯)2
In − R
2
2(1 + zz¯)2+k
φφ†. (72)
Next we use the expansion
R2 = R2B + 2R
2
Bε = k + 2kε, (73)
to cancel terms in (71), (72). Thus, up to first order in ε,
2ε ∂z∂z¯M
a = − 2nkε
N(1 + zz¯)2
Im +
k
2(1 + zz¯)2+k
φ†φ, (74)
2ε ∂z∂z¯M
b =
2mkε
N(1 + zz¯)2
In − k
2(1 + zz¯)2+k
φφ†, (75)
where we have used that φ†φ ∼ ε, φφ† ∼ ε. If φ were not proportional to √ε,
the right-hand sides of the above equations would not vanish to the right order
as ε→ 0. Finally, cancelling a factor ε and expanding φ in z,
∂z∂z¯Ma = − nk
N(1 + zz¯)2
Im +
k
4(1 + zz¯)2+k
k∑
r,s=0
V †r Vs z¯
rzs, (76)
∂z∂z¯Mb =
mk
N(1 + zz¯)2
In − k
4(1 + zz¯)2+k
k∑
r,s=0
VrV
†
s z
rz¯s. (77)
The differential operators on the left-hand sides of (76) and (77) are Lapla-
cians, and we can appeal to Hodge theory (see e.g. section 6 of chapter 0 in [33])
to conclude that these equations have solutions if and only if∫
CP1
∂z∂z¯M
a dz ∧ dz¯ = 0, (78)∫
CP1
∂z∂z¯M
b dz ∧ dz¯ = 0. (79)
In order to integrate the right-hand sides of (76), (77), we need the formula∫
CP1
z¯rzs
(1 + zz¯)2+k
dz ∧ dz¯ = (−2πi)δr,s r!(k − r)!
(k + 1)!
. (80)
This was derived in [24]. To simplify notation in what follows, we define
Ir,k =
r!(k − r)!
(k + 1)!
. (81)
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Integrating (76) and (77) thus yields
n
N
Im =
1
4
k∑
r=0
Ir,kV
†
r Vr, (82)
m
N
In =
1
4
k∑
r=0
Ir,kVrV
†
r . (83)
Introducing Wr =
√
Ir,k Vr, we can write more compactly,
n
N
Im =
1
4
k∑
r=0
W †rWr, (84)
m
N
In =
1
4
k∑
r=0
WrW
†
r . (85)
These are the Bogomolny equations for dissolving non-abelian vortices on CP1.
We see that (84), (85) are purely algebraic constraints on the matrices Wr,
as claimed in the introduction. In section 4 we will identify these constraints
as the defining equations for the level sets of two moment maps on the space
(Mn×m(C))
⊕(k+1).
3.3 The case k = 0 and the small sphere
We already noted in subsection 3.1 that c1(Emn) = 0 is consistent with the
Bradlow limit only if CP1 shrinks to a point. Here we analyze the regime of
dissolving vortices with k = 0 and where the area of CP1 is small. To this end,
we take the radius of CP1 to be εl, where l is an arbitrary length scale and ε
is dimensionless and small, as before. This situation we refer to as the small
sphere regime.
In the Bradlow limit the bundle P is necessarily trivial since it is a bundle
over a point. We assume that triviality of P , and hence of the bundle E21,
persists in the small sphere regime. Thus the hermitian structures ha and hb
are functions with values in the positive definite hermitian matrices,
ha(z, z¯) = e−2εM
a(z,z¯), (86)
hb(z, z¯) = e−2εM
b(z,z¯). (87)
These expressions are consistent with the expressions for ha, hb in the previous
subsection, setting k = 0. The Bogomolny equations (37), (38), up to second
order in ε, now read
2ε ∂z∂z¯M
a = − nε
2l2
N(1 + zz¯)2
Im +
ε2l2
2(1 + zz¯)2
φ†φ, (88)
2ε ∂z∂z¯M
b =
mε2l2
N(1 + zz¯)2
In − ε
2l2
2(1 + zz¯)2
φφ†. (89)
Since the left-hand and right-hand sides are of different orders in ε, they must
vanish individually. This implies that Ma and M b are harmonic functions on
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CP
1, and hence constants. The Higgs field, being a holomorphic section of the
trivial bundle, i.e. a holomorphic function, is necessarily constant too,
φ = V0 ∈Mn×m(C). (90)
Then the right-hand sides of (88) and (89) yield
n
N
Im =
1
2
V †0 V0, (91)
m
N
In =
1
2
V0V
†
0 . (92)
Note that equations (91) and (92) are formally nearly identical with (84) and
(85).
3.4 Holomorphic gauge transformations
We have seen that dissolving vortices are given by a collection of matrices
(Wr)r=0,...,k that satisfy (84) and (85). To obtain the moduli space, we must
identify solutions that are related by gauge transformations. We now determine
which gauge transformations are allowed in holomorphic gauge.
A holomorphic gauge transformation g ∈ Aut(P ) is given by two holo-
morphic maps g0 : U0 → S(GL(m)×GL(n))/ζN , g1 : U1 → S(GL(m)×GL(n))/ζN ,
such that
g1 = g01g0g
−1
01 , on U0 ∩ U1 (93)
where g01 is as in (58). Since g01 is diagonal and g0 is block-diagonal, we have
in fact
g1 = g0, on U0 ∩ U1. (94)
Thus a holomorphic gauge transformation is a globally defined holomorphic
function on CP1, and hence is constant. We therefore omit the subscripts 0 and
1 on maps defining gauge transformations, and we write
g =
(
ga 0
0 gb
)
e2pii
l
N , l ∈ Z, (95)
where det(ga)det(gb) = 1. It follows that
{g ∈ Aut(P ) : g is holomorphic} = S(GL(m)×GL(n))/ζN . (96)
The fields in (36), (37) are acted upon by gauge transformations as follows,
ha 7→ (g−1a )†ha g−1a , (97)
hb 7→ (g−1b )†hb g−1b , (98)
φ 7→ gb φ g−1a , (99)
and consequently,
fa 7→ ga fag−1a , (100)
f b 7→ gb f bg−1b . (101)
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Expression (69) for fa transforms under a holomorphic gauge transformation
as follows,
fazz¯ 7→ ga fazz¯ g−1a = −
nk
N(1 + zz¯)2
Im + 2ε ∂z∂z¯(gaM
ag−1a ), (102)
where we have used that ga is constant. Since ga f
ag−1a must satisfy (39) with
ha replaced by (g−1a )
†ha g−1a , we can conclude from (102) that
(g−1a )
†ha g−1a = (1 + zz¯)
nk
N e−2ε gaM
ag−1a . (103)
This is consistent with (67), written in the form
(g−1a )
†ha g−1a = (1 + zz¯)
nk
N (g−1a )
†e−2εM
a
g−1a (104)
if (g−1a )
† = ga, i.e. ga ∈ U(m). Hence, in the regime of dissolving vortices, the
transformation laws (97) and (98) are replaced by
Ma 7→ gaMag−1a , (105)
M b 7→ gbM bg−1b , (106)
where ga ∈ U(m) and gb ∈ U(n).
The matrices Wr in (84), (85) are acted upon by gauge transformations in
the same way as φ, i.e.
Wr 7→ gbWrg−1a , (107)
for all r = 0, . . . , k. It follows that the moduli space of dissolving non-abelian
vortices is the quotient
M = {(Wr)r=0,...,k ∈ (Mn×m(C))
⊕k+1 : (84) and (85) hold}
S(U(m) ×U(n)) . (108)
Strictly speaking we should quotient by S(U(m) × U(n))/ζN , but since the
central subgroup ζN acts trivially on the Wr , it is omitted.
4 Ka¨hler quotient construction of the moduli
space
Vortex moduli spaces are generally Ka¨hler [6, 11, 26], and the standard argument
to show this is to give a construction of the moduli space as a Ka¨hler quotient,
see e.g. [25]. It is worthwhile to carry out the Ka¨hler quotient construction of
(108) explicitly since this immediately yields a natural metric onM. Moreover,
we will see that this metric coincides with the metric derived from the kinetic
energy of the fields near the Bradlow limit. Geodesics on the moduli space with
respect to the latter metric determine the slow motion of vortices [27, 34].
To identifyM in (108) as a Ka¨hler quotient, we proceed in two steps: (i) We
show that the space (Mn×m(C))
⊕k+1 is Ka¨hler and (ii) that equations (84), (85)
define the level set of a moment map on (Mn×m(C))
⊕k+1. The Ka¨hler quotient
construction is a special case of the Marsden–Weinstein reduction, for which we
refer to standard textbooks on symplectic geometry, e.g. [35, 36].
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The space (Mn×m(C))
⊕k+1 carries a hermitian metric, namely
H
(k+1)
n×m ((Mr)r, (Nr)r) =
k∑
r=0
tr
(
MrN
†
r
)
, (109)
for (Mr)r, (Nr)r ∈ (Mn×m(C))⊕k+1. The corresponding Riemannian metric
and Ka¨hler form on (Mn×m(C))
⊕k+1 are
g
(k+1)
n×m ((Mr)r, (Nr)r) = Re(H((Mr)r, (Nr)r)) (110)
=
1
2
k∑
r=0
tr
(
MrN
†
r +NrM
†
r
)
, (111)
ω
(k+1)
n×m ((Mr)r, (Nr)r) = −Im(H((Mr)r, (Nr)r)) (112)
=
i
2
k∑
r=0
tr
(
MrN
†
r −NrM †r
)
. (113)
Note that ω
(k+1)
n×m is closed, which becomes apparent if we write
ω
(k+1)
n×m = i
k∑
r=0
tr
(
dMr ∧ dM †r
)
. (114)
Hence (Mn×m(C))
⊕k+1 is Ka¨hler with the compatible complex structure being
the standard one, i.e. (Mr)r 7→ (iMr)r.
By (107) the group U(m) × U(n) acts on (Mn×m(C))⊕k+1, and the Ka¨hler
form ω
(k+1)
n×m is invariant under this action. In the following subsection we give
the moment map for this action, which suffices to show that (108) is a Ka¨hler
quotient.
4.1 Moment maps
We first identify the moment map for the U(m)-action on (Mn×m(C))
⊕k+1. Let
X ∈ u(m), i.e. X is an anti-hermitian m×m matrix. Through the U(m)-action,
X generates a flow on (Mn×m(C))
⊕k+1,
(Mr)r 7→ (Mre−tX)r = (Mr − tMrX)r, (115)
up to linear order in t ∈ R. Thus X induces a vector field on (Mn×m(C))⊕k+1,
namely
X˜(Mr)r = (−MrX)r. (116)
The subscript on the left-hand side indicates the base point in (Mn×m(C))
⊕k+1
at which the field X˜ is evaluated. The map
mm : (Mn×m(C))
⊕k+1 → u(m) (117)
(Mr)r 7→ i
2
k∑
r=0
M †rMr (118)
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can be checked to satisfy the defining equation of a moment map, namely
〈X, dmm((Nr)r)〉 = ω(k+1)n×m (X˜(Mr)r , (Nr)r), (119)
where angle brackets denote the pairing 〈X,Y 〉 = −tr(XY ) for X,Y ∈ u(m).
To see that (119) holds, one only needs to note that
dmm((Nr)r) =
i
2
k∑
r=0
(N †rMr +M
†
rNr). (120)
We are free to add a term to mm that is proportional to iIm without spoiling
(119). Therefore, taking
mm((Mr)r) =
i
2
k∑
r=0
M †rMr − i
2n
N
Im (121)
as our final version of the moment map for the U(m)-action, equation (84) can
be written as
mm((Wr)r) = 0, (Wr)r ∈ (Mn×m(C))⊕k+1. (122)
This equation is clearly preserved by the U(m)-action.
The moment map for the U(n)-action is obtained analogously. An element
X ∈ u(n) generates a vector field
X˜(Mr)r = (XMr)r, (123)
for (Mr)r ∈ (Mn×m(C))⊕k+1. Then
mn : (Mn×m(C))
⊕k+1 → u(n) (124)
(Mr)r 7→ − i
2
k∑
r=0
MrM
†
r + i
2m
N
In (125)
satisfies
〈X, dmn((Nr)r)〉 = ω(k+1)n×m (X˜(Mr)r , (Nr)r). (126)
Here angle bracktes are the analogous pairing in u(n), i.e. 〈X,Y 〉 = −tr(XY )
for X,Y ∈ u(n). Equation (85) becomes
mn((Wr)r) = 0, (Wr)r ∈ (Mn×m(C))⊕k+1, (127)
which is left invariant by the U(n)-action.
Now we have the Ka¨hler quotient
M′ = m
−1
m (0) ∩m−1n (0)
U(m)×U(n) . (128)
The Ka¨hler form on M′ is inherited from the restriction of ω(k+1)n×m to m−1m (0) ∩
m−1n (0) [25]. In order to identify M′ with the quotient in (108), we need the
observation that the overall determinant of(
ga 0
0 gb
)
∈ U(m) ×U(n) (129)
acts trivially on (Mn×m(C))
⊕k+1. Therefore,
M′ = m
−1
m (0) ∩m−1n (0)
S(U(m) ×U(n)) =M. (130)
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4.2 The moduli space metric
The moduli spaceM carries a physically motivated metric. So far we have only
considered the static Yang–Mills–Higgs energy functional (17), and static field
configurations a, b, φ. One can make the fields time-dependent, but then (17)
must be augmented by a kinetic energy term,
T =
1
4
∫
CP1
tr
(
φ˙†φ˙
)
dvolCP1 −
1
2
∫
CP1
tr
(
a˙ ∧ ∗a˙†)− 1
2
∫
CP1
tr
(
b˙ ∧ ∗b˙†
)
, (131)
where ˙ indicates differentiation with respect to time. Note that T is written in
temporal gauge, where the time components of the gauge fields are set to zero.
It is assumed that for slow changes in time the fields a, b, φ depend on time only
through their moduli. The triple (a˙, b˙, φ˙) can be regarded as a tangent vector
to the moduli space. Then T defines a metric on the moduli space. Geodesics
with respect to this metric describe slow vortex motion, as was first explained
in the context of monopoles in [27] and proven for abelian vortices in [34].
We analyze T near the Bradlow limit, i.e. we evaluate (131) on solutions of
(84), (85), instead of solutions of the full Bogomolny equations. Consistency
then requires that we only keep contributions to T which are of first order in ε.
Recall that (84), (85) were derived in holomorphic gauge. Since (131) defines
T in unitary gauge, solutions of (84), (85) first have to be brought into unitary
gauge, where ha = Im and h
b = In. This is achieved by smooth maps ga : U0 →
GL(m), gb : U0 → GL(n) such that
ha(z, z¯) = (1 + zz¯)
nk
N e−2εM
a(z,z¯) = ga(z, z¯)
†ga(z, z¯), (132)
hb(z, z¯) = (1 + zz¯)−
mk
N e−2εM
b(z,z¯) = gb(z, z¯)
†gb(z, z¯). (133)
Up to first order in ε,
ga(z, z¯) = (1 + zz¯)
nk
2N (Im − εMa(z, z¯)), (134)
gb(z, z¯) = (1 + zz¯)
−mk
2N (In − εM b(z, z¯)). (135)
Since φ 7→ gbφg−1a , we have in unitary gauge and up to lowest order in ε,
φ(z, z¯) =
√
ε (1 + zz¯)−
k
2
k∑
r=0
Vrz
r. (136)
Bringing the gauge field into unitary gauge, we obtain
Az =
(
az 0
0 bz
)
=
(
(ha)−1∂zh
a + ga(∂zg
−1
a ) 0
0 (hb)−1∂zh
b + gb(∂zg
−1
b )
)
(137)
=
( nk
2N
z¯
1+zz¯ − ε ∂zMa 0
0 mk2N
z¯
1+zz¯ − ε ∂zM b
)
, (138)
and
Az¯ =
(
az¯ 0
0 bz¯
)
=
(
ga(∂z¯g
−1
a ) 0
0 gb(∂z¯g
−1
b )
)
(139)
=
( − nk2N z1+zz¯ + ε ∂z¯Ma 0
0 −mk2N z1+zz¯ + ε ∂z¯M b
)
, (140)
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We now substitute the above expressions for φ, a, and b into (131). From the
previous formulae it follows that a˙ and b˙ are of order ε, and hence the second
and third integral in (131) are of order ε2 and can be neglected. Thus
T =
1
4
∫
CP1
tr
(
φ˙†φ˙
)
dvolCP1 (141)
=
ε
4
tr
(
V˙ †r V˙s
)∫ z¯rzs
(1 + zz¯)k
i
2
4R2
(1 + zz¯)2
dz ∧ dz¯ (142)
= iR2
ε
2
tr
(
V˙ †r V˙s
) ∫ z¯rzs
(1 + zz¯)k+2
dz ∧ dz¯︸ ︷︷ ︸
(−2pii)δr,sIr,k
(143)
=
ε
4
Vol(CP1) tr
(
W˙ †r W˙r
)
, (144)
where we used Vol(CP1) = 4πR2, and summation over the repeated indices r, s
is implied. Since Vol(CP1) = 4πR2B(1+ε)
2, the above expression for T contains
contributions which are of second and third order in ε. Neglecting those terms
and using R2B = k,
T = πkε tr
(
W˙ †r W˙r
)
. (145)
In order to turn this expression for T into a metric on the moduli spaceM, the
constraints (84), (85) must be accounted for and a gauge fixing scheme must be
applied. We will do this explicitly in a special case in section 6. For now, observe
that T essentially agrees with the Riemannian metric on (Mn×m(C))
⊕k+1,
T = πkε g
(k+1)
n×m ((W˙r)r, (W˙r)r). (146)
From this it follows that the physically motivated metric on the moduli space
M, inherited from the kinetic energy T , agrees with the metric thatM inherits
through the Ka¨hler quotient construction, up to an overall constant factor. This
is generally true, not only near the Bradlow limit, as we briefly explain in the
next paragraph.
The kinetic energy (131) is the standard L2-metric on the tangent space of
A(P ) × Γ(Σ, E21). Here A(P ) denotes the space of unitary connections on P ,
i.e. connections given by ∇ = d +A with A† = −A, and Γ(Σ, E21) is the space
of smooth sections of the vector bundle E21. By a Ka¨hler quotient construction
analogous to [11] the moduli space is a subquotient of A(P ) × Γ(Σ, E21), and
hence its metric is inherited from (131).
The Ka¨hler quotient construction also leads to an interesting observation
regarding the complex structure of the moduli space: The space of fields A(P )×
Γ(Σ, E21) is Ka¨hler with the compatible complex structure being
I : (a˙, b˙, φ˙) 7→ (∗a˙, ∗b˙, iφ˙), (147)
where (a˙, b˙, φ˙) ∈ T(a,b,φ)(A(P )× Γ(Σ, E21)) is a tangent vector at (a, b, φ) ∈
A(P ) × Γ(Σ, E21). The gauge fixing condition that must be imposed on (131)
in order to obtain a well-defined metric on the moduli space is given by the
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equations
∗ (d ∗ a˙+ ∗a˙ ∧ a+ a ∧ ∗a˙)− 1
4
(φ†φ˙− φ˙†φ) = 0, (148)
∗ (d ∗ b˙+ ∗b˙ ∧ b+ b ∧ ∗b˙) + 1
4
(φ˙φ† − φφ˙†) = 0. (149)
These are a direct generalization of Gauss’ law for abelian vortices (cf. [7, 26]).
Equations (148), (149) ensure that I descends to a complex structure on the
moduli space, rendering the moduli space Ka¨hler. We have thus given an explicit
example of the abstract argument in [25].
5 Moduli spaces and their dimensions
The dimension of the moduli space of vortices is a function of the three integral
parameters m, n, and k. In this section we obtain the dimensions of the mod-
uli space M of dissolving vortices for different combinations of m, n, and k.
The dimension of M agrees with the dimension of the moduli space of general
vortices on CP1, not necessarily dissolving, because increasing the area of CP1
is a smooth process. Note, however, that the general moduli space may have
components of lower dimension. For example, the maximally abelian solutions
studied in [18] lie in such a component.
In the following we always assume m ≥ n, which presents no loss of gener-
ality. Before looking at examples of moduli spaces for special combinations of
the parameters m, n, and k, we use basic linear algebra to exclude a range of
values of m for which the moduli space is empty.
5.1 The Bogomolny equations and linear maps
The matrices Wr , r = 0, . . . , k, can be regarded as linear maps,
Wr : C
m → Cn, (150)
W †r : C
n → Cm. (151)
We rewrite (84) as
(
W †0 . . . W
†
k
) W0...
Wk

 = 4n
N
Im. (152)
The second matrix on the left-hand side represents a linear map Cm → C(k+1)n.
For m > (k + 1)n the kernel of this map is non-trivial. Hence there exists a
non-zero v ∈ Cm such that
(
W †0 . . . W
†
k
) W0...
Wk

 v
︸ ︷︷ ︸
=0
6= 4n
N
v. (153)
Therefore (84) cannot have solutions for m > (k + 1)n, and thus the moduli
space M is empty.
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In the previous argument we did not make use of (85). An analogous analysis
can be carried out starting with (85) in the form
(
W0 . . . Wk
) W
†
0
...
W †k

 = 4m
N
In. (154)
This time the second matrix on the left-hand side is a linear map Cn → C(k+1)m.
For n > (k + 1)m there exists a non-zero v ∈ Cn such that
(
W0 . . . Wk
) W
†
0
...
W †k

 v
︸ ︷︷ ︸
=0
6= 4m
N
v. (155)
However, since we have assumed m ≥ n, the situation n > (k + 1)m does not
occur.
In the following we will be interested in non-empty examples of moduli
spaces. Therefore we always assume that m ≤ (k + 1)n.
5.2 The case n = 1 and Grassmannians
Taking n = 1 renders (85) redundant since it is simply the trace of (84). Thus
we are left with
(
W †0 . . . W
†
k
) W0...
Wk

 = 4
N
Im. (156)
The gauge group that acts on (M1×m(C))
⊕k+1 is S(U(m)×U(1)). Elements of
S(U(m) ×U(1)) can be written as(
ga 0
0 det(ga)
−1
)
, ga ∈ U(m), (157)
and their action on (Wr)r=0,...,k is given by
 W0...
Wk

 7→

 W0...
Wk

 g˜−1 =

 W0g˜
−1
...
Wk g˜
−1

 , (158)
where g˜ = det(ga)ga ∈ U(m). Therefore
M = m
−1
m (0) ∩m−11 (0)
S(U(m)×U(1)) =
m−1m (0)
U(m)
= Grm(k + 1). (159)
The last equality is the definition of the Grassmannian as a Ka¨hler quotient
(see appendix A.1 for details). A more direct way to see that the moduli space
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is a Grassmannian is as follows: Since n = 1, the Wr are row vectors with m
entries. Equation (156) says that the m columns of the matrix
 W0...
Wk

 (160)
form a unitary basis for an m-dimensional subspace Λ ⊂ Ck+1. The right-action
by U(m) transforms one unitary basis of Λ into another. Hence U(m)-orbits of
solutions to (156) are in 1 : 1 correspondence with points in Grm(k + 1).
We remark on two special cases: The first case is m = 1, which leads to
Gr1(k + 1) = CP
k. (161)
This is the moduli space of abelian vortices on CP1, and its properties near the
Bradlow limit were studied in [24]. The second case is m = k+1. Now we have
Grk+1(k + 1) = pt., (162)
i.e. the moduli space degenerates to a single point. This behaviour was to be
expected based on the earlier observation that the moduli space is empty for
m > k + 1. The fact that the moduli space degenerates to a point shows
that there are non-abelian vortices which are extended objects, unlike abelian
vortices. Moreover, M = pt. implies that a configuration with vortex number
k and m = k + 1 extends over the entire CP1. This is an example of a vortex
configuration where individual vortices cannot be localized, as promised in the
introduction of this paper.
We will study the properties of the moduli spaces for n = 1 in more detail
in section 6. The following table summarizes the moduli spaces for n = 1 and
fixed k, and their dimensions.
m = 1 m k + 1
space: CPk Grm(k + 1) pt.
dim: k m(k + 1−m) 0
5.3 The moduli space for m = (k + 1)n
We claim that generally, when m = (k + 1)n, the moduli space is a point. This
provides another class of non-abelian vortices that stretch out over the entire
CP
1.
To see that the moduli space is a point, consider again (84) in the form
Z†Z =
4n
N
I(k+1)n, (163)
where
Z =

 W0...
Wk

 : C(k+1)n → C(k+1)n. (164)
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Thus Z is essentially a unitary matrix. The gauge group U(m) = U((k + 1)n)
acts on Z on the right, as in the previous subsection. We can use this gauge
freedom to perform the transformation
Z 7→ Zg−1 = 2
√
n
N
I(k+1)n, (165)
where g ∈ U((k + 1)n). Hence all solutions of (84) lie in the same U((k + 1)n)-
orbit. This proves our claim.
The above expression for Zg−1 implies
Wrg
−1 = 2
√
n
N
(
0 · · · 0 In 0 · · · 0
)
, (166)
where the unit matrix sits in the r-th block of size n×n. We use this to verify
(85),
1
4
WrW
†
r =
n
N
(k + 1)In. (167)
5.4 Dimension of the moduli space for m = n
For m = n the Bogomolny equations for dissolving vortices (84), (85) have the
symmetry Wr 7→ W †r , r = 0, . . . , k, which should yield an involution on the
moduli space. Here we consider two special solutions of (84), (85) with m = n.
By studying small perturbations of these solutions we obtain the dimension of
the tangent space of M. The Bogomolny equations for non-abelian vortices
with m = n were studied in [17] on a general Riemann surface.
First consider
W0 = 2
√
m
N
Im, (168)
Wr = 0, for r = 1, . . . , k. (169)
This clearly is a solution of (84), (85). Now introduce small perturbations
δ0, δr ∈Mm×m(C), r = 1, . . . , k,
W0 = 2
√
m
N
Im + δ0, (170)
Wr = δr. (171)
Writing down (84), (85) and keeping terms only up to linear order in δ0, δr, we
obtain the constraint
δ†0 + δ0 = 0. (172)
Thus we have the following numbers of real degrees of freedom,
δ0 : m
2, (173)
δr : 2m
2, (174)
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i.e. (2k + 1)m2 real degrees of freedom in total. To remove the gauge degrees
of freedom, we consider the infinitesimal action of U(m)×U(m) on our special
solution. Let ga, gb ∈ U(m), and expand
ga = Im +Xa, (175)
gb = Im +Xb, (176)
with matrices Xa, Xb ∈ u(m). Then
W0 = 2
√
m
N
Im 7→ gbW0g−1a = 2
√
m
N
(Im +Xb −Xa), (177)
Wr = 0 7→ 0, for r = 1, . . . , k. (178)
The combination Xb−Xa is an anti-hermitian matrix, carrying m2 real degrees
of freedom. These gauge degrees of freedom can be used to cancel the perturb-
ation δ0. Therefore the real dimension of the tangent space ofM at our special
solution is 2km2. Hence
dim(M) = km2, (179)
by which is meant the complex dimension of M.
We are led to the same result for the dimension of M if we start with a
different, more symmetric solution of (84), (85),
Wr = 2
√
1
k + 1
m
N
Im, (180)
for all r = 0, . . . , k. Plugging the perturbed solution Wr + δr into (84), (85)
yields the linear constraint
k∑
r=0
(δ†r + δr) = 0. (181)
This constraint reduces the number of real degrees of freedom in the δr from
2(k+ 1)m2 to (2k+1)m2. Acting on the Wr with the same infinitesimal gauge
transformations as above yields
gbWrg
−1
a = 2
√
1
k + 1
m
N
(Im +Xb −Xa). (182)
Hence the anti-hermitian matrix Xb−Xa allows for m2 real degrees of freedom
to be removed from the δr. Altogether we find again that 2km
2 real degrees of
freedom remain.
Note that in our analysis of the gauge degrees of freedom we have implicitly
used that
M = m
−1
m (0) ∩m−1m (0)
U(m) ×U(m) , (183)
which was established at the end of subsection 4.1. Had we taken only gauge
transformations with overall determinant one, the infinitesimal gauge transform-
ations would have been required to satisfy
tr(Xa) + tr(Xb) = 0. (184)
Since this puts no constraint on the trace of Xb −Xa, our counting arguments
in this subsection are unaffected.
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5.5 The case k = 0
We saw that for k = 0 the Bogomolny equations reduce to (91), (92) near the
Bradlow limit. If m is strictly greater than n, the linear map
V0 : C
m → Cn (185)
has a non-zero v ∈ Cm in its kernel. By (91),
1
2
V †0 V0v︸︷︷︸
=0
6= n
N
v, (186)
Hence the moduli space is empty for m > n.
For m = n equations (91), (92) say that V0 is essentially a unitary matrix.
We can use either the left-action or the right-action of U(m) to set
V0 =
√
2m
N
Im. (187)
Hence M = pt., which is consistent with subsections 5.3 and 5.4 setting k = 0.
6 Grassmannians and applications
We now look more closely at the moduli space of non-abelian vortices for n = 1.
We saw in the previous section that the moduli space is the Grassmannian
Grm(k + 1). In the present section we first identify the moduli space metric
from subsection 4.2 with a standard metric on Grm(k + 1) that generalizes the
Fubini–Study metric on complex projective space. We then use this result to
calculate the volume of the moduli space and study the statistical mechanics of
dissolving vortices.
6.1 The moduli space metric revisited
We start with writing expression (146) for the kinetic energy as
T = πkεH
(k+1)
1×m ((W˙r)r, (W˙r)r). (188)
Let us introduce the matrix Z,
Z =

 W0...
Wk

 ∈ M(k+1)×m(C), (189)
and the hermitian metric
〈Z,Z〉 = tr(ZZ†) = H(k+1)1×m ((Wr)r , (Wr)r). (190)
Then the kinetic energy reads T = πkε 〈Z˙, Z˙〉, and we wish to identify the
metric that 〈·, ·〉 induces on the moduli space M = Grm(k + 1).
Equation (84) is written in terms of the new matrix Z as
Z†Z =
4
m+ 1
Im. (191)
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To gauge fix 〈·, ·〉, we need to characterize tangent vectors Z˙ that are pure gauge,
i.e. are generated by the U(m)-action
Z 7→ Zg−1, g ∈ U(m). (192)
Let τi be a basis of the Lie algebra u(m) such that 〈τi, τj〉 = δij . To obtain
the gauge fixed tangent vector Z˙g.f., we project onto directions in Z˙ which are
orthogonal to the directions generated by the τi,
Z˙g.f. = Z˙ −
∑
i
〈Z˙, Zτi〉
〈Zτi, Zτi〉Zτi, (193)
= Z˙ − 1
4
(m+ 1)
∑
i
〈Z˙, Zτi〉Zτi, (194)
where we used (191) in going to the second line. We thus find
〈Z˙, Z˙〉g.f. = 〈Z˙g.f., Z˙g.f.〉 (195)
= 〈Z˙, Z˙〉 − 1
4
(m+ 1)
∑
i
〈Z˙, Zτi〉〈Zτi, Z˙〉, (196)
= tr
(
Z˙Z˙†
(
Ik+1 − 1
4
(m+ 1)ZZ†
))
. (197)
In the last line we used that the combination Z†Z˙ is anti-hermitian, which
follows by differentiating (191), and hence
Z†Z˙ =
∑
i
〈Z†Z˙, τi〉τi. (198)
If we introduce the new coordinate
T = 1
2
√
m+ 1Z† (199)
on the moduli space, equation (191) reads
T T † = Im, (200)
and the moduli space metric takes the form
〈Z˙, Z˙〉g.f. = HM(T˙ , T˙ ) = 4
m+ 1
tr
(
T˙ (Ik+1 − T †T ) T˙ †) . (201)
From HM we obtain the Riemannian metric gM and Ka¨hler form ωM on M.
It follows that
T = πkε gM(T˙ , T˙ ), (202)
and
ωM = i
2
m+ 1
tr
(
dT ∧ dT † − dT T † ∧ T dT †) . (203)
This is a scaled version of the Fubini–Study form ωFS on Grm(k + 1),
ωM =
4π
m+ 1
ωFS. (204)
A careful derivation of ωFS is given in appendix A.2.
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6.2 Statistical mechanics on the moduli space
Because of (202) the motion of vortices follows geodesics on the moduli space
with respect to the Riemannian metric gM. For non-abelian vortices we have
no clear notion of individual vortices since vortices cannot generally be localized
in small regions on CP1, as we saw in section 5. However, for large k it is more
meaningful to study statistical mechanics on the moduli space rather than the
dynamics of individual vortices. This is because the dimension of Grm(k + 1),
and hence the number of degrees of freedom grow with k. Statistical mechanics
of abelian vortices has been studied before in [28, 37].
To allow k to be large while remaining in the regime of dissolving vortices,
RB has to increase accordingly. Recall that
R2 = R2B(1 + ε)
2 = k(1 + ε)2. (205)
Hence the ratio R2/k should be kept fixed. For brevity we denote the complex
dimension of the moduli space M = Grm(k + 1) as d, i.e.
d = m(k + 1−m). (206)
Thinking of each fibre of the tangent bundle TM as a real vector space, we
introduce the basis
Q2i−1, (207)
Q2i = iQ2i−1, (208)
where i = 1, . . . , d. Then the tangent vector T˙ can be expanded as
T˙ =
2d∑
i=1
T˙ iQi. (209)
Defining
gij = gM(Qi, Qj), (210)
we can express (202) as
T = πkε
2d∑
i,j=0
gij T˙ iT˙ j . (211)
In the remainder of this section we use the convention that repeated upstairs
and downstairs indices are summed over.
We take as the Lagrangian L for the dynamics on the moduli space the
kinetic energy T , i.e.
L = T = πkε gijT˙ iT˙ j . (212)
With the conjugate momenta Pi,
Pi = ∂L
∂T˙ i = 2πkε gijT˙
j , (213)
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the Hamiltonian H reads
H(P) = PiT˙ i − L = 1
4πkε
gijPiPj , (214)
where gij are the components of the inverse matrix of gij , i.e.
gijg
jk = δki . (215)
The partition function is
Z = 1
h2d
∫
TM∗
[dT dP ]e−H(P)/θ, (216)
with Planck’s constant h and the temperature θ, whose units are such that
Boltzmann’s constant equals one. The Gaussian integral over the momenta Pi
can be done,
Z =
(
4π2kεθ
h2
)d ∫
M
[dT ]
√
det(gij)︸ ︷︷ ︸
Vol(M)
, (217)
and this reduces the calculation of Z to finding the volume ofM = Grm(k+1)
with repect to the Riemannian metric gM.
By the Wirtinger Theorem (see section 2 of chapter 0 in [33]) the volume
Vol(M) can be expressed in terms of the Ka¨hler form ωM,
Vol(M) = 1
d!
∫
M
ωdM. (218)
By (204) and the fact that ωFS yields a generator of H
2(Grm(k + 1),Z) ∼= Z,
calculating Vol(M) amounts to computing a cup product in the cohomology
ring of Grm(k + 1). In appendix A.4 the following result is given,∫
ωdFS = d!
m∏
l=1
(l − 1)!
(k −m+ l)! . (219)
Thus we have altogether,
Z =
(
16π3kεθ
(m+ 1)h2
)d m∏
l=1
(l − 1)!
(k −m+ l)! . (220)
The method of computing the volume of moduli spaces by appealing to the
structure of the cohomology ring was also used in [28, 37].
We expand Vol(CP1) = 4πk(1 + ε)2 up to first order in ε and rearrange to
obtain
Vol(CP1)− 4πk = 8πkε. (221)
Therefore,
Z =
(
2π2θ
(m+ 1)h2
)d (
Vol(CP1)− 4πk)d m∏
l=1
(l − 1)!
(k −m+ l)! . (222)
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This generalizes the expression for Z that was derived in [28] for abelian vortices.
We find for the free energy F = −θ logZ,
F = −θ
(
d log
(
Vol(CP1)− 4πk)+ d log( 2π2θ
(m+ 1)h2
)
+
m∑
l=1
log
(l − 1)!
(k −m+ l)!
)
. (223)
From this we calculate the pressure,
P = − ∂F
∂Vol(CP1)
, (224)
which yields the equation of state
P
(
Vol(CP1)− 4πk) = θd. (225)
As in [28, 37], this is a special case of the van der Waals equation.
Recall that we refer to c1(E21) = mk as the vortex number, in keeping
with the conventions of [18]. However, equation (225) suggests that for large k
there are k quasi-particles, each of which occupies an area of 4π. Moreover, the
formula for the moduli space dimension,
d = m(k + 1−m) ∼−−−−→
k→∞
mk, (226)
suggests that each quasi-particle carries m internal degrees of freedom [2]. This
contrasts the case m = k + 1, in which there are no degrees of freedom at all,
cf. subsection 5.2.
Our equation of state (225) is valid only near the Bradlow limit, i.e. for small
ε. For abelian vortices on CP1 the same equation of state was derived in [28]
for arbitrary values of Vol(CP1) above the Bradlow limit. This suggests that
(225) may also be true for larger values of ε. In [37] it was shown that the same
equation of state also holds for abelian vortices on compact Riemann surfaces
of positive genus. This leads to the question whether our result for non-abelian
vortices (225) is also independent of the genus.
Finally we calculate the entropy S = −∂F/∂θ,
S = d
(
log
(
Vol(CP1)− 4πk)+ log( 2π2θ
(m+ 1)h2
)
+ 1
)
+
m∑
l=1
log
(l − 1)!
(k −m+ l)! . (227)
The last sum we approximate for large k and fixed m≪ k as follows,
m∑
l=1
log
(l − 1)!
(k −m+ l)! ≈ −d log(k) + d, (228)
where Stirling’s formula was used. Hence
S = d
(
log
(
Vol(CP1)
k
− 4π
)
+ log
(
2π2θ
(m+ 1)h2
)
+ 2
)
, (229)
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again generalizing the results in [28, 37]. This formula shows that the entropy
is an extensive quantity, i.e. it is proportional to the number d of degrees of
freedom provided the vortex density mk/Vol(CP1) is kept fixed. Recall that we
have assumed that Vol(CP1)/k = 4π(1 + ε)2 remains constant as k grows in
order to be in the regime of dissolving vortices for all values of k.
6.3 The Plu¨cker embedding and abelian vortices
In our conventions abelian vortices correspond to m = 1, in which case the
moduli space is M = CPk with the Ka¨hler form
ωM = 2π ωFS. (230)
Here ωFS is the standard Fubini–Study form on CP
k. The moduli space for gen-
eral m, i.e. Grm(k+1), can be regarded as a complex submanifold of CP
(k+1m )−1
by means of the Plu¨cker embedding,
pl : Grm(k + 1)→ CP(
k+1
m )−1. (231)
Some properties of the Plu¨cker embedding are reviewed in appendix A.3. The
Plu¨cker embedding suggests that configurations of non-abelian vortices can be
understood as special configurations of abelian vortices with vortex number(
k + 1
m
)
− 1. (232)
Under the Plu¨cker embedding the Fubini–Study form on CP(
k+1
m )−1 pulls
back to the Fubini–Study form on Grm(k + 1), as is verified in appendix A.3.
We saw that the Ka¨hler form on the moduli space Grm(k + 1) is related to the
Fubini–Study form by
ωM =
4π
m+ 1
ωFS. (233)
By comparing this with (230) it follows that the Plu¨cker embedding, when
viewed as an embedding of moduli spaces of vortices, preserves the moduli space
metric up to an overall constant factor. Hence the motion of non-abelian vortices
can be regarded as the motion of abelian vortices restricted to a submanifold of
the moduli space CP(
k+1
m )−1.
We comment on a few examples with low m and k. For k = 1 nothing
interesting happens: The Plu¨cker embedding yields
Grm(2) →֒ CP(
2
m)−1, (234)
and valid values for m are 1, 2. For m = 1 we are in the situation of abelian
vortices and the Plu¨cker embedding is a bijection, Gr1(2) = CP
1. For m = 2
the moduli space of non-abelian vortices is just a point, which the Plu¨cker
embedding identifies with CP0.
For k = 2 the Plu¨cker embeddings for m = 1, 2, 3 yield the following bijec-
tions,
Gr1(3) ∼= CP2, Gr2(3) ∼= CP2, Gr3(3) ∼= CP0. (235)
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The first example is of course the moduli space of abelian vortices, and the
third example indicates that two vortices in the model with m = 3 are fully
delocalized. Most interesting is the second of the above examples, which says
that the moduli space of two vortices in the m = 2 model is the same as
the moduli space of two abelian vortices. More precisely, we have the duality
Gr2(3) = Gr1(3)
∗. The analogous duality holds in general for m = k,
Grm(m+ 1) = Gr1(m+ 1)
∗, (236)
suggesting that non-abelian vortices in the m = k model and abelian vortices
are dual objects.
For k = 3 and m = 2 we obtain the Grassmannian Gr2(4), the lowest-
dimensional Grassmannian which is not a projective space. Hence this is the
first example where the Plu¨cker embedding is not a bijection,
Gr2(4) →֒ CP5. (237)
The image of the Plu¨cker embedding in CP5 is a quadric (cf. section 5 of chapter
1 in [33]), and we are led to conjecture that three non-abelian vortices can be
treated as five abelian vortices whose moduli space is restricted to this quadric.
We conclude this section with a cautionary statement: It is unclear whether
the Plu¨cker embedding has a manifestation at the level of the Bogomolny equa-
tions (18)-(20). If it does, one can expect that the moduli space of non-abelian
vortices embeds metrically, up to a constant scalar factor, into a moduli space
of abelian vortices with appropriate vortex number. Here this has only been
established near the Bradlow limit.
7 Summary and outlook
We have studied the moduli space of non-abelian vortices as they appear in the
Yang–Mills–Higgs model derived in [18]. In order to advance our understanding
of non-abelian vortices on a Riemann surface Σ, it would be helpful to have
explicit solutions of the Bogomolny equations which are genuinely non-abelian.
In [18] vortex solutions were constructed by embedding abelian vortices into
the non-abelian model. Although the Bogomolny equations are expected to be
integrable on hyperbolic Σ (cf. [15]), genuinely non-abelian solutions have been
very elusive.
A particular reason for being interested in explicit examples of non-abelian
vortices on compact Σ is to see whether their moduli can be separated into two
sets: moduli which determine the location of a vortex on Σ, and moduli which
correspond to internal degrees of freedom. We saw in section 5 that there are
non-abelian vortex configurations on CP1, with positive vortex number, such
that the moduli space is a point, i.e. such configurations have no moduli. This
suggests that such a vortex is a very global object that extends over the entire
CP
1. This in turn makes it difficult to imagine that there is a strict separation
of moduli into the two sets described above.
The statistical mechanics of non-abelian vortices can be studied without
having explicit solutions: The key quantity here is the volume of the moduli
space. We found that a special class of non-abelian vortices on CP1, namely
the ones in our Yang–Mills–Higgs model with n = 1, have as their moduli space
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the Grassmannian Grm(k+1). Near the Bradlow limit we obtained the moduli
space metric, and we were able to calculate the volume of the moduli space by
appealing to the structure of the cohomology ring of Grm(k+1). It turned out
that a gas of non-abelian vortices on CP1 satisfies a van der Waals equation.
This and the entropy of the vortex gas have the same structure as for abelian
vortices, both on CP1 [28] and on Riemann surfaces of positive genus [37]. This
suggests that the statistical mechanics of vortices are described by universal
properties that are not only independent of the topology of the background
Riemann surface, as demonstrated in [37], but also do not vary greatly with the
size of the gauge group.
To add further support to the previous claim, one could study the statistical
mechanics of non-abelian vortices on CP1 away from the Bradlow limit. Since
moving away from the Bradlow limit is a smooth process, it is expected that the
topology of the moduli space remains unchanged. The metric, however, may
change. Nonetheless, in order to determine the volume of the moduli space,
it suffices to know the volume of a 2-cycle in Grm(k + 1), which in turn only
requires knowledge of the cohomology class of the Ka¨hler form associated to the
moduli space metric. The volume of the moduli space is then again derived by
exploiting the properties of the cohomology ring of Grm(k + 1).
The volumes of some moduli spaces of non-abelian vortices have recently
been calculated in [29]. Their Bogomolny equations are different but not un-
related to ours. The main difference is that their model has a global U(n)-
symmetry, rather than U(n) being a part of the gauge group, and hence our
third Bogomolny equation (20) is absent in their model. For n = 1 we saw that
(20) also becomes redundant in our model, being the trace of (19). Hence we
would expect some overlap between our work and [29]. However, in the language
of [29], Nc = m is the number of colours and Nf = n the number of flavours,
and it is usually assumed that Nf ≥ Nc. Therefore real overlap only exists
for m = n = 1, which is the case of abelian vortices, where the volume of the
moduli space is well-known [28, 37]. Nonetheless, the formulae in [29] suggest
that Grassmannians also appear as moduli spaces for general values of Nc and
Nf .
The observation that the moduli spaces of vortices in other models may also
be Grassmannians motivates a more detailed study of our model for n ≥ 1. In
this general situation the third Bogomolny equation (20) cannot be discarded.
We have seen that the moduli space is a Ka¨hler quotient, but the moment maps
which determine this quotient are more general than the one that defines a
Grassmannian. Nonetheless, in view of the work of [29], it is natural to ask
what role is played by Grassmannians in describing moduli spaces of vortices.
Some progress in this direction was made in [38], where moduli spaces of a
certain vortex model were shown to embed into Grassmannians.
We found a potential link between non-abelian and abelian vortices on CP1,
which is established by the Plu¨cker embedding. The properties of this link away
from the Bradlow limit and its physical significance remain to be clarified.
Ultimately we would like to generalize our work near the Bradlow limit to
the case where the Riemann surface Σ has higher genus. The key idea that
was used here is that solutions to the Bogomolny equations near the Bradlow
limit are fully determined by sections of holomorphic vector bundles over Σ. It
needs to be clarified to what extent this statement remains true if Σ has positive
genus. Moreover, as we already remarked in the introduction, the sections of a
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general holomorphic vector bundle may not be known in closed form. This is
likely to be a significant complication in the attempt to generalize the present
work to higher genus Riemann surfaces.
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A Geometry and topology of Grassmannians
In this appendix we collect some properties of Grassmannians. This serves
three purposes: (i) to give an abstract definition of Grassmannians as Ka¨hler
quotients, which we made use of in subsection 5.2; (ii) to introduce the Fubini–
Study form and metric on Grassmannians; and (iii) to explain why the volume
calculation in subsection 6.2 is equivalent to calculating a cup product in co-
homology. We are only interested in complex Grassmannians, and as a set the
Grassmannian Grp(q) is defined by
Grp(q) = {Λ ⊂ Cq : Λ is a linear subspace, dim(Λ) = p}, (238)
where dim(Λ) means the complex dimension of Λ.
A.1 Grassmannians as Ka¨hler quotients
By Mp×q(C) we mean the space of p×q matrices with complex entries. Let
T ∈ Mp×q(C) be such that
TT † = Ip. (239)
If we denote the rows of T as t1, . . . , tp, then (239) implies that the ti, regarded
as vectors in Cq, form a unitary basis for a subspace Λ ⊂ Cq. Since every
subspace has a unitary basis, all subspaces of dimension p can be described in
this way. For g ∈ U(p) the matrices T and gT define the same subspace Λ.
This is because acting with g amounts to transforming the rows t1, . . . , tp into a
different unitary basis of the same subspace Λ. This action of U(p) on Mp×q(C)
leaves (239) invariant. We have thus established that
Grp(q) =
{T ∈Mp×q(C) : TT † = Ip}
U(p)
, (240)
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and our next task is to identify this quotient as a Ka¨hler quotient.
Equip Mp×q(C) with the hermitian metric
H(S, T ) = tr
(
ST †
)
. (241)
The corresponding Ka¨hler form is
ω(S, T ) =
i
2
tr
(
ST † − TS†) . (242)
The arguments of H and ω are tangent vectors of the space Mp×q(C), and these
tangent vectors are identified with elements of Mp×q(C) due to the linear nature
of this space. Note that dω = 0 holds since ω is base-point independent, and ω
is non-degenerate,
ω(A, iA) = tr
(
AA†
)
> 0, (243)
for A ∈ Mp×q(C), A 6= 0. Both H and ω are invariant under the left-action of
U(p) on Mp×q(C), and the moment map for this action is
m(A) = − i
2
(AA† − Iq). (244)
Therefore
Grp(q) =
m−1(0)
U(p)
. (245)
The hermitian metric H and the Ka¨hler form ω descend to Grp(q).
We now give explicit expressions for the hermitian metric and the Ka¨hler
form on Grp(q). To this end, first express H and ω on Mp×q(C) as
H = tr
(
dT ⊗ dT †) , (246)
ω =
i
2
tr
(
dT ∧ dT †) . (247)
Thinking of dT as an infinitesimal displacement, we need to project out any
contributions to dT that arise from the action of U(p). This projection can be
thought of as a gauge fixing, analogous to the gauge fixing of Z˙ in subsection
6.1. Let τi be a basis of the Lie algebra u(p), where i runs over a suitable index
set. Moreover, let the τi be chosen such that
tr
(
τiτ
†
j
)
= δij , (248)
which can be achieved by the Gram–Schmidt process. Projecting dT onto dir-
ections perpendicular to the ones generated by u(p) yields
dTg.f. = dT −
∑
i
H(dT, τiT )
H(τiT, τiT )
τiT (249)
= dT −
∑
i
H(dT, τiT )τiT, (250)
where we used (239) in going to the second line. It follows that the hermitian
metric and the Ka¨hler form on Grp(q) are
HGr = tr
(
dTg.f. ⊗ dT †g.f.
)
= tr
(
dT ⊗ dT † − dTT † ⊗ TdT †) , (251)
ωGr =
i
2
tr
(
dTg.f. ∧ dT †g.f.
)
=
i
2
tr
(
dT ∧ dT † − dTT † ∧ TdT †) . (252)
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A.2 The tautological sequence and the Fubini–Study form
It is useful to have a different characterization of the Ka¨hler form on Grp(q),
namely as the first Chern form of a natural vector bundle on Grp(q). This
generalizes how the Fubini–Study form is introduced on complex projective
space. Therefore we also refer to the Ka¨hler form on Grp(q) as the Fubini–
Study form, if it is correctly normalized.
Let Cq denote the trivial vector bundle over Grp(q) with fibre C
q, i.e.
C
q = Grp(q)× Cq. (253)
The universal subbundle S ⊂ Cq is defined to be the bundle whose fibre over a
point x ∈ Grp(q) is the subspace of Cq that x represents. From the inclusion of
S in Cq we obtain an exact sequence
0→ S → Cq → Q→ 0, (254)
where Q is the quotient bundle. This sequence is called the tautological se-
quence, see e.g. [39]. Since every fibre of S is trivially embedded into Cq,
the bundle S inherits a hermitian structure from Cq, which we now introduce:
Identify a subspace Λ ⊂ Cq with a point in Grp(q). A basis of Λ consisting of
row vectors t1, . . . , tp can be arranged into a matrix
T =

 t1...
tp

 ∈ Mp×q(C) (255)
of rank p. Conversely, any matrix T ∈Mp×q(C) of rank p defines a subspace Λ.
Thus the entries of T are local homogeneous coordinates of Grp(q), and they
are also complex coordinates. Note that we do not impose a unitarity condition
like (239) on T . It follows that locally the ti span the fibres of S. In this basis
the hermitian structure on the fibres of S is given by the matrix h = TT †. In
components,
hij = tit
†
j . (256)
It is clear that h is hermitian and positive definite.
The hermitian structure h induces the hermitian structure det(h) on the
determinant bundle det(S). This leads to the first Chern forms
c1(S) = c1(det(S)) = − i
2π
∂∂¯ log det(TT †), (257)
c1(Q) = −c1(S) = i
2π
∂∂¯ log det(TT †). (258)
More explicitly,
c1(Q) =
i
2π
tr
(
(TT †)−1∂T ∧ ∂¯T † − (TT †)−1∂T T † ∧ (TT †)−1T ∂¯T †) . (259)
Since the entries of T are complex coordinates on Grp(q), we have that
dT = ∂T, (260)
dT † = ∂¯T †. (261)
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Therefore
c1(Q) =
i
2π
tr
(
(TT †)−1dT ∧ dT † − (TT †)−1dT T † ∧ (TT †)−1TdT †) . (262)
This is the desired generalization of the Fubini–Study form on complex project-
ive space. Hence we write
ωFS = c1(Q). (263)
Note that dωFS = 0 holds since the Chern form is closed.
In order to compare ωFS with the Ka¨hler form ωGr from A.1, we need to
restrict to TT † = Iq. This simply means that we choose unitary bases for
subspaces Λ ⊂ Cq, instead of bases which vary holomorphically. We thus obtain
ωFS|TT †=Iq =
i
2π
tr
(
dT ∧ dT † − dT T † ∧ TdT †) , (264)
and hence
ωGr = π ωFS. (265)
Note that once we impose TT † = Iq, the entries of T cease to be complex
coordinates of Grp(q). This is why we had to replace the partial derivatives ∂
and ∂¯ by d in the expression for c1(Q) before restricting to TT
† = Iq.
A.3 Metric aspects of the Plu¨cker embedding
As before we represent a subspace Λ ⊂ Cq by a matrix T ∈Mp×q(C) of maximal
rank, and we denote the rows of T as t1, . . . , tp. The wedge product of highest
degree that can be formed with the ti is
t1 ∧ . . . ∧ tp ∈
p∧
C
q ∼= C(qp). (266)
To express this in components, first choose a basis e1, . . . , eq of C
q, and expand
ti = tijej, where the summation over j = 1, . . . , q is left implicit. Define ei1...ip =
ei1 ∧ . . . ∧ eip . Then a basis of C(
q
p) ∼= ∧pCq is given by those ei1...ip with
i1, . . . , ip ∈ {1, . . . , q} and i1 < · · · < ip. Expanding in this basis, we have
t1 ∧ . . . ∧ tp =
∑′
i1,...,ip

∑
σ∈Sp
(−1)sign(σ)t1σ(i1) . . . tpσ(ip)

 ei1...ip , (267)
where the prime on the first summation symbol indicates that the sum is taken
only over those i1, . . . , ip which satisfy i1 < · · · < ip, and Sp denotes the group
of permutations on p symbols. It is clear from (267) that the components of
t1 ∧ . . . ∧ tp are the p×p minors of the matrix T .
There is no unique set of vectors ti which correspond to a given subspace
Λ, but there is room for a GL(p,C)-transformation, which takes the ti into a
different basis of Λ. Acting on the ti with g ∈ GL(p,C) changes the wedge
product t1 ∧ . . . ∧ tp by a factor det(g). In view of this we have a well-defined
map
pl : Grp(q)→ CP(
q
p)−1 (268)
Λ 7→ [t1 ∧ . . . ∧ tp], (269)
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where the square brackets denote the projection from C(
q
p) to CP(
q
p)−1. This
map is the Plu¨cker embedding (cf. section 5 of chapter 1 in [33]).
Since complex projective space is a special case of a Grassmannian, we have
the tautological sequence on CP(
q
p)−1,
0→ S′ → C(qp) → Q′ → 0, (270)
where S′ is the line bundle whose fibre over a point x ∈ CP(qp)−1 is the line in
C(
q
p) that x represents. The primes have no deeper meaning; their sole purpose
is to distinguish bundles over CP(
q
p)−1 from the bundles in the tautological
sequence of Grp(q). In the same way as in A.2 we can equip CP
(qp)−1 with a
Ka¨hler form,
ω′FS = c1(Q
′), (271)
and this is the Fubini–Study form on complex projective space. We claim that
ωFS = pl
∗ω′FS, (272)
where the form on the left-hand side is the Fubini–Study form on Grp(q), i.e. the
form in (263). To establish (272), we equip S′ with the hermitian structure
inherited from C(
q
p), as in A.2. Thus
pl∗c1(S
′) = − i
2π
∂∂¯ log‖t1 ∧ . . . ∧ tk‖2, (273)
where ‖·‖ is the standard norm on C(qp). Now (272) follows from
det(TT †) = ‖t1 ∧ . . . ∧ tp‖2, (274)
which in turn can be checked by appealing to the defining properties of the
determinant.
We remark that (272) is quickly shown to hold at the level of cohomology:
The determinant bundle of S is by definition
det(S) =
p∧
S. (275)
Since the ti form a basis of the fibre of S, the wedge product t1 ∧ . . . ∧ tp is a
basis vector for
∧p
S. Hence det(S) = pl∗S′. Using square brackets to denote
the cohomology class of a form, it follows by the naturality of the Chern class
that
[c1(Q)] = −[c1(det(S))] = −[c1(pl∗S′)] = pl∗[c1(Q′)]. (276)
This is of course a weaker statement than (272).
The Fubini–Study forms on Grp(q) and on CP
(qp)−1 determine Riemannian
metrics on these spaces through the respective complex structures. Since the
Plu¨cker embedding is holomorphic, equation (272) implies that it preserves these
metrics.
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A.4 Cohomology and the Fubini–Study form
The matrices T that we use to represent points in Grp(q) can be brought into a
standard form by linear transformations,
T =


∗ . . . ∗ 1 0 . . .
∗ . . . ∗ 0 ∗ . . . ∗ 1 0 . . .
...
...
...
...
...
...
∗ . . . ∗ 0 ∗ . . . ∗ 0 ∗ . . . ∗ 1 0 . . .

 , (277)
cf. [33], where the ∗ are placeholders for arbitrary values. Every such form for
T represents a cell in Grp(q), and the complex dimension of this cell is equal
to the number of placeholders ∗. This can be used to determine the homology
groups of Grp(q). Since there are no cells of odd real dimension,
H2k+1(Grp(q),Z) = 0. (278)
The absence of odd-dimensional cells also implies that the dimension of the
group H2k(Grp(q),Z) equals the number of cells of complex dimension k. This
number can in principle be worked out from the above shape of the matrix T .
For our purposes it is sufficient to determine H2(Grp(q),Z).
There is only one 2-cell in Grp(q), which is given by
T =


1 0 . . .
0 1 0 . . .
...
. . .
0 . . . 0 ∗ 1 0 . . .

 . (279)
Any other arrangement of the 1s will increase the dimension of the cell. There-
fore H2(Grp(q),Z) ∼= Z. From (278) it follows in combination with the universal
coefficient theorem (see e.g. section III.15 in [39]) that
H2k(Grp(q),Z) ∼= H2k(Grp(q),Z). (280)
Hence we have H2(Grp(q),Z) ∼= Z.
We now claim that c1(Q) yields a generator of H
2(Grp(q),Z). To see this,
we evaluate the integral ∫
σ
c1(Q) , (281)
where σ is the 2-cycle from above, i.e.
σ =




1 0 . . .
0 1 0 . . .
...
. . .
0 . . . 0 z 1 0 . . .

 : z ∈ C

 . (282)
Then ∫
σ
c1(Q) =
i
2π
∫
C
dz ∧ dz¯
(1 + zz¯)2
= 1, (283)
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which shows that the cohomology class [c1(Q)] ∈ H2(Grp(q),Z) is a generator.
We wish to find an explicit expression for the integral∫
Grp(q)
c1(Q)
p(q−p) = [c1(Q)]
p(q−p), (284)
where the product that is used on the left-hand side is the exterior product on
forms, while the product on the right-hand side is the cup product in cohomo-
logy. Equality holds by the isomorphism of de Rham and singular cohomology
and the naturality of both products. We first identify (284) with the degree of
the Plu¨cker embedding. The degree is the intersection number
#(pl(Grp(q)) ∩ V ), (285)
where V is a linear space in CP(
q
p)−1 of codimension p(q − p). Note that V
defines a cell in CP(
q
p)−1 of complex dimension
dV =
(
q
p
)
− 1− p(q − p), (286)
and hence this cell generates the homology group
H2dV (CP
(qp)−1,Z) ∼= Z. (287)
Let PD denote the Poincare´ duality map. Then
#(pl(Grp(q)) ∩ V ) = PD(pl(Grp(q))) ∪ PD(V ), (288)
where ∪ is the cup product in singular cohomology. In de Rham cohomology,
#(pl(Grp(q)) ∩ V ) =
∫
CP
(qp)−1
PD(pl(Grp(q))) ∧ PD(V ) (289)
=
∫
Grp(q)
pl∗PD(V ), (290)
by the definition of the Poincare´ dual of the submanifold Grp(q) in CP
(qp)−1 (see
e.g. section I.5 in [39]). Now
PD(V ) ∈ H2p(q−p)(CP(qp)−1,Z), (291)
and this is a generator since V is a generator of the homology group in the right
dimension. Since the class [c1(Q
′)] generates the cohomology ring of CP(
q
p)−1,
PD(V ) = [c1(Q
′)]p(q−p). (292)
Hence
#(pl(Grp(q)) ∩ V ) =
∫
Grp(q)
pl∗c1(Q
′)p(q−p), (293)
=
∫
Grp(q)
c1(Q)
p(q−p), (294)
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where (276) was used.
Now we use the fact that the degree appears as the leading coefficient of
the Hilbert polynomial of Grp(q), see e.g. lecture 18 in [40]. This coefficient is
known to be
(p(q − p))!
p∏
i=1
(i − 1)!
(q − p+ i− 1)! , (295)
see lecture 19 in [40] or section 14.7 in [41]. Hence we have altogether,
∫
Grp(q)
ω
p(q−p)
FS =
∫
Grp(q)
c1(Q)
p(q−p) = (p(q − p))!
p∏
i=1
(i− 1)!
(q − p+ i− 1)! . (296)
This result is used in subsection 6.2 in the calculation of the volume of the
vortex moduli space.
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