Isometric surfaces share the same geometric structure also known as the 'frst fundamental form ' . For example, allpos- 
Introduction
The problem of finding a full or partial match between surfaces attracted the attention of computer vision and pattern recognition researchers during the past decade. Most of the existing techniques address rigid object matching by heuristic algorithms that search for the transformation that maximizes shape similarities while registrating the two objects. Besl [ 1,2] proposes metrics for measuring matches between curves and surfaces. Faugeras [3] , and Faugeras and Hebert [4] used quaternions to transform the 3D rotation problem into a four-dimensional minimum eigenvalue problem, while the translation is computed using a standard least-squares technique. Lavallee and Szeliski [5] solve the 2D/3D matching problem by a least-squares minimization of the 'energy' required to align the projection lines of the camera contours tangent to the object. Barequet and Sharir [6] associate a footprint for each surface point in order to extract separately the rotation and translation components of the desired rigid transformation. A survey of these techniques can be found in [6].
In this paper we propose a different solution to a different surface matching problem. While previous methods dealt mostly with rigid transformations or rely on key points and local or semi-differential invariant measures, here we address the bending invariant problem by a transformation that takes isometric surfaces to similar manifolds in a finite dimensional flat Euclidean space. In the Euclidean space, these manifolds can be compared using existing matching techniques. Our method is based on two numerical procedures. The first, is the fast marching on triangulated domains [7] , that efficiently calculates geodesic distances on triangulated curved surfaces. The second, is the MultiDimensional Scaling (MDS) [8,9,10], that uncovers the geometric structure of a set of data items from a (dis)similarity information among them. The outline of this paper is as follows: Section 2 is brief review of the fast marching on triangulated domains algorithm. Section 3 presents the basic concepts of MDS and reviews various MDS methods like the Classical, Least-Squares, and the Fast MDS, that were tested and compared. Section 4 explains how these methods can be used to solve the matching problem for isometric objects. Experimental results are presented in Section 5 .
Fast Marching on Triangulated Domains
The proposed technique matches between isometric surfaces, or in other words, surfaces for which the geodesic distances between corresponding surface points are the same. Therefore, we base our method on the intrinsic geodesic distances between surface points. We first compute the geodesic distances between pairs of points on the surface. Practically, in order to reduce the computational effort, we select a sub-set of the surface vertices using a variation of the technique proposed in [13] . Thereby, given a triangulated surface, we apply the fast marching procedure for each vertex in a subset of the vertices as a source point, and obtain the geodesic distance matrix, D.
MDS
Multi-Dimensional Scaling (MDS) is a family of methods that maps measurements of similarity or dissimilarity among pairs of feature items, into distances between feature points with given coordinates in a small-dimensional Euclidean space. The graphical display of the (di)similarity measurements provided by MDS enables the analyst to literally 'look' at the data and explore its 'geometric structure visually. Most metrical MDS methods expect a set of n items and their pairwise (dis)similarities, and the desirable dimensionality -m of the Euclidean embedding space.
The algorithm maps each item to a point zi in an m dimensional Euclidean space Rm by minimization of, for example, the stress function where 6ij is the input dissimilarity measure between item i and j, dij is the Euclidean distance between these items in the rn-dimensional Euclidean space, and wij are some weighting coefficients. Here, we use MDS in the following way. As proximity values we use the squared geodesic distance calculated by the fast marching on triangulated domains.
Let us start with a simple example in which we set apriori m = 3. Given the dissimilarities matrix, an MDS method yields coordinates, X, in R3, for which the Euclidean distances between the points in R3 would be similar to the geodesic distances between the corresponding surface vertices. The Euclidean distance between each pair of points in X would be as close as possible to the geodesic distance between the corresponding points extracted from the data, that in our case represent the geodesic distance on the surface. Given the connectivity of the vertices as triangles that represent the curved surface, we can connect the corresponding points after the MDS flattening and obtain a manifold that we refer to as bending invariant canonical form of the surface. The selection of R3 was arbitrary in this example. In order to select a 'proper' dimension, m, we define the 'effective' dimensionality of the problem to be m, if for a higher dimension, m + 1 the norm of the error is improved by less than p%. Where for example we use p 5 5% in our experiments. If we want to graphically view an invariant 'canonical form,' the number of dimensions should be less than four.
Classical MDS
Classical scaling was originated in the 1930's when Young et al. showed that given a matrix of distances between points in an Euclidean space, one can extract coordinates such that distances are preserved, see e.g. [9] . Let the coordinates of n points in a k dimensional Euclidean The classical scaling is considered to be an efficient algebraic approach to solve the MDS problems. It can be calculated in O(n2), where n is the number of feature points in An empirical analysis of the 'effective' dimensionality of the problem is given in Table 1 . It shows that selecting three to five dimensions capture 95% -100% of the error norm for typical surfaces in R3. As can be easily extracted form (2), the norm of the error is the sum of the last (k -m) eigenvalues divided by the total sum of the eigenvalues. As mentioned, limiting the dimensions to m 5 3, enables us to graphically view the 'canonical' manifold. Usually, when analyzing smooth surfaces, most of the geometric structure is captured by the first three eigenvalues.
Least Squares MDS
The Least Squares technique is a standard optimization approach to solve the minimization problem of the cost defined by the stress function (1). The problem is that there is no simple way to form a close expression for the first derivative of this non-linear functional. An simple yet powerful minimization strategy is the principle of minimizing a function by iterative majorization. This method is applied in the SAMCOF (Scaling by Maximizing a Convex Function) algorithm for minimizing stress [9] . The idea is to bound tke stress function S ( X ) iteratively by a simple function S(X, Z), where Z is a possible solution, and S ( X , 2 ) 2 S ( X ) for X # 2, and S(Z,Z) = S(2). Let us briefly review this idea. For further details see [9] .
Minimizing the stress (1) is equal to minimizing the following functional S(z) = 
Where the matrices V, 2, and B ( 2 ) depend on { b i j } , the weight matrix W and the current X i solution. The minimum of T ( X , 2 ) can be achieved by setting the derivative of T(X, 2) to zero, and the required solution is given by 
(4)
The SAMCOF algorithm for MDS can be summarized by the following steps, 1.
2.
3. 4.
5.

6.
Set Z = XO and i = 0, where X O is a (non)random initial configuration.
Compute the stress function S(X0).
Set i = i + 1.
Compute the next solution X i by (3) or (4).
If S(X,) -S(X,-1) < E then stop.
Set 2 = Xi and go to step 3.
Considering more than three dimensions, as illustrated in Table 2 , decrease the stress (1) by less than 1% in our examples. In our examples the LS-MDS required less than a hundred iterations to converge. Hence, the complexity is of O(n2 . NumOfIterations).
In our case where the distances matrix consists of the geodesic distances, the Least Square method that minimizes the stress function, better captures the structure of the geometric data in some cases compared to the classical scaling results.
FastMDS
The Fast MDS is a recent heuristic technique proposed by Lin and Faloutsos [ 141. This method is computationally efficient, O(nm) where m is the target dimensions, that can be considered to be O(n) in our case. Yet, it does not minimize any global measure, but only attempts to approximate it. This technique works recursively by generating a new dimension at each step, providing m-dimensional coordinates after applying the recursion m times. The basic idea
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is to project the vertices on a selected 'line'. First, the dgorithm selects two vertices 0, and Ob. that should be as far as possible from one other. Next, all other vertices are projected on that line using the cosine law The m-dimensional coordinates can be calculated in O(mn), provided that at each step we use a linear heuristic algorithm to choose the pivot feature items.
We tested the three techniques, Classical, LS and Fast MDS, and obtained the results in Figures 2, 3, 4 and 5 , for m = 3. As expected, the heuristic fast method yields the least accurate results yet was the fastest, while the LS is the most accurate technique yet the slowest. Table 3 summarizes the stress (1) for increasing dimensions of the three MDS techniques. The LS method reaches the minimal stress, which is not surprising since the classical MDS minimizes another measure as described above. However, we can see that the stress decreases for all three methods as the number of dimensions m gets larger.
Matching Surfaces
Equipped with the fast marching on triangulated domains, and the MDS, we can solve the isometric surface matching problem. For example, given objects in 3D, some of which are isometric, we would like to measure their isometric-(dis)similarity and thereby classify them.
In the first step we compute the geodesic distance matrix for each object using the fast marching on triangulated domains. As stated above, given an object with n vertices we select a subset of E 5 n vertices, and calculate the geodesic distances between each pair in this set using the original An allowable mapping of the surface S1 onto the surface S2 is said to be isometric or length preserving if the length of any arc on S2 is the same as that of its inverse image on S1, [15] . In order to extract a practical algorithm from the above definition we take the following approximation steps. First, we sample the surface and consider its triangulated version as an approximate geometric representation of the continuous one. Next, for computational efficiency of the MDS-flattening step we consider only a subset of the given vertices. Both these approximation steps were verified empirically to introduce acceptable deformations in the results. The flattening step involves setting the required dimension, m, and application of the MDS techniques on the geodesic distances matrices. It extracts the coordinates of the objects in an invariant 'canonical' form. We can also handle similarity (scaling) transformations by normalizing the canonical manifold: After the flattening, the canonical manifolds are uniformly scaled to the same bounding box, and centralized (done automatically in the classical MDS) and oriented using the second (the eigenvalues in the classical MDS) and the third order moments. Applying MDS process on this new matrix yields points in a Euclidean space, where each point represents one surface. This way, isometric surfaces are clustered together while non-isometric surface are well separated in this Euclidean space, as will be graphically illustrated in the next section.
Experimental Results
We applied the proposed algorithm to the objects shown in Figure 6 . The input surfaces include six shapes of a human body, a hand, a hat, a paper, a dog, spider, and bending versions of these shapes. For the flattening results shown in Figure 8 , we used the Least Squares MDS. For presentation purposes, justified by the error norm, we selected the Euclidean embedding space to be of three dimensions. One can see that isometric surfaces are mapped to similar 'canonical' manifolds. The results of applying the moments based clustering step described in the previous section, is shown in Figure 9 . As a reference, Figure 7 illustrates the results of applying the moment based MDS clustering procedure to the original surfaces.
Isometric objects are closer to one another compared to the flattening result of the moment distances of the original surfaces. The MDS based clustering and classification steps are only an example application for using the bending invariant canonical representations of the surfaces. Other matching techniques that work on the flattened invariant canonical form are possible.
Conclusions
An efficient method for computing bending invariant canonical representations of surfaces was presented. The method is based on the fast marching on triangulated domains algorithm followed by a multi-dimensional scaling (MDS) flattening technique. The 'canonical' form is computed by applying an MDS procedure on the geodesic distances matrix computed by the fast marching algorithm. Three different MDS techniques were tested, the Classical, the Least Squares and the Fast MDS, with the LS being the most accurate yet the slowest method. Our approach followed by a simple clustering algorithm was shown to be useful for 3D non-rigid isometric objects matching and classification.
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