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Abstract: Short-term forecasts of direct normal irradiance (DNI) from the Integrated Forecasting System
(IFS) and the global numerical weather prediction model of the European Centre for Medium-Range
Weather Forecasts (ECMWF) were used in the simulation of a solar power tower, through the System
Advisor Model (SAM). Recent results demonstrated that DNI forecasts have been enhanced, having
the potential to be a suitable tool for plant operators that allows achieving higher energy efficiency
in the management of concentrating solar power (CSP) plants, particularly during periods of direct
solar radiation intermittency. The main objective of this work was to assert the predictive value of
the IFS forecasts, regarding operation outputs from a simulated central receiver system. Considering
a 365-day period, the present results showed an hourly correlation of ≈0.78 between the electric energy
injected into the grid based on forecasted and measured data, while a higher correlation was found
for the daily values (≈0.89). Operational strategies based on the forecasted results were proposed for
plant operators regarding the three different weather scenarios. Although there were still deviations
due to the cloud and aerosol representation, the IFS forecasts showed a high potential to be used for
supporting informed energy dispatch decisions in the operation of central receiver units.
Keywords: short-term forecasts; direct normal irradiance; concentrating solar power; system advisor
model; operational strategies; central solar receiver
1. Introduction
With the simultaneous increase of solar energy conversion units installed worldwide and
computational technology, interest has been growing in using direct normal irradiance (DNI) forecasts
in the field of solar power, at a regional or global scale, particularly for an efficient production of energy
from concentrating solar power (CSP) plants. A strong reason for such an effort is the fact that CSP
systems are able to provide high-quality dispatchable power at affordable prices, when compared to
photovoltaic storage capacity, using molten salt as heat storage, a cheap, safe, and easily accessible
material [1,2]. For a CSP plant operator, information concerning the day-ahead (up to 48 h) DNI
values is required for an efficient energy planning and scheduling [3], allowing higher-penetration of
commercial solar power, into the electricity market. In particular, it is during periods of direct solar
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radiation intermittency that CSP technologies demand accurate forecasts of DNI [4], since these periods
are characterized by scattered clouds (which can differ in type and dynamic coverage [5]) and aerosols
species [6], which are two primary factors that affect the direct solar resource at the ground level.
To accurately characterize DNI, a combination of the state-of-the-art monitoring and assessment
techniques, with advanced numerical weather prediction (NWP) modeling is recommended. NWP
models are based on the numerical computation of dynamic flow equations that allow solving the
state of the atmosphere and its evolution, up to several days-ahead [7]. However, despite being able to
provide satisfactory results [8], current models still demand developments towards DNI forecasting,
particularly the parameterization of cloud cover [9] and the use of real-time aerosol information,
considering that nowadays an aerosol climatology is still used, despite recent advances [10]. Moreover,
an accurate conversion of predicted DNI to predicted energy output values from simulated power
plant models is also necessary. In this context, user-friendly software such as the System Advisor
Model (SAM) can be used to simulate a CSP plant. This method has been carried out by the authors in
a previous work [11], where forecasted data from the IFS was used in the simulation of a linear-focus
parabolic trough (PT) system, with a configuration similar to the Andasol 3, a 50 MWe power plant [12]
located in Granada (Spain). Although the PT technology has dominated the solar thermal power
industry in the last decades, central receiver (CR) units have been emerging, due to the potential that
these have for higher efficiency and lower cost. This is possible because apart from having higher
concentration ratios (300–800 suns versus only 25–30 in conventional linear concentration), modern CR
technology uses molten salt as a heat transfer fluid (HTF) and, directly, as heat storage fluid. Most
commercial PT solutions operate with thermal oils as HTF and even when heat storage is also performed
with molten salts, the overall operating temperature is much lower (≈400 ◦C contrasting with 540 ◦C in
the CR systems). In CR systems the higher temperatures place more stringent requirements on energy
management and control of power block efficiency, than on lower temperature PT system [13].
Taking into account the aforementioned aspects, the present work uses day-ahead (24-h) forecasts
of DNI from the Integrated Forecasting System (IFS), the global NWP model of the European Centre for
Medium-Range Weather Forecasts (ECMWF) that possesses the highest scores regarding medium-range
global weather forecast [14], together with a set of meteorological variables, in the simulation of a CR
power plant. Moreover, an advantage in using the IFS, instead of higher resolution models, is that it
allows the implementation of the present analysis and proposed method in any region of the world,
with high prospects in the installment of CSP units. In this work, in order to convert DNI values to
energy output forecasts of the modeled CSP system, the simulation of a CR power plant similarly
configured as the 19.9 MWe Gemasolar thermosolar power plant [15] (located in the province of
Sevilla (Spain)), was carried out. The obtained energy outputs based on DNI predictions and local
measurements of the simulated CR power plant were assessed and then compared with the results
obtained for a PT system [11]. This simulation used the same dataset, i.e., input variables (DNI and
meteorological data), as for the PT simulation, being related to the same period and location in Southern
Portugal, in which it showed substantial improvements towards the prediction of DNI, due to the new
operational radiative scheme of the IFS.
The proposed work has been structured as follows. In Section 2, a description is provided regarding
the measured and forecasted data, the CSP plant model, and the adopted methodology; results and
respective discussions are given in Section 3; operational strategies for the three different weather scenarios
are given in Section 4; and in Section 5, conclusions and future work perspectives are summarized.
2. Data and Methodology
2.1. Measurements
Measurements of DNI were used from a ground-based station located in Évora city (38.567686◦N,
7.911722◦W), from the Institute of Earth Sciences (ICT—Instituto de Ciências da Terra) in Southern
2
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Portugal, a semi-arid region [16] with a high frequency of clear sky day occurrences and annual energy
maximums around 2100 kWh/m2 [17].
Pyrheliometers (model CHP1) from Kipp and Zonen instruments were used, being calibrated
every 2 years. With an estimated daily uncertainty of <1%, these instruments follow the international
organization for standardization, the 9059:1990 standard [18], as first-class instruments. To compare
with NWP values, hourly mean values were obtained by averaging the sixty 1-min records. The Évora
station (denominated EVO station) had a strict and regular code for the maintenance of the instruments,
being subjected to quality control tests, prior to the analysis. The DNI at the EVO station showed
only 0.003% of missing data for the considered year of continuous measurements. This showed how
well-maintained the EVO station is, and why it was used in this work as a reference station. This station
allowed us to provide high-quality data, showing only very small gaps that could have resulted from
sudden power shut downs. To fill gaps, adopted filters for the location of study were used, including
standard data quality filters, the Baseline Surface Radiation Network (BSRN) for Global Network
quality check tests V2.0 [19] and gap-filling procedures. The latter, consisted in the use of hourly values
from the nearest ground-based measuring station located at Mitra, MIT (38.530522◦N, 8.011221◦W),
installed approximately 9.6 km from EVO, to fill gaps that have more than two hours of missing records.
For the gaps with less than two hours of missing records, a linear interpolation between the previous
and the next hours was then used to fill the missing periods.
Similarly, as performed in [11], continuous measurements of local atmospheric variables, such as air
temperature, relative humidity, wind speed, and atmospheric pressure at ground level, were also acquired
by nearby standard meteorological measuring equipment. Since atmospheric pressure was not measured
at the EVO station and the local wind was disturbed by existing neighboring buildings, not being
representative of the measuring location, hourly data from a nearby station (≈4 km apart)—maintained
by the Portuguese Meteorology Service (IPMA—Instituto Português do Mar e da Atmosfera)—was used
for the considered period of study.
2.2. Forecasts
The IFS is the atmospheric model and data assimilation system from the ECMWF (which is
currently operational) that was used to perform global medium-range weather forecasts. The model
is able to provide deterministic predictions of a large set of meteorology-related variables, including
DNI. The radiative variables, in both short and longwave spectral bands, were computed using the
Rapid Radiative Transfer Model [20]. Operational high-resolution (HRES) deterministic forecasts
were set to have an issue time to start at 00:00 or 12:00 UTC (the latter option is used in this work).
The current IFS cycle uses a triangular-cubic-octahedral global grid, with a horizontal resolution of
0.125◦ × 0.125◦ (≈9 km), 137 terrain-following vertical levels from the surface up to 1 Pa (≈80 km
height), and a 7.5-min time step. The radiation scheme is updated every hour, on a grid with 10.24
times fewer columns than the rest of the model [21]. Contrary to the previous versions of the IFS,
in which the DNI was not a direct output of the model, the current version was able to directly calculate
hourly accumulated direct irradiation values (J/m2), which were then converted to mean power values
(W/m2), in order to enable a straight comparison with measurements. The output of the IFS used
here as representative of DNI is the dsrp parameter, i.e., the direct solar radiation, incident on a plane
perpendicular to the Sun’s beams.
To perform accurate forecasts of DNI, NWP models have to take into account several parameters
that can affect such forecasts, for instance the local weather (e.g., air temperature, relative humidity,
wind speed and direction, and surface pressure). Along with weather conditions, the forecast horizon
can also affect the prediction of DNI, since it has an associated uncertainty that tends to be smaller
with the use of shorter time horizons. However, these are closely linked to a high computational
cost [22]. Forecast horizons can range from: (i) the intra-hour scale, where persistence models [23]
and all-sky imagers [24] are used; to (ii) the intra-day scale, where artificial neural networks [25], and
satellite-based and NWP models [26] are used; and (iii) up to several days (i.e., day or week-ahead
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forecasts) in which NWP models are able to perform [27]. Apart from the weather conditions and
forecast horizons, initial conditions implemented in NWP models also play an important role [28].
These include the atmosphere, oceans, and ground surfaces physics, which are composed by a series of
complex dynamical processes that comprise the spatial distribution of a large number of atmospheric
parameters. Moreover, aside from these aspects that can hinder the prediction of DNI, particular
attention has been given towards cloud microphysics and aerosol representation. The former is closely
related to the complex parameterization of cloud cover and type [9], mainly during overcast periods,
while the latter is usually based on monthly mean aerosol climatologies, which increases the errors of
predicted DNI, especially during clear sky conditions. In particular, it is during very clean atmosphere
periods that the implemented aerosol climatology affects the prediction of DNI more. This has been
previously observed with day-ahead forecasts of DNI from the IFS [11,29], where the radiative effects
of clouds and aerosols were, respectively, under- or over-estimated by the model, compared to local
measurements. For instance, at the EVO station it was found that the predicted mean annual DNI
had an overestimation of ≈7%, compared to local measurements [29], being essentially related to
an underestimation of the cloud cover.
To improve DNI forecasts, the radiative schemes of NWP models have been constantly upgraded
to new versions. One example is the current ecRad scheme that was recently implemented in the
IFS [10], becoming operational in July 2017 (cycle 43R3). A detailed description of the ecRad and its
use in the IFS can be found in [21]. Presently, the ecRad is composed of the following IFS atmospheric
variables—pressure, temperature, cloud fraction, and the mixing ratios of water vapor, liquid water,
ice, and snow. The cloud effective radius was computed diagnostically, using the parameterization
stated in [30], for liquid clouds, and that stated in [31], for ice clouds. The optical properties for ice
were computed using the scheme stated in [32] and that for liquid water were expressed in terms of
a Padé approximation [33]. The mixing ratios for ozone, carbon dioxide, and an arbitrary number
of aerosol species were computed from a climatology obtained from the Copernicus Atmospheric
Monitoring Service (CAMS), being more realistic than the previous versions, in which the Tegen aerosol
climatology [34] was implemented. The optical properties of aerosols were added to those of gases,
with the assumption that aerosols were horizontally well-mixed, within each model grid box. Aerosol
optical properties were computed off-line, using an assumed size distribution and the Mie theory,
for 14 shortwave and 16 longwave bands. Moreover, in addition to an improved code that allowed us
to reduce computational costs, ecRad was able to reduce numerical noise in cloudy periods, which
enabled better DNI predictions than the previous radiative scheme [21]. A recent analysis [11] has
shown that improvements of day-ahead forecasts of DNI from the ecRad were attained, in comparison
to the previous version (McRad, cycle 41R2). Hourly and daily correlations of 0.87 and 0.91 between
predicted and measured data in EVO were found for the same dataset used in the present work.
Although the IFS still overestimated measurements, a relative difference of ≈1.2% was found regarding
the annual mean values of DNI in EVO, which was much lower than the previous value obtained with
the McRad (≈10.6%).
In this work, day-ahead forecasts produced by the ecRad were used to estimate the energy output
from a CR power plant simulated through the SAM. Results were assessed by comparison with those
obtained using the local measurements.
2.3. CSP Plant Model
The SAM software [35], version 2017.9.5, developed by the U.S. Department of Energy and National
Renewable Energy Laboratory (NREL), was used here to assess the usefulness of DNI forecasts from
the IFS, for the energy management of a CR power plant. Regarding the simulation of CSP systems, the
SAM uses the transient system simulation (TRNSYS), comprising three components—(i) an interface
where the setup of each simulation is performed in detail by the user; (ii) a calculation engine that
implements discretization procedures in each simulation, and (iii) a programming interface. The power
plant model calculates hourly performance values corresponding to a wide range of output parameters,
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providing an annual performance and financial metrics summary at the end of each run. DNI and other
atmospheric variables (air temperature, relative humidity, wind speed, and surface pressure) were
the necessary input parameters for the power plant model to generate local hourly performance data.
The resulting hourly outputs represent a full year of annual electricity production of the considered CR
power plant.
To simulate a CR power plant, it is important to know all the design and control parameters that
are characteristic of such a system. A CR system, also known as a solar power tower, uses sun-tracking
mirrors (heliostats) to focus the Sun’s direct beam onto a receiver installed at the top of the tower. Within
the receiver, a HTF was then heated, reaching temperatures up to 565 ◦C, allowing the generation of water
steam, through a heat exchanger. The latter was then used by conventional turbine-generators, to produce
electricity (Rankine cycle). Due to the higher temperatures of use and superior heat transfer and energy
storage capabilities than other CSP systems, such as PT systems, current CR plants used molten salt,
such as HTF. One example of this kind of power system is the 19.9 MWe Gemasolar thermosolar
plant located in the Sevilla province (Spain), which has been operational since April 2011. This type
of CR power plant possesses a 15-h storage capacity and is surrounded by 2650 heliostats (Figure 1),
within an area less than 200 hectares. The Gemasolar was intended to produce 110,000 MWeh/year [15],
however, probably due to technical issues created by the new challenges that were addressed during
the operation of the power plant, an annual generation of 80,000 MWeh/year was reached [36]. In this
work, in order to study the behavior of a CR solar power plant, a simulation with a similar configuration,
such as the Gemasolar, was carried out. The criterion for selecting this power plant resulted from the
fact that Gemasolar is considered to be a typical CR system, with the advantage of having considerable
information available regarding the power plant operation input parameters, thus allowing to establish
a case study for the CR power plants. Under Évora’s conditions, this study used the same weather
dataset as the SAM input parameters from the EVO station that were previously used for the simulation
of a 50 MWe PT system [11], with configurations similar to the Andasol 3 located in Granada (Spain).
Due to privacy reasons, full access to the complete configuration of the Gemasolar was not possible.
Consequently, several design and control input parameters needed for the simulation were not provided
by NREL, creating a limitation to the present analysis. However, in order to obtain the best performance
results that corresponded close to the actual performance outputs of the Gemasolar power plant, some
input parameters were needed for the simulation result from research-based assumptions made by the
authors, regarding the operation of the CR systems. For more detailed information concerning the
configuration input parameters used in the SAM simulation, see Appendix A.
 
Figure 1. Gemasolar thermosolar power plant located in the province of Sevilla, Spain (37.560613◦N,
5.331508◦W). All rights reserved (© Google Earth 2019).
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3. Results and Discussion
In this analysis, electrical and thermal output parameters generated by the SAM simulations
using forecasted and measured hourly values of DNI and meteorological variables. The outputs were
selected according to their importance for the power generation and management of a CR power plant
since the plant operator should analyze these parameters on a daily basis. In that sense, the total electric
energy to the grid, EP (MWeh), and the stored thermal energy, TES (MWth), charge and discharge
energies were analyzed for a 365 day-period (from 1st July 2017 to 30th June 2018) with the study
location centered at the EVO station.
In Table 1, a statistical summary for the EP and the respective TES charge and discharge energies,
based on forecasts and measurements of DNI and meteorological variables, is shown. As expected, due to
the IFS underestimation of cloud cover [29], the obtained results using the simulated hourly values showed
a general overestimation of the IFS forecasts towards measurements. A total of ≈115,992 MWeh/year and
≈121,668 MWeh/year was obtained, respectively, for the EP based in DNI measurements and forecasts,
with a correlation coefficient (r) of ≈0.78, between both outputs. The representation of clouds performed
by the IFS, significantly influenced the forecasted DNI values at the Earth’s surface and, consequently,
the respective EP output from the CR power plant. Taking into account the parasitic power consumption
during non-production hours and a constant derating (i.e., a decrease of the power plant output due to
unusual environmental conditions, for instance, higher ambient temperature than design set point, or excess
power within the electrical grid) value of 4%, for the simulated plant, the SAM results showed an annual
energy generation of ≈111,353 MWeh/year and ≈116,801 MWeh/year, regarding measurements and
predictions, respectively, i.e., a relative difference of ≈4.9%. Despite the fact that the objective of the present
work was not a direct comparison with the Gemasolar’s actual production values, the obtained annual
values through the SAM simulations could differ from the values that would be obtained if an actual
Gemasolar was operating in Évora, due to several reasons: (i) DNI and meteorological data from Évora was
being used for a different period, comprising different inter-annual variations; (ii) lack of data regarding
design and control parameters for the simulation of Gemasolar; (iii) start-up time (0.5 h) and stop operations
of the simulated plant together with the internal temporal discretization, considered by the SAM; and (iv)
daily operational strategies adopted for the plant power management.
Table 1. Statistical and descriptive analyses for the hourly values of electric energies into the grid,
EP (MWeh), and stored thermal energy, TES (MWth), charge and discharge energies based on measurements
(obs) and forecasts (ecmwf). The sum of the hourly values (Total) of EP and TES corresponded to one year
of data (from 1st July 2017 to 30th June 2018), produced by a central receiver power plant with configuration
similar to the Gemasolar thermal power plant (Sevilla province, Spain), simulated through the System
Advisor Model (SAM). Hourly statistical error metrics for the correlation coefficient (r), root mean square
error (RMSE), and mean absolute error (MAE) are presented.
Energy Total obs (MWe,th) Total ecmwf (MWe,th) r RMSE (MWe,th) MAE (MWe,th)
EP 115,992 121,668 0.78 6.30 2.31
TES charge 151,104 153,187 0.88 16.46 5.97
TES discharge 148,399 150,465 0.83 12.32 4.09
The charge and discharge powers also showed an overestimation when using the forecasted inputs, in
comparison with those obtained when using measurements, although with higher correlations. Simulation
results showed annual charge and discharge energies of ≈151,104 MWth/year and ≈148,399 MWth/year,
based on measurements, while ≈153,187 MWth/year and ≈150,465 MWth/year were obtained for the
forecast-based outputs. Although the discharge energy had a lower r than the charge-hourly values
(≈0.83), it was shown to possess less deviations between the measured and forecasted outputs.
A closer look at the hourly outputs generated by the SAM, based on the forecasted and measured
DNI values, was presented in the scatter plots of Figure 2a, and Figure 3a,b, respectively, for the EP
and TES charge and discharge energies. In these plots, the red dashed line represents the identity line
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(y = x), in which the dots that are closer to the line depict higher correlations than the ones that deviate
from it. Two green dashed–dotted lines (Figure 2a) bound an interval in which the predicted and
measured EP values had an absolute error (AE) less than the obtained mean absolute error (MAE) of




Figure 2. Estimated hourly (a, b) and daily (c, d) values of electric energies into the grid, EP (MWeh), and
respective probability density functions (PDF), computed from forecasted (ecmwf) and measured (obs)
data at Évora. Hourly values of direct normal irradiance (DNI) were used in the SAM to simulate the
EP from a central receiver (CR) power plant with configuration similar to the Gemasolar plant (Sevilla,
Spain). In the scatter plots, identity lines (red dashed lines), corresponding correlation coefficients, r,
and an interval defined by the calculated MAE (≈2.31 MWeh), given by two green dashed–dotted lines,
are shown. The period of study corresponds to one year, from 1 July, 2017 to 30 June, 2018.
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Figure 3. Estimated hourly values of stored thermal energy into the grid, TES (MWth)—(a) charge
and (b) discharge energies, computed from forecasted (ecmwf) and measured (obs) data at Évora,
while corresponding daily values are presented in (c) and (d). Hourly values of DNI were used in
the SAM to simulate the TES from a CR power plant, with a configuration similar to the Gemasolar
plant (Sevilla, Spain). Identity lines (red dashed lines), the corresponding correlation coefficients, r, and
relative differences, ΔE, are shown. The period of study corresponded to one year, from 1 July, 2017 to
30 June, 2018.
A few features that were characteristic of CSP systems were observed. Most of the values were
centered on the high values of EP, between 18 and 21 MWeh, which took place during periods of clear
sky conditions. Outside these limits were the EP values (including negative ones) that corresponded to
the non-production hours in which electricity for parasitic power consumption needed to be purchased
from the grid. During these periods, deviations between the forecasted and measured EP values
occurred, in particular for—EP (obs) > 0 and EP (ecmwf) = 0; EP (obs) = 0 and EP (ecmwf) > 0. During
cloudy days with short periods of unobstructed solar beam radiation, predicted and measured EP
values also had deviations. If only non-negative hourly values of EP were considered, the correlation
between the forecasted and measured values would drop significantly to 0.37, showing the importance
that non-production hours have in the correlations, since these periods correspond to shut-down
8
Energies 2019, 12, 1368
and start-up operations carried out by the power plant. This meant that the predictions have a good
correspondence with the measurements, during such periods. The respective probability density
function (PDF) in Figure 2b clearly depicted the two observed features, as highlighted by the two
peaks—the higher frequency of occurrence around the non-production hours (zero values), particularly
by the EP based in measurements; and the high frequency of occurrence for the higher values of EP.
Moreover, the hourly TES charge and discharge energies (Figure 3a,b) showed a slight improvement
in correlation, for the charge periods (≈0.88), in comparison to the discharge ones (≈0.83), as these
correlations were closely linked to the non-production (close to zero) and the high production periods
(≈100 MWth). Relative differences of ≈1.38% and ≈1.39% were found for the charge and discharge
outputs, respectively. The hourly TES charge values depicted a tendency line (below the identity line),
demonstrating that, less storage was gained with the forecasted based output, in comparison to the
measured one. This was a consequence of the IFS underestimation towards measurements during
days with very clean atmospheric conditions, in which the aerosol concentration was less than that in
the prescribed climatology.
Daily values (i.e., calculated through the 24-h sum of each day) yielded higher correlations,
as shown by the results in Table 2, despite overestimations from the forecasts, as depicted by the
negative mean bias error (MBE) values. An r ≈0.89 was obtained for the daily EP values (Figure 2c),
with ≈70.14% of the total number of daily values having an AE below an MAE of ≈46.88 MWeh.
The respective daily PDF (Figure 2d) showed the same pattern as that for the hourly results, but with
less frequency of occurrence, with two peaks, one for the non-production hours and another for the
high values of EP. Correlations of ≈0.89 and ≈0.88 were found between the daily TES charge and
discharge energies, based on the measurements and forecasts (Figure 3c,d), respectively.
Table 2. Statistical analysis of the daily values (i.e., the sum of each 24-h values) of the estimated electric
energy to the grid, EP (MWeh), and stored thermal energy, TES (MWth) charge and discharge energies
computed from measurements (obs) and forecasts (ecmwf). Hourly values of EP and TES correspond to
one year of data (from 1 July, 2017 to 30 June, 2018) produced by a CR power plant with a configuration
similar to the Gemasolar plant (Sevilla, Spain) simulated through the SAM. Daily statistical error
metrics such as the correlation coefficient (r), root mean square error (RMSE), mean absolute error
(MAE), and mean bias error (MBE) are presented.
Energy r RMSE (MWe,th) MAE (MWe,th) MBE (MWe,th)
EP 0.89 79.43 46.88 −15.55
TES charge 0.89 119.96 74.25 −5.70
TES discharge 0.88 111.66 71.37 −5.66
Since the same dataset (DNI and meteorological variables) from EVO station were used in both,
the CR and the PT simulations, the performance of the 24-h predictions from the IFS in the operation of
different CSP systems has been depicted in Table 3. The coefficient of variation regarding the RMSE
and MAE, i.e., the normalized RMSE and MAE (nRMSE and nMAE, respectively), were obtained
for the electric energy to grid outputs, from both Gemasolar and Andasol 3 simulations (EP and EG,
respectively). The calculation of both nRMSE and nMAE are given in Equations (A1) and (A2) in
Appendix A. The obtained hourly values of EP and EG show that forecasted data in the simulation of
the Gemasolar power plant generates higher deviations than the ones obtained from the Andasol 3,
with an increase of ≈7.3% for the nRMSE and ≈2.8% for the nMAE. Deviations were lower from
the hourly to daily values, showing an increase of ≈2.9% for the nRMSE and ≈0.7% for the nMAE.
These results indicated that the PT power plant considered (based on Andasol 3) was less sensitive to
the DNI prediction than the CR one (based on Gemasolar). However, it must be taken into account
that the considered PT system had less storage than the CR system, resulting in a larger number of
non-production hours (i.e., zero values) for both forecasted and measured simulations, contributing to
an apparent reduction of differences between them.
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Table 3. Hourly and daily values of normalized root mean square error (nRMSE) and mean absolute
error (nMAE) for the estimated total electric energy to the grid outputs, obtained from the 19.9 MWe
Gemasolar and the 50 MWe Andasol 3 SAM simulations (EP and EG, respectively). The EP and EG
simulated values are based on the same hourly dataset (DNI and meteorological data) of forecasted
and measured input parameters acquired for Évora, for the same period of study (from 1 July 2017 to
30 June 2018).
Power Plant nRMSE (%) nMAE (%)
Hourly Daily Hourly Daily
Gemasolar 28.48 15.88 10.43 9.37
Andasol 3 21.18 13.02 7.65 8.68
4. Operational Strategies for Typical Days
In order to maximize the energy efficiency of CSP plants, it is essential to adopt appropriated
operational strategies, in accordance to the different weather scenarios (i.e., clear sky, partly cloudy, and
overcast days), which could differently affect the CR power plant performance. For instance, for the
CR systems, the advantage of knowing the energy availability for the day-ahead, allowed the operator
to estimate the electricity generation in advance and sell it at the premium tariff [37], as an alternative
to the fixed tariff option, thus, allowing the operator to have a direct role on the electricity market
instead of being subjected to flat-rate prices.
As demonstrated in the previous study regarding solar assessment influence on a linear focus
PT power plant operational strategies and production [11], the forecast model was able to generate
satisfactory results for the days with clear sky conditions. However, results showed that such forecasts
were hindered due to aerosol representation, particularly under very clean atmosphere conditions,
in which the forecasts underestimated the DNI, or during overcast conditions, in which the IFS
overestimated the DNI. The latter behavior can also be a result of extreme dust events, as shown
by [38] and [39]. For cloudy days, the IFS was also reliable in predicting clouds, although temporal and
spatial phase errors exist in the current cloud forecasting. For the case of the conventional 50 MWe PT
power plant, results have led to three different operational strategies related to specific meteorological
scenarios: a clear sky, a partly-cloudy, and an overcast period. An example of the implemented global
strategy is to avoid power block start-up and shutdown, allowing to maintain the plant at a nominal
power and a maximum efficiency. Another aspect is the possible full state of charge of the storage tank,
during the day. In this scenario, the operator is advised to perform a partial charge in the early morning
to handle a possible cloud passing over, except for predicted clear sky days, in which production is to
be started as soon as possible. For the present case study, the high storage capacity of the CR power
plant allows the easing of the operator decision algorithm.
4.1. Clear Sky Days
Full charge for a 15-h storage system can only be encountered during days that have very high
solar irradiation levels. For such days, the best strategy is to maximize electricity production by starting
the power block at the earliest moment. An example of this scenario is shown in Figure 4, where
a constant power production is observed, due to the huge storage capacity and higher availability.
Here, defocusing of the solar field is also shown, leading to a lower receiver output power after 14 h
(production with predicted DNI) or 15 h (production with measured DNI).
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(a) (b) 
Figure 4. Comparison between the results of the SAM simulation for 21 August 2017 (prediction
of high energy without clouds), with predicted and measured (a) hourly mean DNI (W/m2) values
(blue) and produced electrical energy EG (MWeh) values (green); and (b) thermal energy (MWth) of
charge/discharge values (purple) and produced solar energy (red).
4.2. Cloudy Days
On cloudy days, different types of strategies can be applied—full shifting of the solar production
to the evening, constant power generation during the entire day, among others. Since a solar power
generation is easily higher than what the power block requires, this leads to a high amount of energy
surplus in the system, even during the early morning periods. Under such conditions, in order to
increase the safety of the power block continuous production, a small partial charge can be performed
in the early morning. This partial charge does not lead to potential defocusing because the available
energy is not sufficient to reach a 100% state of charge, during the day. Figure 5 shows an example of
such an operation scenario, for a day, with low irradiation levels, because of passing clouds. Since the
power block production can be started with a DNI higher than 300 W/m2, a high amount of energy is
charged during the morning hours. For the case of observed DNI, it drops to 300 W/m2 after 12 h,
due to the presence of clouds, leading to a stop of the charging process. After 16 h, DNI drops below
300 W/m2 because of a second cloud and discharge is performed to maintain electricity production to
a constant value.
In this example, the forecast model predicted only one long period of cloud obstruction, during the
afternoon, with both forecasted and measured systems responding well, in terms of power production.
It should be noted that this type of scenario tends to degrade the correlation between the forecasted and
measured EP, particularly under the hourly time scale, although for larger time scales, the differences
between both outputs estimates are not so significant.
Other particular strategies can be given for the receiver protection of a CR system regarding
thermal stress. For instance, avoiding periodic or sudden strong increases and decreases of the receiver
temperature, due to a passing cloud. In such cases, the forecast model is by itself sufficient to warn the
power plant operator that variations will take place but with a lower accuracy in the time of occurrence.
Nonetheless, the available predicted information is already useful to apply thermal protection strategies
on the receiver, or to strategize the energy management of the power plant for one day.
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(a) (b) 
Figure 5. Comparison between results of the SAM simulation results for 11 January (prediction of low
energy with clouds), with predicted and measured (a) hourly mean DNI (W/m2) values (blue) and
produced electrical energy EG (MWeh) values (green); and (b) thermal energy (MWth) of charge/discharge
values (purple) and produced solar energy (red).
4.3. Overcast Days
For operational purposes, the analysis of a specific day without any, or near null, DNI income
is also relevant, simply because when there is no DNI to be collected, then there is no production,
consequently the power plant should be running at the lowest power generation possible (or in
stand-by mode to keep the equipment warm and the salt in liquid state), depending on the available
storage. In that sense, it is important to anticipate such long periods of no production, and the impact
that these have on the energy management, and to accordingly implement the necessary strategies.
During such periods, and in the case of no available storage, the power plant has negative production
values, since the system needs to consume energy, in order to maintain the continuous function of
basic equipment. For that reason, in this last section, the success that the IFS has in predicting periods
of negative production, using the simulated values, is analyzed. In such a scenario, a dichotomous
analysis is performed with the use of a contingency table (Table 4) created to evaluate the forecasts
of EP values. Moreover, as described in [40], an equitable threat score (ETS) skill score is calculated
through Equations (A3) and (A4) (Appendix A) to measure the fraction of the forecasted and observed
EP events that were accurately predicted. The ETS is usually used in the NWP models to evaluate other
meteorological variables, such as rainfall [41], since it allows us to equitably compare the obtained
scores across different regimes.
Table 4. Dichotomous analysis for the total number of forecasted (ecmwf) and measured (obs)
occurrences and non-occurrences of daily negative electrical production values (EP) for the Gemasolar
power plant simulation through the SAM. The obtained EP simulated values were based on hourly
DNI and meteorological data (forecasted and measured) input parameters acquired for Évora for
the same period of study (from 1 July, 2017 to 30 June, 2018). Four different events of negative EP
values occurrences and non-occurrences have been depicted—‘Hits’ (EP (ecmwf) < 0 and EP (obs) < 0),
‘False alarms’ (EP (ecmwf) < 0 and EP (obs) > 0), ‘Misses’ (EP (ecmwf) > 0 and EP (obs) < 0) and the
‘correct rejections’ (EP (ecmwf) > 0 and EP (obs) > 0).
Electrical Production EP (obs) < 0 EP (obs) > 0
EP (ecmwf) < 0 16 6
EP (ecmwf) > 0 19 324
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Considering together, the daily values of the forecasted or measured production values, it was
found that there were 41 days (in a total of 365 days) with partial or complete cloudy (overcast)
conditions, i.e., depicting negative production values (consumption). Results showed that the forecast
model predicts a total of 16 days of negative production, which coincided with the measurements,
following the condition EP (ecmwf) < 0 and EP (obs) < 0, which denominated the ‘Hits’. For cloudy
days with short periods of no production, where the model predicted overcast, but that was not
observed, i.e., when EP (ecmwf) < 0 and EP (obs) > 0 (which denominated ‘False alarms’), a number of
6 days were found. The opposite occurred when the IFS did not predict overcast which was observed,
i.e., when EP (ecmwf) > 0 and EP (obs) < 0 (which denominated ‘Misses’), with a number of 19
days being found in such conditions. The latter was a clear result of the IFS general overestimation,
due to cloud representation, as previously discussed in detail [29]. Moreover, the number of days in
which the IFS and measurements did not show the occurrence of negative production values was 324,
denominated here as the ‘correct rejections’. Thus, the obtained ETS (Equation (A3)) for the occurrence
of negative production forecasted by the IFS was ≈36%. Considering such a rate, the power plant
operator was advised to not proceed with the electrical energy generation, when the forecast model
predicted negative production (EP (ecmwf) <0). In the case of a wrong prediction, if solar energy was
available for collection during the day, then production was to be started but without spending any
storage. If a success rate of ≈90% was to be found, then the operator would simply be advised not to
produce during that day.
5. Conclusions
In this work, it was confirmed that the use of DNI forecasts and the implementation of control
strategies could contribute to a more efficient energy management of a CSP plant, improving the local
energy distribution from a solar tower system. Hourly and daily correlations of ≈0.78 and ≈0.89,
respectively, were found for the SAM predictions of the total electric energy injected into the grid,
based on forecasted and measured DNI and meteorological conditions, an important variable for
the power plant operator to handle on a daily basis. In the case of the power plant stored thermal
energy, charge correlations of ≈0.88 and ≈0.89 were found for the hourly and daily values, respectively,
while ≈0.83 and ≈0.88 were found for the hourly and daily discharge values, respectively. Regarding
the performance of the forecast model in the simulations of the two different types of CSP plants
enforced with the same datasets, results showed higher deviations in the case of a CR system than
in the previous simulated PT. Increases of ≈7.3% and ≈2.8% were found, respectively, for the hourly
and daily normalized RMSE values of the generated electric energy. To improve the energy efficiency
of CR plants, operational strategies have been proposed for the three different scenarios. Although
there were still deviations due to the cloud and aerosol representation, the present analysis has shown
that the IFS predictions are a valuable tool to be used in the daily energy dispatch operations of
a CR power plant, potentially the main type of CSP systems to be used in the future, due to its
advantages. With the continuous improvements that the NWP models have demonstrated in recent
years, for the prediction of DNI, future versions of the IFS should also demonstrate an enhancement
of the predicted production values from a power plant and, consequently, the energy management
during solar intermittency periods.
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Appendix A
To calculate the normalized error metrics (i.e., the nRMSE and nMAE) of EP (%), the following
equations were used:
nRMSE = RMSE/(EPmax − EPmin), (A1)
nMAE =MAE/(EPmax − EPmin), (A2)
where the RMSE and MAE between measured and forecasted EP was divided by the difference between
the maximum and minimum values of the measured EP.
To evaluate the performance of the forecast model in predicting negative production values,
the equitable threat score (ETS) could be calculate through:
ETS = (Hits − Hitsrandom)/(Hits +Misses + False alarms − Hitsrandom), (A3)
with
Hitsrandom = [(Hits + False alarms) × (Hits +Misses)]/Total, (A4)
where ‘Hits’ represents the number of occurrences (i.e., number of days) with forecasted and observed
negative EP values, ‘Misses’ represents the number of days in which the forecast model did not
predict the EP values when these were actually observed, ‘False alarms’ corresponds to the predicted
occurrences of EP values that were not observed. ‘Total’ is the total number of occurrences, which
also took into account the number of days of ‘correct rejections’ (i.e., when the forecast model did not
predict the EP values that were not actually observed). A perfect forecast (i.e., a perfect score of 1)
would be characterized only by ‘Hits’ and ‘correct rejections’, without ‘Misses’ and ‘False alarms’.
A detailed description regarding the input parameters for the SAM software for the simulation of a CSP
power plant designed to run a CR system has been given in this section. For the Gemasolar thermosolar
plant (Figure A1) case study, the available online information from NREL [36], was complemented with the
default SAM inputs characteristic from this type of tower power plant, together with the research carried
out by the authors, towards a few parameters that were taken into account, as presented in Table A1.
 
Figure A1. Schematic of the simulated Gemasolar thermosolar power plant in the SAM. The different
components of a central receiver system are depicted. (© System Advisor Model Version 2017.9.5, SAM
2017.9.5).
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Table A1. Input parameters for the SAM simulation of the Gemasolar thermosolar power plant during
one year (from 1 July, 2017 to 30 June, 2018).
General
Name Value Reference
Single heliostat net area 115.7 m2 [42]
Ratio of reflective area 0.9642 [42]
Field gross collecting area 315,000 m2
2625 heliostats generated by SAM,
2650 according to [42]
Irradiation at design 700 W/m2 Chosen by authors
HTF Solar Salt [36]
Design loop inlet temperature 290 ◦C [36]
Design loop outlet temperature 565 ◦C [36]
Full load hours of TES 15 h [36]
Storage HTF fluid Solar Salt (direct storage) [36]
Receiver
Name Value Reference
Tower height 140 m [36]
Receiver height 10 m [42]
Receiver diameter 9 m [42]
Number of panels 14 Chosen by authors
Tube outer diameter 4 × 10−2 m SAM standard value
Minimum receiver turndown
fraction 0.25 SAM standard value
Maximum receiver operation
fraction 1.2 SAM standard value
Receiver startup delay time 0.25 h Chosen by authors
Estimated receiver heat loss 30 kW/m2
Calculated by authors (Equation
(A5))
Piping length 360 m Estimated by authors
Piping heat loss coefficient 1000 Wt/m




Design gross output 19.9 MWe [36]
Gross to net conversion factor 1 [36]
Rated cycle conversion efficiency 0.445 Calculated from storage andreceiver capacities
Fraction of thermal power needed
for standby 0.2 SAM Standard value
Power block start-up time 0.5 h SAM Standard value
Fraction of thermal power for
start-up 0.5 SAM Standard value
Maximum turbine over design
operation (ratio) 1.05 SAM Standard value
Minimum turbine operation (ratio) 0.2 SAM Standard value
Boiler operating pressure 105 bars [43]
Turbine inlet pressure control Fixed-pressure SAM Standard value
Heat losses from the receiver are due to radiation to the environment and convection. The equation
of heat losses per square meter of a receiver is, therefore, given by the following equation:




+ hconv,ext · (Trec − Text) (A5)
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Using a receiver temperature (Trec) of 565 ◦C (or 838.15 K), an external temperature (Text) of
20 ◦C (or 293.15 K), a receiver emittance (єrec) of 0.88 (input for the SAM), and a convection coefficient
(hconv,ext) of 10 W.m−2.K−1, Equation A5 can be solved as:




+ 10× (838.15− 293.15), (A6)
where the Stefan–Boltzman constant (σ = 5.67 × 10−8) is used. The obtained result can be approximated
to 30 kW/m2.















Assuming a pipe with an internal diameter of 800 mm and an external diameter of 812.8 mm,
an external convection coefficient of 15 W/m2·K and 15 cm of insulation (kins = 0.08 W·m−1·K−1),











= 837 W.m−1 (A8)
Since pipe losses should take into account all heat bridges due to sensors, valves, etc., it has been
decided to approximate the value to 1000 W·m−1.
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Abstract: This study examines the performance of radiation processes (shortwave and longwave
radiations) using numerical weather prediction models (NWPs). NWP were calculated using four
different horizontal resolutions (5, 2 and 1 km, and 500 m). Validation results on solar irradiance
simulations with a horizontal resolution of 500 m indicated positive biases for direct normal
irradiance dominate for the period from 09 JST (Japan Standard Time) to 15 JST. On the other
hand, after 15 JST, negative biases were found. For diffused irradiance, weak negative biases were
found. Validation results on upward longwave radiation found systematic negative biases of surface
temperature (corresponding to approximately −2 K for summer and approximately −1 K for winter).
Downward longwave radiation tended to be weak negative biases during both summer and winter.
Frequency of solar irradiance suggested that the frequency of rapid variations of solar irradiance
(ramp rates) from the NWP were less than those observed. Generally, GHI distributions between
the four different horizontal resolutions resembled each other, although horizontal resolutions also
became finer.
Keywords: solar irradiance forecasts; numerical weather prediction model; different horizontal
resolution; forecast errors; validation; ramp rates
1. Introduction
Photovoltaic (PV) power forecasts are based on solar irradiance forecasts generated by a numerical
weather prediction model (NWP) and/or machine learning predictions using data from a NWP. However,
considerable errors are often included in the solar irradiance forecasts from NWPs (Schiermeier [1]).
Previous studies (Ohtake et al. [2,3]) have investigated the relation between day-ahead global horizontal
irradiance (GHI) forecasts and cloud types monitored in Japan Meteorological Agency’s (JMA)
operational model (a mesoscale model called “MSM”). These studies indicated that when certain types
of clouds (i.e., stratus, altocumulus and cirrus) were monitored, GHI forecasts tended to have large
one day-ahead forecast errors.
Inter-comparisons of solar irradiance and simulated cloud from NWPs with different horizontal
resolutions have been performed (e.g., Mathiesen and Kleissl [4]; Perez et al. [5]; Lorenz et al. [6]),
but no operational solar irradiance forecasts based on mesoscale NWPs with horizontal grid spacing
finer than 2 km have been conducted. The potential usefulness of solar irradiance forecasts with a
horizontal resolution finer than 1 km grid spacing is a subject of interest.
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Gregory and Rikus [7] validated GHI, direct normal irradiance (DNI), and diffused irradiance (DIF)
forecasts using the Australian Community Climate and Earth-System Simulator (ACCESS) operational
model with a horizontal resolution of 0.11◦. DNI forecasts were found to be overestimated and DIF
forecasts were found to be under-estimated, depending on a two-stream approximation asymmetry
factor in a radiation process in their NWP. Sosa-Tinoco et al. [8] compared solar irradiance forecast
performance using Weather Research and Forecasting model (WRF) with different horizontal resolution
models (27 and 9 km mesh models) for Mexico and suggested that a higher horizontal resolution model
has little benefit; however, this is partly because their target region had not drastic topography change.
Charabi et al. [9] performed a case study for Oman, which was characterized by high potential of solar
energy (Sunbelt) and investigated the usefulness of a higher horizontal resolution NWP considering
40, 7 and 2.8 km horizontal resolutions for assessing PV energy. Charabi et al. [9] described that the
downscaled NWP model gives much more accurate estimation of the monthly as well as the annual
average solar radiation. Mathiesen et al. [10] validated hourly-averaged solar irradiance forecasts for
marine clouds over the southern California coast using an NWP with a 1.3 km horizontal resolution.
Similarly, Lin et al. [11] compared cloud forecasts generated by multiple nested WRF simulations with
horizontal resolutions ranging from 20 to 0.8 km.
Solar irradiance forecasts using higher horizontal resolutions have a higher calculation cost; thus
if we choose to use higher horizontal resolution models in the future, the costs and benefits will need
to be carefully evaluated.
A previous study by Ito et al. [12] reported validation results on brightness, temperature, and
surface precipitation from the JMA’s non-hydrostatic model (JMA-NHM), with horizontal resolutions
between 5 km and 0.5 km. They did not find a significant improvement in performance between
horizontal resolutions of 2 km and 0.5 km. This study validates the same products as in Ito et al. [12]’s
study, but the radiation processes (shortwave and longwave radiations) are verified using surface and
satellite monitoring data.
For electric power operators, forecasting short-range variability, or ramp events, of solar irradiance
is important. Ramp events frequently cause rapid increases and/or decreases of PV power generation.
Wellby and Engerer [13] categorize city-scale (defined as a region size of approximately 30 km)
ramp events according to meso-scale and synoptic-scale meteorological phenomena (e.g., cold fronts,
thunderstorms, cloud bands). If the NWP can accurately predict these meteorological phenomena,
then the ramp events can also be predicted.
The remainder of this paper is organized as follows: in Section 2, surface and satellite monitoring
datasets for model validations are introduced. In Section 3, model setup and model performance
metrics are described. Validation results for the outputs of radiation processes are described in
Section 4. In Section 5, short-term variability (ramp events) of solar irradiance is analyzed, and Section 6
summarizes the findings.
2. Observation data
2.1. Global Solar Irradiance Data
JMA observes GHI at 48 stations on the Japanese islands. GHI, DNI, DIF, upward longwave
radiation (ULW), and downward longwave radiation (DLW) were observed at the JMA Aerological
Observatory (Tsukuba (Tateno) station; 36◦3.4′ N, 140◦7.5′ E) and included in the Baseline Surface
Radiation Network (BSRN) integrated database. This data has a time resolution of one second and
has been verified through the JMA quality check (Gilgen et al. [14]; Ohmura et al. [15], McArthur [16];
BSRN web site [17]). The location of Tsukuba station is shown in Figure 1. Photos of instruments that
measure GHI and longwave radiation at Tsukuba station are shown in Figure 2.
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Figure 1. Topography of dx500m and the location of the Tsukuba station (yellow square). The yellow
dashed rectangle indicates the Tokyo electric power company (TEPCO) area.
 
Figure 2. Photos of (a) BSRN instruments (GHI, DNI, and DIF, Source from the web site of JMA
aerological observatory http://www.jma-net.go.jp/kousou/obs_third_div/rad/rad_sol.html) and (b)
measurements of upward longwave radiation (ULW) instruments at Japan Meteorological Agency’s
(JMA) aerological observatory.
For GHI, DNI, and DIF observations, Kipp & Zonen CMP-21, Kipp & Zonen CHP-1 and
Kipp & Zonen CMP-22 were used. Kipp & Zonen CGR-4 monitors DLW. Detailed descriptions of
GHI monitoring instruments (pyranometers and pyrheliometers) in JMA stations can be found in
Ohtake et al. [3]. For ULW and DLW, Kipp & Zonen CGR-4 and/or CG-4 were used.
2.2. Satellite-Derived Solar Irradiance
A geostationary satellite, Himawari-8, was launched on 7 July 2015 and is currently in operational
use (Meteorological Satellite Center of JMA [18]). Detailed specifications of Himawari-8 have been
reported in Bessho et al. [19]. Satellite-derived GHI datasets (including DNI and DIF), commonly
referred to as “AMATERASS”, is estimated based on the algorithm described in Takenaka et al. [20].
In this algorithm, cloud properties (cloud optical thickness, cloud particle size, and cloud top
temperature) that influence the GHI were taken into consideration (e.g., Nakajima and Nakajima [21];
Kawamoto et al. [22]). However, aerosol optical depth (AOD) information was not sufficiently included
in this algorithm. The data had a temporal resolution of 2.5 min and a horizontal resolution of 1 km for
the Japanese islands and was provided by the Solar Radiation Consortium [23]. AMATERASS datasets
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from Himawari-8 were also used to validate spatial distributions in GHI model simulations. Validation
of the satellite-derived GHI data with ground-based data resulted in a mean bias error (MBE) within
the range of 20–30 W m−2 under all-sky conditions (10–15 W m−2 under clear-sky conditions) and a
root mean square error (RMSE) of approximately 80 W m−2 (Damiani et al. [24]).
3. Numerical simulations
3.1. Model
The JMA developed the JMA-NHM (Saito et al. [25,26]; JMA web site [27]). In this study, the
JMA-NHM was used to produce numerical simulations with horizontal resolutions of 5 km, 2 km,
1 km, and 500 m. Each simulation was referred to as “dx05km”, “dx02km”, “dx01km” and “dx500m”,
respectively. The experimental period in this study was the summer season from 1 July to 31 August
2015 (Exp-Summer) and the winter season from 12 January to 18 February 2016 (Exp-Winter).
Model settings for each numerical experiment are summarized in Table 1. The horizontal grid
numbers (x, y) for each resolution were 220 × 180, 550 × 450, 1100 × 900, and 2200 × 1800, respectively.
The number of vertical layers was 60. Model time steps were 15, 10, 5, and 3 s for each horizontal
resolution, respectively.
Table 1. Model set-up for numerical experiments with four different horizontal resolutions (dx05km,
dx02km, dx01km, and dx500m).
dx05km dx02km dx01km dx500m
Model grids (x, y, z) 220 × 180 × 60 550 × 450 × 60 1100 × 900 × 60 2200 × 1800 × 60
Forecast times
(00UTC;09JST) 12 h 12 h 12 h 12 h
Time step 15 s 10 s 5 s 3 s
Cumulus
parameterization No No No No
Cloud physics schemes 3 ice, 2 moment 3 ice, 2 moment 3 ice, 2 moment 3i ce, 2 moment
Turbulent schemes MYNN2.5 MYNN2.5 MYNN2.5 MYNN2.5
Radiation schemes partial saturated clouds partial saturated clouds partial saturated clouds partial saturated clouds
Calculation time 25 min 84 min 282 min 450 min
The three-class bulk ice (3-ICE) microphysical scheme (Lin et al. [28]; Cotton et al. [29]) was
used in these numerical experiments. The Mellor-Yamada-Nananishi-Niino 2.5 (MYNN2.5) level
scheme (Nakanishi and Niino [30]) was used for the planetary boundary layer process. For radiation
transfer processes of the JMA-NHM, downward shortwave processes for water clouds were based
on Slingo [31], while processes for ice clouds were based on Ebert and Curry [32], respectively.
Longwave radiation processes were based on Hu and Stamnes [33] for water clouds and Ou and
Liou [34] for ice clouds. A partial condensation scheme (Sommeria and Deardorff [35]) was introduced
to treat sub-grid scale condensation because small scale clouds could not be resolved. The radiative
transfer processes were calculated at 60 s intervals for every two model grids in the x and y directions
to reduce calculation costs. The finer horizontal resolutions (e.g., <2 km), which are often referred
as convection-allowing models, are so fine that the parameterization of cumulus is thought to be no
longer required. Cumulus parametrization schemes were not used in this study.
The target area was the Tokyo electric power company (TEPCO), which is located in the center
of the Japanese islands. The topography of dx500m is shown in Figure 1. Model initialization and
boundary conditions were given by the JMA meso-analysis data provided every 3 h. Initialization times
were 00, 06, and 18 UTC (three times a day). Twelve hour time integrations were performed during
Exp-Summer in 2015 and Exp-Winter in 2016. To evaluate GHI simulations with Himawari-8 satellite
data, simulation data was output every 2.5 min (see Section 2.2).
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3.2. Performance Metrics
To validate forecasted GHI values, we used several evaluation parameters; MBE, mean absolute




















Forecasts (FCST) and observations (OBS) are forecasted GHI and GHI surface-observed values,







(xi − x)2 (4)
where xi and x represent sample data and the mean value of the sample data.
4. Validation results
4.1. Validation of GHI, DNI and DIF
First, solar radiation simulations for dx500m were compared to the BSRN observations at the
Tsukuba station (The location of Tsukuba is shown in Figure 1). Figure 3a,b show time cross sections of
GHI, DNI, and DIF values for the Exp-Summer of 2015.
Figure 3. Time cross sections (each day from July to August (horizontal axis; Month)-hours in a day
(vertical axis; Hour)) for GHI (top), DNI (middle), and DIF (bottom) for the Exp-Summer of 2015 at
Tsukuba station. Left panels show GHI observations, center panels show simulations by dx500m with 00
UTC (09 JST) initialization time and right panels show the difference for dx500m (dx500m–observations).
Color scales are shown at the bottom of each column.
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The horizontal axis represents each day of the two month period and the vertical axis represents
local hours, ranging from 08 JST (Japan Standard Time, JST = UTC + 9 h) to 22 JST. Temporal variations
of GHI simulations from dx500m were like that of GHI observations (Figure 3a,b). Based on the
difference between the GHI observations and the simulations, negative biases were generally found
during the daytime (from 12 JST to 15 JST) for the latter half of July and the first half of August. In both
the first half of July and the latter half of August, positive biases were also observed.
Figure 3d–f,g–i show time cross sections of DNI and DIF simulations (like Figure 3a–c).
Positive biases for DNI dominate for the period from 09 JST to 15 JST. On the other hand, after
15 JST, negative biases were found. For DIF, weak negative biases were found. Similar results to this
validation were identified for each of the four different horizontal resolutions (not shown).
Generally, for Exp-Winter, GHI, DNI and DIF biases were weaker than those in summer (Figure 4).
Similar positive biases of GHI and DNI values were found during the daytime in the middle of February.
GHI and DNI values in the daytime were lower than those in summer because of the lower altitude of
the sun. Large simulation errors were found in GHI, DNI, and DIF values in both Exp-summer and
Exp-winter, although the frequency was low.
Figure 4. Same as Figure 3, but for the Exp-Winter of 2016.
Figure 5 shows hexbin plots for GHI, DNI, and DIF for the Exp-Summer and the Exp-Winter
(e.g., Davy et al. [36]). The hexbin plots for GHI resemble a one to one line, suggesting that GHI
simulations were close to GHI observations. Hexbin plots of DNI values for clear sky conditions
(around 800 W m−2) and optically thick conditions (under 200 W m−2) were close to the observations.
However, the middle level (from 300 to 500 W m−2) of DNI (corresponding to optically thin conditions)
exhibits larger simulation errors. DIF values did not exceed 500 W m−2. DIF simulation errors tended
to be large.
Results for the Exp-Winter in 2016 were also like those of the Exp-Summer in 2015 (Figure 5b).
However, the frequency of GHI and DNI simulations under clear-sky conditions was higher around the
one to one line when compared to the Exp-Summer. Under clear sky conditions, radiation processes
in the JMA-NHM were validated. Figure 6 shows time series for GHI, DNI, and DIF simulations on
11 February 2016 at the Tsukuba station. On this date, the aerosol optical depth (AOD) was low enough
(AOD < 0.2). In the case of clear sky conditions, GHI, DNI, and DIF simulations are almost consistent
with surface observations, meaning that radiation processes under clear sky conditions are accurate.
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Figure 5. Hexbin plots of GHI (top), DNI (middle), and DIF (bottom) for dx500m in (a) the Exp-Summer
of 2015 and (b) the Exp-Winter of 2016 at Tsukuba station.
Figure 6. Comparison of (a) GHI, (b) DNI, and (c) DIF time series under clear sky conditions (AOD~0.2)
at Tsukuba station on 11 February 2016 for dx05km (blue), dx02km (light blue), dx01km (green), and
dx500m (yellow) with 00 UTC (09 JST) initialization time, respectively. Data was plotted every 2.5 min.
Black circles indicate observations (OBS) and gray circles indicate extra-terrestrial solar irradiance (EXT).
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Tables 2 and 3 show the three metrics (MBE, MAE, and RMSE) for simulation errors for GHI, DNI,
and DIF, for Exp-Summer in 2015 and Exp-Winter in 2016. The simulations of 00 UTC initialization
times are shown. From these metrics, no significant improvement was found as horizontal resolution
increases. Validation results for dx05km, dx02km, and dx01km were similar to those of the dx500m.
Table 2. Forecast errors metrics (MBE, MAE, and RMSE) for GHI (left), DNI (center), and DIF (right) for
Exp-Summer (July (upper tables) and August (lower tables)) in 2015.The forecasts with 00 UTC (09 JST)
initialization time are shown. Model set-up for numerical experiments with four different horizontal
resolutions (dx05km, dx02km, dx01km, and dx500m).
July 2015 [W m−2]
GHI MBE MAE RMSE DNI MBE MAE RMSE DIF MBE MAE RMSE
dx500m 8.9 88.9 152.5 dx500m 27.4 77.3 142.4 dx500m −21.3 62.3 100.4
dx01km 7.2 88.1 151.7 dx01km 25.4 75.7 140.5 dx01km −21.2 62.2 100.7
dx02km 4.6 85.9 149.2 dx02km 21.8 72.5 136.7 dx02km −20.5 62.1 101.3
dx05km −1.0 79.4 142.2 dx05km 11.6 63.0 123.9 dx05km −17.1 62.4 104.4
August 2015 [W m−2]
GHI MBE MAE RMSE DNI MBE MAE RMSE DIF MBE MAE RMSE
dx500m 10.5 90.7 154.7 dx500m 30.1 79.4 145.1 dx500m −22.2 62.2 99.8
dx01km 9.8 90.5 154.4 dx01km 29.7 79.0 144.7 dx01km −22.5 62.2 100.1
dx02km 8.1 90.2 154.3 dx02km 28.4 77.9 143.5 dx02km −22.9 62.1 100.3
dx05km 5.4 89.8 153.9 dx05km 26.0 76.1 141.6 dx05km −23.2 62.1 100.6
Table 3. Same as Table 2, but for the Exp-Winter (January (upper tables) and February (lower tables))
in 2016.
January 2016 [W m−2]
GHI MBE MAE RMSE DNI MBE MAE RMSE DIF MBE MAE RMSE
dx500m 16.9 30.5 70.3 dx500m 6.8 40.5 82.6 dx500m −1.0 23.1 45.0
dx01km 16.6 29.7 69.1 dx01km 6.1 39.6 80.8 dx01km −0.8 22.7 44.2
dx02km 16.1 28.3 66.7 dx02km 4.6 38.2 77.9 dx02km −0.2 22.0 42.8
dx05km 12.9 21.5 51.4 dx05km −4.6 29.5 56.4 dx05km 3.9 18.7 35.7
February 2016 [W m−2]
GHI MBE MAE RMSE DNI MBE MAE RMSE DIF MBE MAE RMSE
dx500m 17.5 32.0 73.0 dx500m 8.5 42.4 86.7 dx500m −1.8 24.0 46.7
dx01km 17.4 31.9 72.9 dx01km 8.6 42.3 86.5 dx01km −1.9 23.9 46.5
dx02km 17.5 31.8 72.9 dx02km 8.6 42.3 86.7 dx02km −1.9 23.9 46.4
dx05km 17.7 31.8 73.2 dx05km 9.2 42.7 88.2 dx05km −2.2 23.8 46.6
4.2. A Case Study of Cumulus Cloud Simulation
Short range variability of solar irradiance is one of significant issues for energy management
fields. Cumulus clouds (i.e., thunderstorms) often tend to develop rapidly and cause swift decrease
of GHI values (i.e., ramp events, see Section 5). Wellby and Engerer [13]) identified weather types
(thunderstorm, cold front, cloud band etc.) for city-scale negative ramp events in Australia. In this
subsection, a case study of cumulus clouds simulation was performed. Cloud and GHI simulations
with finer resolution simulation were investigated.
Figure 7a shows images from Himawari-8 Band-3 at 14 JST on 30 July 2015. The spatial resolution
for the visible band is 1 km. Developed cumulus clouds over Tokyo can be seen in the satellite image
(indicated by the yellow arrows in Figure 7a). Cloud regions (noted by the dashed ellipse region “A”
in Figure 7a) prevail over the northern part of the TEPCO area. Figure 7b–e show comparisons of
cloud field simulations (with close-up views for the TEPCO area) with 00 UTC initialization times for
each of the four different horizontal resolutions (5 h ahead clouds simulations were calculated in the
radiation process). Cloud distributions from dx05km simulations tend to be mosaic. The higher the
horizontal resolution in the NWPs, the finer the cloud structures are. Locations of cumulus clouds on
26
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the northern part of the TEPCO region prevailed toward the northeastern region when compared to
the satellite observations. The target cumulus clouds (shown by the yellow arrow) were not developed
enough and the location of the target simulated clouds were prevailed to further west of Tokyo even in
the finest resolution model, dx500m.
Figure 7. Comparison of the cloud horizontal distributions between the satellite observations and
simulations. (a) Satellite visible image (Band-3) for the Tokyo electric power company (TEPCO) area
at 14 JST on 30 July 2015. Cloud forecasts (5 h ahead forecasts of all cloud amounts used in radiation
process) obtained from (b) dx05km, (c) 02km, (d) dx01km, and (e) dx500m with 00 UTC (09 JST)
initialization time are shown, respectively. The yellow arrow in (a) indicates the location of the target
cumulus clouds.
Figure 8 shows the validation results of GHI simulations performed at different horizontal
resolutions using satellite-derived GHI observation provided by the Solar Radiation Consortium (see
Section 2.2). Relatively low GHI regions (see location “A” in Figure 8a) found in the northern part of the
TEPCO area were reproduced in the simulation results. As noted above, the false low GHI regions also
prevailed in the northeastern region of the simulated GHI. In the location indicated by the red arrow
in Figure 8a, a massive low GHI region (under approximately 200 W m−2) comprised of the target
cumulus clouds was observed over Tokyo and identified from the satellite data. Simulations using
different horizontal resolutions have not reproduced this low GHI region (Figure 8b–e). GHI regions
in each simulation were located further west of Tokyo than what was observed in the satellite data.
Generally, GHI distributions between the four different horizontal resolutions resembled each other,
although finer GHI distributions were simulated as horizontal resolutions also became finer.
To validate the simulated GHI values using the satellite-derived GHI ones, Figure 9 shows
frequency distributions of both the satellite-derived GHI and the simulated GHI with the four different
horizontal resolutions between July and August in 2015. The target area analyzed in this study was
the area around TEPCO (shown in Figures 7 and 8). Here, satellite-derived GHI data collected every
30 min were analyzed over the period of 1 July to 3 August. After 4 August, satellite-derived GHI data
collected every 10 min were used in this analysis. GHI values lower than 10.0 W m−2 were excluded.
For the four different horizontal resolution models, 2.5 min time interval data were used.
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Figure 8. Comparison of the GHI horizontal distributions between the satellite observations and
simulations. (a) Satellite-derived GHI distributions for the TEPCO area at 14 JST on 30 July 2015. GHI
forecasts (5 h ahead forecast) obtained from (b) dx05km, (c) dx02km, (d) dx01km, and (e) dx500m
with 00 UTC (09 JST) initialization time. The red arrow in (a) indicates the location of the target
cumulus clouds.
Figure 9. Frequency of (a) satellite-derived GHI values for TEPCO area during the two summer
months of 2015. Frequency of GHI forecasts (3 h ahead forecast) obtained from (b) dx05km, (c) dx02km,
(d) dx01km, and (e) dx500m with 00 UTC (09 JST) initialization time. “Num”, “MEAN”, “SD”,
and “MAX” in each panel represent data number, mean values, standard deviation and maximum
values, respectively.
From this comparison, satellite-derived GHI shows a mean GHI (“MEAN”) of 385.4 W m−2 and
a standard deviation (“SD”) of 300.3 W m−2 during the two summer months. From the dx05km
through dx500m simulations, MEAN values were 418.9 W m−2, 424.6 W m−2, 426.2 W m−2, and
428.0 W m−2, respectively. Mean values in each simulation were generally larger than the satellite
observations. SD values for the dx05km through dx500m simulations were 299.7 W m−2, 299.5 W m−2,
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299.4 W m−2, and 299.4 W m−2, respectively. SD values in each simulation were significantly closer
to satellite observations. Maximum values of GHI in each simulation tended to be little lower than
satellite observations. The maximum value of GHI (“MAX”) identified via satellite is 1100.9 W m−2.
MAX values in each of the simulations were 1036.0 W m−2, 1044.2 W m−2, 1048.1 W m−2, and
1048.3 W m−2, respectively. Aerosol information (e.g., optical depth of aerosol) has not been considered
in the current satellite algorithms for surface GHI value (see Section 2.2). For further verification
of satellite-derived GHI values using surface GHI observations, see the previous publication by
Damiani et al. [24].
4.3. Longwave Radiation
To discuss the error in terms of clouds and GHI simulations, validations regarding longwave
radiation at the surface were also performed. Figure 10 shows time cross sections of ULW for both
the Exp-Summer in 2015 and the Exp-Winter in 2016 at the Tsukuba station. Negative biases of
ULW during the period from early morning to full daytime were significant in both summer and
winter (Figure 10c,f). These results suggest that ULW (surface temperature) simulations could be
under-estimated in the land surface processes of the JMA-NHM. During the mid-night (after sunset)
in summer, the negative biases were significantly reduced. In case of clear sky conditions, negative
biases of ULW for day time were relatively large in comparison to biases during cloudy conditions (not
shown). For the Exp-Winter, positive biases were also found after 15 JST; however, daily variation of
the biases was not observed. Systematic negative biases of ULW through both the Exp-Summer in
2015 and the Exp-Winter in 2016 were observed, although the validation was performed by a one-site
validation in this analysis.
Figure 10. Time cross-sections of (a) ULW observations at the Tsukuba station (OBS), (b) dx500m
forecasts (MDL) with 00 UTC (09 JST) initialization time, and (c) the difference (=MDL − OBS) for the
Exp-Summer in 2015 (top panels) and the Exp-Winter in 2016 (bottom panels).
Figure 11 shows the validation results for DLW during the Exp-Summer in 2015 and the Exp-Winter
in 2016. Generally, DLW biases tended to be weak negative biases during both summer and winter.
It can be speculated that the clouds amounts simulated in the JMA-NHM were lower than they would
be in a realistic atmosphere. Quantitatively, values for DLW negative biases were smaller than values
for ULW biases (Figures 10 and 11).
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Figure 11. Same as Figure 10, but for DLW.
Tables 4 and 5 show the three metrics (MBE, MAE, and RMSE) for quantifying forecast errors of
both ULW and DLW for the four different horizontal resolutions for the Exp-Summer in 2015 and the
Exp-Winter in 2016. These results suggested that there was little difference in the simulation errors.
ULW is given by the Stefan-Boltzmann law, ~εσT4. Here, ε is emissivity (0.95 for ground-surface),
T is temperature, and σ = 5.67 × 10−8 (W m−2 K−4) is the Stefan-Boltzmann constant. With summer
(T = 20 ◦C) and winter (T = 0 ◦C) air conditions, 1 K temperature difference would correspond to
approximately 5.4 W m−2 and 4.5 W m−2 of ULW difference, respectively. The range of MBE values of
ULW for the Exp-Summer in 2015 (−9.9 to −12.1 W m−2 for July and −12.2 to −12.4 W m−2 for August)
corresponded to −1.8 to −2.2 K and approximately −2.3 K, respectively. For the Exp-Winter in 2016,
MBE values of ULW for January (−1.1 to −3.6 W m−2) and February (−3.9 to −4.1 W m−2) corresponded
to −0.2 to −0.8 K and approximately −0.9 K, respectively.
Table 4. Forecast error metrics (MBE, MAE, and RMSE) for ULW and DLW with the four different
horizontal resolutions for the Exp-Summer (July (upper tables) and August (lower tables)) in 2015.
The forecast uses a 00 UTC (09 JST) initialization time.
July 2015 [W m−2]
ULW MBE MAE RMSE DLW MBE MAE RMSE
dx500m −12.1 17.3 24.4 dx500m −3.8 8.9 18.0
dx01km −12.0 17.2 24.3 dx01km −3.7 8.9 17.6
dx02km −11.7 17.1 24.0 dx02km −3.8 8.7 16.6
dx05km −9.9 16.2 22.1 dx05km −4.6 8.4 10.9
August 2015 [W m−2]
ULW MBE MAE RMSE DLW MBE MAE RMSE
dx500m −12.4 17.4 24.8 dx500m −3.7 9.0 18.9
dx01km −12.4 17.4 24.8 dx01km −3.6 9.0 18.9
dx02km −12.5 17.5 24.9 dx02km −3.4 8.9 18.9
dx05km −12.2 17.5 24.8 dx05km −3.2 8.8 18.8
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Table 5. Same as Table 4, but for the Exp-Winter season (January (upper tables) and February (lower
tables)) in 2016.
January 2016 [W m−2]
ULW MBE MAE RMSE DLW MBE MAE RMSE
dx500m −3.6 18.7 22.7 dx500m −5.3 10.9 15.6
dx01km −3.4 18.6 22.5 dx01km −5.0 10.8 15.4
dx02km −3.0 18.4 22.3 dx02km −4.6 10.7 15.3
dx05km −1.1 17.5 20.8 dx05km −3.3 9.7 13.5
February 2016 [Wm−2]
ULW MBE MAE RMSE DLW MBE MAE RMSE
dx500m −4.1 18.9 23.0 dx500m −5.5 11.2 16.0
dx01km −4.0 18.9 23.0 dx01km −5.3 11.1 15.9
dx02km −3.9 19.0 23.0 dx02km −5.0 11.2 16.1
dx05km −3.9 19.0 23.0 dx05km −4.8 11.4 16.4
Previous studies (Hara [37]; Kusabiraki [38]) reported negative temperature biases when using
JMA-NHM, an operational regional model with a horizontal grid spacing of 5 km, for summer,
and suggested that there were research tasks on estimations of underground thermal transport and
evaporation efficiency at the surface. Weverberg et al. [39] performed an intercomparison of NWPs on
radiation processes and suggested that all models in the study had too warm near-surface temperature
biases and that a warmer surface temperature ought to have a larger upwelling of longwave radiation.
For DLW biases, Mocrette [40] suggested that the ECMWF formulation using ice cloud optical properties
from Ebert and Curry [32] and this algorithm estimated an effective particle diameter from simply
diagnosed temperature, which failed to capture the full effect of clouds on the DLW.
5. Ramp rate of solar irradiance
For the electrical power and renewable energy management fields, solar irradiance (or PV power
generation) ramp events are an important research subject. In this subsection, we confirmed a possibility
to reproduce rapid variation of GHI, DNI, and DIF based on a higher horizontal resolution model
(dx500m) and BSRN data from the Tsukuba station.
Figure 12 shows a comparison of frequency of ramp rates for GHI, DNI, and DIF values, for both
observations and simulations (dx500m) for July and August in Exp-Summer of 2015. Here, ramp rate,
RR, is defined by the following equation:
RR =
(x(t) − x(t− 1))
dt
(5)
x(t) and dt are solar irradiance and time interval data, respectively. dt was set to 5 and 10 min in this
paper. MEAN and SD (Equation (4)) values in legends in each figure were calculated.
Although the maximum rates during 5 min intervals (positive ramp) of GHI, DNI, and DIF
observations were 936.0 W m−2, 878.0 W m−2, and 592.0 W m−2, respective positive ramp rates for
simulations were 768.3 W m−2, 606.6 W m−2, 391.7 W m−2. Similar tendencies for negative ramp rates
during 5 min of GHI, DNI, and DIF observations were also found (−938.0 W m−2, −844.0 W m−2,
−487.0 W m−2 for GHI, DNI, and DIF observation and −482.9 W m−2, −353.5 W m−2, −250.5 W m−2 for
those simulations, respectively). SD values of ramp rates for GHI, DNI, and DIF simulations tended
to be smaller than SD values for observations. Generally, maximum and minimum ramp rates for
simulations tended to be smaller than ramp rates for observations.
Ramp rates during 10 min intervals were also investigated (not shown). From SD values for
simulations and observations, distributions with 5 min intervals tended to be broader than that of
10 min intervals.
Ramp rates for the January and February (Exp-Winter in 2016) were also investigated (Figure 13).
In winter season, weather condition tend to be stable because Tsukuba station locates on the leeward
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side of mountains in a winter monsoon. SD values for GHI, DNI, and DIF for observations (simulations)
were 77.2 W m−2 (49.6 W m−2), 150.5 W m−2 (43.8 W m−2), 36.8 W m−2 (18.2 W m−2), respectively.
The SD values for GHI, DNI, and DIF for both of observations and simulations were smaller than the
summer season.
Figure 12. Frequency of solar radiation ramp rate (per 5 min) for (a) observations and (b) dx500m
forecasts in July and August of 2015 at the Tsukuba station. Results for GHI (top), DNI (middle), and
DIF (bottom). Num”, “MEAN”, “SD”, “MAX”, and “MIN” in each panel mean data number, mean
values, standard deviation, maximum values and minimum values, respectively.
Figure 13. Same as Figure 12, frequency of solar radiation ramp rate in the winter season of 2016.
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NWPs with different horizontal resolutions did not reproduce the developed cumulus clouds that
cause ramp events of solar irradiance simulation (see Section 4.2). Above results suggested that time
variations in GHI, DNI, and DIF simulations tended to be smoother than in observations.
6. Summary
In this study, solar irradiance simulations were created using NWPs (JMA-NHM) for four different
horizontal resolutions (5 km, 2 km, 1 km, and 500 m). This study examines the performance of
radiation processes (shortwave and longwave radiations) using NWPs. Results were validated using
surface-observed solar irradiance datasets and satellite-derived observations. The validation period
was during the summer of 2015 and the winter of 2016.
GHI, DNI, and DIF simulations were validated using BSRN datasets for the Tsukuba station in
Japan. Validation results showed that GHI simulations and DNI values for both clear sky conditions
(around 800 W m−2) and optically thick conditions (under 200 W m−2) tend to be close to observations.
DIF simulation errors tend to be large.
In addition, a case study of developed cumulus clouds on 30 July 2015 was performed. The cumulus
clouds were prevailed to further west of Tokyo compared with satellite observations even in the finest
resolution model, dx500m. Differences in cloud distribution relating to horizontal resolutions were
small. Statistical validations using satellite-derived solar radiation found that differences of frequency
of GHI values between simulations and observations was small in the TEPCO area.
Validation results on ULW found systematic negative biases of surface temperature (corresponding
to approximately - 2 K for summer and approximately - 1 K for winter). The negative temperature
biases could not be improved even in the finer model, dx500m. DLW biases generally tended to be
weak negative biases in the summer and winter seasons.
For electric energy utility, rapid variations in solar irradiance (called “ramp events”) were also
investigated, using higher horizontal resolution models. From the comparison of ramp rates for solar
irradiance simulations between observations and simulations, frequency of ramp rates of GHI, DNI,
and DIF tended to be narrower than those of observations.
From our numerical experiments on the four different horizontal resolutions of NWPs, it was
found that differences between horizontal resolutions for clouds and solar irradiance distributions
were not large. In addition to enhancing the resolution of the NWP, further improvements to cloud
and/or radiation schemes will be required to realize more accurate cloud distributions and/or solar
irradiance forecasts. These biases could be caused by our approximate radiative calculations. As a
future work, the use of a three dimensional radiative transfer is worth attempting to improve accuracy
of the radiation calculations.
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Abstract: The estimation of solar radiation for planning current and future periods in different fields,
such as renewable energy generation, is very important for decision makers. The current study
presents a hybrid model structure based on a multi-objective shark algorithm and fuzzy method
for forecasting and generating a zone map for solar radiation as an alternative solution for future
renewable energy production. The multi-objective shark algorithm attempts to select the best input
combination for solar radiation (SR) estimation and the optimal value of the adaptive neuro-fuzzy
inference system (ANFIS) parameter, and the power parameter of the inverse distance weight (IDW) is
computed. Three provinces in Iran with different climates and air quality index conditions have been
considered as case studies for this research. In addition, comparative analysis has been carried out
with other models, including multi-objective genetic algorithm-ANFIS and multi-objective particle
swarm optimization-ANFIS. The Taguchi model is used to obtain the best value of random parameters
for multi-objective algorithms. The comparison of the results shows that the relative deviation index
(RDI) of the distributed solutions in the Pareto front based multi-objective shark algorithm has the
lowest value in the spread index, spacing metric index, favorable distribution, and good diversity.
The generated Pareto solutions based on the multi-objective shark algorithm are compared to those
based on the genetic algorithm and particle swarm algorithm and found to be the optimal and near
ideal solutions. In addition, the determination of the best solution based on a multi-criteria decision
model enables the best input to the model to be selected based on different effective parameters.
Three different performance indices have been used in this study, including the root mean square
error, Nash–Sutcliffe efficiency, and mean absolute error. The generated zone map based on the
multi-objective shark algorithm-ANFIS highly matches with the observed data in all zones in all case
studies. Additionally, the analysis shows that the air quality index (AQI) should be considered as
effective input for SR estimation. Finally, the measurement and analysis of the uncertainty based
on the multi-objective shark algorithm-ANFIS were carried out. As a result, the proposed new
hybrid model is highly suitable for the generation of accurate zone mapping for different renewable
energy generation fields. In addition, the proposed hybrid model showed outstanding performance
for the development of a forecasting model for the solar radiation value, which is essential for the
decision-makers to draw a future plan for generating renewable energy based solar radiation.
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1. Introduction
The Sun is considered a fundamental resource for most physical and chemical processes on Earth.
Thus, processes related to the Sun are important for researchers [1,2]. The application of solar energy
for different aims as a renewable energy source is an important priority for researchers [3]. Renewable
energy technologies are fast becoming more effective and cheaper and their application is widely
growing. Solar radiation is one of the most important resources of renewable energy [4]. In fact, the
wide application of solar energy as renewable energy can decrease greenhouse emissions. Renewable
energy, such as solar radiation, has a low effect on the environment. In this context, decision makers
should know the available solar radiation in order to be able to identify the expected generation of
renewable energy. Therefore, the development of an accurate forecasting model and generation of
zone mapping for solar radiation is of vital importance for decision-makers. In addition, with the
world becoming warmer, renewable energies can balance the ecological conditions and the production
of domestic power can be carried out based on the use of solar energy [5,6].
In fact, Solar Radiation (SR) affects climate processes, and agricultural production is governed by
solar energy [7]. SR is necessary for plant growth, photosynthesis, and regulation of the growth duration.
The estimation of SR has many applications in different fields, including agricultural engineering,
building engineering, the energy and hydrology fields, and power and heat production [8]. For example,
the accurate estimation of irrigation is considered an important issue for irrigation planning and
design [9]. Additionally, SR is considered an important issue for evaporation computation [10]. Thus,
access to solar data and an accurate model for the prediction of SR data are important for the leverage of
the solar energy potential in particular locations. There are different empirical models and equations for
SR estimation. These models are highly important because of the economic limitation and measurement
complexity of SR estimation in some locations, rendering empirical models suitable for radiation
estimation [11]. Additionally, remote sensing and satellite images can be considered effective tools for
solar energy estimation. However, these empirical models require various parameters that might be too
complex to be accurately estimated in some locations. In addition, some models cannot provide a good
estimation of SR under changing climate conditions and other conditions [12]. The station height from
sea level, longitude, latitude, relative humidity, and pollution accumulation in the atmosphere affect
radiation estimations. Thus, the pollution content is an important and influential issue affecting SR,
and the application of accurate tools for radiation estimation under the effect of different parameters
is very important for decision makers [13]. Soft computing methods can be effective as powerful
tools based on large data sets because these methods can accurately simulate hydrological or other
variables. These methods can effectively adapt to climate and hydrological boundaries, decrease
the computational time, and ensure high accuracy in hydrological predictions [14]. In addition, soft
computing methods can be effective tools for estimating SR when different parameters, such as particle
pollution, temperature, humidity, etc., have a significant effect on SR [15]. The present study attempts
to simulate the SR in East Azarbayejan in Iran in some stations in the presence of particle pollution. The
current article presents self-organizing maps (SOMs) with a multi-objective shark algorithm (MOSA),
and the fuzzy method is applied to select the optimal input combinations, identify the best value of the
ANFIS parameters, and generate the spatial distribution of SR. The SOM is used as a clustering method
to identify impactful spatial SR values, and the results are compared with those obtained using the
multi-objective genetic algorithm (MOGA) and multi-objective particle swarm optimization (MPSO).
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2. Background
An ANN model based on different numbers of inputs in different cities in Turkey was previously
used to simulate SR [16]. The results indicated that using a pre-selection procedure is necessary for
the determination of the inputs because the elimination of some input parameters could significantly
decrease the accuracy of the models. The ANN used for different climate change conditions had
acceptable performance for SR based on the accuracy of the parameter selection.
Another study simulated the monthly and daily total global SR based on an artificial neural
network (ANN) [17]. The soil temperature, wind speed, temperature, and mean monthly rainfall were
used to estimate SR. The results indicated that the mean absolute percentage error (MAPE) based on
the ANN was approximately 5.34% and that the ANN method decreased the MAPE compared with
the output of the regression method with a high correlation.
The auto regressive moving average mode (ARMA) and multi-layer perceptron (MLP) have been
used as hybrid models to simulate hourly SR [18]. The results indicated that the hybrid model had a
lower root mean square error (RMSE) than the simple MLP model, and the necessary data for this
research were obtained based on a numerical weather simulation model.
A regression model was used to estimate hourly SR values [19]. The relative humidity, atmospheric
pressure, air pollution index, and mean rainfall were used as inputs in the models. The results indicated
that the models incorporating the air pollution index could produce a relatively accurate estimate of
SR with a high Nash–Sutcliffe efficiency value and a small RMSE value.
The daily SR has also been predicted by a support vector machine (SVM) [20]. The SVM method
was used based on the sunshine ratio as an effective input, and the results were compared with
those obtained using empirical models. Compared to the empirical models, the SVM models could
significantly reduce the relative error and provide more accurate predictions of the winter season.
Vakili et al. [21] simulated the daily SR based on an ANN while considering the suspended
particulate matter. The temperature, rainfall, humidity, and suspended particle characteristics were
used to simulate SR in Tehran Province, Iran, and the results indicated that compared to the other
applied methods’ input structure, the ANN considering the suspended particles could simulate SR
with the lowest error in terms of the RMSE and mean absolute error.
The hourly global horizontal irradiance (HGI) was estimated based on Meteosat imagery and
an ANN [22]. The data were obtained from a radiometric station. The Heliosat-2 model was
used to compare the results with those obtained using an ANN. The results obtained by the ANN
based on different sky conditions had a significantly lower RMSE value than those obtained by the
Heliosat-2 model.
Celik et al. [23] applied an optimized ANN for SR estimation over the Eastern Mediterranean.
The results indicated that the daily SR could be predicted based on the optimized ANN with high
accuracy such that the optimized model could accurately determine the number of hidden neurons
and weights in the ANN, and the RMSE was decreased by approximately 10% to 12% compared to
that obtained using regression methods.
A moderate-resolution imaging spectroradiometer (MODIS) and an ANN have also been used to
obtain SR estimates [24]. Land surface temperature (LST) data were used as input data to the ANN,
and the results indicated that the relative error of the ANN was 5.35%, while the error of the regression
models was 10.23%.
The new daily SR model (NDSRM) using the air quality index (AQI) was applied in multiple
cities [25]. The results differed according to whether the AQI was added or removed from the inputs
such that the predicted SR based on the elimination of the AQI in some cities had high accuracy,
whereas the model accuracy depended on the AQI value as input in other cities.
The ANN model and inverse distance weight (IDW)-based model were used to simulate SR
at distances greater than 50 km [26]. The results indicated that the IDW model had an RMSE of
approximately 6.4%, while the RMSE of the ANN model was 5.11%, and the IDW model was simpler
and more accurate than the ANN model.
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Yoe et al. [25] applied the SVM to SR estimation based on the air quality index. The results
indicated that the Nash–Sutcliffe efficiency varied from 0.682 to 0.740, and the models with the AQI
input provided a higher accuracy in solar estimation than those without this input.
The daily SR considering the air quality index was simulated by a support vector machine (SVM)
in a large region with different climates [2]. The results indicated that the elimination of the AQI input
among the other inputs could significantly decrease the accuracy of the estimation model; the SVM
featured a high accuracy, and simple structures were found to have a high ability to absorb SR.
Fan et al. [27] applied an SVM for SR estimation while considering atmospheric particulate matter
(PM). Daily metrological and air pollution data were used to simulate SR. The inclusion of PM with a
diameter of 2.5 micrometres (PM 2.5), PM 10, and O3 in the input combinations were considered the
best combination of inputs and improved the results of the SVM.
Furthermore, many research efforts have attempted to simulate SR based on soft computing
methods under different conditions, such as using air pollution data. Different air quality indexes
have been used to evaluate the air quality, such as the air pollution index (API) and air quality index
(AQI) [28]. The AQI is used to provide a daily evaluation of the air quality. This index is used to
present the air quality to the population while focusing on the respiratory effects that can be observed
some hours or days after exposure [29]. The AQI is computed based on models or air monitors
considering nitrogen dioxide, ozone, carbon monoxide, and sulfur dioxide [30]. This index ranges from
0 to 500, which is divided into different classifications, and each classification is related to different
levels of human health. The country of Iran experiences considerable air pollution in different cities;
this air pollution is usually measured and evaluated with the index, and the classification changes
accordingly [31]. For example, when the index value is within the range of 0 to 50, the air quality is
good, and when the index value is greater than 300, the air quality is very dangerous. A literature
review of the pollutant particle effect on SR shows that several studies have considered the effect of air
quality on SR [31].
Thus, the main purpose of the current paper is to evaluate the effect of air quality on SR using
soft computing models to provide a comprehensive discussion concerning the influences of the air
quality on the accuracy of SR prediction. In this study, the ANFIS model was selected as the soft
computing method because ANFIS is suitable for predicting stochastic nature variables, such as SR.
However, in the ANFIS model procedure, there is a need to initialize a few internal parameters that
are usually selected using the trial-and-error process. The selection of the optimal values of these
parameters significantly affects the accuracy of the model performance. In this context, there is a need
to optimize the value of the ANFIS’s internal parameter to ensure an acceptable level of prediction
accuracy. In fact, the shark algorithm is widely accepted and has been successfully applied in the fields
of water resources and power generation, mathematical simulations, the design of trusses, and other
fields [32,33]. Therefore, the shark algorithm is used as an effective optimization tool to obtain the
optimal parameters for the ANFIS. The rotational movement of the shark in this algorithm improves
the ability to search for the global optima of the ANFIS’s internal parameters. The proposed integrated
adaptive neuro-fuzzy inference system with multi-objective shark algorithm (ANFIS-MOSA) model
was examined in SR prediction in three different case studies. In addition, comprehensive analyses
were carried out to compare the proposed model to other models.
3. Materials and Methods
3.1. Fuzzy Method
The ANFIS model, which is based on large amounts of data, can accurately simulate different
variables, such as hydrological parameters, water quality parameters, climate parameters, and other
parameters. The following six layers are used in the ANFIS:
• The first layer with inputs x and y is connected to the neurons in the adjacent layer.
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• The nodes in layer 2 constitute the fuzzification layer, and this layer includes an adaptive node
that has a function. The fuzzy membership function is computed in this layer as follows:
Q1,i = μAi(x1), for(i = 1, 2.., ..)
Q2,i = μBi−2(x1), for(i = 1, 2.., ..)
. (1)
There are different types of membership functions, and the following bell function has been widely







where ai, bi, and ci are premise parameters that can be obtained based on the optimization process.
• The firing strength (wi) is computed in the third layer as follows:
Q2,i = wi = μAi(x).μB(y). (3)
Each node in the fourth layer computes the ratio of the firing strength of the membership rules to the








• Each node in the fifth layer is considered an adaptive square node with a node function:
Q4,1 = wi fi = wi.(pix ++qiy + ri), (5)
where pi, qi, and ri are considered the consequent parameters.
• The overall output in the sixth layer is computed based on signals received from the defuzzification






However, the consequent parameters and premise parameters should be determined accurately,
and an optimization algorithm can obtain the accurate value of these parameters if the initial estimates
of the parameter values are inserted into the algorithms as decision variables.
3.2. Shark Algorithm (SA)
The shark algorithm acts based on smell receptors in idealized sharks. The algorithm, which
features a simple structure, high flexibility, resistance to trapping in local optima, and fast convergence,
has been successfully applied in the fields of water resource management, reservoir operation, and











where x1il is the jth dimension of the ith shark position, ND is the number of decision variables, and X
l
i
is the initial shark position. The SA has the following three main assumptions:
• The injured fish are considered prey to the sharks, and the movement velocity of the fish is very
low compared to the shark velocity due to their injuries. The sharks find the fish locations by
detecting blood from the injured fish.
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• Blood is regularly emitted from the fish bodies, and the water flow has a negligible effect on the
blood emission and movement in the water. When the number of blood particles around the
injured fish is considerable, the smell receptors of the shark can detect the blood odor, and the
shark moves to the location of the fish.
• Each injured fish is considered one blood source.










where v1il is the jth dimension of the ith velocity position, ND is the number of decision variables, and
Vli is the initial shark velocity.
The shark velocity varies based on the detected smell intensity, and when sharks detect a higher
odor concentration, they rapidly move in the direction of the target. If the variation in the odor
concentrations is considered a gradient of the objective function, the velocity varies according to the
gradient of the objective function based on the following equation:
Vki = ηk.R1.∇(OF)
∣∣∣∣Xki , i = 1, . . .NP, k = 1, . . . , kmax, (9)
where OF is the objective function, k is the stage number, NP is the population size, ηk is a random
value between 0 and 1, and R1 is a random value. The forward movement of the sharks is based on
the k number stage such that the maximum number stage equals kmax. The sharks are subjected to an
inertial limitation, and thus, they move at a specific velocity as follows:
vki, j = ηk.R1.
∂(OF)
∂xj
|xj,k + αkR2vk−1i, j , (10)
where αk is a momentum coefficient between 0 and 1, and R2 is a random value. A momentum rate
with a higher value indicates greater inertia, and thus, the current velocity strongly depends on the
previous velocity. The normal velocity of a shark is 20 km/hr, and the maximum velocity of a shark is
80 km/hr; thus, there is a limitation to the velocity based on the following equation:
∣∣∣∣vki, j∣∣∣∣ = min
[∣∣∣∣∣∣ηk.R1.∂(OF)∂x










where Yk+1i is the new shark position, and Δtk is the time interval. The rotational movement of the






where R3 is a random number, M is the total number of points in the local search and rotational point,
and m is the number of each rotation level. In fact, there are M points around Yk+1i ; thus, the sharks
manifest rotational movement around these points. Then, the sharks select the best position based on
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3.3. Multi-Objective Algorithms
An optimization problem can have one or more objective functions. The framework of a







, j = 1, .., m













= (p1, .., pn) is the solution vector, fj is the jth objective function, m is the number of objective




b are the upper and lower constraints, respectively,
and gl and bl are the ith constraints related to the right-hand side.
When the problem has one objective function, the solutions based on different methods can be
easily compared, but the domination concept should be used when two objective functions can be
identified for the problem. The solution,
→
p , dominates the solution,
→
q , if the following is satisfied with
the problem:
→
p  →q :
[
∀ j ∈ {1, . . . , m}
∣∣∣∣ f j(→p ) ≤ f j(→q )]&[∃ j ∈ {1, . . . , m}∣∣∣∣ f j(→p ) < f j(→q )]. (15)
The Pareto front includes solutions such that any other solution cannot dominate the Pareto set in











)∣∣∣∣→x ∈ PF}. (17)
The main aim of the problem is related to identifying the Pareto front with the highest diversity.
A set of non-dominated solutions for the multi-objective problem is selected, and the decision maker
selects one solution as the best solution based on an accurate evaluation.
3.4. Multi-Objective Shark Algorithm (MOSA)
The shark positions in the MOSA are considered solutions to the problem, and these positions are
generated randomly at the initial level of the MOSA. The non-dominated solutions are saved in an
archive and generate a POF. Then, the equality of the solutions is investigated based on a computation
of the objective function. The non-dominated sharks in the new archive are computed and recorded in
an archive. The following aspects of the archive should be considered:
• If the new solution is dominated by at least one current solution in the archive, the new solution is
not inserted into the archive.
• If the new solution dominates over older solutions, the non-dominated solutions are eliminated,
and the new solution is inserted into the archive.
• If no new solutions or current solutions in the archive can dominate each other, the new solutions
are added to the archive.
Several hypercubes are produced by dividing the objective function spaces by a grid-based
mechanism. When the archive size exceeds the capacity, additional sharks should be eliminated from
the archive. Hypercubes with a relatively low density are important for the generation of a uniform
distribution, and elimination can occur in areas with greater hypercube crowding.
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3.5. Non-Dominated Sorting Genetic Algorithm (NSGA)
NSGA
∏
was generated by Deb [36]. A random population based on generation chromosomes is
considered in the first level of NSGA
∏
. The children chromosomes are generated based on crossover
and mutation operators, and their objective function is computed. Then, the combination of the parent
and children populations is divided over the fronts based on non-dominated sorting as described by
Deb [36]. The crowding distance of each member is computed, and the population is sorted based on
this index. Then, the combined population after the sorting mechanism is truncated, such as the parent
population, and a new population is prepared to produce a child population. After a ranking process,
the first-ranked solution represents the best solution.
3.6. Multi-Objective Particle Swarm Optimization (MPSO)
If the problem space is considered with d dimensions and particles, the ith position particle at the
ith position, Xi(xi1, .., xid), has a velocity of Vi = (vi1, .., vid). The best performance of each particle in
the swarm is Pi(pi1, .., pid) [37]. Each particle attempts to improve its position, velocity, and distance


















where ω is the inertia coefficient, xgbest is the global best output of the particle, xpbest is the personal best
output of the particle, c1 is the cognitive acceleration coefficient, c2 is the social acceleration coefficient,
r1, r2 are random numbers, Vt+1i is the velocity at time t + 1, and X
t+1
i is the position at time t + 1.
The MPSO algorithm encounters a set of solutions as a Pareto front [38]. The archive of a
non-dominated solution is considered in the solutions developed at each level. First, the initial position
and velocity of the particles are considered in the MPSO, and their objective function is computed [39].
Then, the leader is selected from the archive as the particle with the best objective function value such
that each particle follows one leader in the archive, and the velocity and position of each particle are
updated. The objective function of the new positions and velocities is computed. If the new solution
can dominate over xpbest, the new solution is inserted into the archive instead of xpbest. An efficient
mutation strategy for increasing diversity can be considered at this level and applied to the particles.
One of the objective functions is selected for the level mutation, and then, the particles are sorted in
descending order at this level based on the objective function computation. The crowding distance of
the particles in the archive is computed, and sorting is performed in descending order. Then, elitist
mutation is applied to a predefined number of available solutions in the archives. The convergence
criteria are checked, and if the criteria are not satisfied, the system returns to updating the velocity and
position and determining whether the algorithm has completed.
4. Case Study
The current study considers SR over Ardebil, Gilan, and East Azarbayejan. East Azarbayejan has
an area of approximately 47,830 km2 (Figure 1). The northern extent of East Azarbayejan is a part of the
Republic of Azarbayejan and Armenia. Zanjan Province is located in the south of this province, and
the Sahand Mountain, which has a height of 3707 m, is one of the highest points in the province. The
annual temperature from 2008 to 2018 ranged between 25 and −15 ◦C. This province is located between
the longitudes of 45◦0′ E and 47◦50′ E and latitudes of 36◦50′ to 39◦50′. This province is mountainous
as follows: 40% of the province area has mountainous conditions. The climate in this province is cold
and dry, but the different topographies cause variations in the climates. The maximum temperature,
precipitation, and number of sunny hours obtained from three stations, i.e., Ahar (longitude: 47◦48′
and latitude: 38◦28′), Bonab (longitude: 45◦70′ and latitude: 37◦20′), and Sarab (longitude: 47◦23′
and latitude: 37◦51′), were considered. Additionally, the AQI values at these 3 stations or cities were
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obtained based on air quality monitoring. Ardebil Province occupies an area of approximately 3.17 km2
between the longitudes of 47◦00′ E and 48◦50′ E and latitudes of 37◦00′ N to 40◦00′ N. Different climates,
such as Mediterranean, moderate Mediterranean, and mountainous climates, can be observed in this
province. The average annual precipitation in this province is 462.5 mm, and the annual temperature
varied between −3 ◦C (minimum temperature) and 34 ◦C (maximum temperature) from 2008 to 2018.
The following three stations in this province were used to characterize the temperature, precipitation,
sunny hours, and AQI data: Ardebil station (longitude: 47◦29′ and latitude: 38◦00′), Ebrahimabad
(longitude: 48◦29′ and latitude: 38◦22′), and Phyroozabad (longitude: 48◦20′ and latitude: 37◦59′).







Figure 1. Location of case study (a) East Azarbayjan, (b) Ardebil, and (c) Gilan.
A moderate climate is observed in this basin. The area of this province is 14,044 km2, and the
average annual precipitation varied from 1200 to 1800 mm during the period from 2008 to 2018. The
climatology-oriented Rasht Institute (longitude: 49◦39′ and latitude: 37◦12′), Anzali (longitude: 49◦39′
and latitude: 38◦20′) and Astara (longitude: 48◦51′ and latitude: 38◦21′) are used to record the different
data. The AQI at the different stations is computed based on the following equation:
I =
Ihigh − Ilow
Chigh −Clow (C−Clow) + Ilow, (19)
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where I is the air quality index, C is the pollutant concentration, Clow is the concentration extreme
equal to or lower than C, Chigh is the concentration extreme equal to or greater than C, Ihigh is the index
breakpoint related to Chigh, and Ilow is the index breakpoint related to Clow. Table 1 shows the different
classifications of AQI (Air Quality Index).
Table 1. Classification of the AQI index.
Air Pollution Level AQI Index Value
1 excellent 0–50
2 good 51–100
3 Lightly polluted 101–150
4 Moderately populated 151–200
5 Heavily polluted 201–300
6 Severely polluted >300
Figure 2 shows the average AQI during different months in Ardebil, East Azarbayejan, and Gilan
Provinces. Clearly, the greatest variation in East Azarbayejan can be observed in January as follows:
The minimum AQI in January is 46, and the maximum value is 74. The lowest variation in East
Azarbayejan is observed in May (minimum AQI = 60 and maximum AQI = 62). The highest AQI value
is observed in March (AQI = 79.5) in East Azarbayejan, and the lowest AQI value in East Azarbayejan
Province (EAZP) occurs in April. This index in EAZP shows that the first quartile and third quartile in
most months exhibit an AQI > 50, and the conditions appear to differ only in April. The other values
of the AQI index can be observed in the other provinces.
Figure 2. AQI for (a) East Azarbayjan, (b) Ardebil, and (c) Gilan.
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Table 2 shows the variation in the average temperature during the different months during the
period of 2008–2018. July exhibits the greatest variation based on the high value of the variation
coefficient in Azarbayejan (EAZP), and the maximum temperature in this province occurs during
this month. The minimum temperature in Ardebil Province (AP) occurs in January, and the greatest
variation in this province can be observed in May. The other details are listed in Table 2. Figure 3 shows
the precipitation values in the different provinces. For example, the highest precipitation value in AP
occurs in March, and the greatest variation in precipitation in AP is observed in this month. The lowest
precipitation value in AP occurs in December. The other details of the other provinces are shown in
Figure 3. Additionally, the number of sunny hours at different stations is shown. For example, the
number of sunny hours (NSN) in June in Gilan Province (GP) is as follows: The most variation in the
NSN occurs in June, and the lowest variation can be observed in July. The other details are shown
in Figure 3.
Table 2. Temperature variation for the different months (2008–2019).
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Max. Temp. ◦C 2 4 10 12 19 28 31 18 17 14 9 8
Min. Temp. ◦C −8 −2 6 8 10 16 15 10 10 9 5 3
Variation Coeff. ×10−2 0.34 022. 0.12 0.10 0.31 0.35 0.44 0.30 0.27 0.21 0.20 0.32
Ardebil
Max. Temp. ◦C 1 5 12 14 23 27 32 17 18 15 7 6
Min. Temp. ◦C −7 −3 7 9 11 19 23 9 12 10 2 5
Variation Coeff. ×10−2 0.31 0.24 0.32 0.28 0.45 0.34 0.21 0.18 0.17 0.12 0.11 0.11
Gilan Province
Max. Temp. ◦C 6 7 14 15 22 28 33 18 19 17 8 7
Min. Temp. ◦C −5 −2 9 10 15 16 23 12 14 12 3 2
Variation Coeff. ×10−2 0.31 0.30 0.28 0.23 0.26 0.39 0.31 0.28 0.15 0.12 0.10 0.10
Figure 3. (a) Monthly temperature for the 2008–2018 in EAZP, (b) monthly temperature for the
2008–2018 in AP, (c) monthly temperature for the 2008–2018 in GP, (d) monthly number of sunny hours
for the 2008–2018 in EAZP, (e) monthly number of sunny hours for the 2008–2018 in AP, (f) monthly
number of sunny hours for the 2008–2018 in GP.
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The inverse distance weight (IDW) method was used to obtain the SR in the different zones. This
method has an effective feature allowing the optimal value to be obtained based on a multi-objective












where z∗ is the estimated precipitation at each point, Di is the difference between the predicted and
observed data, and q is the power parameter.
Three objective functions are considered in the ANFISmulti-objective optimization algorithm [40].
The obg function is considered to select the best input parameters for the ANFIS, and the RMSE is
used as an objective function to obtain the best value of the ANFIS parameters. The general standard










































where NOtrain is the training data number, RMSEtrain is the root mean square error of the training data,
RMSEValTest is the root mean square error of the test data, MAEtrain is the mean absolute error of the
training data, MAEValTest is the mean absolute error of the test data, Rtrain+1 is the correlation coefficient
of the training data, RvalTest+1 is the correlation coefficient of the test data, Ti represents the simulated
data, Z is the average value of the simulated data at different points, and Oi represents the observed
data. Lower RMSE, MAE, and GSD values are considered better. First, the ANFIS model is considered
based on the initial estimates of the linear and nonlinear parameters, and different components (Ns:
Number of sunny hours, Tmax(t−3): Maximum temperature with a three-month lag, Tmax(t−6): Maximum
temperature with a 6-month lag, Tmin(t−3): Minimum temperature with a three-month lag, Tmin(t−6):
Minimum temperature with a six-month lag, Rainfall(t−3): Precipitation value with a three-month lag,
Rainfall(t−6): Precipitation value with a six-month lag, and the AQI indexes) are used as inputs. The
ANFIS simulates the results. The IDW is used to simulate SR in the different zones, and then, the
Multi-Objective Shark Algorithm (MOSA) is used based on the initial population used for the selection
of inputs, the optimal determination of the adaptive neuro-fuzzy inference system (ANFIS) parameters,
and the selection of the power parameters for the IDW. As shown in Figure 4, the different operators
apply the candidate solutions, and then, these solutions are returned to the ANFIS subroutine for
another simulation iteration. If the stopping criteria are satisfied, the process finishes with the optimal
results. The modified technique for order preference by similarity by the ideal solution (M-TOPSIS) is
used to select the best solution from the Pareto form based on the following equations:
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where xj+ is the ideal solution (largest maximization criterion value or smallest minimization criterion
value), xj− is the negative ideal solution (largest minimization criterion value or smallest maximization
criterion value), D+j is the distance from the ideal solution, D
+
j is the distance from the least ideal
solution, xij represents the results of alternative i considering criterion j, and R∗j is the similarity ratio,
and this index of the solution is sorted by descending values to show the rank of each solution.
Figure 4. MOSA and ANFIS structure.
Additionally, the following indexes are used to select the best multi-objective algorithm:
• Cover Surface (CS)
This index presents the relative score of the solutions in set B that are weakly dominated by set A
as follows:
CS(A, B) =
|{b ∈ B|∃a ∈ A : a ≤ b}|
|B| (23)
If the index value equals 1, all solutions in set B are weakly dominated by those in set A, and if the
index value equals −1, any solution in set B is dominated by the solutions in set A. However, the index
value can have values other than 1 and −1, which could indicate that the number of solutions in set A
is covered by those in set B.
• General Distance (GD)
This index shows the closeness value of the computed Pareto solutions to the true Pareto solution.
If Q is considered a set obtained by the MOSA, the GD is computed based on the following equation:
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f im − f ∗km
)2 , (24)
where P* is a reference solution (a set of all possible true Pareto solutions), dpi is the distance of the
solution obtained by the algorithm to the best solution, and f ∗km is the m-objective value of the kth
member of P*. A lower value of this index is more favorable for decision makers.
• Spread Index (SI)











dem + (N − 1)d
, (25)
where di is the Euclidean distance between successive solutions among the obtained non-dominated
solutions, d is the average of all distances di, N is the number of solutions in the best non-dominated
front, and dem is the computed distance of the extreme solution between the obtained Pareto of the moth
objective and the true optimal Pareto.
• Spacing Metric (SM)
This index is computed by measuring the distances of successive solutions in a non-dominated











where di = mink∈Q∧ki
M∑
m=1




k is the value of the ith objective function of the
kth member.
5. Discussion and Results of the Algorithm Parameters
5.1. Results of the Sensitivity Analysis
Evolutionary algorithms are usually initialized using random parameters to allow accurate
prediction values to be determined when these random parameters have been optimally selected. The
Taguchi model is used to set the values of the random parameters. Its advantages include decreased
time and cost in the selection of effective parameters with respect to the results. The selection of an
orthogonal array is important for the Taguchi model. Table 3 shows the effective parameters of each
algorithm. For example, the MOSA has four effective parameters with four levels, and the other details
of the other algorithms are also shown. Then, the relative deviation index (RDI) is used based on the
computed CS, GD, SI, and SM values.
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Table 3. Level and effective parameters for MOSA, NSGAII, and MOPSO ( Multi objective particle
swarm algorithm.
MOSA
Parameter Level 1 Level 2 Level 3 Level 4
Population size 10 30 50 70
M 20 40 60 80
α 0.2 0.4 0.60 0.80
β 1 2 3 4
Parameter Level1 Level2 Level3 Level 4
NSGAII
Parameter Level 1 Level 2 Level 3
Population size 10 30 50
Mutation
probability 20 40 60
Crossover
probability 0.2 0.4 0.60
MOPSO
Parameter Level 1 Level 2 Level 3 Level 4
Population size 10 20 30 40
Inertia weight 0.2 0.40 0.60 0.80
Mutation
probability 0.05 0.10 0.15 0.20
C1 1.6 1.8 2.0 2.2
C2 1.6 1.8 2.0 2.2
In fact, this index shows the difference among the computed solutions with the best solution in
each index. Notably, the best solution in some indexes, such as the CS, is considered based on the
computed largest value of this index, and the best solution in other indexes, such as the GD, SI, and




where Algsol is the computed solution of each index, and Bestsol is the best computed solution of
each index.
When the RDI is computed for the CS, GD, SI, and SM, the product of a Wight parameter (WP)
and the computed RDI is obtained, and then, the products of the RDI and WP for the different indexes
are summed. The WP of the SC, GD, SI, and SM is 0.25 because the four indexes have the same priority
to decision makers, and the algorithm should satisfy all indexes. Then, Minitab software is used, and
the L9, L12, and L9 arrays of the MOSA, NSGAII, and MOPSO, respectively, are considered for the
model. The orthogonal array and results are shown in Table 4. The lowest CMRDI value shows that
the algorithm parameters can obtain the solutions with a small difference between the best solutions.
For example, the size population for the MOSA with level 2 has the lowest value among the levels,
and thus, the population size for level 2 equals 30. The best values of the other parameters can be
computed similarity. The best CMRDI value is shown in Table 4.
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Table 4. Computed results based on the computed average of the relative deviation index (CMRDI) for
MOSA, MOPSOA, and NSGAII.
MOSA
Population size
Level 1 Level 2 Level 3 Level 4
2.8 2.4 3.1 3.5
M
Level 1 Level 2 Level 3 Level 4
2.9 2.7 3.3 3.5
α
Level 1 Level 2 Level 3 Level 4
3.6 3.1 2.7 3.9
β
Level 1 Level 2 Level 3 Level 4
3.5 2.6 2.8 2.9
MOPSOA
Population size




Level 1 Level 2 Level 3
4.5 3.7 3.9
Inertia weight
Level 1 Level 2 Level 3
C1
Level 1 Level 2 Level 3
3.9 3.7 4.00
C2




Level 1 Level 2 Level 3 Level 4
20 30 40 50
5.6 5.3 5.1 5.9
Mutation probability
Level 1 Level 2 Level 3 Level 4
6.2 5.6 5.8 6.2
Level 1 Level 2 Level 3 Level 4
6.3 6.1 6.7 6.9
5.2. Results of the Different Multi-Objective Algorithms
The three Pareto fronts of the three algorithms are shown in Figure 5. The results and discussion
were applied to Azarbayejan Province to avoid repetition. Additionally, when a large Pareto is obtained,
many points act as solutions, and thus, the methods are compared using a decreased number of
points for ease of presentation and to facilitate understanding (Table 5). A cluster method was used
in the current article. First, the N cluster is considered, and the distance between each cluster is
computed. The two clusters with the smallest distance are selected and combined to generate one
cluster, and this process continues until the number of clusters reaches the lowest probable value.
Linear programming is used to obtain each objective function value separately without considering
the other two objective functions. B, C, and A are the best values of the first objective function (F(1)
or GSD), the second objective function (F(2) or RMSE), and third objective function (F(3) or MAE),
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respectively. By comparing the nearest points of the different algorithm Pareto results to the mentioned
points (A, B, and C), in contrast to the cases of the other algorithms, the nearest point in the MOPSO can
obtain and match the optimal objective function separately. For the ease of comparison, the objective
function values are converted to values between 0 and 1. A, B, and C have the best optimal values for
the three objective functions, F(3), F(1), and F(2), respectively, based on the lowest values. Thus, the
value of the objective function of the ideal points is considered the closest value to 1; consequently, the
other points could be sorted and ranked. Additionally, the nearest points (NPs) to the reference points
A, B, and C in the MOSA, MOPSO, and NSGAII are shown by NPMOSA, NPMOPSO, and NPNSGAII,
respectively. Clearly, the NPMOSA has a good match with the best optimal objective function. For
example, the best value of F(1) based on the B point is considered equal to 1, and this value of NPMOSA
is 0.99; the other points are similar. In fact, when F(1) equals 1, the best objective function value of F(1)
can be observed in point B, and then, F(2) and F(3) are computed for this point. Clearly, when an ideal
point can satisfy one objective function, the value of the other objective functions at this point does not
have the best value. In addition, the results of the other two provinces are shown in Figure 5. Figure 6
shows the RDI percentage of the different indexes in Azarbayejan, and the values in Ardebil and Gilan
are not shown in this section to avoid repetition. The low RDI value shows better solutions and Pareto
for the multi-objective algorithms. Notably, the variation in the values of the different indexes in the
MOSA is smaller than that using the other two methods, and thus, the reliability of the generated data
based on the ANFIS-MOSA is higher than that of the other algorithms. Additionally, the minimum,
maximum, and median RDI in the box plots of the NFIS-SOMA have lower values than those based on
the other two algorithms. Thus, these results show that the formed Pareto for the ANFIS-MOSA has
good and diverse distribution in the space problem compared with that for the other two algorithms.




Figure 5. Pareto front for (a) Azarbayjen province, (b) Ardebil, and (C) Gilan.
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Table 5. Comparison of the condition of the nearest point of each Pareto with the best values of each
objective function for Azarbayejan.
Model F(1) F(2) F(3)
Lingo (NLP) (B) 0.12 1 0.0.14
Lingo (NLP) (C) 1 0.75 0.50
Lingo (NLP) (A) 0.75 0.50 1
description
The value of first objective function
for the nearest points in the Paretos
to the ideal point of first objective
function
The value of second objective
function for the nearest points
in the Paretos to the ideal point
of first objective function
The value of the third objective
function for the nearest points
in the Paretos to the ideal point
of first objective function
(optimal value for F1) 0.99 0.75 0.50 0.62 0.50 0.27 0.86 0.33 0.50
NPSA NPPSO NPGA NPSA NPPSO NPGA NPSA NPPSO NPSGA
description
The value of first objective function
for the nearest points in the Paretos
to the ideal point of second objective
function
The value of second objective
function for the nearest points
in the Paretos to the ideal point
of second objective function
The value of third objective
function for the nearest points
in the Paretos to the ideal point
of second objective function
(optimal value for F2) 0.50 0.49 0.48 0.95 0.63 0.30 0.14 0.11 0.10
description
The value of first objective function
for the nearest points in the Paretos
to the ideal point of third objective
function
The value of second objective
function for the nearest points
in the Paretos to the ideal point
of third objective function
The value of third objective
function for the nearest points
in the Paretos to the ideal point
of third objective function
(optimal value for F3) 0.85 0.75 0.50 0.37 0.33 0.12 0.99 0.50 0.50
Figure 6. Computation of RDI for different indexes for Azarbayejan province.
5.3. SR Results
The previous section showed that the ANFIS-MOSA has better performance than the other two
models. There are initially 10 points representing the MOSA Pareto in Figure 5. The points are labelled
by a number such that point 1 is shown by the number 1, and the other numbers corresponding to the
other points are allocated such that the sixth point representing the MOSA and its Pareto is based on
the MTOPSIS. This index is based on the objective function value and the difference in the objective
function at each point between the most ideal and least ideal points. Then, the similarity ratio is
computed for each point, and the points are sorted based on the computed rank. Figure 5 shows the
best solution for EAZP, and the points are computed for other similar points such that each point
shows a combination of the input, the value of the q power, and the optimal values for the ANFIS
model. For example, the best point for the MOSA simulates SR with inputs (Ns: Number of sunny
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hours, Tmax(t−3): Maximum temperature with a three-month lag, Tmin(t−3): Minimum temperature with
a three-month lag, rainfall(t−3): Precipitation value with a three-month lag, and AQI indexes), and the
other points have different input combinations. Clearly, the best model or sixth point in the MOSA
Pareto and EAZP does not use all inputs, and thus, this model can obtain the best results with the
fewest number of inputs. Figure 7 compares the performance of 10 points in the ANFIS-MOSA, and the
Taylor diagram is based on the standard deviation, correlation, and distance from the reference point.
The numbers on the radius show the RMSE values. The performance of the sixth point in different




Figure 7. The results for the Pareto solutions for (a) EAZP, (b) AP, and (c) GP.
Figure 8 shows the process variation of the RMSE, MAE, and NSE indexes for the 10 points in the
different provinces, and the locations of the points are determined on the three-dimensional graph.
Clearly, the sixth point has the lowest RMSE and MAE values and the highest NSE value. In fact, the
10 points show that 10 combination inputs were generated by the MOSA and that the sixth point has
the best input combination, best value of the ANFIS parameter, and best value of the power q for the
IDW. The locations of the points are shown in Figure 8. Stars show the points. Table 6 shows the
performance of the ideal solution of ANFIS and MOSA with and without the AQI input parameter. The
results show that the elimination of the AQI input parameter significantly increases the error index and
decreases the NSE because the elimination of this parameter enables the simulation of SR. Although
the dependency of the performance of models to AQI is variable for different studies, it is essential to
consider the AQI as one of the model inputs for solar radiation. This is due to the fact that there is a
strong interaction between the solar radiation value and air pollutant and visa-versa. For example,
airborne particulate and gaseous pollutants decrease the amount of solar radiation reaching the Earth's
surface. In contrast, ultraviolet (UV) radiation is necessary to initiate a series of reactions that cause
high urban ozone values. Understanding the interaction between solar radiation and air pollution is
especially important from the viewpoint of collecting and utilizing solar energy as an alternate energy
source. Aerosols in the atmosphere can alter the solar radiation incident at the ground in two ways: By
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depleting the total energy and by changing the relative amounts of direct and diffuse radiation. At
urban sites, high aerosol concentrations reduce the total incident energy and alter the direct: diffuse
ratio. At rural locales, where anthropogenic aerosol burdens are smaller, the decrease in the direct
solar beam will be largely compensated by an increase in the diffuse flux. Photo-chemical pollutants,
which depend on UV radiation for their formation, also affect the amount of solar energy reaching the
ground. Ozone and the particles formed from photochemically induced gas to particle reactions cause
absorption and scattering of incident radiation. As a result, the air pollution is one of the most effective
parameters that influences on the expected value of the solar radiation. However, it is relatively
difficult to understand the real interrelationship between them mathematically. In addition, in most
case studies, the data for air pollution is not available. Therefore, it is necessary while developing a
model for forecasting solar radiation to consider the air pollution as one of the major inputs to the
model. It can be obviously observed from Table 6 that the expected errors could be increased especially
if the pollution value has a high level.
 
Figure 8. The tree generated three dimensional figure based on all solutions in Pareto with the
determination of 10 points of the Pareto solution in the ANFIS-MOSA model for (a) the test level in
EAZP, (b) test level in AP, and (c) test level in GP.
Table 6. Consideration of ANFIS and MOSA model with and without AQI for the best solution.
Index RMSE (Kwh/m2) MAE NSE
ANIFS-MOSA with AQI input 2.12 1.25 0.95
ANFIS MOSA without AQI input 2.98 1.71 0.90
Figure 9 shows the zone map based on the IDW and AQI in EAZPs for different seasons. The
Kappa coefficient is used as an index to show the degree of agreement between the observation zone
map and the obtained map based on the ANFIS and IDW. The Kappa values of SR in the winter,
autumn, summer, and spring are 0.85, 0.89, 0.91, and 0.92, respectively, highlighting the high accuracy
of the zone map. The zone map of winter shows a lower intensity in most areas of the map, and that of
summer shows a higher SR intensity.
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Figure 9. (a) The AQI variation for different provinces based on obtaining zoning map, (b) the zoning
map for the SR.
The analysis of the results shows that the AQI value in the winter season has a greater intensity
than that in the other seasons. In fact, the higher concentration of pollutant particles in the winter
season significantly increases the AQI value, and these particles decrease the SR intensity. Thus, if a
decision maker eliminates the AQI, the zone map of the SR in winter is drawn as a sample, and the
zone map shows higher SR in the different parts of the zone map in the winter. Thus, the elimination
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of the AQI significantly increases the SI, highlighting the importance of considering the AQI as an
input. Another point is related to the uncertainty of the simulated results because the input data and
the IDW method used for the zone map contain uncertainty; thus, the computation of the uncertainty
of the model is very important, and therefore, generalized likelihood uncertainty estimation (GLUE)
was used in this article. When the variation domain of the input parameters of the best solution in
the ANFIS and MOSA is determined, sampling is applied to the parameter space. First, the space
parameter is divided into the same interval, and then, sampling is considered for each interval [41].
Thus, when the gathered parameters are obtained and compared, a series of initial parameters is
prepared to be inserted into the ANFIS model. The sampling of data is repeated 10,000 times, and
then, the model based on the data group (generated sample) and the computation of the probability
value based on the observed data and simulated data are considered such that the input parameters
are generated based on 10,000 iterations.
The objective functions are computed for 10,000 iterations, and all SR simulated data are sorted
after arranging the objective function values. Then, 2.5% of the data of the upper limit and 2.5% of the
data of the lower limit are considered as outlying data. Thus, the bound of 95% of the certainty level is







Figure 10. The zoning maps for the provinces based on uncertainty of data based on (a) p factor and
(b) d value.
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The p values show the percentage of data in the 95% boundary, and a higher percentage corresponds
to the better performance of each method. When the zone map based on the IDW is obtained, the
value, p factor, and d factor of the data from each area of the zone map are computed to show the
uncertainty value of the estimated results on the complete map. Clearly, the d factor is small, and the p
factor exhibits a good percentage of the maps (Figure 10).
6. Conclusions
The current paper aimed to simulate SR based on the ANFIS-MOSA, and the IDW was used to
obtain zone maps of three provinces. Pareto solutions were obtained using different algorithms and the
ANFIS model. The different indexes showed that ANFIS-MOSA performs better than the other models,
and the low value of the RDI index showed that the Pareto obtained using the MOSA and ANFIS
matched well with the ideal solution. The MTOPSIS model was used to select the optimal solutions,
and different indexes, such as the RMSE, MAE, and Taylor diagram, showed that the obtained ideal
solution performance was the highest for the Pareto solution with a significant difference. Then, the
effect of the AQI parameter on the results was analyzed. The results showed that the elimination of
the AQI parameter decreased the accuracy of the zone map. Additionally, different models with and
without the AQI parameter were considered, and the results showed that the error index without the
AQI parameter was significantly higher. Finally, the uncertainty of the obtained data was considered
to determine its effect on the results, and the high p factor value and low d factor value illustrated the
adequate performance of the proposed model. The proposed model can not only simulate SR with
an acceptable level of accuracy but also add a new direction to include multi-objective functions to
evaluate the performance of the prediction model. For example, to improve the performance of the
proposed model, another objective function could be considered to represent the risk performance,
such as experiencing ±maximum errors. In this context, an objective function that represents the risk
performance could be added to address the probability occurrence of the ±maximum errors at any
time during the span of the prediction time.
In fact, the current research focused on studying the performance of the proposed model
considering the time period dimension. However, there is an important dimension that could be
considered for further analysis, which is the importance of a certain parameter at a specific location. In
this context, it is essential to recommend this direction of research to be carried out in future research.
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IDW inverse distance weight
K Number of iteration
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Xpbest the personal best solution
vij velocity
Zi new position after rotational movement
α Momentum coefficient
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Abstract: Regional microscale meteorological models have become a critical tool for wind farm
production forecasting due to their capacity for resolving local flow dynamics. The high demand for
reliable forecasting tools in the energy industry is the motivation for the development of an integrated
system that combines the Weather Research and Forecasting (WRF) atmospheric model with an
optimization obtained by the conjunction of a Kalman filter and a Bayesian model. This study focuses
on the development and validation of this combined system in a very dense wind farm cluster located
in Galicia (Northwest of Spain). A period of one year is simulated at 333 m horizontal resolution,
with a daily operational forecasting set-up. The Kalman-Bayesian filter was tested both directly on
wind speed and on the U-V (zonal and meridional) components for nowcasting periods from 10 min
to 6 h periods, all of them with important applications in the wind industry. The results are quite
promising, as the main statistical error indices are significantly improved in a 6 h forecasting horizon
and even more in shorter horizon cases. The Mean Annual Error (MAE) for 1 h nowcasting horizon
is 1.03 m/s for wind speed and 12.16◦ for wind direction. Moreover, the successful utilization of the
integrated system in test cases with different characteristics demonstrates the potential utility that
this tool may have for a variety of applications in wind farm operations and energy markets.
Keywords: nowcasting; Kalman-Bayesian filter; WRF; high-resolution; complex terrain; wind
1. Introduction
The global expansion of wind energy is a well-known reality, especially in recent years. In fact,
in 2017 52.5 GW of new wind power installations were added across the globe, bringing the total
worldwide capacity up to 539 GW [1]. This was a record year for Europe as well, reaching record
numbers with 15.6 GW of new wind power capacity installed [2]. Part of this success has derived from
offshore wind farms and their new 3.1 GW in 2017. The market forecast predicts a continuation of
this tendency for the next few years [1,3], establishing wind energy as one of the main ingredients of
the worldwide energy mix, which translates into an increasing number of operational wind farms,
composed of more powerful wind turbines.
Considering the aforementioned scenarios, an improvement of wind energy exploitation seems
necessary, employing new strategies in future wind farm projections and better daily management of
current installations. The latter is where high-resolution meteorological modeling becomes increasingly
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prominent. Local short-term forecasts can supply valuable information in an operational wind farm,
as wind speed and direction predictions can lead to a better running of the installation [4,5] or even
provide alert for any extreme weather situation such as a downslope windstorm [6] or a severe frost [7].
The Weather Research and Forecasting (WRF) meso and microscale model has been used
extensively during the last few years in the wind energy field for a variety of applications [8–10].
It includes a wind turbine parameterization [11] enabling the study of the wake effect from wind
turbines [5,12]. However, Numerical Weather Prediction (NWP) simulations by themselves, present
some limitations regarding subgrid scale phenomena forecasting. Onshore farms can be affected by
local climatology and microscale events with significant wind direction and intensity changes in short
periods of time. It is well known that such variations cannot be well reproduced by NWP simulations
with resolution lower than that of the small-scale events commented above. To address this problem,
WRF Large Eddy Simulations (LES) have been shown to be useful modeling techniques within this
field. Their high resolution (<100 m) allows obtaining a good characterization of the turbulent intensity
and an accurate representation of the wind fields [13–15]. Despite these capabilities, the computational
demands of this modeling methodology and its numerical instability over complex terrain [14,16]
make it unfeasible for operational forecasting at the present time.
The combination of NWP and statistical post-processes, like Model Output Statistics (MOS) or
dynamically adjustable filters, can be an effective technique to minimize errors induced by sub-grid
phenomena and local effects. In this direction, several strategies have been developed. Kariniotakis
and Pinson [17], Kariniotakis et al. [18] proposed a neural network approach while Vanem [19],
Giebel [20], Resconi [21] and others introduce methodologies based on heavy statistical models.
Another method adopted for the reduction of systematic biases that numerical weather prediction
models face, is Kalman filtering based algorithms (Resconi [21], Pelland et al. [22], Galanis et al. [23,24],
Crochet [25], Galanis and Anadranistakis [26], Kalnay [27], Kalman and Bucy [28], Kalman [29]).
Stathopoulos et al. [30] used the combination of an ETA-coordinate weather prediction model (running
at a resolution of 0.05◦) and a Kalman Filtering postprocess for wind power prediction. This showed an
improved performance and favorable results. Hua et al. [31] use 3 km × 3 km WRF model simulations
and a Kalman Filter to obtain more skillful wind speed forecasts. Che et al. [32], Che and Xiao [33]
developed a similar forecasting system employing 0.5 km resolution WRF simulations with a Kalman
filter for a wind farm in Japan. Despite the overall good performance, in many cases, such filters only
reduce the systematic mean bias [34], especially in wind speed, due to the nature and variability of
the parameter. A proposed solution for this drawback is described analytically in Galanis et al. [35].
The suggested optimization technique is emerging from the conjunction of a non-linear Kalman filter
and a Bayesian model (K-B model). This new hybrid model led to promising results eliminating
systematic biases in the model outputs and reducing the variability of the remaining white noise.
In this study, we develop and validate a combined system of WRF high-resolution simulations
and the aforementioned K-B filter. The main novelty proposed is the application of the hybrid filter to
the two-dimensional field of horizontal wind speed components instead of the 1-dimensional filter in
Galanis et al. [35]. In this way, an improved prediction of wind speed and direction is produced for a
very dense wind farm cluster located in Galicia (NW Spain). A period of one year, broken into 365 daily
integrations, is simulated with the WRF atmospheric model at high resolution (333 m), and results are
post-processed with the K-B filter.
The obtained integrated system is validated for different short-term forecast periods employing
in-situ data from meteorological stations on the top of the wind turbines provided by the farm’s
operator. In addition, the new wind direction nowcasting tool is applied to the wind energy field
as a backup for the current yaw orientation systems, which are based on Supervisory Control And
Data Acquisition (SCADA) data obtained from each wind turbine [36]. These sensors are sometimes
affected by short temporal errors due to technical problems or severe meteorological situations. Apart
from the wind farm operational issue, this kind of tool can be used by electric grid operators to prevent
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ramp event effects. These extreme short-term situations produce significant increases or drops in the
power production [37], delivering a major impact on the grid.
The article is structured as follows: In Section 2 the methodology is explained in detail,
with particular attention to the WRF model configuration and the K-B filter description. Section 3
discusses the results obtained for wind speed and wind direction nowcasting as well as applications
on wind energy forecasting. Finally, in Section 4 conclusions are presented.
2. Methodology and Data
2.1. Wind Farm Location and WRF Configuration
Coruxeiras wind farm is located in Serra do Xistral mountains in Galicia, in northwest Spain
(Figure 1a). The prevailing winds in this area are in the southwest/northeast direction (Figure 1c).
In winter, frequent passing by cyclones along the North Atlantic storm track often produce strong
southwest flows, whereas in summer, the poleward displacement of the subtropical Azores high,
results in winds with a northeast component. Southeast/northeast flows are further accelerated due to
the packing of the isobars by interaction with the high terrain of the northwestern Iberian Peninsula;
hence the position of Serra do Xistral, exposed to the ocean in both prevailing directions, results in a
very high wind energy potential. Numerous wind farms exist in the area, which is one of the most
productive in Europe [38,39]. The developer and current operator of Coruxerias wind farm is Norvento
S.L.U. company. It was installed in 2006 and is composed of 31 turbines with 60 m hub height and
74 m rotor diameter. They are separated by a mean distance of 300 m and placed along smooth hill
tops of around 800 m elevation above sea level (Figure 1b).
Figure 1. (a) WRF nested grid configuration, with the number of points for each domain indicated.
(b) D04 is expanded showing its topography. Coruxeiras wind farm is located in the central area of
D04, on top of a hill. Observational data for the study is obtained from meteorological stations at the
hub of the wind turbines plotted in red. (c) Annual wind rose from observational data at hub height
from a wind turbine in the center of the farm (WT13).
For the atmospheric simulations, we use the Advanced Research WRF (ARW) model version
3.6 [40] (WRFV3.6), designed for operational forecasting, as well as research. WRFV3.6 is a limited-area
mesoscale and microscale model based on a fully compressible and non-hydrostatic dynamic core [41]
that uses a terrain-following hydrostatic-pressure vertical coordinate. Figure 1a shows the domain’s
configuration where D01 is centered at 43.29 N and 7.75 W (Figure 1a) with 121 × 121 grid points of
9 km of horizontal resolution. The horizontal resolutions of D02, D03, and D04 are 3 km (121 × 121 grid
points), 1 km (91 × 91 grid points) and 333 m (91 × 91 grid points) respectively. As demonstrated in
Prósper et al. [5], the high horizontal resolution used over this complex terrain increases the accuracy
of the wind forecast. The innermost domain has 67 vertical levels, 7 of which lie within the first 200 m
above ground, at about 14, 41, 70, 99, 127, 156 and 184 m, a distribution that better captures wind and
temperature variations in the surface layer [42] and improves the performance of the wind turbine
parameterization [11]. Terrain elevation data is obtained from the ASTER Global Digital Elevation
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Map (GDEM) from USGS (United States Geological Survey) [43] with a resolution of 30 m, and land
use information from the Corine (Coordination of Information on the Environment) database [44] with
250 m resolution.
A thorough validation of this model configuration for Coruxeiras wind farm and more information
about the model physics options can be found in [5]. In the next table (Table 1), we present the main
physics parameterizations used.
Table 1. The principal physical schemes used in the atmospheric model.
Microphysics Single-moment six-class scheme [45]
Cumulus Parameterization Kain-Fritsch scheme [46] disabled in d04 and d05
Long wave radiation physics RRTM Longwave model [47]
Short wave radiation physics Dudhia shortwave radiation schemes [48]
Planetary boundary layer Mellor–Yamada Nakanishi Niino Level 2.5 [49]
Surface layer option Revised MM5 Monin-Obukhov scheme [50]
Land-surface physics Noah land-surface model [51]
Wind Turbine Parameterization Fitch, A. C. 2012 [11]
One year (2015/02/01–2016/02/01) of GFS forecast data from the National Centers for
Environmental Prediction (NCEP) are used as initial and boundary conditions for the WRF model,
with a 3-h update interval. The horizontal resolution of this dataset for all variables is 0.25 × 0.25 deg,
with 32 levels ranging from 1000 to 10 hPa. The use of forecast data as boundary conditions should be
particularly highlighted, as this study is performed employing a daily operational forecasting set-up,
therefore including all the potential drawbacks of such an application.
Moreover, the A.C. Fitch wind turbine parameterization [11,52] is used in order to account for the
wake effects of the turbines. Given the wind turbine dimensions, power curve, and their positions,
the Fitch scheme represents them as momentum sinks, transferring the flow’s kinetic energy into
turbulent kinetic energy and electricity.
2.2. Hybrid Bayesian Kalman Filter
In this subsection, the statistical optimization postprocess adopted is presented. Beginning
with the polynomial Kalman filtering local adaptation model, the main goal is the estimation of the
atmospheric model bias yt as a function of the model output mt.
yt = x0,t + x1,t · mt + vt (1)
where xi,t(i = 0, 1) are the parameters to be estimated and vt is the Gaussian nonsystematic error.





















Similarly, the evolution in time of xt is described by the equation
xt = xt−1 + wt (3)
where xt−1 is the parameter in t − 1 and wt is the Gaussian nonsystematic error.
In the present study, a linear approach is followed, since it was found to be sufficient both in
terms of reliability and computer resource needs. The estimation of the variables vt and wt is based
on a training period. For this case and after multiple sensitivity tests, the training period was set to
140 include the last 12 values of the sample for each forecast. We note, however, that options such as
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the order of the polynomial in Equation (1) used or the training period, are case sensitive and depend
on local features and time period characteristics.
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The main steps of the Kalman algorithm for the estimation of the state vector xt are summarized
as follows:
• A first estimation of xt is given by xt/t−1 = xt−1
• The corresponding covariance matrix Pt is calculated by Pt/t−1 = Pt−1 + Wt
• With a new observation yt available the calculation of x at time t takes the form: xt = xt/t−1 +
Kt − (yt − Ht − xt/t−1)
Here, Kt = Pt/t−1HTt (HtPt/t−1H
T
t + Vt)
−1 is the Kalman gain, a parameter that controls the
flexibility of the filter.
More details on the Kalman filtering theory can be found in [27–29]. The filter has been tested
successfully in wind speed and wind gust prediction Stathopoulos et al. [30], Louka et al. [34],
Patlakas et al. [53], Galanis et al. [35] with results that ensure the reduction of the systematic errors
induced by numerical weather models.
However, in most of the previous studies, the variation of the remaining nonsystematic part of
the error is not reduced. For a further improvement of the Kalman filter output, we incorporate the
following linear Bayesian model:
kt = ot + nt (6)
where, kt represents the Kalman filtered output at time t (estimated by the Kalman filter as the model
initial forecast corrected by yt), ot is the corresponding observation value, and nt the remaining
Gaussian nonsystematic white noise.
For the application of the Bayesian model, an approach based on Normal distribution is utilized
based on the assumption that the probability density functions of the filter parameters have as
follows: P(ot) ∼ N(oμ, σ2o ), P(vt) ∼ N(0, σ2v ). Then, the conditional pdf takes the form P(kt|ot) ∼
N(ot, σ2v ). The final estimation of the parameter ot takes advantage of the posteriori estimator given by
ôt = argmaxP(ot|kt).
Further details concerning Bayesian theory and models can be found in the studies of Box [54]
and Bernardo and Smith [55], while the combination of the two approaches is fully described by
Galanis et al. [35].
The new approach proposed in this work consists in the application of the K-B model for both
wind speed and U-V components for different forecasting horizons, covering in this way both wind
speed and direction with quite satisfactory results as presented in the following sections.
2.3. Observational Data and Nowcasting Experiments
The observational data used in this work is provided by Norvento S.L.U., collected from
anemometers located on top of each turbine’s nacelle. Specifically, we use wind speed and wind
direction (WS and WD hereafter) observations from six wind turbines, two in the north of the farm
(WT2 and WT7), two in the center (WT13 and WT16) and two in the south (WT24 and WT26) (Figure 1b).
In this way, the WRF K-B nowcasting tool is tested all over the wind farm, with each turbine differently
affected by wake effects and local topography. One year of 10-min wind data for each turbine is
available. We note that a priori quality control on the raw observational data is performed, filtering
out discontinuities such as automatic starts after stops or preventive maintenance.
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This leads to three different applications of the integrated forecasting model. More precisely, in the
first scenario, the forecasting bias in WRF wind speed prediction is minimized by the Kalman filter
described in the previous section based on the polynomial Equation (1). In a second step, the Bayesian
component of the optimization procedure reduces the variability of the error, and therefore the
forecasting uncertainty. Following the same concept, two different K-B filters are utilized separately
for the U, V wind speed components. This scenario aims at the improvement of both the wind speed
and direction simultaneously.
The period chosen for the present study is one year (1 February 2015–1 February 2016), divided
into 365 daily simulations. Each run starts at 18 UTC the day before the one considered, and the initial
6 h are excluded from the forecast data series used in the analysis of the results, thus, only outputs
after this spin-up time are taken into account.
By definition, nowcasting refers to short lead time weather forecasts. Some organizations like
the U.S. National Weather Service stipulate that it pertains to lead times from zero to three hours.
However, forecasts up to six hours are also considered nowcasts by different agencies [56]. To analyze
the capabilities of our methodology, we evaluate the K-B filter with different nowcasting horizon
periods, from 6 h to 10 min (Table 2) for each one of the daily simulations. For example, the wind speed
nowcasting obtained in K-B 1 h is the result of correcting RAW data every 10 min by using model
output and real data from one hour before. Results are compared with both observations and original
non-post-processed WRF outputs.
Table 2. Short explanation of the experiments tested in this study. The bold names on the left are the
identifiers used hereafter for each case.
Experiment Description
RAW WRF results without post-proccess
K-B 6 h K-B filter nowcasting used for 6 h time horizon
K-B 1 h K-B filter nowcasting used for 1 h time horizon
K-B 30 min K-B filter nowcasting used for 30 min time horizon
K-B 10 min K-B filter nowcasting used for 10 min time horizon
3. Results and Discussion
The next section is divided into three parts; the first one analyzes the results obtained with
the nowcasting wind speed postprocess at different time horizons, from 6 h to 10 min in advance.
The analysis is developed for different temporal periods, from annual mean results to the performance
of the experiments at individual simulation timesteps. The second subsection shows the results of
the K-B filter used to measure wind direction correction, same as with wind speed, with different
nowcasting horizons and mean errors for several periods. Finally, Section 3.3 shows an example of
the improvement that K-B 1 h applied in wind direction could induce in the daily management of the
studied wind farm.
3.1. Wind Speed Nowcasting
This subsection employs several error measures at different temporal scales to provide a general
view of the skill of all the experiments. The next equations show the statistical measures used in














( fi − obi) (8)
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RMSE =
√





∑ni=1 |xi − x|2
n
(10)
Equation (7) gives the Mean Absolute Error (MAE) between forecasts ( fi) and observations (obi),
(8) the Mean Error (ME) estimating possible systematic biases, (9) the Root Mean Square Error (RMSE),
where n is the sample size, and (10) the standard deviation (σ), where xi is the value, x the mean value
of a study period.
Annual mean results are firstly shown in Figure 2, and Table 3 for each wind turbine studied.
Figure 2 displays a bar chart with the annual WS MAE and standard deviation for each turbine and
experiment performed. Table 3a,b present the annual WS ME and RMSE, again, for each turbine
and experiment.
Figure 2. Barchart with annual WS MAE for all experiments and wind turbines analyzed. For each
case, the standard deviation (σ) is represented by a black line on top of each bar.
Overall, a similar improvement concerning WS MAE for all the wind turbines and cases is
recorded. Raw WRF forecast MAEs are between 1.91 and 1.74 m/s, except for WT26, which has a RAW
MAE of 2.31 m/s. All of these results, regardless of wind farm area, present a small reduction of the
WS MAE (of around 10%) in the longest nowcast period, K-B 6 h (blue). It is important to highlight
that the specific K-B approach employed in this experience is the result of training the tool for the
nowcast time horizons analyzed. For this reason, apply this K-B tool configuration for a longer range,
as for example K-B 24 h, would generate even worse than RAW case (K-B 24 h WS MAE = 2.37 m/s).
Longer forecasting time ranges, as 24 h, are associated with different temporal-spatial scale wind
phenomena and the sources of the errors for this temporal resolution are also different. If we want
to use this K-B tool for 24 h or a longer horizon, it is necessary to perform a different training of the
K-B for the points of interest. Continuing with Figure 2’s discussion, the accuracy of the K-B filter is
significantly enhanced for shorter lead times, with K-B 1 h (pale blue) reaching a WS MAE of around
1 m/s in all cases. The shorter nowcasting periods, K-B 30 m (green) and K-B 10 m (pale green) show a
further reduction of error, with values around 0.86 and 0.72 m/s respectively. The standard deviations
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plotted on top of each bar (σ) are also reduced for all turbines, in parallel with the shortening of the
nowcasting periods. RAW cases have a mean σ of 0.82 m/s, and K-B 10 min present a mean value for
all of the machines of 0.33 m/s.
Table 3. WS ME and WS RMSE for all experiments and wind turbines.
(a) WS ME (m/s)
RAW K-B 6 h K-B 1 h K-B 30 min K-B 10 min
WT2 −0.419 0.026 0.017 0.009 0.004
WT7 −0.446 0.011 0.016 0.009 0.004
WT13 −0.331 0.102 0.014 0.008 0.006
WT16 −0.590 0.069 0.025 0.013 0.006
WT24 −0.449 0.019 0.021 0.013 0.006
WT26 −1.400 0.048 0.022 0.012 0.004
TOTAL −0.605 0.046 0.019 0.011 0.005
(b) WS RMSE (m/s)
RAW K-B 6 h K-B 1 h K-B 30 min K-B 10 min
WT2 2.426 2.376 1.411 1.194 0.986
WT7 2.508 2.325 1.413 1.199 0.990
WT13 2.528 2.498 1.445 1.219 1.001
WT16 2.425 2.322 1.435 1.226 1.019
WT24 2.327 2.189 1.370 1.170 0.969
WT26 3.009 2.449 1.464 1.237 1.022
TOTAL 2.537 2.359 1.423 1.207 0.998
The behavior of the WS ME is different as compared with MAE. All of the RAW WS MEs for
the six wind turbines are negative, ranging from −0.33 m/s in WT13 to −1.40 in WT26. Unlike in
WS MAEs, there is a clear difference between RAW and K-B 6 h MEs. In K-B 6 h cases, the ME
practically disappears, with a value of 0.046 m/s. In the rest of the experiments, the ME is reduced
even more; reaching a total ME of 0.005 m/s for the K-B 10 min case. WS RMSEs show a similar
tendency to that of WS MAEs, with close mean values of the RAW and K-B 6 h experiments (2.54 and
2.36 m/s respectively) and a definite improvement between the three shorter nowcasting periods (K-B
1 h-30 min-10 min) and K-B 6 h.
Figure 3 analyzes the relationship between the observed and simulated wind field in terms of
module and direction. As also discussed previously, there are similar error values and patterns in
all of the wind turbines, which allows us to group them by areas while maintaining the rigor of the
validation. In Figure 3a,c,e the wind speed distribution is displayed for the observations and the RAW,
K-B 1 h and K-B 6 h experiments, for the North, Center and South areas respectively. Radar charts in
Figure 3b,d,e depict the WS MAE as a function of direction for all experiments and areas.
The distribution plots in Figure 3a,c,e show a significant improvement from the K-B filter in the
three areas. K-B 6 h mitigates the main wind speed deviations in all the range of the distributions.
In the north area (Figure 3a) K-B filter cases correct a general overestimation from 6 to 10 m/s and
an underestimation from 11 to 22 m/s. This behavior is repeated in the Central and South areas. K-B
experiments (even K-B 6 h) obtain an important amelioration of the entire distribution shape, which is
in agreement with the low ME errors shown in Table 3a. This demonstrates the reliability of the K-B
filter in different wind situations, correcting under- and over-estimations indistinctively, which is vital
for wind energy applications. Charts in Figure 3b,d,f show the skill of the K-B tool depending on wind
direction. In RAW cases, the three areas present variations, as the general orientation of each zone and
their position relative to the rest of the farm change forecast performance. K-B 6 h decreases mainly the
higher directional errors as, for example, with southerly winds in the South area (Figure 3f). However,
the K-B tool for 1 h, 30 min, and 10 min tends to smooth out errors from all sources, improving results
in all the prevailing wind directions. Apart from the low MAE values observed, the symmetry in
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the figures in the shorter K-B time ranges leads to the conclusion that the tool is robust, rectifying
wind errors in any regime. It presents the same good accuracy correcting northeast flows, principally
produced in summer, as it does with southwesterly situations, characteristic of winter months.
Figure 3. (a) Wind speed distribution plot for observations, RAW, K-B 6 h and K-B 1 h time experiments
in the north area of the wind farm. The standard deviation of each distribution is indicated in the
legend. (b) Radar charts comparing WS errors by observed wind direction in the north area. (c) Same
as (a) for the center area. (d) Same as (b) for the center area. (e) Same as (a) for the south area. (f) Same
as (b) for the southern area.
The seasonal cycle of errors averaged for all the turbines is shown in Figure 4, comparing wind
speed monthly MAE from RAW results with the same calculation from K-B experiments. Observed
monthly mean wind speeds are also shown for reference in the table below (Table 4).
Table 4. Observed mean monthly wind speed normalized with observed mean annual wind speed.
Mean Monthly WS /Mean Annual WS
January February March April May June July August September October November December
1.4 1.16 0.97 0.85 1.07 0.77 0.8 0.76 0.83 1.02 0.88 1.48
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Figure 4. Monthly wind speed MAE for the wind turbines with K-B model (6 h (blue), 1 h (dotted
blue), 30 min (green), and 10 min (dotted green)) and RAW (red).
RAW MAEs are relatively constant throughout the year, with values around 2 m/s in all months.
Slightly larger errors are observed in the winter period, when mean wind speeds are higher, and lower
biases occur in summer months, when mean wind speeds are also lower. K-B 6 h obtains the biggest
improvements in the months when the RAW error is largest, such as December or February and minor
improvements in the summertime. This tendency to better improve bigger RAW MAE is also reflected
in previous comparisons such as for WT26 in Figure 2 or the south radar chart in Figure 3f. In K-B
experiments for shorter lead times, the pattern shown in Figure 3 is repeated, with a significant error
decrease relative to K-B 6 h results and very similar outcomes in all K-B cases and months. The K-B 1 h
MAEs are all very close to 1 m/s, February registers the higher K-B 1 h MAE, with 1.19 m/s and June
the lowest, with 0.87 m/s. This equality among monthly errors is maintained in K-B 30 m and 10 m
with mean values all year long around 0.88 and 0.73 m/s respectively.
After investigating the intra-annual behavior and monthly error patterns of the experiments,
we examine their accuracy on a finer timescale. Figure 5 displays the mean hourly wind speed MAE
during the simulated year for all the wind turbines analyzed in each experiment.
Figure 5. Wind speed MAE for all the turbines, hourly (moving average) for the entire 24 h simulation
period with RAW outputs (red) and K-B model cases: K-B 6 h (blue), K-B 1 h (dotted blue), K-B 30 min
(green) and K-B 10 min (dotted green).
RAW error results present a daily cycle, with values of the MAE around noon lower than during
the night. These differences among the hourly WS MAEs are, however, not very significant, and the
lower absolute errors at noon seem to be related with the better representation of turbulent fluxes
during that part of the day [5]. In contrast, K-B 6 h errors do not follow a daily cycle, attaining values
below 1.75 m/s mostly during daytime, but obtaining a worse result than RAW at 01 and 13 UTC.
K-B 1 h, 30 min, and 10 min present a very flat error pattern all day long. There are practically no
differences among hourly results in these experiments. The situation is very similar to that in the
monthly error plot (Figure 4); shorter term K-B cases represent a significant improvement with respect
to K-B 6 h and RAW, and there is homogeneity in the entire error series in K-B 1 h, 30 min, and 10 min.
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The skill limit for the shorter term cases corresponds to a non-systematic part of the error, which is
unavoidable for the filter
The general conclusion reached from the different time scale and wind regime comparisons
presented above is that the K-B filter at short-term erases any source of error. It achieves lower errors
in all conditions, regardless of the intensity and direction of the wind or the time of day or season of
the year. This uniformity in the corrections toward the elimination of the ME (Table 1) from short-term
K-B cases, highlights the utility of this optimization module for wind energy purposes.
To illustrate the day-to-day results of the K-B nowcasting tool regarding wind speed at hub height,
we show next comparisons between RAW, K-B 1 h, and observations for the Center area (WT13 and
WT16 mean values) during the entire months of May and December. These months have the lowest
and highest K-B 1 h MAE in this area respectively.
Disregarding some occasional large errors, the original WRF output (RAW) generally yields a good
performance during the months shown, achieving MAEs below 2 m/s in both cases and PBIAS [57] of
−10.82% in May and −6.62% in December (−6.59% for the whole year). Even considering these low
RAW errors, which are extensive to all the yearly series, the K-B 1 h results represent an important
improvement nonetheless. This is clearly apparent in these December and May plots (Figure 6),
when the procedure successfully corrects forecast error by a factor of around 50%. KB-1 h PBIAS
indicators, 0.39% in May and 0.06% in December, show a virtual disappearance of the original RAW
subestimation, (0.21% for the whole year). Focusing on the correlation coefficient (CC), we can see that
RAW case obtains a CC = 0.90 with respect to the observation. This value shows a high relationship
between the observation and the RAW case. However, K-B 1 h improves the original RAW result
reaching a CC = 0.97, which indicates an extremely high correlation between K-B 1 h nowcasting and
observation data series. This indicator, combined with the MAE value for this same period (0.86 m/s),
reflects an accurate performance of the K-B 1 h case. Total mean values for the wind farm along the
whole year displays similar behavior as the example shown in the figure above. The mean CC for all
wind turbines in WS RAW case is 0.91, and WS K-B 1 h obtains a CC = 0.97.
Figure 6. (a) Wind speed at hub height in the center area with observations (orange), RAW (dotted
red), and K-B 1 h (blue) in May. (b) Same as (a) in December. Wind speed MAE, PBIAS and Correlation
Coefficient (CC) for each series is presented in the legend for both figures.
The nowcasting tool is able to produce better results at different time ranges regardless of the
origin of the error, eliminating the most substantial deviations in any situation. Overall, the K-B filter
exhibits a useful short-term operational forecasting performance, offering a stable improvement of the
original WRF outputs during the whole year and for all the wind turbines.
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3.2. Wind Direction Nowcasting
Following the discussion on the capabilities of the K-B filter regarding WS (wind speed)
nowcasting, we review the statistical tool predicting wind direction (WD) following a similar structure
to Section 3.1. To perform the WD nowcasting post-process we obtain the zonal and meridional wind
components (U and V) from WS and WD observations, and we use them to correct, with the K-B
filter, RAW U and V variables directly extracted from the model output. With the corrected U and V,
we recalculate the post-processed WD. Using the same process as in the WS analysis, we test the WD
nowcasting for different short-term forecast time periods (Table 2).
Figure 7 displays the annual WD MAE and standard deviation for each turbine and experiment.
Figure 7. Barchart with annual WD MAE for all experiments and wind turbines analyzed. For each
case, the standard deviation is represented by a black line (σ) on top of each bar.
The bar chart depicts in red the results of WD MAE for each RAW wind turbine. All of them are
above 20◦; WT7 with the lowest value, 20.69◦ and WT24 with the highest, 28.51◦. The mean value of
the MAEs for all the wind turbines in the RAW case is 25.10◦. Comparing K-B 6 h with the unfiltered
WRF results, we can see an important amelioration in most of the wind turbines; all of them are now
below or practically at 20◦ MAE, reducing the mean total K-B 6 h MAE to 19.67◦. This value translates
into a 22% improvement with respect to RAW results, a correction impact that doubles that obtained
in wind speed nowcasting for this same comparison (WS RAW vs. K-B 6 h). This difference can be
attributed to the origin of the observational data used. In WS nowcasting we correct one output data
series, with another single data series (observed wind speed). However, in WD nowcasting we use
WS and WD data from sonic anemometers to obtain the U and V wind components and calculate the
post-processed WD. We are thus introducing more sources of error in this last step that the K-B filter
seems nevertheless capable of offsetting.
In the shorter lead times of wind direction nowcasting (K-B 1 h, 30 min, and 10 min) the behavior
presents a similarity to that of wind speed nowcasting (Figure 2). All the turbines attain analogous
error values in each experiment, with a total mean WD MAE of 12.16◦, 10.69◦ and 9.37◦ for K-B 1 h, K-B
30 min and K-B 10 min respectively. Aside from these low errors, there is also a corresponding reduction
of the standard deviation. The K-B filter at short-term nowcasting increases prediction accuracy
significantly and eliminates more substantial punctual errors from the original WRF forecasting,
which is quite important for the use of these kinds of combined nowcasting systems in wind farm
applications. The reason lies in the fact that during daily operations of these installations, wind
turbines are continually being orientated depending on wind direction, and potential errors in this
manoeuvre lead to machine overstress and production decrease.
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As in Section 3.1 for wind speed, the monthly errors for wind direction are shown in Figure 8a,
and on a finer timescale, Figure 8b displays the mean hourly wind direction MAE, averaged for all
the turbines in the farm. In both cases, RAW WRF outputs are compared with the results of the
K-B experiments.
Figure 8. (a) Monthly wind direction MAE for the wind farm with K-B model experiments and RAW.
(b) Wind direction MAE, hourly (moving average) for the entire 24 h simulation period. In both cases
the comparison is between RAW outputs (red) and K-B model cases: K-B 6 h (blue), K-B 1 h (dotted
blue), K-B 30 min (green) and K-B 10 min (dotted green).
Monthly results in Figure 8a provide insights on the origin of the 22% improvement in forecast
skill of K-B 6 h with respect to RAW, commented in Figure 7. From 15 February to 15 March and from
15 July to 16 January, the effect of the K-B 6 h is noticeable, with a decrease in errors of around 7.5◦
during those periods. Nevertheless, the scenario is entirely different in spring, when K-B 6 h practically
does not refine the original RAW result. This lack of improvement can be partially explained by the
fact that, during spring months, the original WRF outputs register the lowest U and V errors of all the
year, and, similarly to previous results, the K-B filter has more difficulties correcting RAW forecast
results with low errors.
K-B 1 h, 30 min, and 10 min follow the general tendency of the rest of the comparisons, presenting
a substantial error decrease throughout the year. K-B 30 min skill score is always below K-B 1 h and
the same for K-B 10 min with respect to K-B 30 min, with all three time series showing a parallel
behavior throughout the whole period. As opposed to the case of wind speed (Figure 4), winter
months, particularly December and January, have the lowest errors of the series in all wind direction
K-B results. For example, K-B 30 min error is around 6.6◦ during these winter months, but over 12◦
in springtime. The lower WD MAE in winter months, on the one hand, seems to be related with
the higher mean wind speed registered during that part of the year (Table 3). This means that there
are fewer periods of weak winds, which are associated with increased variability in wind direction,
presenting, therefore, more difficulties for the K-B filter to handle. On the other hand, these good
results during that period can also be related to the clear unimodal wind regime which affects the
region during that period.
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Changing the timescale of the analysis, Figure 8b shows the evolution of the WD MAE throughout
the day. The RAW series (red line) does not present significant hourly changes; all the values are close to
25◦ with a slight increase in the late hours of the day. K-B 6 h differs from this homogeneity, displaying
a slight daily cycle with more accurate predictions from 04 to 12 UTC, with a minimum MAE = 16.64◦
at 09 UTC increasing to a maximum of 21.76◦ at 13 UTC. Same as in the daily analysis of wind speed
(Figure 5), in the shortest nowcasting periods (1 h, 30 min, and 10 min), the variability is practically
eliminated. The K-B filter decreases errors and smooths out the series, with rather constant MAEs
around 10◦ throughout the day. The comparisons at different time scales among all the cases confirm
that the K-B filter yields a valuable improvement in wind direction prediction. The shortest term
nowcasting cases, starting from K-B 1 h, lead to a significant correction of WRF outputs independently
of the meteorological situation of the moment.
To conclude this section, in Figure 9 we exemplify the capabilities of wind direction nowcasting
with K-B filter. Specifically, a two-day WD MAE comparison is displayed for WT13 between RAW
(red) and K-B 1 h (blue). The arrows inside the circles show the instantaneous observed wind direction
every four hours (black) and its respective RAW (red) and K-B 1 h (blue) prediction.
Figure 9. Wind direction MAE with K-B 1 h filter and RAW in W13 during a 48 h period. Wind direction
arrows with observations, K-B 1 h, and RAW are displayed on top every four hours.
The two-day results presented, from 15 May 2015 to 17 May 2015, show different forecast skill
patterns. In the first day, RAW and K-B 1 h error series are close to each other in their first 12 h.
In the next hours, RAW maintains a more constant higher error (around 25◦) for 3–4 h, which K-B
1 h drastically corrects. During the second day, this difference between the time series increases in
magnitude; RAW predictions go over MAE = 30◦ for 12 h, reaching up to 40◦ in different moments.
Throughout this entire time period, the K-B correction sharply eliminates these big MAEs to values
below 10◦.
Given these results, we can affirm that K-B 1 h provides a good skill improvement in all
the situations where the original RAW forecast presents large errors. As in the case of wind
speed nowcasting, the correction of big WRF wind direction biases is crucial for wind farm
operation applications.
3.3. Application of the K-B Filter for Wind Power Forecasting
In this last section, we test the capabilities of K-B 1 h wind direction nowcasting tool on a real
scenario of Coruxeiras wind farm in the studied year, with special attention to critical issues in power
prediction, such as wind ramps. For this purpose, we focus on the results corresponding to the wind
turbine power ramp, which is the ascending part of the wind power curve before nominal power
(Figure 10). Wind speeds within this curve (in this case from 4 to 13 m/s) have the most significant
effect in the forecast skill of any nowcasting tool in the wind energy field. In Figure 10, we present the
relation between the wind power curve of the wind farm’s turbines (ECOTECNIA74 with 1.670 MW
of nominal power [58]) and the WD MAE associated with each wind speed bin, both for RAW and K-B
1 h cases. Table 5 displays the WD MAE in power ramp wind ranges for all the experiments and for
each area of the wind farm. It also compares these results with persistence at 10 min, 30 min, and 1 h.
76
Energies 2019, 12, 3050
The persistence forecast is the assumption that the next timestep value in a prediction is going to be
the same as the last measured value [59].
Figure 10. ECOTECNIA 74 wind power curve (density = 1.112 kg/m3, height = 975 m, temperature =
9 ◦C), cyan line. Each bar of the figure represents the wind direction MAE associated with wind speed
bins with a bandwidth of 1 m/s both for RAW (red) and K-B 1 h (blue).
Table 5. WD MAE for all the experiments and different persistence periods in power ramp winds.
Power Ramp Winds (49.7%)
Wind Dir. MAE (◦)
North Center South Total
Per. 10 min 6.54 6.32 6.96 6.61
Per. 30 min 8.49 8.31 8.84 8.55
Per. 1 h 10.07 9.92 10.47 10.15
K-B 10 min 6.65 6.52 6.91 6.70
K-B 30 min 7.45 7.35 7.71 7.51
K-B 1 h 8.33 8.26 8.56 8.38
K-B 6 h 13.59 13.71 14.10 13.80
RAW 16.07 19.54 22.81 19.47
The error bar chart in Figure 10 clearly illustrates the significant improvement of K-B 1 h over RAW
results in power ramp winds. At the beginning of the ramp, K-B 1 h obtains a 50% of improvement
over RAW. This percentage increases with wind speed, reaching practically a 75% error reduction in
the last part of the ramp (12–13 m/s). This is a desirable characteristic of the nowcasting tool because
it results in more accurate direction predictions in wind speed situations where energy production
values are higher.
Table 5 shows no significant differences among farm areas in power ramp wind direction MAEs.
In general, all the experiments achieve better results for power ramp winds than in general for all cases
(Figure 7). This is mainly because power ramp situations exclude lower wind occurrences, associated
with more variability. Moreover, K-B 1 h and K-B 30 min lead to better results than 1 h and 30 min
persistence, respectively. K-B 1 h also reaches lower WD MAE than 30 min persistence.
A K-B nowcasting tool can be useful in the daily management of a wind farm. For instance,
an operational K-B 1 h can back up current orientation methods, which are based on SCADA
systems [36]. There are also new wind farm control techniques such as yaw-misalignment [60,61],
in which upstream wind turbines redirect wakes to increase the production of downstream turbines,
that could also benefit from the WRF K-B filter and its capacity to nowcast wind direction with MAEs
below 10◦ with a 1 h time horizon.
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4. Summary and Conclusions
In the present work, we studied the ability of a new Kalman-Bayesian postprocessing technique
to improve the wind speed and wind direction forecasts derived from high-resolution simulations
for an operational wind farm over complex terrain. For the needs of the study, a period of one year
is simulated utilizing the WRF atmospheric model at a 333 m horizontal resolution, and its outputs
post-processed with the K-B filter. We validate the method for different short-term forecast periods,
from 6 h to 10 min, with in-situ real data from meteorological stations on the hub of wind turbines.
The results show that the K-B filter in the very short-term (from 1 h to 10 min) is capable of
improving the initial wind speed forecasts of the atmospheric model significantly, although the latter
are already considerably good (RAW annual WS MAE = 1.87 m/s). The K-B filter achieves a decrease
in the WS MAE to 1 m/s for 1 h horizon nowcasting and to 0.72 m/s for the 10 min case. The ME
practically disappears when using the K-B 6 h. Analyzing all the experiments in different period
ranges (months, hours, instants), we demonstrated that for shorter-term cases, K-B postprocessing
eliminates any source of error, improving the prediction in all conditions regardless of the intensity
and direction of the wind or the moment of the day and the season of the year.
The effectiveness of the hybrid filter in correcting forecasted wind directions was also a key
point of the present study. This was achieved by applying the hybrid post process system to the
two-dimensional field of horizontal wind speed components (U and V). The results were quite
satisfactory as the K-B 6 h presents a 22% of amelioration with respect to RAW forecasts. Shorter-term
cases decrease their WD MAEs even below 10◦, with an important degree of efficiency in any
meteorological situation throughout the year.
It should be noted at this point that several methodologies have been proposed in the literature
for the reduction of atmospheric or wave model errors (see for example Landberg and Watson [62]
and Joensen et al. [63] for MOS applications, Galanis et al. [23,24]; Kalman [29]; Kalman and Bucy [28];
Kalnay [27]; Louka et al. [34] and Pelland et al. [22] for Kalman filter optimization tools. The proposed
methodology in this work that combines Kalman-Bayesin filter applied to single or multiple dimension
arrays provides additional advantages and better results in the improvement of wind speed and
direction forecasts.
Emphasis was also given to the behavior of wind direction K-B 1 h in power ramp wind cases.
The mean results for these are better than for general cases due to the filtering of low winds. K-B 1 h
WD improves the persistence forecast for 1 h and 30 min.
In general, the combination of high-resolution WRF simulations and the K-B hybrid filter has
shown effectivity and reliability obtaining accurate short-term wind speed and direction predictions,
which are of critical importance for an operational wind farm.
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Abstract: Southern Taiwan has excellent solar energy resources that remain largely unused.
This study incorporated a measure that aids in providing simple and effective power generation
efficiency assessments of solar panel brands in the planning stage of installing these panels on roofs.
The proposed methodology can be applied to evaluate photovoltaic (PV) power generation panels
installed on building rooftops in Southern Taiwan. In the first phase, this study selected panels of
the BP3 series, including BP350, BP365, BP380, and BP3125, to assess their PV output efficiency. BP
Solar is a manufacturer and installer of photovoltaic solar cells. This study first derived ideal PV
power generation and then determined the suitable tilt angle for the PV panels leading to direct
sunlight that could be acquired to increase power output by panels installed on building rooftops.
The potential annual power outputs for these solar panels were calculated. Climate data of 2016
were used to estimate the annual solar power output of the BP3 series per unit area. The results
indicated that BP380 was the most efficient model for power generation (183.5 KWh/m2-y), followed
by BP3125 (182.2 KWh/m2-y); by contrast, BP350 was the least efficient (164.2 KWh/m2-y). In the
second phase, to simulate meteorological uncertainty during hourly PV power generation, a surface
solar radiation prediction model was developed. This study used a deep learning–based deep neural
network (DNN) for predicting hourly irradiation. The simulation results of the DNN were compared
with those of a backpropagation neural network (BPN) and a linear regression (LR) model. In the
final phase, the panel of module BP3125 was used as an example and demonstrated the hourly PV
power output prediction at different lead times on a solar panel. The results demonstrated that the
proposed method is useful for evaluating the power generation efficiency of the solar panels.
Keywords: solar irradiation; photovoltaic solar energy; deep learning; prediction
1. Introduction
Solar photovoltaic (PV) energy systems generate electricity without causing pollution. Moreover,
grid-connected PV cells can easily be installed on residential building roofs and commercial building
walls [1]. In Taiwan, the solar energy industry has become popular; various PV power generation
systems can be installed in buildings for improving energy-use efficiency. Because Taiwan is located
in a subtropical region, it receives abundant sunlight and is suitable for developing solar energy.
Solar cells, also known as PV cells, directly convert solar energy to electricity. Solar energy has become
an alternative energy used in Taiwan because it does not cause environmental pollution or noise.
Solar cells convert sunlight to electricity through the PV effect, in which an appropriate energy-level
design is employed to effectively absorb sunlight and convert it to electric voltage and currents; this
conversion process is known as photovoltaics. Numerous semiconductor materials are available for
solar power generation. Silicon, a prominent raw material for solar cells, is commercially divided
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into monocrystalline, polycrystalline, and noncrystalline silicon. Monocrystalline and polycrystalline
silicon materials exhibit the same power generation mechanism despite differences in their crystal
structures. The cell temperature mainly depends on the irradiance intensity and ambient temperature [2].
Semiconductors are temperature-sensitive; after the cell temperature exceeds 25 ◦C, each increase of 1
◦C reduces the overall efficiency of monocrystalline, polycrystalline, and noncrystalline silicon cells
by 0.71%, 0.5–0.66%, and 0.2–0.3%, respectively [3]. Currently, polycrystalline silicon solar cells are
dominating the solar cell market, representing 90% of the market sales, with a 20–30% market growth.
In 2017, silicon-based solar cells could generate PV power of up to 55 GW; this value is estimated to
reach 100 GW by 2020 [4].
Solar power generation is a form of environmentally friendly power generation method, in which
no greenhouse gases, such as carbon dioxide, are generated. However, solar radiation is absorbed,
reflected, or refracted by clouds of varying thicknesses after entering the atmosphere, which cause
an inconsistency in solar radiant energy sources. When the density of energy collected by a set of
solar panels is low, several additional solar panels must be installed, which increases their investment
costs. Approximately 45% of the cost of a silicon cell solar module is determined by the cost of the
silicon wafer. Thus, efforts are being made to use less silicon in the manufacture of solar cells [5].
Therefore, appropriate solar panels must be selected while developing a rooftop PV system in Taiwan.
Previous studies have evaluated PV power generation panels of various geometries for different
buildings [6–8]. For example, Jeong et al. [9] used amorphous silicon PV panels to develop prototype
models of blinds with smart photovoltaic systems. Mahmud et al. [10] presented an environmental
lifecycle assessment of a solar PV system by using single crystalline Si solar cells and a solar thermal
system that used evacuated glass tube collectors. Kouhestani et al. [11] used a multi-criteria approach
based on geographic information systems and light detection and ranging (LiDAR) to estimate rooftop
PV electricity potential of buildings in an urban environment. Additionally, for evaluating the solar
panel suppliers, several studies have used multi-criteria decision making (MCDM) approaches in
various fields of science and engineering [12,13]. For example, Wang and Tsai [14] presented a fuzzy
MCDM approach using a fuzzy analytical hierarchy process model and data envelopment analysis for
selecting solar panel suppliers for a photovoltaic system design in Taiwan.
Seasons, daytime length, the Earth’s revolution and rotation, and climate changes affect the
reception of solar energy [15]. The Earth’s revolution and rotation are regular and can be accurately
calculated using mathematical models, but the atmospheric conditions (e.g., clouds, temperature, and
wind velocity) of Taiwan, which has an island climate, change rapidly and are difficult to forecast.
Therefore, solar radiation must be accurately predicted in advance to accurately evaluate the total
power generated through rooftop PV systems and their overall efficiency. A surface solar radiation
prediction model should be established for this purpose.
The aforementioned problems indicate that efficient and prompt evaluation of the power generation
efficiency of specific solar panel brands is essential in planning the installation of rooftop PV systems in
Taiwan. Therefore, this study has three objectives: (1) evaluation of the potential annual power outputs
of selected solar panels, (2) prediction of future hour-based solar radiation levels, and (3) assessment of
the annual power for a specific solar panel when the forecasting horizon increases. The study site was
Tainan (Figure 1), where the average annual solar irradiance was 1.65 MWh/m2-y according to the
statistical data from 2010 to 2016. Tainan, which has a stable climate and frequent sunshine, is suitable
for solar power generation in all seasons.
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Figure 1. Map of Tainan, Taiwan.
Most rooftop PV systems in Taiwan are fixed. Therefore, the solar radiation received by solar
panels at different inclination angles must be estimated. The amount of solar radiation incident on a
solar thermal collector or a PV panel is strongly affected by its installation angle and orientation [16].
Over the past decade, various models have been proposed for predicting solar radiation on inclined
surfaces [17–20]. Maleki et al. [21] reviewed several models for estimating solar radiation components
on horizontal and inclined surfaces. As indicated by [16], all these models require hourly global
irradiations and hourly horizontal diffuse solar irradiations.
Moreover, relevant literature on surface solar irradiation prediction, PV power estimation,
and current state-of-the-art studies were reviewed [22–34]. Studies have used machine learning
algorithms, such as k-nearest neighbor (kNN) [35,36], multilayer perceptron [37–40], and wavelet
neural network [41]; some compared or combined multiple machine learning models in the prediction
results. For instance, Urraca et al. [42] compared the prediction results of support vector regression with
those of random forests, linear regression (LR) and kNN. Yousif et al. [43] compared a self-organizing
feature map with multilayer perceptron and support vector machine for forecasting energy production
in PV panels. The aforementioned studies have successfully applied their methods in either forecasting
future solar resource or estimating solar resource.
Deep learning is a specific subfield of machine learning intended to enable machines to simulate
the manner in which the human brain thinks, and its operational model is based on neuroscience [44].
Deep learning is designed to use a neural network structure to represent input and target data.
These models use multiple feature extraction layers and learn the complex relationships within the data
more efficiently [45]. Recent studies have successfully employed deep learning models in predicting
energy efficiency. For instance, Li et al. [46] developed an extreme deep learning approach to improve
building-energy consumption–prediction accuracy. Ryu et al. [47] applied deep neural network
(DNN)-based load forecasting models and applied them to a demand-side empirical load database.
Ghimire et al. [45] used the DNN and deep belief network, the two fundamental categories of DL
algorithms, coupled with satellite-derived data to predict monthly global solar radiation. Because deep
learning models are applicable for predicting time series, DNN was adopted herein to predict hourly
solar radiation to effectively determine the amount of power generated by solar cells.
2. Methodology
In this section, methodology used for developing a usable scheme for evaluating the annual
power produced by various solar panels installed on the rooftop of buildings and developing a surface
solar radiation prediction model for PV power generation panels is described. Next, we described the
following methods: (1) calculation of the potential annual power outputs for the selected solar panels,
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(2) derivation of solar radiation prediction models, and (3) evaluation of power prediction errors on
the future of solar panels.
Figure 2 illustrates a flow, which comprises a series of analysis steps. The methodology
can be grouped three phases: In phase I, several solar panels were selected for comparison.
Solar radiation, module temperature, and power conversion efficiency affect solar cell power output.
Therefore, these three parameters were used to derive a formula for ideal PV power generation.
Conventional rooftop solar panels can be installed at an inclined angle to maximize the irradiance
absorption according to the locations of their installation. Thus, the suitable tilt angle for the PV power
generation panels leading to direct sunlight can be achieved to increase power output of the panels
installed on building rooftops. Therefore, the potential annual power outputs of these solar panels can
be calculated.
In phase II, the surface solar radiation prediction model, which was developed for predicting hourly
solar irradiation in the future, was created. First, the model input and output attributes from the ground
weather data and solar position parameters are preprocess. A traditional training–validation–testing
procedure is adopted for formulating the surface solar radiation prediction model. A DNN is used
to create a solar radiation prediction model, and a backpropagation neural network (BPN) and a LR
model are implemented as benchmark models. Finally, the testing data set is simulated using the
optimal trained model, and the forecast results are evaluated according to the performance measures.
In phase III, the hourly PV power outputs on a solar panel were simulated. The solar radiation
prediction model was used to predict the hourly solar radiation, and the hourly amount of power
generated by the solar panels was calculated using the process in phase I. Finally, the solar panels were
evaluated according to the errors made by the predicted power outputs on various lead times.
 
Figure 2. Flow of evaluation of power outputs of a solar panel.
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3. Selection of Solar Panels
The PV system is a well-recognized system and is widely used to convert the solar energy for
electric power generation applications [48]. A cell is defined as a semiconductor device that converts
sunlight into electricity. A PV module refers to numerous cells connected in series, and in a PV array,
modules are connected in series and in parallel [49]. PV cells represent the fundamental conversion
unit of a PV power generation system. Solar insolation, PV cell temperature and operating voltage
strongly influence the PV output current and power characteristics [50].
The most critical components of PV power generation systems are PV cells. The quality of these
cells directly affects the efficiency and lifetime of a PV system. This study focused on the solar panels
manufactured by BP Solar. BP has been involved in solar power since 1973. Its subsidiary, BP Solar, is a
manufacturer and installer of photovoltaic solar cells headquartered in Madrid, Spain, with production
facilities in United States, Spain, India, China and Australia [51]. The BP3 series solar panel is an
advanced PV module that incorporates polycrystalline cells by using SiN coating to provide high
efficiency. For evaluation, different BP3 series solar panel types, namely BP350, BP365, BP380, and
BP3125, were selected. Table 1 lists the characteristics of the BP3 series solar panels; in particular,
BP3125 generated the highest amount of power (125 W).
Table 1. Characteristics of BP3 series solar panel products.




BP350 50 W 17.3 V 2.89 A −0.5%/◦C 839 mm × 537 mm
BP365 65 W 17.6 V 3.69 A −0.5%/◦C 1111 mm × 502 mm
BP380 80 W 17.6 V 4.55 A −0.5%/◦C 1204 mm × 537 mm
BP3125 125 W 17.6 V 7.1 A −0.5%/◦C 1510 mm × 674 mm
3.1. Deriving Ideal PV Power Generation
Irradiance is a major factor affecting the amount of solar cell–generated power. The higher the
irradiance, the higher the amount of power a solar cell generates. Accordingly, the relationship between
irradiance and amount of solar cell–generated power is as follows [52]:
P = G × A × η (1)
where P indicates the amount of power generated by a solar cell, G indicates the clear-sky global
horizontal irradiance (W/m2), A indicates the area of the solar cell (m2), and η indicates the power
conversion efficiency (%). The standard environmental parameters for solar panels are G0 = 1000 W/m2
and Tc0 (module temperature of the solar panel) = 25 ◦C.
By using Equation (1), the power conversion efficiency of a solar panel at the module temperature




where Pmax indicates the maximal power output by a solar panel module.
Equation (2) yields the η value at the module temperature of 25 ◦C. Pmax and A0 can be referenced
from the characteristic data of the four BP3 series solar panels as listed in Table 1. The value of η for
BP350, BP365, BP380, and BP3125 was 11.1%, 11.7%, 12.4%, and 12.3%, respectively.
Higher solar cell module temperature results in lower power generation efficiency. Specifically, for
BP3 series solar panels, when the module temperature exceeds 25 ◦C, each additional 1 ◦C reduces the
overall efficiency by λ = −0.5%/◦C. The efficiency change ε in this condition is accordingly expressed
as follows:
ε = λ·(Tc − 25)·η (3)
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This formula is used to further evaluate the amount of power output after temperature changes:
P = G·A·(η − ε) (4)
Applying Equation (3) to Equation (4) we obtain the following:
P = G·A·[1 − λ·(Tc − 25)]·η (5)
As indicated, the operating cell temperatures of PV modules directly affect the performance of the
PV system. Temperature of PV cells is one of the most important parameters for assessing the long
term performance of PV module systems and their annual amounts of electrical energy production [53].
Therefore, estimating the operating temperature of a PV module is required. Several mathematical
equations for PV module temperature have been found in the literature (e.g., [54–58]). These proposed
approaches used empirical formulas to derive the PV cell temperature from the environmental variables,
such as ambient temperature, irradiance, and wind speed [5]. A detailed comparison among these
empirical formulas was reported by [59,60]. Because Taiwan has an island climate, wind velocity must
be factored in. For simplicity, a mathematical model proposed by [61] was employed to account for
ambient temperature, irradiance, and wind speed:
Tc = Ta + 0.0138·(1 + 0.031·Ta)(1 − 0.042·Vw)·G (6)
where Vw is the wind speed.
3.2. Equation for Irradiance Received by Inclined Solar Panels
Most available solar radiation data around the world are global solar radiations on a horizontal
surface. In practice, solar collectors (flat plate thermal or PV collectors) are tilted; thus, computing
the solar radiation incident on such tilted planes is necessary [16]. As calculated in Equation (5), G
represents clear-sky global horizontal irradiance. The amount of solar radiation received by solar
panels at an inclination must be estimated to accurately calculate their power output.
According to [62], the theoretical global irradiance with the solar panels at a tilted position (Gtilt)
can be estimated using the following expression:
Gtilt = DC + IC· cos Θ (7)
where DC is the diffuse horizontal irradiance; IC is the direct irradiance; and Θ the solar incident angle,
defined as the angle between the sun and the normal line of the solar panels.
In Equation (7), DC is calculated as follows [63]:
DC = GC − IC· cosθ (8)
where GC is the clear-sky solar irradiance and θ is the zenith angle.
In Equation (7), the solar incident angle Θ on the inclined solar panel should also be estimated;
Θ is expressed according to the latitude of the panel (λ), declination angle (δ), and hour angle (ω) as
shown in the following equation:
Θ = cos−1(cos(β− λ)· cos δ· cosω− sin(β− λ)· sin δ) (9)
where β indicates the horizontal inclination angle of the panel.
3.3. Estimating the Power Output of the Inclined Solar Panels
This study focused on the weather station in Tainan (22◦99′ N and 120◦20′ E). The station is under
the jurisdiction by the Central Weather Bureau of Taiwan and records hourly surface climate data,
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including clear-sky global horizontal irradiance, ambient temperature, and wind velocity. The year
2016 was designated as the simulation year. The hourly clear-sky global horizontal irradiance data
recorded in the station were applied in the formulas specified in Section 3.2 to calculate the hourly
irradiance received the inclined solar panels. According to [39], the maximal annual global irradiance
at Southern Taiwan occurred at β ranging from 20◦ to 22◦. Thus, this study selected β = 21◦ as the tilt
angle of solar panels for the BP3 series.
The process of evaluating the selected BP3 series solar panels started with the simulation of
hourly irradiance captured by the inclined solar panels. Figure 3a illustrates the simulation results
of the hourly solar radiation at the spring and autumn equinoxes and summer and winter solstices
in 2016. The formula for the ideal PV power generation was subsequently implemented to estimate
the power generated by the solar panels. Figure 3b depicts the power output of the four solar panel
modules when β = 21◦. Figure 4 illustrates the simulated total power output by the panels in 2016.
Figure 4a displays the single module power output; in particular, BP3125 exhibited the highest power
generation efficiency (185.4 KWh-y), whereas BP350 was the least efficient module in power generation
(74.2 KWh-y). To estimate the PV power output per unit area in a reasonable manner, the power output
by each module was divided by the its area to identify its unit area PV power output (Figure 4b).
In particular, BP380 exhibited the highest unit area power output (183.5 KWh/m2-y), followed by
BP3125 (182.2 KWh/m2-y); BP350 exhibited the lowest unit area power output (164.2 KWh/m2-y).
Figure 3. Spring and autumn equinoxes and summer and winter solstices in 2016: (a) Hourly solar
radiation; (b) Estimated hourly output power of BP3 series modules.
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Figure 4. Simulated annual power output by the BP3 series: (a) Single module; (b) Unit area.
4. Hourly Solar Radiation Prediction
As indicated by [16], the efficiency or productivity of such a system depends on the temporal
fluctuations of energy input and output. Therefore, an hourly solar radiation prediction model
was established to further simulate the hourly power output of the solar panels in future for
subsequent analysis.
4.1. Experimental Data
Data on surface climate and sun positions were applied in establishing the solar radiation
prediction model. In addition to the 2016 data, the 2010–2015 hourly climate data from the weather
station were implemented. Seven surface climate parameters related to solar radiation were selected:
air pressure on the ground (hPa), ground temperature (◦C), relative humidity (%), and surface wind
velocity (maximum 10 min mean, 10 m above the surface) (m/s), precipitation within 1 h (mm), sunshine
duration (h), and surface solar radiation (Wh/m2); all data were recorded hourly. Sunshine duration, a
measure of the time interval for which sunshine is observed in 1 h (at the study location), was used as a
climatological indicator of cloudiness. In total, 61,368 data points were organized. Table 2 presents the
seven attributes selected and their statistics with mean, standard deviation, maximum, and minimum
values; all variables in the database were measured hourly.















Unit hPa ◦C % m/s mm h Wh/m2
Mean 1009.8 24.60 74.38 2.97 0.21 0.23 188.87
Std. dev. 5.663 5.234 10.34 1.689 1.829 0.37 276.52
Maximum 1029.6 35.8 100 19.5 90.5 1 1161.1
Minimum 973.4 5.8 22 0 0 0 0
Five sun position parameters were selected to illustrate the sun position data relative to the station
over time, namely declination, hour, zenith, elevation, and azimuth angles. These parameters are
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based on the formula proposed by [62,63]. Table 3 lists the statistical data of the hourly sun positions
from 2010 to 2016.
Table 3. Solar position attributes and statistics at the Tainan station.
Title Attribute Declination Angle Hour Angle Zenith Angle Elevation Angle Azimuth Angle
Unit Degree Degree degree Degree degree
Mean −0.01 7.50 90 0 0
Std. dev. 16.58 103.83 43.84 43.84 65.10
Maximum 23.45 180 179.98 89.98 90.00
Minimum −23.45 −165 0.02 −89.98 −90.00
4.2. DNNs and Modeling
The solar radiation prediction model was based on a DNN, which is a machine learning model
that automatically identifies the representative features through linear or nonlinear transforms in
multiple layers. A neural network, which is a mathematical model mimicking the neural system of
an organism, features several layers of neurons, which sum the data inputted from the neurons of
previous layers and convert them to output data through an activation function. Each neuron is linked
to the neurons of the follow-up layer in a unique manner; the data output produced by the neurons
from a layer are weighted and transmitted to the neurons of the follow-up layer [64].
DNNs consist of at least one hidden layer. Similar to shallow neural networks, DNNs establish
models based on complex nonlinear systems; however, multiple hidden layers are included to enhance the
learning efficacy of these models and thereby their prediction and categorization capability. Most DNNs
are constructed as feedforward neural networks [65]. DNNs are trained through backpropagation.
The weight updates between layers are calculated through stochastic gradient descent:




where wij (t) is the weight set connecting the layers i and j at time t; Δw is the weight correction; η is
the learning rate; β is a momentum coefficient; and E is a cost function, which indicates the difference
between the target and predicted values. In particular, η and β are hyperparameters for the adjustment
of the spacing of weight correction.
In the DNN training process, the weight set in the model can be optimized through a numerical
method for minimizing learning target values. This is typically achieved through stochastic gradient
descent, in which all weights in high-dimensional spaces descend by one dimension per step;
the iteration is repeated multiple times to identify the optimal weight set.
4.3. Modeling and Parameter Calibration
A DNN was used to establish an accurate solar radiation prediction model. The model was
established according to the data attributes mentioned in Section 4.1. The employed data were divided
into two datasets: 2010–2015 data defined as the training set for model training and verification and
2016 data were designated as the testing set. Model training and verification were performed through
10-fold cross-validation, in which the training set was divided into 10 subsamples, one of which was
retained for model verification and the other nine were used for model training; in the verification
process, each subsample must be verified.
Building the prediction model requires setting up the neural network structure; in particular,
the number of DNN layers, the number of neurons per layer, and the activation function must be
defined. Parameter settings affect the efficacy of a DNN model; therefore, an optimized weight set is
required for DNN training. Most activation functions are designed for nonlinear transformation for
information transfer in a complicated neural network. Conventional activation functions are designed
as sigmoid functions or hyperbolic tangent functions. In DNNs, rectified linear unit function has been
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recently used to replace the sigmoid function, resulting in high performance and short training times,
as reported by [66]. Moreover, the number of neurons in the hidden layer was determined according
to [67] method: summing numbers of neurons in the input and output layers, subtracting 1 from this
sum, and dividing this number by 2.
The hyperparameters η and β were verified. Because both parameters range from 0 to 1, intervals
of 0.1 were adopted in the verification; subsequently, the root mean square errors (RMSEs) between
their output and target values were calculated. Figure 5 illustrates the verification results, in which
minimal RMSEs for η and β (77.195 and 76.612 Wh/m2, respectively) were obtained when η = 0.2 and
β = 0.2. In addition, the number of DNN layers was determined as 1–15. Figure 6a depicts the RMSEs
of the model in the follow-up hour according to the number of layers. When the number of layers was
6, the RMSE decreased (74.846 Wh/m2). Figure 6b–d depicts the RMSEs at lead times of 3, 6, and 12 h,
respectively, which were minimized when the numbers of layers were 12, 6, and 11, respectively.
Figure 5. Calibration of hyperparameters: (a) Learning rate; (b) Momentum coefficient.
Figure 6. Calibration of hidden layer amount at lead times of (a) 1; (b) 3; (c) 6 and (d) 12 h.
4.4. Forecast of Solar Radiation Prediction
After the model parameters were verified, the testing set was used to predict solar radiation.
The simulation results of the DNN model were compared with those of the benchmark models (i.e.,
BPN and LR models) to verify its quality. A typical BPN, which is a shallow neural network, with
three layers (i.e., an input layer, a hidden layer, and an output layer) is a feedforward neural network
trained with the standard backpropagation algorithm [68].
Figure 7 illustrates the scatter diagrams of the predicted and observed values of DNN, BPN, and
LR. In particular, Figure 7a–d depict the results at the lead times of 1, 3, 6, and 12 h, respectively. As the
92
Energies 2019, 12, 3564
lead time increased, the predicted values of DNN became closer to the observed values than did those
of BPN and LR. Regarding data correlation, all four figures depicts that DNN exhibited the highest
coefficient of determination (R2), followed sequentially by those of BPN and LR.
Regarding prediction errors, Figure 8 depicts the calculation results of the three mentioned models.
At lead times of 1, 3, 6, and 12 h, DNN exhibited the lowest mean absolute errors (MAEs), indicating
that its prediction errors were the lowest overall. Furthermore, DNN displayed the smallest RMSE.
Figure 7. Scatter diagram of deep neural network (DNN), backpropagation neural network (BPN) and
linear regression (LR) at the lead times of (a) 1; (b) 3; (c) 6 and (d) 12 h.
Figure 8. Solar radiation prediction performance: (a) mean absolute error (MAE) and (b) root mean
square error (RMSE).
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5. Simulation of PV Power Generation
BP3125 was used as the sample solar panel for estimating the PV power output at lead times
of 1–12 h. As mentioned previously, after the hourly solar radiation captured by the inclined BP3
series solar panels was simulated using the clear-sky global horizontal irradiance data in 2016, it was
used to estimate the hourly power output by the panels (Figure 3). The DNN-based solar radiation
prediction model was subsequently employed to replace the predicted values with the observed values
to calculate the hourly power output.
Figure 9 depicts the time sequences of the simulation and predicted values of the power output
by BP3125 at the spring and autumn equinoxes and summer and winter solstices in 2016. Figure 9a–d
depict the results at the lead times of 1, 3, 6, and 12 h, respectively. The simulation values indicated in
Figure 9a represent the simulated power output of BP3125 from Figure 3b; the DNN, BPN, and LR
values are the power output values calculated according to the clear-sky global horizontal irradiance
estimated through the DNN, BPN, and LR models. Because solar radiation changes substantially each
day, the results as depicted in Figure 9 do not represent the daily prediction results in the entire year.
Therefore, the evaluation indices for the hourly predicted and simulation values from each model in
2016 were calculated. As shown in Figure 10, DNN exhibited the lowest MAEs and RMSEs at the lead
times of 1, 3, 6, and 12 h; this revealed that DNN was the most satisfactory of the three models in
predicting solar radiation.
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Figure 9. Simulation and predicted values on the hourly power output of BP3125 at spring and autumn
equinoxes and summer and winter solstices in 2016 at lead times of (a) 1; (b) 3; (c) 6 and (d) 12 h.
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Figure 10. Annual performance of predicted power outputs of module BP3125: (a) MAE and (b) RMSE.
6. Usage and Limitations of the Methodology
In this study, we demonstrated a methodology for developing a usable scheme for evaluating
the annual power produced by various solar panels installed on the rooftops of buildings. Tainan,
Taiwan, a subtropical region, was used as the experimental site. In practice, the proposed methodology
can be used in regions that are suitable for generating and using solar energy. However, the different
regions might not have the same climatic conditions as Tainan. Therefore, when using the proposed
methodology in such regions, some parameters used in the PV module should be carefully adjusted
to suit the local climatic conditions. For instance, when determining the PV cell temperature in
these regions, the empirical formulas of PV cell temperature should be reselected because the PV cell
temperature is affected by climatic variables, such as irradiance and wind speed.
For examining PV panel brands (e.g., BP Solar), data of the panel manufacturer were obtained.
The module products of this brand, such as BP350, BP365, BP380, and BP3125, were assessed for
determining their PV output efficiency. When assessing the module products created by different
manufacturers, the evaluation process also can be reproduced by the proposed approach. Thus,
when the characteristics of the solar panel products are known (i.e., maximum power, voltage and
current at maximum power, temperature coefficient of power, and dimension of module), the potential
annual power outputs of solar panels can be calculated.
When we developed a surface solar radiation prediction model for PV power generation panels,
the solar radiation was estimated by using DNN and BPN, which are data-driven prediction models
based on machine learning. A data-driven model is based on the analysis of the data regarding a specific
system [69]. Thus, in the modeling process, we used data that were collected from ground-based
meteorological stations. However, for regions without ground-based meteorological stations, machine
learning-based solar radiation prediction models cannot be developed. Hence, the use of data from
satellite measurements is suggested for constructing machine learning-based prediction models in
these regions, without ground-based meteorological stations.
7. Conclusions
This study proposed a simple and effective model for evaluating the PV power generation
efficiency of each brand of solar panels when planning the installation of rooftop PV systems. Tainan,
which has a stable climate and constant sunshine and is suitable for solar power generation in all
seasons, was selected as the experimental site. Four BP3 series solar panel types were selected for
evaluation: BP350, BP365, BP380, and BP3125.
In phase I, a formula for ideal PV power generation was derived for calculating the power
conversion efficiency of each BP series module (11.1%, 11.7%, 12.4%, and 12.3% for BP350, BP365,
BP380, and BP3125, respectively). Solar panels are installed at an inclined angle to maximize their
reception of solar radiation. Thus, we determined the suitable tilt angle for the PV system leading
to direct sunlight that could be acquired to increase power output installed on building rooftop.
Subsequently, the potential annual power outputs for these solar panels were calculated. The annual
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power output of the BP3 series solar panels per unit area was calculated according to the 2016 climate
data. The results indicated that BP380 was the most efficient module for annual power output (183.5
KWh/m2), followed by BP3125 (182.2 KWh/m2); BP350 was the least efficient module (164.2 KWh/m2).
In phase II, to simulate hourly PV power generation with regard to meteorological uncertainty,
the surface solar radiation prediction model was developed. The model inputs employed the solar
position and meteorological information inputs. This study employed the deep learning–based DNN
for predicting hourly irradiation. The prediction results of the DNN model were then compared with
those of the BPN and LR models. A traditional training–validation–testing procedure was adopted for
formulating the surface solar radiation prediction model. The results indicated that the DNN exhibited
the lowest MAEs and RMSEs among all three models at the lead times of 1, 3, 6, and 12 h, highlighting
its satisfactory prediction accuracy. In phase III, we used the panel of module BP3125 as an example
and predicted hourly PV power outputs at different lead times on a solar panel. The evaluation indices
for the hourly predicted and simulation values of each model in 2016 were calculated, revealing that
DNN exhibited the lowest MAEs and RMSEs among all the three models at the lead times of 1, 3, 6,
and 12 h.
The approach proposed in this study was confirmed to be applicable to the evaluation of the
power generation efficiency of solar panels and prediction of their hourly power output in an entire
year. This approach is suitable for assessing the power generation efficiency of a rooftop PV system.
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Abstract: Diffusion of the biofuels (BF) using is justified by opening up the opportunities for obtaining
fuel and energy from previously inaccessible sources and by the existence of energy-deficient regions,
in particular in Russia. Works of different scientists on the problems of creating and using BF were
the methodological basis of this study. Information on the state and prospects of the development
of renewable energy sources in Russian regions was collected from regulatory documents and was
obtained by employing a questionnaire survey. For the study of the collected materials, the different
methods of comparative analysis, and the methods of expert assessments were used. The results of
the Status-Quo analysis of BF production in Russia have shown that the creation of BF performed
relatively successfully. However, there are many more perspectives, connected with expanding
the utilization of the different raw materials. Also, the analysis of organizational and economic
mechanisms applied for production of BF and the obtained data on several organizations-producers
allowed for proposing six indexes for the assessment of the BF production effectiveness. It is suggested
that BF production in Russia will contribute to the sustainable development of a number of the
country’s regions in the near future.
Keywords: biofuel; risk analysis; sustainable development; renewable energy; biomass; biotechnology;
anthropogenic waste processing; energy resource assessment
1. Introduction
The power supply is one of the most critical factors for sustainable development both for particular
countries and for the global economy as a whole. In this vein, the UN sets seventeen main targets for
the provision of sustainable development of all countries of the world and “cheap and clean energy”
is number seven in this list [1]. Among the problems requiring a solution to achieve this target is an
increase the share of clean energy and accessibility of technologies of its production using renewable
energy (REn). Intensive application of conventional energy over decades had a negative impact on
the environment and those linked with it have established additional conditions for comprehensive
development of REn in different regions of the world. At the same time, the concept of sustainable
state development comprises continuous and complete work for the improvement of the existing social
and economic setup. That is why the application of REn is promising for an increase in the share of
clean energy in the economy that produced employing innovative technologies, which will assist in
solving this problem too. For instance, in 2018, considered to be the first in the world, the REn sector of
Germany produced more energy than coal and more than 40% of the electricity generated throughout
the year was created using of REn [2]. In Russia, the energy sector operation is historically based on
hydrocarbons crude, as well as on hydro- and nuclear power stations.
Moreover, Russia is one of the leading suppliers of hydrocarbons in the global market.
These circumstances significantly influence the perception of green energy production and general
use of REn in the country. However, in the second decade of the 21st century, the environmental
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impact of permanent anthropogenic factors has required the taking of appropriate measures in this
field both at the federal and regional levels. In particular, the accumulation of industrial, agricultural,
and household wastes is becoming an essential incentive for the development of innovative activities
aiming at the production of biofuel (BF). According to the existing data [3], the resource potential of
recyclable organic waste biomass, including solid household wastes and sediments of wastewaters
reaches 13,490.26 tons of coal equivalent (TCE) per year in Russia. This study led both at the federal
level and in particular regions which have significant differences in terms of economic, geographic,
and climatic conditions.
According to pessimistic forecasts, the share of green energy in the Russian economy will arrive
at 3–5% by 2035, according to positive ones, it will be equal to 8–10%. The proposed share of BF in the
production of electric and heat energy with targeted management could be about 2–3% [4].
Different geographic, climatic, economic, and other conditions in regions of Russia necessitate
solving several scientific problems for optimization of the existing regional programs for the provision
of sustainable development and determination of the role of REn and BF production in them.
Therefore, the progress in BF production achieved in some leading countries has become a
significant factor which causes a positive impact on the sustainable development of their economies.
This gives rise to the suggestion that Russia has some conditions for a more extensive application of
REn, in particular, for BF production and use. Correspondingly, this article characterizes some general
trends of BF production development and presents the results of the analysis of organizational and
economic indexes of BF actual production in Russia as well as some data about planned production.
The potential risks of BF production in the Russian Federation are also analyzed.
2. Materials and Methods
The global trends of BF production development, as well as stimulating institutional measures,
were mainly analyzed using the works conducted in the leading countries in 2015–2019. BF production
capabilities in Russia were analyzed using the published official documents of ministries and agencies,
official reports of the Government and ministries, and business enterprises. Information on 74 Russian
state and private enterprises involved in BF production or planning to start such production were
gathered. Also, the information gathering was conducted by using a questionnaire survey—the
questionnaires compiled by recommendations and with consideration of data of other authors [5–8].
The questionnaires contained 20 questions including (i) form of entity; (ii) date of commencement
(planned commencement) of BF production; (iii) types of BF produced by the enterprise; (iv) raw
materials used for BF production; (v) education level of employees; (vi) type of equipment used for BF
production; (vii) sales of produced BF, etc. The questionnaire survey was conducted via e-mail as well
as online and offline [9]. Also, the materials of publicly available databases accumulating information
on the application of REn in production, such as IRENA.org [10–12], REN21.com [13], GIS RESR [3],
etc. were used in work.
Russia possesses ample natural resources, including conventional energy sources. Hence, forecasting
of BF production requires the development of different approaches and a set of tools for an unbiased
assessment. It is worth noting that geographic, climatic, and economic conditions of Russian regions are
substantially different. Due to this, a situational analysis was conducted in this work using the Russian
regulatory documents, which are quoted below.
Based on obtained results, possible tools for assessment of BF production development were set out
with the determination of several indexes and calculation manners. Relevant management measures
for the provision of long-term BF production were elaborated. For setting out of the tools, the “before
and after” conditions comparison method was used [14], as well as the contemporary methodology of
Global Innovation Index [15–17], National Report on Innovations in Russia [18], some materials from
publications on innovation management [19–23] were taken into account. Based on proposed tools
with the using of grouping and determination methods [24–26], potential risks have been estimated.
Risk assessment was performed using the method of E. Kulikova [27]. Based on the performed analysis,
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using the method of expert estimations, tendency function, and least square method, the estimated
forecast of BF production development in Russia was formulated. Through the exploratory forecast
method and using the theoretical basis of Russian and foreign scientists [28,29], possible conditions and
future continuations of the found trends of BF production determined. Generally, the study algorithm
included six main steps presented in Figure 1.
 
Figure 1. General study algorithm.
3. General Trends of Biofuel Production Development and Some Prospectives for Russia
(Research Background)
Over several decades of development, some of the leading BF producers (USA, Brazil, Germany,
China, India, etc.) [10] have covered a lot of ground in development and improvement of the
used technologies. The first-generation technologies created in the beginning provided industrial
manufacturing of the three main types of BF: Bioethanol, biodiesel, and biogas [30–32]. At this stage,
starch-containing agriculture products were mainly used as raw materials. At the beginning of the 21st
century, several new approaches and technologies were developed, which led to the expansion of BF
production and appearing of the products named the second- and the third-generation BF.
For instance, biotechnologies allowing the transformation of carbohydrates not applied in the food
industry but widely spread in plants (cellulose, hemicellulose, lignocellulose, xylogen, etc.) [33–35] has
been created. In particular, the problem of efficient destruction of beta-glycosidic bonds which bond
monomers in such biopolymers was solved. At the same time, wild-growing and cultivating oil plants
were found. These plants began to serve as a more efficient raw material in the production of BF than
various conventional plants (sunflower, soybean, etc.). As a result, this practice allowed the preservation
of the purpose of traditional crops that are used in the food industry [35–37]. Pyrolysis started to
be applied in BF production. In the course of this process, quick thermochemical decomposition of
lignocellulose occurs at high temperatures and without oxygen [38,39]. The main product of it is
levoglucosan, hexose anhydride (six-carbon monosaccharide) which is considered the most suitable
substrate for further transformation into the second-generation BF [39]. Then the products of pyrolysis
are exposed to, for instance, specific microbic conversion for production of ready-to-use BF, in particular,
bioethanol [39].
Moreover, pyrolysis and other particular technologies allowed the use of some prokaryotic
(cyanobacterial) and eukaryotic algae as raw materials for BF production [40–42]. Based on appropriate
criteria, some authors categorize them as the third generation of technologies [36,42].
Among the reasons for the use of cyanobacterial algal, it is noted that these microorganisms grow
fast, and do not compete for agricultural lands and resources. At the same time, they can efficiently
transform CO2 into different organic substances, including lipids and carbohydrates, in their cells [40].
With consideration of the high content of lipids and carbohydrates in biomass of Cyanobacteria and
eukaryotic microalgae, technologies for the production of the third-generation BF were created and
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tested [43,44]. For instance, three main techniques are categorized as the third generation of bioethanol
production technologies: (i) fermentation of processed biomass; (ii) dark fermentation of reserved
carbohydrates and (iii) direct photofermentation from carbon dioxide to bioethanol using light energy.
However, the conventional technologies of fermentation of biomass by using these microorganisms are
still of great interest [43].
Considerable attention is also paid to the creation of technologies for the production of bio-oil and
biodiesel from cyanobacterial algal [40,45]. Although the cost of algae bio-oil is still rather high (about
$2 L−1), as compared to the costs of similar fossil fuel, the cost of such bio-oil may become competitive
and occupy a significant market share in the following decades [46].
As can be seen from the given above information, among the characteristics of the three generations
of BF, an important place is given to the raw material principle, that is, the ability to process certain
raw materials. Alas, this area is also undergoing evolution transformation. Recently there are reports
surrounding the development of the new, fourth generation of technologies. Among the features
of which is the application of technological principles involving the creation of specialized genetic
engineered constructions, modifications of microorganism complexes, etc. [45,47]. The main steps of
technological evolution in BF production are presented in Figure 2.
 
Figure 2. Scheme of the main steps made during the technological evolution in biofuel (BF) production.
G1—first generation technologies [30–32,48–52]; G2—second generation technologies [34,39,49,52];
G3—third generation technologies [36,40–42,53–55]; G4—fourth generation technologies [45,47].
Optimization of the developed technologies has sufficiently accelerated the production processes
and also led to an increase in the output of the final product and a decrease in its costs.
For example, a quite high yield of bioethanol has been achieved by the leading countries in
conditions of industrial production (75–84% of theoretically possible level and even approximating
95%) [53]. At the same time, the applied technological solutions in the production of BF allowed
obtaining an additional some valuable by-products (for instance, glycerin in biodiesel production)
which are used in the pharmaceutical, cosmetic and chemical industry. As a result, the by-products
began to contribute to the added value generated by the production of certain types of BF [36,56].
One of the particular trends in contemporary bioenergy is the development of fuel pellet production
technologies. Wood chips and other timber processing industry wastes are used as raw materials for
this [57,58]. The trees growing both in a moderate climate (e.g., Pinus sylvestris) and in the tropics
may be the source of such raw materials. The relevant products are in a significant demand on the
world market due to the environmental component of consumer properties. Currently, the world
community is striving to increase the share of REn production and application in the economy, mainly
due to the perspective of the environmental safety provision. This striving is determined by the
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possibility of obtaining additional energy resources and the proven ecological effect from the reduction
of CO2 emission [54,59,60], efficient processing of steadily accumulating biological wastes [61,62] and
non-demanded agricultural resources [63–65]. In many countries of the world, there are state plans for
development and use of green energy based on REn [66–69] which have confirmed their efficiency.
In this vein, it is interesting to note that the growth of electricity capacity with a cumulative result from
2014 to 2018 in global bioenergy, for example, amounted to 30% [11] (Figure 3).
 
Figure 3. Dynamics of installed capacity of electricity production from renewable sources, megawatt
(MW), (2014–2018) [11].
The significant economy indexes already reached in the course of implementation of such plans
are confirmed by the materials of the European “Updated Bioeconomy Strategy” [70]. In particular,
there are data on the annual growth of added value in the course of production of biochemicals
(including BF), which has provided additional €3.5 billion of added value [70]. At the same time, it
became known that from 2003 to 2018, world ethanol production increased by 230.5% [69]. Certainly,
these results are caused by comprehensive organizational activities by the state and active institutions.
Results of ongoing works on regulatory mechanisms improving, standardization of management
processes, development, and unification of technological solutions in the area of BF are reflected in the
different publications of many scientists from various countries, including Russia [71–77]. It is also
worth noting that positive environmental effect from the application of BF is already being registered.
For example, according to the available data [78], the CO2 emissions have reduced by 1.2 million
tons since 2015 due to production of electricity using REn facilities. Moreover, a possible reduction
of CO2 emissions may reach 7 million tons per annum due to application of green energy. Currently,
there are opening opportunities for a comprehensive economic and environmental analysis from the
results of technologies application used in the production of BF [79,80]. The suitable analysis will allow
enhancing the evidential base in terms of positive characteristics of the application of BF and diffusion of
innovations. As an illustration, the number of publications on economic results, technological features,
and environmental consequences of industrial production of BF annually increased. In particular, there
are different reports from Spain, Scandinavian countries, Thailand, etc. about the successful experience
of BF production from agricultural wastes and timber biomass [81–83].
Due to this, the main direction of REn-based green energy development in Russia may be oriented
on the growing opportunities for processing of non-demanded biological resources and various wastes
into BF. Thanks to this, it is possible to expect an increase in production efficiency and qualitative
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change of environmental situation. Besides, several by-products are expected to be obtained [84–86],
and these products can contribute to the added value in the production of BF [87].
4. The Results of Analysis of Organisational and Economic Mechanisms Applied for Production
of Biofuel in Russia: Status-Quo and Some Prospectives
4.1. Official Regulators and Participants of the Biofuel Market in Russia
The energy sector of Russia based on conventional energy resources is the market barrier on
the way of development of renewable energy. The existing production problems of REn facilities
connection and high capital expenditures for construction of REn facilities [88] slow down the growth
of potential utilization capacity of this type of energy.
The key roles in the economic life of Russia played by the state and other official regulators
require special consideration within the analysis of organizational and economic mechanisms applied
in BF production. Naturally, the Government and the specialized ministries are located on top of the
management pyramid. Also, different programs and projects are developed and officially regulated by
appropriate agencies, research, and educational institutions, technological platforms, as well as other
organizations accumulating information on key stakeholders of the market. Such organizations may
be considered a separate group which provides policy-making, development of significant state and
regional programs as well as supervision of their implementation.
The group of the regulator organizations (i) actively cooperates with BF producers which are
enterprises with different profiles, sizes, and forms of incorporation. BF producers may be considered
as a separate group (ii) of the market participants. Another group of participants (iii) is de facto formed
by different consumers. Some of them act as intermediate consumers, converting biofuels, for example,
into electricity. Then, this electricity is transferred to end consumers. Finally, it seems appropriate to
note various non-profit organizations, profile associations, specialized companies involved in market
relations in the course of production and utilization of BF, as a distinct group (iv). The general scheme
of relations between the four groups of the BF market participants (organizations) is shown in Figure 4.
The analysis of information on these organizations will be given below.
 
Figure 4. The general scheme of relations between the four groups of the BF market participants group
(i) [89–92]; group (ii) [93,94]; group (iii) [94–96]; group (iv) [97–101].
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It is worth noting that the Federal Law No. 35-FZ dated on March 26, 2003 “On Electric Energy”
already provided different mechanisms of stimulation support of electric energy production by
REn-based generating facilities with a capacity not exceeding 25 MW. For example, compensation was
provided for the cost of technological connection to electrical networks [102]. The main conditions of
the state regulation of the green energy production processes and utilization of renewable energy are
applicable since 2009 following the Decree of the Government of the Russian Federation “The Energy
Strategy of Development of Russia before 2030” [103].
One of the recent steps for implementation of the green energy development policy in Russia
was introduction of amendments to the Federal Law No. 171-FZ dated on November 22, 1995 “On
State Regulation of the Production and Distribution of Ethanol, Alcoholic and Alcohol-Containing
Products and Restrictions on the Consumption (Drinking) of Alcoholic Products” [104,105]. As a result,
some restrictions on bioethanol production were lifted. Also, the procedure of licensing of this type of
activity was set out.
Moreover, over the previous 3–4 years, the Government of the Russian Federation and some
profile ministries (the Ministry of Energy [89], the Ministry of Economic Development [90], the Ministry
of Natural Resources and Environment [91], the Ministry of Industry and Trade [92]) compiled a
number of statutory documents aiming at development of BF production in the country. In particular,
the Government of the Russian Federation [102,106] has provided for increasing the investment
attractiveness of projects for the construction of REn-based generation facility. For this purpose,
excessive requirements to the process of design, development, and operation of such generation
facilities located in hard-to-reach and isolated areas were excluded. In addition, the Ministry of
Energy of Russia prepared some of the measures for the systematization of management in energy
and introduced the term “energy management” [107]. Thus, we can talk about the emergence of new
opportunities for a system of energy management.
The group of regulator organizations (i) also takes new measures for improvement of the
investment environment in the area of BF production. For instance, in 2018, The Ministry of Economic
Development of Russia proposed the draft law “On Public Non-Financial Accounting” for public
consideration and it currently undergoes expertise [108]. In particular, this document provides the
establishment of conditions for the increase of transparency of organizations concerning environmental
impact, awareness of the general public of the existing international social responsibility standards, and
provision of sustainable development. The list of crucial indexes of the planned accounting will include
such essential characteristics as determinants of the weight of pollutants emissions from stationary
sources in atmosphere and the estimation of the contribution of energy resources produced employing
of REn in the total volume of energy resource production. Moreover, the Government elaborated
the plan [109] of reduction of the level of greenhouse gases emission down to 75% of the level of
emissions in 1990 by 2020. This plan [109] also provides development of the relevant information base,
forecasting the level of greenhouse gases emission for the period before 2020 and before 2030.
The conditions of BF productions may be significantly changed by the initiative of the Government
of the Russian Federation for the introduction of amendments to the Federal Law “On Electric Energy”
regarding the development of microgeneration [110]. The proposed changes will allow increasing the
share of REn-based facilities with an installed capacity not exceeding 15 kW in Russian fuel and energy
balance. The following measures are proposed for reaching of this target: (i) to provide an opportunity
of sales of excessive produced energy in retail markets for default providers (not to consider such
activity as business activity); (ii) to grant authorities for setting of aspects of commercial metering
of the produced electric energy, determination of the procedure of payment and the procedure of
microgeneration facilities utility connection, etc. to the Government of Russia; (iii) to establish an
obligation of execution of an electric energy sale and purchase agreement between the default supplier
and the microgeneration facility owner addressed to it and to define the mechanism of price formation
for the electric energy purchased by it.
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Currently, the use of innovative technologies for the production of BF (I-IV generation) and
systematic work on the spread of this type of energy resources have shown that on the scale of
individual countries, thus the creating of prerequisites for sustainable economic development [111–114].
Consequently, in Russia, with the development of BF production without the use of food crops, similar
results can be achieved. The elements of organizational and economic approaches aiming at reaching
the said target presented in Figure 5.
 
Figure 5. Scheme of organizational and economic approaches to use Biofuel production as a way to
sustainable development in Russia regions [4,52,106,108,109].
The significance of waste processing problem in Russia has convincingly demonstrated the data
contained in the documents of the Ministry of Natural Resources and Environment of the Russian
Federation [91]. For instance, the State Environmental Protection Program states that the volume of
waste processing will require to be increased by two times by 2020 and by ten times by 2025 [115].
According to the same Ministry, more than 60 million tons of solid household wastes are generated in
Russia per annum. It corresponds to about 400 kg of residues per 1 person per year, and only about
7–8% of the collected wastes of this type are used in economic turnover [116].
According to the available estimations, currently, only 12% of the bioenergy potential of Russia is
being used [117]. To combine the efforts of different ministries and agencies for the development of
REn, including BF, is considered to appropriate the conduction, a comprehensive assessment of existing
biological resources in dynamics. Special attention is paid to prospective of BF production and introduction
of the relevant management mechanisms in the global energy and heat management system.
It is believed that the total amount of organic wastes in Russia can reach about 607,000 thousand
tons per annum [3]. The available materials regarding the Federal districts of Russia [3,12] allow
characterizing the structure of gross potential of organic wastes which may be processed into BF
(Figure 6). These and other indexes may be applied in the course of analysis of the potential reduction
of CO2 emissions.
Taking into account the current situation, the Government of the Russian Federation approved the
action plan “Development of Biotechnology and Gene Engineering” for 2018–2020 [118]. It specifies
the establishment of regulatory, market, and technological conditions for bioenergy development in
Russia with emphasis laid on the development of electric energy production.
In general, the efforts of the regulator organizations, lead to optimization of different producers
and consumers of BF activity. For instance, the initiative mentioned above of the Government of the
Russian Federation on the introduction of amendments to the Federal Law “On Electric Energy” [102]
includes a provision that default suppliers are the organizations (including private companies) which
conduct power supply. Such organizations shall enter into a power supply agreement and an electric
energy (power) sale and purchase agreement with any consumers of electric energy addressing them.
Persons acting on their behalf or behalf of another consumer of electrical power and to the benefit of
the said consumer of electrical power may act as consumers [102]. As a result, a direct and useful tool
for connecting microgeneration facilities to power grids will be.
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Figure 6. Structure of gross potential of organic wastes in Russian regions, thousand tons per year [3,12].
Some positive initiatives are contained in the draft Federal Law “On Introduction of Amendment
to Article 217 of the Tax Code of the Russian Federation” [119]. In particular, it proposes to exempt
the income of natural persons received from the sale of energy produced using the microgeneration
facilities owned by such person from taxation.
In many cases, the state regulator organizations act as customers of works related to BF production
in research and educational institutions. For instance, as part of the state contract, the Geographic
Department of Moscow State University [120] and the Joint Institute for High Temperatures of the
Russian Academy of Sciences [121] created the special geo-informational portal GIS RENEWABLE
ENERGY SOURCES OF RUSSIA [3]. This web resource contains many essential materials on renewable
energy in Russia, concerning new technologies and BF production facilities as well as other useful
information. This portal will assist in the establishment of an efficient logistics and sales concept of BF
utilization in Russia as well as investment planning.
The list of research institutions of the Russian Federation involved in studies of BF creation and
utilization includes, in particular, Research Center of Biotechnology RAS [122], National Research Center
“Kurchatov Institute” [123], Joint Institute for High Temperatures of the Russian Academy of Sciences [121],
etc. Some educational institutions also participate in this work: Moscow State University [120], National
University of Oil and Gas “Gubkin University” [124], National Research Nuclear University MEPhI
(Moscow Engineering Physics Institute) [125], Moscow Polytechnic University [126]. Also, there are
seven specialized departments in educational institutions providing education in the field of REn [78].
However, this is not sufficient for the intentions of the long-term development of this type of production.
Nevertheless, the educational standard for bioenergy and biofuel production specialist has already been
approved [127].
A functional role is also played by several technology platforms related to production of BF
(Bioenergy [97] and Biotech2030 [98]) with their activities also aiming at “utilization of renewable
sources of biomass for the purposes of rational and sustainable industrial production and energy
provision with lowering of negative environmental impact” etc.
In addition, the Government of Russia established the Agency for Strategic Initiatives [128] to
assist in social and professional mobility of young professionals and teams in business and social areas,
including by supporting of socially relevant projects and initiatives [128]. To reach this target, the
Agency supports the implementation of the national technological initiative [128], which comprises
the development of nine markets, including EnergyNet [129]. EnergyNet aims at the creation of smart
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energy networks, but “development of REn is also included in the wide area of interest” [129]. In the
meantime, the roadmap approved by the Government [130] specifies “provision of efficient and reliable
energy supplies for isolated and hard-to-reach territories by 2020 using hybrid systems (the optimal
combinations of technical solutions: Renewable sources of energy, diesel, gas, local types of fuel,
innovative generation, accumulators, electric energy distribution systems, management systems)”,
including by lifting administrative barriers, among the results planned by June, 2020.
Some non-profit organizations, e.g., Association “Nonprofit Partnership Council for Organizing
Efficient System of Trading at Wholesale and Retail Electricity and Capacity Market” (Association “NP
Market Council”) are known too [131]. This organization certifies the generating facilities which utilize
REn and maintains the register of issuance and revoking of certificates confirming the production
volume of REn-based electric energy. Over the several years of its activity, the following facilities were
included in the list of certified generating facilities utilizing organic raw materials (biomass, wastes):
“Bely Ruchei” industrial mini-HES (Heating electrical station) (6 MW, Vologda region), “Luchki” biogas
power plant and “Baitsury” biogas station (3.6 MW and 0.526 MW respectively, Belgorod region) and
the “Novy Svet-Eko” solid waste landfill active degassing station with a landfill gas (LFG) power plant
(2.4 MW, Leningrad region).
In the Russian BF market and the REn market in general, there is an additional but essential
group (iv) composing by organizations with different forms of ownership. Their activities are oriented
on arrangement and coordination of cooperation between producers and consumers of BF for the
provision of rational and sustainable industrial production and energy supplies with lowering of
negative environmental impact.
This group (iv) includes Joint-stock company «Trading System Administrator of Wholesale Electricity
Market Transactions» (JSC “TSA”) [132], a subsidiary of Association “NP Market Council” [131], which
is empowered to conduct tenders and ensure settlements between producers and buyers of electricity.
Between 2013 and 2018, JSC “TSA” has selected 229 investment projects of construction of REn-based
generating facilities with installed capacity exceeding 5 gigawatt (GW) for further support.
Different profile Associations play significant roles as cooperation coordinators. Among them, the
Russian Biofuel Association [100], ENBIO Association [101], “Global Energy” Association for Development
of International Energy Research and Projects [133] are especially active.
Establishment of Russia Renewable Energy Development Association (RREDA) [78] in 2019 was
an essential event for REn development in Russia. Among the Association goals are assistance in the
development of REn in Russia and member states of the Eurasian Economic Union, development
of international cooperation, popularization of knowledge, increasing of skills in the field of REn,
participation in the industry regulations development, etc.
Data about the most active innovative Russian enterprises producing BF and consumers of this
type of energy resources will be reviewed in the following subsections with consideration of the
regional aspect.
4.2. Liquid Biofuel Producers
The reserves of conventional energy resources available in Russia in conjunction with high capital
expenditures in the production of liquid BF do not create conditions for proper development of that
industry. Moreover, the legislation is still in transition and requires improvement.
Reprofiling of existing ethanol plants due to carving out of bioethanol from the law “On State
Regulation of Production and Turnover of Ethanol” may become an impulse for the development of
production of liquid BF [104,105]. For instance, the capacities of 17 ethanol plants in the Republic of
North Ossetia-Alania which may be used for the production of bioethanol are unemployed, which is
confirmed by the report of the Head of the Republic [134]. At the same time, the international standards,
in particular, of fuel bioethanol, mixtures of biodiesel fuel, etc. are applicable in Russia [135–137].
Therefore, there are opportunities for production and using liquid BF in volumes sufficient for
utilization as part of 5–10% mixture with gasoline [138–142]. Appearing of corresponding plan
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indicators may be expected to assist in the development of this type of activity and enhancement of
environmental situation.
Development of appropriate biotechnological production may become another institutional
breakthrough. For example, the Titan group [143], which is involved in petrochemical and agricultural
production, is planning to start producing bioethanol of grain in the coming years [144].
At the same time, according to available data, the raw material supplies base of bioethanol
production may be provided by agrarian regions of Russia by the processing of unclaimed agricultural
products. On the example of certain regions of South of Russia, it is shown that the economic activity
for the development of green energy and utilization of REn has begun as part of the state and regional
programs and upon private initiative [52]. However, there are also significant untapped opportunities.
Some active enterprises capable of processing bioethanol into products with the price compared to
that of the petrochemical plants production may be an exciting example promising for production and
further utilization of liquid BF in Russia [113]. Such activity is already commenced by ETB Catalytic
Technologies [145].
According to the basic forecast of IRENA, with target-oriented management, cumulative
consumption of liquid BF in Russia may reach 200 petajoule (PJ) by 2030 [12]. Therefore, there
is the reason to believe that in the future production of liquid BF will reach a decent level and will
assist in the sustainable development of different regions of Russia. The questionnaire survey showed
that at least eight Russian enterprises are planning to start producing liquid BF in the near future.
4.3. Producers and Consumers of Solid Biofuel
The conducted analysis showed that current production of solid BF in different regions of Russia
is oriented on the following major products: Fuel peat, timber, wood chips, and fuel pellets. It is
fuel pellets that are on the leading interest for different producers as they are demanded in the global
market and successfully exported. For instance, according to Proskurina et al. [146], the Russian
production of fuel pellets will keep its high potential provided this product is sufficiently demanded
by EU countries [95,96].
With consideration of the existing achievements, the Strategy of Development of the Russian
Timber Complex before 2030 was updated in 2018 [147]. In the course of its implementation, it is
planned to achieve significant effects of the measures for stimulation of production, export, and
consumption of BF. In particular, the basic scenario implies that the export of pellets will reach
3912 thousand tons by 2030 with a gross potential production volume of 3968 thousand tons. As a
comparison, this volume was equal to 1112 thousand tons in 2016, i.e., it is planned to be tripled within
15 years. In case of successful implementation of the updated strategy, the federal and regional budget
revenues may reach 1.4 billion rubles per annum in 2030 [147].
The forecast by IRENA suggests that cumulative consumption of solid biofuel in Russia may be
equal to 146 PJ by 2030 [12]. Currently, the main part of pellet producers (about 60%) is located in
the North-West of Russia, and about 30% is located in the Central region [148]. The leading pellet
producing and exporting regions of Russia are Leningrad, Arkhangelsk, Irkutsk regions, Khabarovsk,
and Krasnoyarsk krais [149].
In the Leningrad region, the regional state information system (GIS “Energo Efektivnost”) is
introduced for maintaining of energy-saving and energy efficiency [150]. The leading enterprises of
the region are Vyborg Forestry Development Corporation [93], Setnovo (Stora Enso) [151], etc.
According to available data, the annual consumption of BF in the Arkhangelsk region is about
1.2 billion TCE, the share of BF utilization in public energy service reached 42.8% in 2018 whereas the
plan indicator is 44% [152]. The region government sets itself the task to expand the use of REn obtained
from wood reserves, that will provide up to 30% of the energy supply potential [153]. In the Irkutsk
region, it is planned to increase the production of wood pellets by 3000 tons in Biotoplivo-Irkutsk
Limited Liability Company (LLC), capital expenditures for production capacities will be equal to
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123.9 million rubles [154]. In Krasnoyarsk Krai, BF is utilized in 41 boiler plants, and it is planned to
produce 59% of heat energy [155] using this type of fuel.
Production of pellets is intensively developed in many regions of the North-Western Federal
District, Siberia and the Far East with the attraction of important investments. For instance, it is
reported on plans of construction of a wood torrefaction plant in the Novgorod region, the project
volume of investment will be equal to about 14 million dollars [156]. When characterizing producers
and consumers of solid BF in some regions of Russia, it is necessary to note a plant functioning in Altai
Krai since 2015, which besides sunflower meal and protein concentrate, produces 12,000 tons of fuel
pellets [144].
According to the questionnaire survey conducted, 52 Russian enterprises are already producing
or plan to start creating solid BF in the nearest future.
4.4. Producers and Consumers of Biogas
The “Luchki” biogas power plant (BPP) owned by AltEnergo (Belgorod region, Luchki settlement)
has been efficiently operating in the Russian market for more than seven years [94]. Currently, the “Luchki”
BPP annually processes about 95 thousand tons of raw materials using different types of environmental
pollutants as raw materials: Solid cattle-breeding wastes (pig and chicken excrements, non-used parts
of bodies of livestock animals, etc.), crop production wastes and household wastes. A pig-breeding
farm supplying the raw materials using a particular pipeline is located nearby. As a result, according to
current estimates, from the time of launch to 2018, the “Luchki” BPP processed about 350 thousand tons
of waste [157]. In other words, this BPP achieves a rather significant environmental effect.
The produced biogas is used for generation of electric energy. The capacity of the generating
unit reaches 3.6 MW, which allows producing up to 29.3 million kWh per annum. In 2015, LLC
“AltEnergo” connected the “Luchki” BPP to the electric network of Interregional Distribution Grid
Company of Centre JSC, Belgorodenergo. As part of the stimulation of electrical energy production
by REn-based generating facilities, 50% of the capital expenditures for network connection were
compensated by the state [102]. Consequently, the “Luchki” BPP currently acts both as a producer of
biogas and intermediate consumer, whereas the end-users of the produced electric energy are residents
of neighboring settlements.
The output of electric energy produced by the “Luchki” BPP has been growing over the last years.
For instance, the “Luchki” BPP produced 1.5 million kWh of electricity more in the first half of 2019
than in the similar period of 2018 [94].
Alongside with electric energy, the “Luchki” BPP created about 27 thousand Gcal of heat energy
and obtained 90 thousand tons of biofertilizers as a by-product, which was successfully marketed [94].
For about seven years, Regional Energy Company LLC which produces biogas in the “Baitsury”
BPP and processes it into electric energy generating 0.5 MW, has been operating in Belgorod region [158].
It appears that the development of renewable energy in the Belgorod region was provided by
taking a set of institutional measures [159]. In particular, some pilot projects were implemented in
this field, the regional REn research center was established, and bioenergy specialists were trained in
local educational institutions. Last but not least, the relevant production facilities were constructed.
A smart grid was established on the basis of AltEnergo and support of certified generating facilities
was provided.
Recently, the leadership of the Belgorod region has identified regional target indicators of the
development of REn-based green energy before 2020 [160] and specified tax benefits and subsidizing
of credit interest rates [161].
It is worth noting that the concept of development of small-scale distributed energy before 2025 is
developed and approved in the Belgorod region [162]. According to this plan, the number of generating
units capable of processing the agricultural wastes shall rise up to 100 by 2025 (capacity of 223.3 MW).
Consequently, the conditions for the efficient disposal of organic wastes will be established, which shall
lead to a reduction of human-induced impact on the environment. Moreover, it is planned to widen
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the energy infrastructure and production energy clusters in rural areas, which will allow increasing the
sustainability of power supplies and will limit the growth of prices for heat and electric energy. It is
expected that the planned measures will provide sustainable development of the region [162].
To some extent, the positive experience of biogas production in the Belgorod region influences
the neighboring regions of the Central Federal District of Russia. For instance, attention to the energy
production from renewable raw materials was reflected in the recent Decree of the Head of Tambov
Region “On Approval of the Concept and Program of Electric Energy development in Tambov Region
in 2019–2023” [163]. This document provides data on the feasibility of deploying BF production from
agricultural wastes. For the implementation of this task, it plans to build mini biogas heating and power
plants in the existing pig-breeding farms for the production of electric energy and disposal of plant
biomass and livestock waste. The designed capacity of the planned facilities for the energy production
from renewable raw materials will lead to the production of both heat energy (4 thousand Gcal) and
electric energy (8.3 million kW) and by-products in the form of organic fertilizers (14.3 thousand tons).
Moreover, JSC “Biokhim” is assumed to be one of the key players [164].
The authorities of the Lipetsk region also plan to use REn-based technologies. According to the
analytical data presented in the Decree of the administration of the Lipetsk region [165], investments in
solar and wind energy are evaluated as being of little promise for this region. It is preferred to develop
renewable energy based on the processing of agricultural waste and construct small hydropower plants.
It is believed that the gross bioenergy potential of crop waste in the Lipetsk region is 1153.5 thousand
TCE and livestock: 104.4 thousand TCE. This raw material can ensure the production of 529.29 MW of
energy and even lead to energy independence of the agricultural sector in this region.
According to the questionnaire survey conducted, fourteen Russian enterprises are already
producing, or plan to start producing biogas in the near future.
4.5. Prospects of Utilization of Algae and Wastewaters as Raw Material for Biofuel Production in Russia
Reportedly, over the first two decades of the 21st century, the tracked climatic changes and growing
impact of human-induced factors have led to, in particular, an increase of biomass of cyanobacterial algal.
This biomass is considered as promising raw material for the production of BF [40,166]. Cyanobacteria is a
large and rather heterogeneous group of prokaryotic organisms, some species of which are toxic. In some
regions of the world, including in Russia, these limnetic, and marine microorganisms have begun to affect
the environment significantly and even potentially threaten human health.
It is known that Cyanobacteria and some eukaryotic microalgae have complex photosynthetic
systems. These systems allow using solar energy for the accumulation of various organic compounds
which may be used for the production of both BF and a number of valuable by-products [40,167,168].
There are several reports on the creation of the third generation of BF production technologies which
allow processing algae, including specifically cultivated ones, into BF [169–173]. At the same time,
some authors pose the question of whether it is possible to use contemporary technologies of algae
processing effectively for environmentally clean production of BF and cleaning of wastewater [46,174].
It is also noted that currently there are different problems which make it complicated to give a positive
answer to this question without any reasonable doubt.
For instance, according to some authors, the industrial utilization of cyanobacterial algal is not
economically sustainable due to the comparatively high cost of production of required biomass [175].
Although there is a broad spectrum of methods for manufacturing and accumulation of these
microorganisms, including separation of cells from surrounding liquid, apparently, there is still no
universal technology. According to Singh & Patidar [175], the efficient technique for this purpose may
be a combination of different methods matching the following six criteria: Provision of biomass quality,
economic cost, the quantity of biomass, appropriate processing time, maintenance of species specificity
and nontoxicity. Singh & Patidar [175] pay special attention to the methods based on different methods
of filtering and ultra filtering stressing that they demonstrate high efficiency and economic cost, do not
require any chemical actions and allow using filtered water (water recycles).
113
Energies 2019, 12, 3948
The significance of emerging opportunities of algae and wastewaters processing may be presented
using the example of the Volga river basin, the largest river in the European part of Russia. In particular,
the long-term research of Cyanobacteria in the river Volga and many other water reservoirs of the
Volga basin showed that the content of different species of these organisms reached rather high values
in summer. For example, it was shown that average quantity and biomass of Picocyanobacteria in
Gorky and Cheboksary basins of the river Volga might range between 34–322 × 103 cells per mL
and 38–455 mg/mL3 respectively in summer [176]. In addition, molecular genetics methods and
immunoassay, the populations of toxic Cyanobacteria synthesizing hepatotoxin (microcystin), were
discovered in Upper Volga reservoirs [177]. It was also noted that non-indigenous species of planktonic
algae previously inhabiting other regions of Eurasia or even North America appear in Volga water [178].
One might think that the conditions of the Volga reservoirs with a slow flow of water and relatively
shallow water contribute to the intensive growth of planktonic Cyanobacteria. As a result, there is
a very negative phenomenon called “water bloom” [176,179]. These processes are also significantly
affected by the so-called diffusive pollution of the Volga basin water objects. The anthropogenic sources
of it shall be studied, and the effect of them shall be minimized to enhance the environmental situation
in this vast region [180]. Cyanobacteria accumulate in wastewaters and water treatment plants, like
excessive planktonic microorganisms, shall be disposed of and they may be utilized, in particular, for
production of BF and some by-products.
It is believed that currently the environmental situation is rather tense in the Volga basin due
to the anthropogenic pollution [180]. Due to excessive discharges of polluted water, in particular,
the active development of Cyanobacteria occurs [181]. For solving of the existing problems, the
Presidium of Presidential Council of the Russian Federation elaborated and approved the federal
project “Preservation and Prevention of Pollution of the River Volga” in 2017 [180,182]. By this project,
a set of measures shall be taken for reduction of the volume of discharge of polluted water in the
river Volga basin by 80% before 2025. In the course of implementation of the project, it is planned to
construct several engineering, sanitary-hygienic facilities. Also defined is a list of treatment facilities
that must be built in 16 regions of the Russian Federation involved in the project.
The initiatives, which are comprised by this project, may facilitate the development of unique,
economic opportunities for production of BF directly of algae, wastewater and organic raw materials,
that may be produced during wastewater treatment by the algae-bacterial consortium [183].
By the reference data [183,184], there are consortiums of eukaryotic and prokaryotic algae, which
are capable to provide a high level of synthetic wastewaters treatment. There is the opinion that these
consortiums be able to eliminate up to 96% of chemical oxygen demand (COD) [183,184].
The use of technology with the participation of such consortia of microorganisms seems to be quite
promising given the volume of polluted wastewaters discharged by the constituent entities of the Russian
Federation in the river Volga. It is estimated this amount could reach up to 3175 thousand km3 per
annum [184].
Some propositions for determination of growing points for the production of BF in the Volga
river basin are justified by the conducted studies and technical solutions related to the processing of
Cyanobacteria into BF [184–187].
Thus, the orientation on the utilization of Cyanobacteria and eukaryotic algae in conjunction with
the introduction of the third-generation BF production technologies is rather promising at least for
some regions of Russia.
In conclusion, the analysis of the Status-Quo of BF production in Russia show that the creation of
BF is performed with a relatively low level of subsidizing and at certain market limitations. Given this,
the efforts aiming at the processing of different wastes and non-demanded raw materials seem to be
promising. As a result, a significant economic effect which will allow for making a big step towards
“establishment of the renewable energy sector” [129] is possible.
Apart from distinct environmental, social and economic advantages, according to some authors,
production of BF may open a door for the transition of economy from the linear model to the closed
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cycle model or “circular economy” [188–192]. It is believed that transition to the circular economy is
the most efficient method to provide sustainable development.
Hence, ongoing with the taken measures, it is necessary to assess the reached effects and possible
risks in dynamics. Solving of such problems requires the formation of assessment, measurement
instruments [189], and the determination of application conditions.
4.6. Six Indexes for Assessment of the Biofuel Production Development
The conducted analysis of organizational and economic mechanisms applied for production of BF
in Russia and the obtained data on several producers allowed for proposing six individual indexes to
the BF production development assessment. The proposed set of assessment tools is intended for use
in the BF production management system in Russia.
First, at least for Russia, the level of raw material reserves may be one of the important indexes.
Index assessment is proposed to be carried using the k(M) ratio:
k(M) =MBF/Mn, (1)
where MBF is the amount of available raw materials for BF production, Mn is the number of raw
materials required for the continuous production of BF.
It is expected that calculation of the index (1) will allow systematizing the information about available
raw materials, their types, territorial belonging and major technical and economic characteristics as well
as on opportunities to use the existing reserves.
Secondly, the availability of BF for end consumers may be of significant importance. This characteristic
may be assessed employing the index (2) represented by BF consumption ratio k(CON). For the
corresponding calculation, it is necessary to define the share of energy consumption, produced by BF, in
the total energy consumption:
k(CON) = CONBF/CONt, (2)
where CONBF is a volume of consumed electricity (in MW) or consumed heat energy (in gigajoule (GJ))
produced from BF, CONt is the total consumption of electric or heat energy (in MW or GJ, respectively).
One might propose that determination of the index (2) in dynamics will allow for combining the
data on BF sales, the territorial potential of use, technological connection to electric networks, and
opportunities of interregional distribution.
It is suggested that, based on results of the index (2) analysis, opportunities for taking different
measures aiming at the formation of the sustainable target market will appear [193].
Another one means of assessment may be monitoring of tariffs on energy resources produced
from BF. For this purpose, it is proposed to compare the cost of a unit of energy produced from BF with
conventional analog by calculating the cost ratio k(V):
k(V) = VBF/V, (3)
where VBF is the cost of a unit of energy produced from BF, V is the cost of a unit of energy produced
by conventional sources.
It is evident that for the development of efficient production of BF in Russia, it is necessary to give
preference to competitive technologies of raw material processing, as well as to lower the number of
subsidies and other financial incentives.
The following proposed index (4) is intended for assessment of technical support of BF production.
This problem may be solved using the technical support ratio k(F):
k(F) = FBF/Ft, (4)
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where FBF is the number of machinery and equipment for the production of BF, Ft is the total number of
energy machinery and equipment. The index (4) will allow characterizing the increase of the number
of machinery and equipment for the production of BF in dynamic.
At the stage of mass production and application of BF, it will be important to assess how it may
be influenced by changes in the levels of state subsidizing. Hence, the special index (5) using the
subsidizing ratio k(G) for analysis is introduced:
k(G) = GBF/Gt (5)
where GBF is the number of subsidies for the development of BF, Gt is the amount of state subsidies for
innovative activities.
Lastly, with consideration of the fact that the role of the workforce capacity of BF production will
rise, it is necessary to conduct monitoring of specialists involved in this production. The corresponding
index (6) may be obtained using the ratio: k(H), which reflects the number of employees with specialized
education in the area of BF production.
k(H) = HBF/Ht, (6)
where HBF is the number of employees with specialized education in BF production, Ht is the total
number of employees.
Currently, the estimated number of employments in the BF production sector is 1.9 million, and
Brazil is justly considered the leader in terms of the number of employees [13]. In terms of this data, Russia
significantly lags behind the leading countries. It is evident that an increase in employees’ qualifications
in BF production will be associated with long-term expenditures in the sphere of education for Russia.
Management of this index (6) will allow providing human resources for BF production over the long term.
The proposed indexes are intended for detection of different necessary measures, which will
be planned for the long-term development of BF production. Using the proposed indexes, various
measures aiming at the development of BF production possible to plan and to take. The appropriate
management may be implemented by analyzing the dynamics of these indexes and the application of
targeted transmission mechanisms.
In particular, the index (1) may be considered convenient for determination of the balance between
the amounts of available raw materials and the amounts required for maintaining of continuous
production of BF. In this case, if it turns out that k(M) < 1, one should expect the suspension of
production, with k(M) > 1, overstocking is possible. Therefore, the significant (indicator) value of the
index (1) is 1.0. For correction of the situation and maintenance of continuous BF production, measures
for optimization of generating facilities deployment and raw material base may be taken. Moreover, it
is possible to change the methods of transfer or products transportation with the consideration of the
location of the end-user.
The results of BF accessibility for end consumers determination using the index (2) may be useful
for arrangement of measures aiming at the increase of the consumption ratio k(CON). The proposed
significant (indicator) value of the index (2) is 0.05. This value is based on an estimated share of BF
consumption in the total amount of energy resources in Russia [4,12,78]. Among the measures which
may influence this index, it is recommended to use the mixture of gasoline with addition of 10% of
liquid BF, to enhance the indirect BF costs control mechanism (“green tariff”), to keep tax benefits due
to lack of mineral extraction tax, to consider possibility of quota arrangement of BF consumption. Also,
the positive effect can provide the specialized information base containing data on the availability
of raw materials for BF production, location of producers, licensors of technological solutions and
possible consumers of BF in the territory of Russia.
Moreover, the measures aiming at achieving this goal may probably include different educational
events for organizations producing and processing the crop products, timber industry enterprises as
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well as for concerned parties representing the private business. Participation of executive bodies and
investors in such events is believed to be an essential condition for the achievement of expected effects.
The index (3) may be useful for taking measures aiming at the reduction of the cost of a unit of BF
energy produced by BF. The possible ideal indicative value of this index is 1.0, i.e., equalizing of the
cost of energy produced by renewable and conventional sources of energy. In this case, it is considered
necessary to estimate the economic effect of CO2 emission prevention which is reached by using BF as
compared to conventional hydrocarbon sources of energy.
The index (4) is intended for monitoring of increase by the number of machinery and equipment
involved in the production by BF. The possible significant (indicator) value of this index is 0.05 as it
reflects the share of equipment required in BF production in the total number of energy equipment in
Russia with specific assumptions.
Development of this index may be stimulated by the provision of maximum equivalence of
connection and introduction of environmental requirements for processing of waste and unnecessary
agricultural products in BF. At the same time, it is also necessary to define the enterprise’s fixed
assets threshold deterioration level and efficient ways of possible interaction with the centralized
distribution network.
The use of this index may assist in the popularization of knowledge on available BF generation
technologies and equipment with different capacity. For example, the relevant information on existing
mini-plants will be useful for organizing of the BF production in hard-to-reach or rural areas.
The results of the application of the index (5), using the subsidizing coefficient, apparently will
be useful for efficient cooperation between BF producers and the regulator organizations. In case
of positive economic effect and increase of the number of power supply agreements, it is proposed
to balance the number of state subsidies and to consider the base trend of this type of investment
the downtrend with use of the subsidizing ratio k(G). It appears that assessment of the significant
(indicator) value of the index (5) is not possible so far.
The index (6) applying the k(H) ratio is intended for monitoring of specialists involved in BF
production and may significantly influence the processes of training of such specialists. For instance,
the obtained data on necessity of additional high-skilled specialists involvement in production of BF
or on their retraining with consideration of new technologies and equipment will stimulate a set of
measures, in particular, those aiming at updating of existing educational standards, modernization
of educational programs and establishment of other conditions for additional BF-related education.
The opportunity of scientific and educational support employing association of industrial enterprises
with regional scientific and educational centers or specialized consulting facilities may play an essential
role. It will become possible to define the significant (indicator) value of the index (6) as far as similar
experience is accumulated.
Naturally, alongside the target measures causing influence on the process of creation and
application of BF, it is essential to assess possible risks which may cause a negative impact on the
development of BF production.
4.7. Application of the Proposed Indexes for Analysis of Potential Risks of Biofuel Production and Utilisation
in Russia
The assessment of risks faced by companies producing BF in different countries of the world is an
essential component for rational decision-making [24–26]. Respectively, it appeared to be necessary to
analyze the above-listed indexes for a description of potential risks which may arise in this sphere of
activity in Russia. The risks were categorized and grouped according to the assumption that the state
currently provides public assistance to this sector of the economy, and the political risks are minimal.
To define attitudes towards specific types of risk, the value of possible losses (Pq) and possibility of
arising (I) were estimated by reflecting the risk rank (Ir) as the product of these values: Ir = Pq × I. Risks
ranging by degree and level of impact was undertaken by the E. Kulikova’s method of determining the
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probability of risks [27]. The achieved results with the specification of opportunities to manage these
risks are presented in Table 1.
Table 1. Assessment of potential risks of biofuel production in Russia.







1 Variable raw material supplies 2 4 8 Minor Reasonable
2 Narrow range of raw material applicationusing existing equipment 4 3 12 Significant Intolerable
distributive
3 Market stagnation 3 3 9 Moderate Reasonable
4
Lack of relevant target market,
insufficient supply, low volumes of sales
and distribution
2 5 10 Moderate Reasonable
financial
5 High expenditures for popularizationevents 2 1 2 Ignorable Acceptable
6 Growth of the energy unit cost 4 3 12 Significant Intolerable
7 Low efficiency of state subsidies 2 5 10 Moderate Reasonable
8 Low efficiency of investments 2 5 10 Moderate Reasonable
human resource
9 Insufficient human resources and lowlevel of trained human resources 5 3 15 Significant Intolerable
10 Low quality of educational programs ofmain and additional education 3 3 9 Moderate Reasonable
1 Pq—possible losses; 2 I—possibility of arising; 3 Ir—risk rank.
The several application of the presented indexes for analysis of corresponding risks is presented below.
For maintenance of positive dynamics of the index (1), it is necessary to determine the following
risks: (i) variability of raw material suppliers; (ii) narrow range of raw material application by a specific
enterprise using existing equipment. For index (2) with ratio k(CON), the risks may be caused by
market stagnation and high expenditures for popularisation events.
The growth of the cost of an energy unit may be identified as the risk for index (3). The risks
for the index (4) are the following: Lack of sales and distribution corresponding to production level,
insufficient supply, low sales, and distribution.
Despite the fact that the significant (indicator) value of the index (5) and (6) currently appear to be
impossible to be determined, studying of their changes over time and in conjunction with different
other data on the state of BF production may become the basis for additional classification of some
risks. For instance, based on the results of such studies of the index (5), it appears to be possible to note
the risks caused by the low efficiency of state subsidies and low efficiency of investments. In turn,
accumulation of information on human resources and the existing qualification level of available human
resources which is reflected by the index (6) in dynamics, may become a basis for determination of
relevant risks. With consideration of these reasons, some potential risks associated with the application
of indexes (5) and (6) are also included in Table 1.
The materials accumulated in Table 1 allowed for proposing some methods for potential risk
management of BF production in Russia (Table 2). Representation and grouping of these methods
correspond to the order in Table 1.
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Table 2. Methods of risk management of biofuel production in Russia.
№ Methods of Risk Management of Biofuel Production in Russia
1
Allocation of production in accordance with the accessibility of the raw material base
Obtainment of authentic information on suppliers
Entering into supply agreements with several suppliers
Planning of the required amount of raw materials for the provision of the supply system (when
raw materials are supplied using own production)
Insurance (of contractual obligations or own production of raw materials)
Selection of reserve suppliers and opportunities for supplies of alternative raw materials
2
Creation of production associations
Enhancement of production capabilities for the utilized types of raw materials
3
Stimulation of work performance by state mechanisms
Support of innovative, science, technical potential
4 Monitoring of cost characteristics of products
5
State control of market barriers lifting
Establishment of a uniform informational source with free access for end consumers
6
Reduction of costs of energy production
State regulation of price-formation
7 Reduction of expenditures per unit of product
8 Increase of production output
9
Formation of human resource reserve by creating training programs for specialists with higher
and secondary education for the provision of all production systems
Optimization of personnel work depending on the level of employee efficiency
Supervision of the structure and amount of salaries
Compliance of the salary level of BF production enterprises active in a region with at least
average regional salary
Determination of incentive payments in the payroll fund for timely staffmotivation
10
Involvement of representatives of technological platforms acting in the area of energy, scientific
organizations conducting fundamental and applied studies, producers of BF and BF-production
equipment, educational institutions and other concerned parties in formation and
implementation of educational programs
State approval of the educational programs and their constant improvement depending on the
necessity of practical implementation of technological solutions
Increase of qualification of enterprises’ personnel using their own capital and the federal budget
5. Discussion
The gathered materials on the state and perspectives of development of renewable energy in Russia
confirm that positive growth of production of power using different types of BF may be expected in the
near future. Figure 7 summarizes the results of the conducted analysis and forecasting of the electric
energy production volume by certified REn-based facilities with consideration of the discovered risks.
The expected growing trends of production using biogas, biomass, including solid wastes, and
landfill gas utilization are shown by dashed lines which are built based on the calculations performed
using the tendency function and the least square method [131,194].
The presented calculations and some noted-above data show that significant growth of production
may be provided, in particular, by fuel pellets demanded in the global market. Biogas production and
landfill gas processing also demonstrate positive dynamics provided targeted management is performed.
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Figure 7. Forecasting of certificates confirmed electricity production by qualified renewable energy
facilities (retail and wholesale markets), 2014–2021, thousand kWh [131,194].
Based on the existing data, it is possible to assume that institutional changes are required for the
activation of liquid BF production. In addition, it appears to be necessary to grant the respective power
to related ministries and agencies for the lifting of bureaucratic barriers. Moreover, it is essential to
systematize the studies and available data on raw material reserves and technologies which may be
applied in Russia. The positive impact may be caused by the resuming of existing but frozen ethanol
plants operation. Conducting of full-scale works for fuel mixtures utilization may be of help too.
Generally, it seems that monitoring of the proposed indexes and other indicators influencing the
production of BF may be useful for an increase in work efficiency. A significant role may be played by
the creation of a specialized information base, which will provide all market participants with authentic
information on dynamic changes in this area. Formulation of multiplicative (aggregate) coefficient
which may be useful for reflection of relations between the discovered indexes with the assignment of
weighting coefficients may be another organizational and economic mechanism contributing in the
development of BF production in Russia [195,196].
6. Conclusions
The progress in development and application of innovative technologies in BF production has
become a significant factor contributing in the establishment of conditions for sustainable development
of economy among the leading countries. Relevant environmental results have already been achieved:
Effective recycling of various industrial, agricultural, and household wastes is carried out, greenhouse
gas emissions in the environment are reduced, etc.
With this in mind, although in Russia the fuel and energy sector of the economy continues to be
based mainly on conventional sources of energy, the production of biofuels is also beginning to deploy.
In a relatively short time, the necessary legislative and regulatory system was largely created; dozens
of enterprises that produce various types of biofuels appeared. Some types of produced BF (pellets)
became exported goods.
The conducted analysis of organizational and economic mechanisms applied for BF production in
Russia, and the obtained data on some producing organizations allowed proposing six distinct indexes
for the assessment of such production performance. These indexes were used to describe potential
risks, which may be faced in this sphere of activity in Russia.
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Therefore, the gathered materials allow us to suggest that BF production in Russia will develop
and contribute to the sustainable development of a number of the country regions in the nearest future.
Moreover, taking into account the existing world experience, it can be assumed that in the coming
years, the development aimed at improving biofuel production technologies will continue actively.
In parallel, progress can be expected in managing the production and use of biofuels to achieve better
economic results.
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TCE Tons of coal equivalent
MW Megawatt
HES Heating electrical station
LFG Landfill gas
JSC Joint Stock Company
GW Gigawatt
PJ Petajoule
LLC Limited Liability Company
BPP Biogas power plant
GJ Gigajoule
COD Chemical oxygen demand
References
1. United Nations. Available online: https://www.un.org/sustainabledevelopment/ru/sustainable-development-
goals/ (accessed on 20 June 2019).
2. Ars Technica. Available online: https://arstechnica.com/science/2019/01/renewables-led-by-wind-provided-
more-power-than-coal-in-germany-in-2018/ (accessed on 20 June 2019).
3. GIS Renewable Energy Sources of Russia (GIS RESR). Available online: http://gisre.ru/tables#bio (accessed
on 9 August 2019).
4. Proskuryakova, L.N.; Ermolenko, G.V. The future of Russia’s renewable energy sector: Trends, scenarios and
policies. Renew. Energy 2019, 143, 1670–1686. [CrossRef]
5. Nuno, A.; John, F.A.S. How to ask sensitive questions in conservation: A review of specialized questioning
techniques. Biol. Conserv. 2015, 189, 5–15. [CrossRef]
6. Balagué, C.; de Valck, K. Using Blogs to Solicit Consumer Feedback: The Role of Directive Questioning
Versus No Questioning. J. Interact. Mark. 2013, 27, 62–73. [CrossRef]
7. Scoboria, A.; Memon, A.; Trang, H.; Frey, M. Improving responding to questioning using a brief retrieval
training. J. Appl. Res. Mem. Cogn. 2013, 2, 210–215. [CrossRef]
8. Bondarchuk, M.M. Questioning as a method of identifying requirements for qualifications of workers in the
textile industry. Educ. Sci. Russ. Abroad 2019, 51, 98–101.
9. Dolzhenko, Y.; Pozdnyakova, A. Online questionnaire survey as a modern and effective way of research.
Transp. Bus. Russ. 2015, 1, 109–110.
10. International Renewable Energy Agency (IRENA). Available online: http://resourceirena.irena.org/gateway/
dashboard/?topic=4&subTopic=18 (accessed on 19 July 2019).
11. International Renewable Energy Agency (IRENA). Available online: http://resourceirena.irena.org/gateway/
dashboard/?topic=4&subTopic=16 (accessed on 19 July 2019).




Energies 2019, 12, 3948
13. Renewable Energy Policy Network for the 21st Century (REN21). Renewables 2018. Global Status
Report. Available online: http://www.ren21.net/gsr-2018/chapters/chapter_01/chapter_01/#sub_4 (accessed
on 17 June 2019).
14. Il‘enkova, S.D.; Gohberg, L.M.; Kuznecov, V.I.; Yagudin, S.Y. Innovation Management; Moscow International
Institute of Econometrics, Informatics, Finance and Law: Moscow, Russia, 2003.
15. Dutta, S.; Reynoso, R.E.; Bernard, A.L. The Global Innovation Index 2015: Effective Innovation Policies for
Development. Available online: https://www.wipo.int/edocs/pubdocs/en/wipo_pub_gii_2015-chapter1.pdf
(accessed on 23 July 2019).
16. Global Innovation Index 2018. Annex 2—Adjustments to the Global Innovation Index Framework and
Year-on-Year Comparability of Results. Available online: https://www.wipo.int/edocs/pubdocs/en/wipo_
pub_gii_2018-annex2.pdf (accessed on 23 July 2019).
17. Crespo, N.F.; Crespo, C.F. Global innovation index: Moving beyond the absolute value of ranking with a
fuzzy-set analysis. J. Bus. Res. 2016, 69, 5265–5271. [CrossRef]
18. National Innovation Report in Russia. Available online: https://www.rvc.ru/upload/iblock/c64/RVK_
innovation_2017.pdf (accessed on 23 July 2019).
19. Aleskerov, F.; Egorova, L.; Gokhberg, L.; Myachin, A.; Sagieva, G. Pattern Analysis in the Study of Science,
Education and Innovative Activity in Russian Regions. Procedia Comput. Sci. 2013, 17, 687–694.
20. Miremadi, I.; Saboohi, Y.; Jacobsson, S. Assessing the performance of energy innovation systems: Towards
an established set of indicators. Energy Res. Soc. Sci. 2018, 40, 159–176. [CrossRef]
21. Binz, C.; Truffer, B. Global Innovation Systems—A conceptual framework for innovation dynamics in
transnational contexts. Res. Policy 2017, 46, 1284–1298. [CrossRef]
22. Janger, J.; Schubert, T.; Andries, P.; Rammer, C.; Hoskens, M. The EU 2020 innovation indicator: A step
forward in measuring innovation outputs and outcomes? Res. Policy 2017, 46, 30–42. [CrossRef]
23. Dziallas, M.; Blind, K. Innovation indicators throughout the innovation process: An extensive literature
analysis. Technovation 2019, 80–81, 3–29. [CrossRef]
24. Dong, J.; Xue, G.; Feng, T.; Liu, D. System Dynamics Modelling of Renewable Power Generation Investment
Decisions under Risk. Int. J. Simul. Syst. Sci. Technol. 2016, 17, 1–10.
25. Pries, F.; Talebi, A.; Schillo, R.S.; Lemay, M.A. Risks affecting the biofuels industry: A US and Canadian
company perspective. Energy Policy 2016, 97, 93–101. [CrossRef]
26. Abdullah, B.; Muhammad, S.A.F.S.; Shokravi, Z.; Ismail, S.; Kassim, K.A.; Mahmood, A.N.; Aziz, M.A. Fourth
generation biofuel: A review on risks and mitigation strategies. Renew. Sustain. Energy Rev. 2019, 107, 37–50.
[CrossRef]
27. Kulikova, E.E. Risk Management. Innovation Aspect; Berator-Publishing: Moscow, Russia, 2008.
28. Gokhberg, L.; Sokolov, A. Technology foresight in Russia in historical evolutionary perspective.
Technol. Forecast. Soc. 2017, 119, 256–267. [CrossRef]
29. Hu, R.; Skea, J.; Hannon, M.J. Measuring the energy innovation process: An indicator framework and a case
study of wind energy in China. Technol. Forecast. Soc. 2018, 127, 227–244. [CrossRef]
30. Guo, M.; Song, W.; Buhain, J. Bioenergy and biofuels: History, status, and perspective. Renew. Sustain. Energy Rev.
2015, 42, 712–725. [CrossRef]
31. Lopes, M.L.; Paulillo, S.C.; Godoy, A.; Cherubin, R.A.; Lorenzi, M.S.; Giometti, F.H.; Bernardino, C.D.;
Amorim Neto, H.B.; Amorim, H.V. Ethanol production in Brazil: A bridge between science and industry.
Braz. J. Microbiol. 2016, 47, 64–76. [CrossRef]
32. Saracevic, E.; Frühauf, S.; Miltner, A.; Karnpakdee, K.; Munk, B.; Lebuhn, M.; Wlcek, B.; Leber, J.; Lizasoain, J.;
Friedl, A.; et al. Utilization of Food and Agricultural Residues for a Flexible Biogas Production: Process
Stability and Effects on Needed Biogas Storage Capacities. Energies 2019, 12, 2678. [CrossRef]
33. Robak, K.; Balcerek, M. Review of Second Generation Bioethanol Production from Residual Biomass. Food
Technol. Biotechnol. 2018, 56, 174–187. [CrossRef] [PubMed]
34. Castro, R.C.A.; Ferreira, I.S.; Roberto, I.C.; Mussatto, S.I. Isolation and physicochemical characterization
of different lignin streams generated during the second-generation ethanol production process. Int. J.
Biol. Macromol. 2019, 129, 497–510. [CrossRef] [PubMed]
35. Ruiz Olivares, A.; Carrillo-González, R.; del Carmen A. González-Chávez, M.; Soto Hernandez, R.M. Potential
of castor bean (Ricinus communis L.) for phytoremediation of mine tailings and oil production. J. Environ. Manag.
2013, 114, 316–323. [CrossRef] [PubMed]
122
Energies 2019, 12, 3948
36. Moncada, J.; Cardona, C.A.; Rincon, L.E. Design and analysis of a second and third generation biorefinery:
The case of castorbean and microalgae. Bioresour. Technol. 2015, 198, 836–843. [CrossRef]
37. Titova, E.; Bondarchuk, N.; Romanova, E. Economic aspects of plants cultivation used as raw materials for
biofuel production. Int. Agric. J. 2017, 1, 54–61.
38. Miskolczi, N.; Buyong, F.; Angyal, A.; Williams, P.T.; Bartha, L. Two stages catalytic pyrolysis of refuse
derived fuel: Production of biofuel via syncrude. Bioresour. Technol. 2010, 101, 8881–8890. [CrossRef]
39. Islam, Z.U.; Yu, Z.; Hassan, E.B.; Chang, D.; Zhang, H. Microbial conversion of pyrolytic products to biofuels:
A novel and sustainable approach toward second-generation biofuels. J. Ind. Microbiol. Biotechnol. 2015, 42,
1557–1579. [CrossRef]
40. Sarsekeyeva, F.; Zayadan, B.K.; Usserbaeva, A.; Bedbenov, V.S.; Sinetova, M.A.; Los, D.A. Cyanofuels:
Biofuels from Cyanobacteria. Reality and perspectives. Photosynth. Res. 2015, 125, 329–340. [CrossRef]
41. Chen, W.H.; Lin, B.J.; Huang, M.Y.; Chang, J.S. Thermochemical conversion of microalgal biomass into
biofuels: A review. Bioresour. Technol. 2015, 184, 314–327. [CrossRef]
42. Wang, Y.; Ho, S.H.; Yen, H.W.; Nagarajan, D.; Ren, N.Q.; Li, S.; Hu, Z.; Lee, D.J.; Kondo, A.; Chang, J.S.
Current advances on fermentative biobutanol production using third generation feedstock. Biotechnol. Adv.
2017, 35, 1049–1059. [CrossRef]
43. Lakatos, G.E.; Ranglova, K.; Manoel, J.C.; Grivalsky, T.; Kopecky, J.; Masojidek, J. Bioethanol production
from microalgae polysaccharides. Folia Microbiol. (Praha) 2019, 1–18. [CrossRef] [PubMed]
44. Abo, B.O.; Odey, E.A.; Bakayoko, M.; Kalakodio, L. Microalgae to biofuels production: A review on
cultivation, application and renewable energy. Rev. Environ. Health 2019, 34, 91–99. [CrossRef] [PubMed]
45. Farrokh, P.; Sheikhpour, M.; Kasaeian, A.; Asadi, H.; Bavandi, R. Cyanobacteria as an eco-friendly resource
for biofuel production: A critical review. Biotechnol. Prog. 2019, 35, e2835. [CrossRef] [PubMed]
46. Vo Hoang Nhat, P.; Ngo, H.H.; Guo, W.S.; Chang, S.W.; Nguyen, D.D.; Nguyen, P.D.; Bui, X.T.; Zhang, X.B.;
Guo, J.B. Can algae-based technologies be an affordable green process for biofuel production and wastewater
remediation? Bioresour. Technol. 2018, 256, 491–501. [CrossRef]
47. McLeod, C.; Nerlich, B.; Mohr, A. Working with bacteria and putting bacteria to work: The biopolitics of
synthetic biology for energy in the United Kingdom. Energy Res. Soc. Sci. 2017, 30, 35–42. [CrossRef]
48. Schlör, H.; Venghaus, S.; Märker, C.; Hake, J.F. Managing the resilience space of the German energy system—A
vector analysis. J. Environ. Manag. 2018, 218, 527–539. [CrossRef]
49. Golberg, A.; Sack, M.; Teissie, J.; Pataro, G.; Pliquett, U.; Saulis, G.; Stefan, T.; Miklavcic, D.; Vorobiev, E.;
Frey, W. Energy-efficient biomass processing with pulsed electric fields for bioeconomy and sustainable
development. Biotechnol. Biofuels 2016, 9, 94. [CrossRef]
50. Leksin, V.N.; Porfiryev, B.N. Socio-Economic Priorities of Sustainable Development of Russian Arctic
Macro-Region. Econ. Reg. 2017, 13, 985–1004. [CrossRef]
51. Kuzmenkova, V.D. Sustainable development of Russian regions. Proc. Vor. State Univ. Eng. Technol. 2016, 2,
257–261. [CrossRef]
52. Bondarchuk, N.V.; Titova, E.S. Renewable energy prospects as one of sustainable development direction in
some South Russian regions. South Russ. Ecol. Dev. 2017, 4, 12–31. [CrossRef]
53. Mulko, L.; Rivarola, C.R.; Barbero, C.A.; Acevedo, D.F. Bioethanol production by reusable Saccharomyces
cerevisiae immobilized in a macroporous monolithic hydrogel matrices. J. Biotechnol. 2016, 233, 56–65.
[CrossRef] [PubMed]
54. Alalwan, H.A.; Alminshid, A.H.; Aljaafari, H.A.S. Promising evolution of biofuel generations. Subject review.
Renew. Energy Focus 2019, 28, 127–139. [CrossRef]
55. Sikarwar, V.S.; Zhao, M.; Fennell, P.S.; Shah, N.; Anthony, E.J. Progress in biofuel production from gasification.
Prog. Energy Combust. Sci. 2017, 61, 189–248. [CrossRef]
56. Laker, F.; Agaba, A.; Akatukunda, A.; Gazet, R.; Barasa, J.; Nanyonga, S.; Wendiro, D.; Wacoo, A.P. Utilization
of Solid Waste as a Substrate for Production of Oil from Oleaginous Microorganisms. J. Lipids 2018,
2018, 1578720. [CrossRef] [PubMed]
57. Lu, X.; Withers, M.R.; Seifkar, N.; Field, R.P.; Barrett, S.R.; Herzog, H.J. Biomass logistics analysis for large
scale biofuel production: Case study of loblolly pine and switchgrass. Bioresour. Technol. 2015, 183, 1–9.
[CrossRef] [PubMed]
58. Purohit, P.; Chaturvedi, V. Biomass pellets for power generation in India: A techno-economic evaluation.
Environ. Sci. Pollut. Res. Int. 2018, 25, 29614–29632. [CrossRef]
123
Energies 2019, 12, 3948
59. Rafaj, P.; Kiesewetter, G.; Gul, T.; Schopp, W.; Cofala, J.; Klimont, Z.; Purohit, P.; Heyesa, C.; Amann, M.;
Borken-Kleefeld, J.; et al. Outlook for clean air in the context of sustainable development goals. Glob. Environ.
Chang. 2018, 53, 1–11. [CrossRef]
60. Lyng, K.-A.; Brekke, A. Environmental Life Cycle Assessment of Biogas as a Fuel for Transport Compared
with Alternative Fuels. Energies 2019, 12, 532. [CrossRef]
61. Teigiserova, D.A.; Hamelin, L.; Thomsen, M. Review of high-value food waste and food residues biorefineries
with focus on unavoidable wastes from processing. Resour. Conserv. Recycl. 2019, 149, 413–426. [CrossRef]
62. Benato, A.; Macor, A. Italian Biogas Plants: Trend, Subsidies, Cost, Biogas Composition and Engine Emissions.
Energies 2019, 12, 979. [CrossRef]
63. He, K.; Zhang, J.; Zeng, Y. Knowledge domain and emerging trends of agricultural waste management in the
field of social science: A scientometric review. Sci. Total Environ. 2019, 670, 236–244. [CrossRef] [PubMed]
64. Dai, Y.; Sun, Q.; Wang, W.; Lu, L.; Liu, M.; Li, J.; Yang, S.; Sun, Y.; Zhang, K.; Xu, J.; et al. Utilizations of
agricultural waste as adsorbent for the removal of contaminants: A review. Chemosphere 2018, 211, 235–253.
[CrossRef] [PubMed]
65. Enes, T.; Aranha, J.; Fonseca, T.; Lopes, D.; Alves, A.; Lousada, J. Thermal Properties of Residual Agroforestry
Biomass of Northern Portugal. Energies 2019, 12, 1418. [CrossRef]
66. Yang, X.J.; Hu, H.; Tan, T.; Li, J. China’s renewable energy goals by 2050. Environ. Dev. 2016, 20, 83–90.
[CrossRef]
67. Liu, J. China’s renewable energy law and policy: A critical review. Renew. Sustain. Energy Rev. 2019, 99,
212–219. [CrossRef]
68. Rueda-Bayona, J.G.; Guzmán, A.; Cabello Eras, J.J.; Silva-Casarín, R.; Bastidas-Arteaga, E.; Horrillo-Caraballo, J.
Renewables energies in Colombia and the opportunity for the offshore wind technology. J. Clean. Prod. 2019,
220, 529–543. [CrossRef]
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Abstract: A novel method for modelling tidal-stream energy capture at the regional scale is used
to evaluate the performance of two marine turbine arrays configured as a fence and a partial fence.
These configurations were used to study bounded and unbounded flow scenarios, respectively.
The method implemented uses turbine operating conditions (TOC) and the parametrisation of
changes produced by power extraction within the turbine near-field to compute a non-constant
thrust coefficient, and it is referred to as a momentum sink TOC. Additionally, the effects of using
a shock-capture capability to evaluate the resource are studied by comparing the performance of
a gradually varying flow (GVF) and a rapidly varying flow (RVF) solver. Tidal-stream energy
assessment of bounded flow scenarios through a full fence configuration is better performed using
a GVF solver, because the head drop is more accurately simulated; however, the solver underestimates
velocity reductions due to power extraction. On the other hand, assessment of unbounded flow
scenarios through a partial fence was better performed by the RVF solver. This scheme approximated
the head drop and velocity reduction more accurately, thus suggesting that resource assessment with
realistic turbine configurations requires the correct solution of the discontinuities produced in the
tidal-stream by power extraction.
Keywords: tidal-stream energy; thrust force coefficient; momentum sink; unbounded flow;
open channel flows; shock-capturing capability
1. Introduction
Resource characterisation is the initial step of any tidal energy project. However, conventional
methodologies to assess tidal-stream power are based on infinite extent flow and the representation
of a turbine as actuator disc [1–6]. This approach excludes the influence of boundary
conditions such as free-surface and seabed in the power extraction analysis, which leads to the
Lanchester-Betz–Joukowsky limit and indicates that in optimal conditions turbines can convert up to
59% (or 16/27) of kinetic energy into mechanical energy [7]. To better represent the aquatic medium of
tidal turbines analytical approaches introduced features of a finite flow; firstly by introducing a rigid
lid surface and lately by considering a deformable surface and a turbine downstream region where
turbine wake mixing occurs. This analytical model is known as the linear momentum actuator disc in
open channel flow (LMAD-OCH) [8]. Analysis of an actuator disc within a finite flow unveiled the
importance of turbine bypass flow, blockage ratio (B), and the turbine downstream mixing region;
where B indicates the fraction of a channel cross-sectional area occupied by the turbine.
A large number of potential regions for tidal power extraction are located in coastal areas; in these
regions the use of finite flow is more appropriated as tidal streams are strongly influenced by the
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seabed and free-surface conditions. The consideration of these boundaries is relevant because they
can significantly increase the amount of power extracted from the flow [9–11]. This is because in
shallow waters the seabed and free surface constraint effect in the turbine is more significant and
produces a stronger blockage effect, which in turn increases the maximum power extractable by the
turbine. On the other hand, a recent methodology, which undertakes natural boundaries in the power
extraction analysis, uses a rather expensive computational technique and constrains the head drop
produced by power extraction. This methodology uses a rapidly varying flow solver and shock fitting
techniques to implement a line sink of momentum [11,12]. The line sink of momentum is based
on the LMAD-OCH analytical model, which enable to determine a relation between upstream and
downstream depth-average flow velocities and depths as a function of the turbine operating conditions.
This relation is given by the relative change of head drop across the turbine. Line sink of momentum
approach uses an RVF solver to compute the rapid changes produced by the tidal turbine power
extraction in the water depth and flow velocities. The authors of [11,12] used a Godunov-type scheme,
which implements a shock-fitting technique. The momentum extracted by turbines is simulated by
computing the modification of mass and energy fluxes across the line sink of momentum. The region
occupied by a turbine array acts as an interface between upstream and downstream conditions of
the flow. This interface represents the elevation and velocity discontinuities produced by power
extraction. Computation of the discontinuity which initially separates upstream and downstream
conditions is equivalent to solving a Riemann problem [13]; consequently, the Riemann solution
indicates the flux through the discontinuity and therefore the shock propagation. To complete the
line sink of momentum numerical representation, a condition on the head drop across the array
is required [14]. This condition is given by the relative change of the head drop provided by the
LMAD-OCH. This method was used to assess the tidal-stream potential of turbines configured as
a fence in an idealised channel [11]. Such a configuration was used in the Pentland Firth to estimate
maximum power extracted, 4.2 GW, and the extractable power at the sub-channels [15]. It was found
that power availability varies according to the device operating conditions within the fences. A further
refinement of the Pentland Firth estimation is given by [16]; they reported a more conservative upper
limit of 1.9 GW based on a large, but a viable blockage ratio (B =0.4). Contrary to the line sink
of momentum approach, in this research the momentum extracted by the turbines was simulated
considering the turbine operating conditions and implementing a method that does not constrain the
water elevation change. For this task the momentum sink TOC was used [17], the method is based in
LMADT-OCH and computes the axial component of the thrust force exerted by turbines to the flow by
solving a sink term in the momentum equations. Consequently, momentum sink TOC incorporates the
natural constraints of the coastal tidal-stream, the operating conditions of the turbine, and does not
condition the head drop produced by power extraction. In this research, the momentum sink TOC
was incorporated in a (1) conventional and (2) an innovative numerical solver to assess the resource.
The conventional scheme solves gradually varying flows, which do not experience strong spatial
gradients and are characterised by small Froude numbers. On the other hand, the innovative scheme
solves rapidly varying flows that enable the simulation of flows, which experience discontinuities
such as hydraulic jumps, flood waves, and shock waves. Therefore, a GVF solver simulates a flow that
experiences smoother and slower changes than RVF. The rapidly varying flows solver implemented
in this research is a shock-capturing model that consists of the algebraic combination of first-order
and second-order upwind schemes. In this way, the model uses a low-order scheme to simulate the
regions where strong gradients exist and spurious numerical solutions are likely to appear. This solver
constitutes an efficient approach for simulating energy capture in rapidly varying flows because the
scheme is not required to solve the Riemann problem at each grid, where an array of turbines are
defined, to compute the discontinuities produced in the flow due to power removal. Solving the
Riemann problem represents an expensive procedure in computational terms [18]
Two turbine configurations were selected to assess the resource at a regional scale: A fence and
a partial fence. Partial-fence configuration covers a selected part of a channel cross-section producing
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flow diversion. Part of the stream passes through the array, experiencing velocity reduction due to the
momentum loss, and the rest bypass the array, presenting velocity intensification when circumventing
the partial fence. This scenario is referred to as unbounded flow and two analytical theories describe
power extraction with this type of flow: (i) The LMAD-OCH and (ii) two scales models, their main
characteristics are described below. LMAD-OCH studies a partial fence as a long row [11], and in
this way, upstream conditions can be assumed to be uniform, and marine turbines within the array
can be represented by actuator discs. This approach estimates the momentum extracted by a partial
fence and provides information on energy lost only within the turbine’s near field region (Lv) [11], i.e.,
just downstream of the turbine. LMAD-OCH is also referred to as a single-scale model [19] because
the quasi-inviscid flow assumption used in the theory allows important turbulent mixing to occur at
a far downstream region (Lh) where the pressure equilibrates across the channel cross-section. The Lv
region is smaller than the far downstream region (Lv < Lh). Within the Lv region the quasi-inviscid
assumption of LMAD-OCH enables the estimation of turbine-scale wake mixing, which occurs just
downstream of the turbine and it is not significant in comparison to the array-scale wake mixing.
This quasi-inviscid model is consistent with three-dimensional actuator disc computations of mixing
just downstream of the turbines [20]. Therefore, the LMAD-OCH theory enables the parametrisation
of turbine-wake mixing within the near-field region, in this region it is assumed that elevation and
velocity perturbations due to power extraction occur. This assumption captures vertical flow variations
produced by horizontal mixing effects at the turbine scale [21]. In contrast to the LMAD-OCH theory,
the two scale model studies energy extraction via a partial fence considering two scales of flow: (a) A
turbine scale flow, which describes the flow around a single turbine and the wake of the turbine,
studied by [8] and (b) a array scale, which is the large-scale flow around the turbine array and the
array wake [22]. The two scales’ separation implies that the flow bypassing the turbine occurs faster
than the horizontal expansion of the flow bypassing the entire array, and analyses power extraction
as two quasi-inviscid open channel flow problems. The two scales are linked via the upstream
boundary condition of the turbine-scale flow because power extraction produces a flow diversion
around the array and reduces the mass flux through the array and this mass flux reduction provides the
upstream boundary to the turbine scale [23]. Initially, a single long turbine row and a rigid lid surface
approximation which did not account for the effect of changes in water depth were considered [22].
Later, a better accounting for the interaction of the device- and array-scale flow events enabled the
analytical and numerical study of short rows [20]. Recently, [24] included a deformable free-surface in
the two-scale analysis by incorporating finite Froude (Fr) numbers in the analysis and consequently
accounting for a deformable surface.
Analytical models provide an understanding of the physics involved in tidal-stream power
extraction; however, numerical simulations are required to provide a more complete analysis of the
effects of tidal energy extraction. In this context, the two-dimensional approach, the line sink of
momentum was developed to assess tidal-stream resource with a long partial fence, through the
solution of shallow water equations. The method was used to numerically estimate the force applied
by a porous disc in scale experiments [25], and to identify the power available at an idealised coastal
headland [26] and at Anglesey Skerries, off the Welsh coast [12]. On the other hand, attempts to
numerically couple the turbine scale with the array scale are limited to three-dimensional simulations
of small turbine arrays [27], which require high-fidelity turbine scale simulations; this methodology
has not been applied to regional scale [21].
In this research, tidal-stream energy resource at regional scale was evaluated in two scenarios:
bounded and unbounded flows, which were represented with a fence and a partial-fence turbine array
configuration, respectively. The energy capture by the arrays was simulated with the momentum
sink TOC method, which numerically implements the LMAD-OCH theory. To investigate the role
of numerical solution schemes for simulating tidal energy capture, the momentum sink TOC was
implemented in two hydrodynamic models that use a conventional (GVF) and up-to-date (RVF)
solution scheme. The novelty of this research lays in the numerical representation of energy capture by
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arrays of turbines considering (i) a flow more representative of coastal regions, (ii) not conditioning of
head drop across a turbine array, (iii) use of hydrodynamic models which are able to represent realistic
coastal scenarios, and (iv) implementation of an efficient RVF solver that uses a shock-capturing
scheme. The methodology proposed will enable the identification of a less computationally expensive
numerical tool that provides a reliable evaluation of the resource in realistic scenarios.
2. Methodology
The assessment of tidal-stream resource at regional scale requires the specification of three
aspects: A numerical model approach, the tidal energy extraction representation, and domain size [21].
These specifications follow.
2.1. Modelling Approach
Momentum sink TOC was implemented in two numerical hydrodynamic models based on the
depth integrated velocity and solute transport (DIVAST) model [28]. DIVAST was developed to
simulate hydrodynamic solute and sediment transport processes in rivers, estuaries, and coastal
waters, and it incorporates a flooding and drying capability [29–31].
2.1.1. Gradually Varying Flows
The first model uses an alternating direction implicit (ADI) methodology, solves two-dimensional
shallow water equations (2D-SWEs), and simulates gradually varying flows, which are characterised by
small Froude numbers. Hereafter ADI, represents the conventional strategy used to assess tidal-stream
energy. The 2D-SWEs were used to describe the evolution of a tidal-stream and power extraction,
the depth integrated continuity (Equation (1)) and x-component momentum (Equation (2), a similar
expression was used for the y-component) equations to solve an inviscid flow, neglect Coriolis force,
and to omit wind forcing. The inviscid character of the governing equations allows the neglection
of vortical structures associated with the turbine’s blade root and tip. The viscous terms omission is
justified if bottom friction prevails over viscosity effects [32]. Moreover, a scaling analysis indicates
that viscous terms can be disregarded if the horizontal scale of the domain is large and tidal currents
change smoothly over the length of the domain [14]. Furthermore, viscous terms neglection has been































where qx = UH and qy = UH indicate depth-integrated velocity flux component in the x- and
y-direction; t stands for time and β is the momentum correction factor for non-uniform vertical velocity
profile. The surface elevation change with respect to mean water depth h is represented by ζ; therefore,
total water depth is defined as H = h + ζ. The depth-integrated turbulence model considers only the
effects of the bed shear stress, which is a function of Chezy roughness coefficient (Ce) and gravity (g).
2.1.2. Rapidly Varying Flows
The second model combines a MacCormack and a symmetric five point total variation diminishing
(TVD) schemes to solve strong spatial gradients in the flow using an efficient shock-capturing
method [30,33]. Henceforth, TVD allows the computation of discontinuities likely to appear in rapidly
varying flows simulation without treating the discontinuity as a Riemann problem. To simulate flows
which experience discontinuities TVD solves the conservative form of 2D-SWEs, [17] describe this
form of the governing equations in detail. Some examples of this kind of flows are hydraulic jumps,
storm surges, flood waves, and shock waves.
134
Energies 2019, 12, 4151
2.2. Numerical Methods
ADI and TVD use a finite difference spatial discretisation to approximate a solution of the
governing equations. The models discretise the equations onto a square structured grid, where the
edges of the grid cells are oriented parallel to the Cartesian coordinates [34,35].
The GVF solver uses an ADI’s semi-implicit finite difference scheme which splits a single time-step
solution into two time steps [36]. The final finite difference equations for each half time step (HFDT)
are solved using the method of Gaussian elimination and back substitution [34]. Meanwhile, the RVF
solver uses an explicit scheme to approximate the solution of the governing equations at the current
time and convergence to the solution is conditioned to a maximum time step. RVF solver uses
an algebraic combination of the first-order and second-order upwind schemes, where a kind of
artificial viscosity is included to smooth the solution close to the shock [30,37]. The proportion of
the contribution of each scheme is adjusted depending on the nature of the flow; if the solution is
sub-critical (smooth), the second-order scheme is implemented otherwise, if the solution is trans- or
super-critical, the lower-order scheme is implemented [30].
The stability of the numerical models solution was assured by satisfying Courant-Fredrichs-Lewy
condition. To identify the most efficient spatial and temporal resolution a range of time steps and grid
sizes were tested. The elected spatial discretisation was ΔX = 150 m in both models. The semi-implicit
character of ADI allowed a relatively large time step (Δt = 12 s), but the explicit scheme of TVD did
not tolerate time steps larger than 1.50 s.
2.3. Turbine Representation
The method used to simulate energy capture by marine turbines is momentum sink TOC and
it implements numerically the LMADT-OCH theory using a sink approach. The mathematical
representation of energy capture was introduced as a sink term FT in the momentum equations
(see x-component, Equation (2)). This term represents the turbine thrust force (T) responsible for tidal
stream momentum loss (Equation (3)). The thrust force is a function of the turbine cross-sectional area








U 2 ACT (3)
Figure 1a illustrates the cross section of the turbine area A, indicated by a dotted-red line, and the
thrust force exerted on the flow. The components of the thrust force are given by:
FTx = T|sinθ| (4)
FTy = T|cosθ| (5)
where it is assumed that the thrust force makes an angle θ with the y-axis. Numerically, the sink term
is the thrust force per unit-grid and per unit-mass. The components of the thrust force introduced as

















Furthermore, the thrust force computed with momentum sink TOC is a function of the thrust
force coefficient (Equation (7)), which depends on the specification of wake-induction (α4) factor and
the bypass flow coefficient (β4).
CT = β42 − α42 (7)
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LMADT-OCH theory allows to relate turbine operating conditions to momentum captured by
the turbine and to link changes produced by power extraction to thrust forces within the turbine’s
near field length Lv [14]. LMADT-OCH analytical model assumes that the upstream flow passes
through the fence, mixes, and returns to a vertical profile similar to that upstream over a length Lv.
A sub-critical tidal-stream is assumed and energy capture produces a tidal flow division into core-flow
and bypass-flow components, a head drop across the array (Δh), and energy loss by turbine wake
mixing. The core-flow refers to the stream that passes through the turbine, which experiences a velocity
reduction due to energy extraction, represented by the turbine velocity coefficient α2. Core-flow
presents a further velocity reduction downstream of the turbine due to turbine wake mixing dissipation,
denoted by the wake induction factor α4. On the other hand, the bypass-flow circumvents the turbine
and presents a velocity magnitude intensification denoted by the bypass induction factor β4. Based
on LMADT-OCH energy capture within Lv region is parameterised by: bypass induction factor (β4),
wake induction factor, turbine velocity coefficient (α2), and water depth drop across the array (Δh).
Calculation of thrust force required: (i) election of turbine operating conditions, (ii) identification
of upstream conditions of the flow, (iii) and parametisation of changes produced by power extraction
within the turbine near-field region. These requirements are sketched in Figure 1a. Turbine operating
conditions were defined by the blockage ratio B and wake induction factor α4. Factor α4 is an indicator
of velocity rate reduction due to wake mixing at the turbine scale [38]. In ADI and TVD models,
the blockage ratio implemented is the ratio of the cumulative turbine area per cell-grid (A) over the
grid-cell cross-section area (H ΔX) [17]. Parameterisation of flows’ depth and velocity changes within
Lv required the specification of α4, B, and upstream Froude number (Fr = U/
√
gH). These parameters
enabled the calculation of β4, which is the physical admissible root of a quartic polynomial [10].
An eigenvalue method was used to find the roots of the polynomial [17]. Finally, is possible to calculate
CT(α4, β4) and thrust force (Figure 1b).
Figure 1. Two-dimensional representation of the thrust force (FT) exerted by the turbine to the
incident tidal-stream (a) and the momentum sink turbine operating conditions (TOC) computation
procedure (b).
2.4. Tidal Channel and Turbine Array
A tidal fence and a partial-fence configuration were implemented in a large domain, which
corresponded to a large channel connecting two large basins (Figure 2). The channel is relatively narrow
and long with 12 km length (L) and 3 km wide (W) and it is characterised by an aspect ratio W/L = 0.25.
The basin extension is 4.5 times the length of the channel. The domain configuration was selected based
on previous studies of tidal-stream energy assessment [11]. The channel was forced with a standing
wave with semi-diurnal frequency M2 on the western boundary (Equation (8)). The amplitude of the
forcing was introduced as a ramped-up wave over two M2 tidal periods (Equation (9)); the gradual
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introduction of the forcing removed the initial numerical noise in the simulation and helped to reach
a time varying steady state faster. This state was reached when tidal circulation became regular.













, t < 2TM2 (9)
At the eastern boundary, water elevation was set to constant and velocity was set to zero. At the
walls, the boundaries satisfied a no-slip condition. The water depth is relatively shallow, it was set to
40 m = 2.5 d, where d = 16 m is the turbine diameter. A small and constant bottom friction, defined as
a function of a non-dimensional drag coefficient, was implemented (Cd = 0.0025). This coefficient has
been shown to best reproduce field measurements of velocity and elevation of M2 tidal currents in the
vicinity and far-field of Rathlin Sound [39].
Simulations started from quiescent initial conditions and a steady periodic flow was reached after
the second tidal period. The simulation time was 50 h, equivalent to four M2 tidal periods (4 TM2 ). It is
worth mentioning that evaluations of 8 TM2 were consistent with conditions reported at the fourth
tidal cycle. The consistent boundary conditions and forcing implementation between the models were
assured by obtaining consistent hydrodynamic conditions at the natural state. This state refers to
marine turbines omission and nil energy extraction.
Turbine configurations were deployed in the middle of the channel (Figure 2). The fence
corresponds to an array of turbines distributed as a single row that fully extends across the channel
cross-section. On the other hand, the partial fence covers 40% of channel cross-section; the length of
the array is 1200 m defined over eight grid-cells, where each grid-cell contains a cluster of turbines.
Figure 2. Tidal channel model domain. A channel zoom out (upper-right location) shows the array of
turbines deployed. Forcing implemented is represented by the ramping up elevation in magenta.
3. Resource Assessment
Though a significant amount of power could be extracted if high blockage ratios were used,
this procedure presents adverse effects such as (i) significant flow rate reduction [40], (ii) tidal
hydrodynamics affectation, and (iii) mixing and transport processes impact at turbine scale and
regional scale [6,21,41,42]. As a result of this evidence, evaluation of tidal-stream resource is performed
within realistic blockage ratios (0 < B ≤ 0.4) as a post-processing stage.
Indicators used to assess the energy resource were the following metrics: Total power extracted,
power dissipated by turbine wake mixing, and power available for electrical generation. The procedure
used to calculate them follows. The initial step was the election of turbine operating conditions
and calculation of turbine velocity coefficient (Equation (10)). Subsequently, thrust (Equation (7))
and power (Equation (12)) coefficients associated to the turbine were estimated. The next step
was identification of head drops across the array and turbine efficiency (Equation (13)). These
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two parameters enable estimation of total power extracted (Equation (14)), power dissipated by turbine
wake mixing (Equation (15)), and power available for electrical generation (Equations (11) and (16)).
α2 =
2(β4 + α4)− (β4 − 1)3(Bβ42 − Bβ4α4)−1

























PW = PT(1 − η) (15)
P∗ = ηPT (16)
The operating conditions of the turbine and the turbine configurations evaluated with ADI and
TVD models are specified in the four scenarios reported in Table 1.
Table 1. Scenarios simulated and initial parameters specification.
Model Configuration Scenario B α4 Δt (sec)
ADI
Fence 1 0 ≤ B ≤ 0.4 α4 = 1/3 12
Partial-Fence 2 0 ≤ B ≤ 0.4 α4 = 1/3 12
TVD
Fence 3 0 ≤ B ≤ 0.4 α4 = 1/3 1.5
Partial-Fence 4 0 ≤ B ≤ 0.4 α4 = 1/3 1.5
3.1. Thrust and Power Coefficients Time Series
Calculation of CP and CT required specification of the wake induction factor, which depends on
the location of the turbine within the array and the local tidal dynamics [26] as both affect turbine
wake mixing. However, to maximise power available for electrical generation the downstream core
flow (α4U) was adjusted by setting the wake induction factor to α4 = 1/3 [43,44]. A constant α4 was
used during the simulation; however, a slightly better power available is obtained if a variable wake
induction factor is used [12].
Thrust and power coefficients are functions of the upstream conditions through the Froude
number used in β4 calculation; therefore, CT and CP are modulated by the tidal cycle. Thrust and
power coefficients time series were obtained from both models using a fence configuration constituted
by turbines with a relatively large blockage ratio (B = 0.3). The time series from an M2 tidal cycle and
taken from the middle of the channel, where the array was deployed, are shown in Figure 3a,b. CT and
CP time series present two maximum values that correspond to maximum flood tide and maximum
ebb tide velocities. Comparison between the solutions obtained from the models indicate that ADI
produces slightly higher magnitudes of CP (1.21 < CP < 1.238) and CT (2.38 < CT < 2.43) than TVD’s
1.21 < CP < 1.235 and 2.36 < CT < 2.40. Time-average of CT and CP obtained from ADI and TVD are
consistent with LMADT-OCH analytical model and they indicate upper limits for these coefficients.
Additionally, time series obtained with ADI present a phase delay evident in the maximum values.
ADI’s phase delay was evident at stream-wise velocity component of M2 tidal current at natural state.
This behaviour was consistent along the domain, i.e., it was not restricted to the channel, suggesting
that the delay may be related to the different solution scheme employed by the models. However,
further understanding of M2 phase simulated by both models would require examination of field
observations of free surface elevation and depth-averaged flow velocity. It is worth noticing that
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the parameters to be presented in the following sections refer to values averaged over a tidal period;
therefore, the phase delay reported by ADI time series does not influence the results presented.
The larger magnitude of CT reported by ADI is associated with the smaller affectation of the
momentum extraction on the bypass velocity reduction (represented by β4). ADI underestimation of
velocity reduction due to power extraction was reported by [45]. In the case of CP, the turbine velocity
coefficient reduces the difference between the magnitudes obtained from the models.
Figure 3. Time-series of CP (a) and CT (b) coefficients obtained from alternating direction implicit
(ADI) (continuous-line) and total variation diminishing (TVD) (dash-line) schemes for B = 0.3.
3.2. Upstream Velocities
Contrary to a tidal fence configuration, where energy extraction produce uniform conditions
along the array and a middle-fence cell capture this dynamic, the implementation of a partial fence
produces a scenario where energy extraction occurs along a limited section of the cross-channel,
indicating the existence of array-bypass flows. To identify the effects of a partial fence on the upstream
velocities, the time-averaged stream-wise component of velocity was calculated at each grid cell
that constitutes the partial fence. Upstream velocities normalised by natural state velocities and
obtained for increasing values of blockage ratio computed with ADI and TVD are presented in Figure 4.
Upstream velocities along the fence tend to be uniform for small blockage ratios (B ≤ 0.15), but further
increase of B influence differently the grid-cells located at the middle and at the edges of the partial
fence. Large values of B produce higher velocity decreases in the middle of the array, meanwhile the
edges exhibit smaller velocity reduction. A comparison of results obtained from both models shows
that upstream velocities from ADI present smaller reductions with increasing B than TVD. In addition,
for small B, velocities at the edges of the partial fence simulated with ADI show a slight magnitude
enhance. This suggests that the faster array-bypass flow computed with ADI model is influencing
the velocities at the partial-fence edges. The smaller velocity reduction presented in ADI’s velocity
solutions is consistent with [45]. They indicated that a gradual varying flow scheme under-estimate
the velocity decrease produced by momentum extraction; meanwhile, a rapidly varying flow scheme
approximates more accurately this reduction due to its capacity to solve the velocity spatial gradients
generated during energy extraction.
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Figure 4. Blockage ratio effect on normalised upstream velocities along a partial fence, ADI (a) and
TVD (b). Natural state flow condition is indicated by NT.
3.3. Head Drop and Turbine Efficiency
Estimation of turbine efficiency required calculation of head drop across the array. Δh was
calculated using an analytical and numerical approach. Analytical solutions were obtained by
solving a cubic polynomial, which represents a condition on the head drop across the array obtained
from LMADT-OCH [8]. Coefficients of the polynomial are a function of blockage ratio, thrust
coefficient, and Froude number. CT and Fr were obtained from TVD simulations, as this scheme
approximates the velocity reduction more accurately for a fence scenario [45]. Meanwhile, numerical
solutions correspond to head drops obtained from depth differences across the array at upstream and
downstream locations. These locations correspond to the neighbouring upstream and downstream
cell. In the case of a 16 m diameter device, the mean axial upstream velocities are recovered to
about 80% [46,47] within 160 m; therefore, the grid size used in this research (ΔX = 150 m) is of the
order of the turbine wake length suggesting that the neighbouring cell approximates the upstream
conditions of the flow. Maximum head drops within a tidal cycle were calculated for increasing B,
Δhmax obtained analytically and numerically using a fence (Figure 5a) and a partial fence (Figure 5b)
were compared. For bounded-flows, analytical and numerical solutions are similar; however, a GVF
scheme (Figure 5a.1) produces a solution more consistent with the analytical solution (Figure 5a).
In the case of unbounded flows, the analytical solution of LMAD-OCH indicates a homogeneous water
drop along the partial fence for given blockage ratio (Figure 5b). This solution is consistent with the
1D assumption of the theoretical model [9,43]. Conversely, numerical solutions indicate non-uniform
head drops along the array for increasing B values. Within the partial fence, maximum values of head
drop are found in the middle cells, while smaller depth change are exhibited towards the edge of
the array. Comparison of Δhmax obtained from TVD and ADI models for a partial fence indicate that
TVD simulates larger head drops (Figure 5b.2). Additionally, for small B, Δhmax at the middle-cells of
the array obtained from TVD are similar to analytical solutions; however, for B ≥ 0.30, the head drop
magnitudes become smaller than the analytical solution. These results indicate that rapidly varying
flow solver provides a reasonable insight into the effect of small blockage ratios on the head drop
across the partial fence, where Δh is influenced by the bypass flow producing a head drop reduction at
the edges of the partial fence.
Turbine efficiencies were estimated for increasing blockage ratios. Analytical and numerical
solutions of η for flows characterised by small Froude numbers were calculated, as the solutions were
found to be consistent only numerical solutions are reported. These solutions are functions of the head
drops obtained with ADI and TVD. Time-averaged and array-averaged turbine efficiencies calculated
for both configurations: fence and partial fence are presented in Figure 6a,b, respectively. Turbine
efficiencies were plotted against the time-averaged, array-averaged thrust coefficients. Increasing B
values indicate a gradual efficiency reduction but thrust coefficient augmentation. Maximum turbine
efficiency found (η = 0.63) correspond to the smaller blockage ratio tested (B = 0.05) and this value is
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associated to CT = 1.0; meanwhile, blockage ratio increases to B = 0.4 produce a turbine-efficiency
reduction (η = 0.47) and thrust coefficient increase (CT = 3.5). Efficiency decrease with B augmentation
is explained by the larger energy dissipated due to turbine-wake mixing [48]. On the other hand,
the analytical study of further blockage ratio increase (B > 0.4) indicates a slow turbine-efficiency
decrease rate [14]. This trend indicates that for a very large B, subsequent dimension augmentation
produces a small efficiency reduction; such a scenario is attractive; however, large blockage ratios are
not a practical option.
Figure 5. Maximum head drops across a fence (a) and partial fence (b); analytical (filled markers) and
numerical solutions (un-filled markers) obtained from ADI (*.1) and TVD (*.2) models.
Comparison of ADI and TVD solutions from a partial fence shows similar results; however,
slightly higher efficiency values are reported with TVD. As the efficiency is a function of Δh, higher
η’s are explained by the larger head drops obtained with RVF scheme. Furthermore, comparison of
the solutions obtained from both configurations indicate a high degree of similarity. This consistency
suggest that the partial fence is long enough to resemble conditions similar to a fence at the turbine’s
near-field region. It is worth mentioning that turbine efficiencies calculated for a partial fence do not
capture the power dissipated by the array-wake mixing, because LMAD-OCH theory only describes
the energy extraction dynamic within the turbine’s near-field region [20,23]. In this region, wake
mixing produced by individual turbines occurs and flow’s uniform conditions are recovered; therefore,
wake mixing generated by the array is not included in the analysis.
Figure 6. Turbine efficiency and thrust coefficient for partial fence (a) and fence (b) configurations
obtained from ADI and TVD.
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3.4. Power Metrics
To compare the performance of a partial fence with a fence, time-averaged and array-averaged
power metrics were obtained from both configurations. Total power extracted estimated with ADI and
TVD are presented in Figure 7(a.1,a.2), respectively. PT is a function of water drop and the increase of
blockage ratio produces a head drop augmentation which is responsible of larger values of total power
extracted. For bounded flows (F), [45] indicated that PT is accurately approximated by an ADI model
because a GVF solver approximates better the head drops across a fence. For unbounded flows scenario
(PF), PT magnitudes obtained from ADI and TVD are smaller than the fence. This result is explained
by the head drop reported by the models for the partial fence; smaller Δh magnitudes were obtained
for this configuration due to the reduced head drops at the edges of the array. The comparison of PT
obtained by the models for the partial fence indicate that TVD scheme produces larger magnitudes of
total power extracted. These solutions are more reliable as TVD approximates better the head drop
across a partial fence. The power dissipated by turbine-wake mixing estimated with both ADI and
TVD models are shown in Figure 7(b.1,b.2), respectively. PW depends on the turbine efficiency and the
total power extracted, which in turn is strongly influenced by the head drop across the turbine array.
This dependency indicates that PW solutions are also explained by head drop values. For bounded
flows, PW values obtained with ADI are reliable solutions [45]. In the case of unbounded flows scenario,
PW magnitudes obtained from the models are slightly smaller than the fence. This result is expected as
smaller Δhmax were obtained for the partial fence. The comparison of PW obtained from the models
for the partial fence, indicate that TVD produces larger magnitudes of power lost. TVD solutions are
more accurate due to the better approximation of the head drop for unbounded flows provided by
the model.
Regarding the power removed by the turbine, two metrics were calculated. First, in function
of turbine efficiency P∗ and second, in terms of cubic velocity P. These metrics are expected to be
consistent as they describe the amount of power available for electricity generation.
Power available in terms of turbine efficiency estimated with ADI and TVD are presented
in Figure 8(a.1,a.2), respectively. P∗ is a function of total power extracted and consequently depend
on the head drop. For bounded flows, P∗ is better approximated by an ADI scheme; however,
for unbounded flows scenario, this metric is better simulated by an TVD scheme.
On the other hand, power available in terms of cubic velocity calculated with ADI and TVD are
presented in Figure 8(b.1,b.2), respectively. P magnitude depends on the upstream velocity and for
bounded flows, [45] reported the incapacity of ADI model to satisfactorily approximate the velocity
reduction due to power extraction. This underestimation of velocity decrease for increasing values of
blockage ratio explains the large values of P reported by ADI for both configurations. Meanwhile, P
obtained with TVD for a fence and a partial-fence configuration present magnitudes similar to P∗
obtained from both ADI and TVD models. This result indicates that TVD scheme better approximates
the consistency between P and P∗ for both configurations. ADI fails to represent this consistency as
ADI underestimate the velocity reduction due to power extraction and consequently report higher
values of Power than TVD. On the other hand, TVD simulates better this velocity reduction, so powers
in function of velocity are better solved by TVD and these values are more consistent with the power
in function of turbine efficiency.
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Figure 7. Effect of blockage ratio on PT (a) and PW (b) for a fence (dash-line) and partial-fence
(continuous-line) configuration. Solutions obtained from ADI (*.1) and TVD (*.2).
Figure 8. Effect of blockage ratio on P∗ (a) and P (b) for a fence (dash-line) and partial-fence
(continuous-line) configuration. Solutions obtained from ADI (*.1) and TVD (*.2).
4. Discussion and Conclusions
This research implemented momentum sink TOC method in two hydrodynamic models that can
solve realistic coastal scenarios to simulate marine turbine configurations and to perform tidal-stream
resource assessment. Contrary to the conventional consideration of constant thrust coefficient [4,6,49],
the use of turbine operating conditions to calculate the thrust force, imparted by the turbine on the
stream, enabled the calculation of non-constant thrust and power coefficients. These coefficients
undertake the tidal regime specific to a potential site and allow the use of tailored values of CT and CP
to assess the resource, therefore providing a more realistic numerical representation of the turbine.
In contrast to [11], the head drop across the array used to assess the resource was obtained from
the depth difference between the array upstream and downstream location. The use of a no-fixed
head drop in a partial fence enabled the identification of non-uniform conditions along the array.
This configuration represented the simulation of an unbounded flow, which favours the existence of
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two regions: array-bypass flow and array-wake flow. These regions describe the velocity intensification
when bypassing the array, and the significant velocity diminution downstream of the array due to
array-wake mixing. Flow conditions along the partial fence are not uniform as array-bypass flows
influence the upstream velocity and water depth at the edges of the array. These features illustrates
the effect of a partial fence on the free flow as reported by [23,50] and indicate the advantage of using
numerical tools to evaluate the tidal-stream resource and complement analytic models.
In terms of turbine efficiency, both turbine configurations showed consistent efficiencies.
The similarity of the results could be explained by the use of the same wake-induction factor (α4 = 1/3),
which is used for the turbine velocity coefficient (α2) calculation [45]. The turbine efficiency used in
this research considers the turbine-wake mixing within the near-field region. Over the near-field length
scale, it is assumed that flow passing through the fence and partial fence mixes and leads to a smooth
vertical profile similar to upstream profiles [43]. This assumption captures vertical flow variations
produced by horizontal mixing effects at the turbine scale [21]. The models compute the turbulence
generated by turbine-wake mixing correctly by implementing (i) turbulence induced by the bottom
friction and (ii) inviscid flow assumption [51].
This research assesses upper limits for tidal-stream resource assessment in a semi-narrow tidal
channel using the M2 tidal constituent. Additionally, evaluation of two turbine configurations allowed
the identification of the numerical scheme that performs more accurate tidal-stream energy resource
evaluation. Opposite to conventional methodologies to assess the resource, where tidal energy
extracted by marine turbines was approximated with a bottom roughness [40,52,53] and a momentum
sink [6,47,49,54], the numerical implementation of LMADT-OCH enabled the calculation of the
turbine efficiency. This parameter provided a distinction between total power extracted, power
available for electrical energy generation, and power dissipated by turbine-wake mixing. Evaluation of
the conventional scheme to assess tidal-stream (ADI model which solves GVF) and a scheme with
shock-capturing capability (TVD model which solves RVF), indicate that unbounded flow scenarios
are better assessed with a TVD scheme. The better approximation of the head drops and velocities
reduction by a TVD model for a partial-fence scenario implies that a rapidly varying flow solver is
required to calculate an upper bound for tidal-energy extraction when a realistic configurations of
turbines is used. The conclusions of this work are as follows:
• Depth perturbations due to power extraction were solved by both models ADI and TVD.
A satisfactory head drop was approximated with TVD scheme for both turbine configurations,
indicating that water depth gradients are better solved by the shock-capturing capability.
• The total power extracted (PT), available power in terms of the turbine efficiency (P∗), and power
dissipated by turbine-wake mixing (PW), were correctly calculated by the models. For a tidal fence,
power metrics were better computed by the scheme that solves slow and smooth flows, because the
head drop across the array simulated by this scheme was more accurate. In the case of a partial fence,
the power metrics were better approximated by solving a rapidly varying flow solution.
• Simulation of unbounded flows scenario with sink TOC method and RVF solver indicates
non-uniform conditions along the partial fence, contrary to one-dimensional LMAD-OCH.
• In terms of power removed by turbines as a function of the upstream velocity (P), this metric
is better solved by an RVF solver as this model correctly represents the flow velocity reduction
produced by power extraction.
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Abstract: The description and forecasting of hourly solar resource is fundamental for the operation
of solar energy systems in the electric grid. In this work, we provide insights regarding the hourly
variation of the global horizontal irradiance in Medellín, Colombia, a large urban area within the
tropical Andes. We propose a model based on Markov chains for forecasting the hourly solar
irradiance for one day ahead. The Markov model was compared against estimates produced by
different configurations of the weather research forecasting model (WRF). Our assessment showed that
for the period considered, the average availability of the solar resource was of 5 PSH (peak sun hours),
corresponding to an average daily radiation of ~5 kWh/m2. This shows that Medellín, Colombia,
has a substantial availability of the solar resource that can be a complementary source of energy
during the dry season periods. In the case of the Markov model, the estimates exhibited typical root
mean squared errors between ~80 W/m2 and ~170 W/m2 (~50%–~110%) under overcast conditions,
and ~57 W/m2 to ~171 W/m2 (~16%–~38%) for clear sky conditions. In general, the proposed model
had a performance comparable with the WRF model, while presenting a computationally inexpensive
alternative to forecast hourly solar radiation one day in advance. The Markov model is presented as
an alternative to estimate time series that can be used in energy markets by agents and power-system
operators to deal with the uncertainty of solar power plants.
Keywords: global horizontal irradiance (GHI); forecasting; clearness coefficient; Markov chains;
weather research and forecasting model; solar resource
1. Introduction
The performance of solar power plants depends essentially on an adequate characterization of the
variations of the incoming solar radiation over land surface [1]. This variation is mainly associated
with the interaction between clouds and the incoming solar radiation, which leads to attenuation
values that, in some cases, can reach 80% or higher [2]. Solar resource variations cause subsequent
changes of the output at solar power plants that could not only affect the electric infrastructure but
also the revenue models that govern energy supply [3].
In the case of the day-ahead energy market in Colombia, plants bid to offer energy blocks to the
energy market national operator, XM (www.xm.com.co), one day before obtaining the market clearing
results [4]. The biddings for a certain day must be offered before 8 a.m. of that day. Based on these
biddings, the energy-market operator determines which plants will supply the demand at each hour of
the next day. This shows that the short-term operation of solar power plants depends on the correct
forecasting of the incoming solar radiation and respective electricity generation. According to the
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UMPE (the Colombia governmental entity in charge of designing energy expansion plans in Colombia),
in the 2021–2029 planning horizon, there are scenarios where it is expected to have 329 MW of new
solar plants distributed, that is about 2% of the actual power capacity in Colombia [5].
In addition, due to setbacks during the start up of the Hidroituango hydraulic plant [6], in the
short-term it is expected to have new solar plants and distributed generation based on solar photovoltaic
energy in Colombia.
Information about the hourly evolution of global horizontal irradiance (GHI) can be obtained
through the characterization of solar radiation in the site of study [4,5,7]. Such characterization is
also useful to provide benchmarking information that can be used to assess the performance of the
GHI estimates obtained with different models (e.g., dynamical models [1,8] statistical models [9]).
When using these models, characterization of solar resource is also necessary for model calibration as
well as the quantification of their related uncertainties.
In general, the GHI can be estimated using two types of models: dynamical models and statistical
models (including machine-learning techniques). The dynamical models are physically driven models
that estimate the GHI from the physical relationships that exist between solar radiation and other
atmospheric variables. Dynamical models like the weather research and forecasting (WRF) model [10]
estimate the state of the atmosphere by numerically solving the atmosphere Equations for large
horizontal domains (i.e., synoptic- and meso-scales) that are discretized in elements that usually
comprehend several kilometers, even with convection-permitting resolution. However, the use of
dynamical models is still a challenge, not only in terms of the hardware, computational time and
knowledge required; but also because, in spite of producing physically-consistent results, their estimates
may exhibit large biases [11,12].
As a counterpart, there exist the statistical models for forecasting GHI. These models include
elements from time-series analysis and assume that the future series are statistically similar to the past
series. This means that the estimates of a statistical model will mostly reflect the common features
of the measured series used to train it. Therefore, statistical models depend on the size and quality
of the available measurements to produce realistic estimates of the GHI. Different statistical and
machine-learning models can be used to estimate GHI and the decision of which model should be used
greatly depends on the features of the estimates (i.e., the temporal resolution of the estimates and the
lead times at which they are needed). Among the simplest statistical models are the regression-based
models. These models show an adequate performance for forecasts that require estimates with very
coarse temporal resolutions, ranging from weeks to months. It is also a common practice to use these
models not as forecasting models but rather diagnostic models that predict the daily or monthly
solar radiation based on other available atmospheric variables, like daily or monthly temperature,
which could have been previously measured or forecasted with a different model [13–15].
Currently, the use of machine-learning models like artificial neural networks (ANN) have gained
a greater importance in the forecasting of solar radiation. For instance, reference [16] uses a multi-layer
perceptron for estimating the global daily radiation for one day ahead. Reference [17] used a combination of
an Auto Regressive Moving Average model (ARMA) and a time-delay neural network (TDNN) to forecast
GHI for a lead time of 1 h, with a time resolution of 10 min. Reference [18] used an ARMA-based model
and an ANN model to forecast GHI, using two types of forecasts: a first forecast with a temporal resolution
of 10 min and different lead times, starting from 10 min to 60 min, and a second forecast with a temporal
resolution of 1 h and lead times from 1 h to 6 h. As noted by [19] and the previously mentioned studies,
the majority of these approaches exhibit their highest performance at estimating the GHI when the temporal
resolutions of the estimates are of the same order than the lead time of the forecast.
Other types of models that have been used previously for estimating the GHI are the Markov
based models, which mainly focus on estimating the clearness coefficient and from it, calculate the
corresponding GHI values. These models have been widely used for generating synthetic GHI series
that exhibit the same statistical characteristics as the GHI records in the site of study at different
time resolutions [9,20–22]. Therefore, this type of model has become very useful for modeling solar
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energy systems in addition to being computationally inexpensive, which allows them to produce
several realizations in a very short time. One example of this is the work of [9], where minutely
radiation series were used to train a Markov chains models to produce synthetic series of GHI at
high temporal resolution. In that work, even when the error values were high, the intention was to
produce series that would behave, statistically, in the same way as the measured series, which poses as
an advantage for photovoltaic (PV) system simulations considering the high temporal resolution of
the realizations. In more recent works, Markov based approaches for modeling GHI are now being
used to forecast the GHI values and not to only generate synthetic GHI series. One example is the case
of [23], who proposed a hybrid model based on Markov chains and the Myecielski approach to forecast
1-h ahead GHI and found a satisfactory performance, in some cases even exceeding ANN models.
Reference [24] proposes a Markov switching model that can be used to produce day-ahead forecasting
of GHI. The model proves to have an adequate behavior at estimating the hourly data. However,
it is based on a persistence approach for estimating the initial state of the next day to be estimated,
which is an approach that does not work satisfactorily for sites with large variability in cloudiness.
Reference [25] proposed a combined model based on k-means and Markov chains to statistically model
the transition of the daily solar irradiance and characterize the transition probabilities among different
states. In [26], a Markov-chain mixture model was proposed. The model was formulated to perform
very high temporal resolution forecast of the clear-sky index (minutely resolutions).
In general, Markov-chain based approaches are not frequently used in the mid-term forecast
(day-ahead forecasting) of the hourly series of GHI, which is a type of forecasting that is fundamental
in the operation of generation systems based on solar radiation. They are rather used for generating
synthetic GHI series for solar system simulations, or to perform forecasts with time horizons near
the time resolution of the model (i.e., few time steps into the future). However, through correct
implementation, a simple Markov based model could be used to perform mid-term forecasts of
GHI hourly data with satisfactory performance and still represent a simple and computational
inexpensive solution.
Therefore, as an alternative to obtain mid-term forecasts of the hourly GHI, we implemented
a two-part model based on discrete Markov processes to estimate GHI in Medellín, Colombia, a highly
populated city in the tropical Andes. This model is a modified version of the formulations found in
the works of [9,21,22,27] and is capable of forecasting diurnal series of hourly GHI for one day-ahead,
by taking into consideration the current seasonal effects over the behavior of the variable. Although
the Markov transition matrices (MTM) calculated in this work reflect the particular features of the
clearness coefficients in the region of study, the criteria followed for its construction and training can
be applied to other locations. In order to provide a point of reference regarding the performance of
the proposed Markov model, we used two additional models as benchmarking for the GHI estimates.
One is the numerical weather prediction (NWP) model called the weather research forecasting model
(WRF), and the second one is a modified Markov model based on persistence.
This work also provides insights on the intra-day behavior of the solar resource in Medellín,
Colombia, which is not currently available for this region, using GHI measurements from a pyranometer
operated by the Early Alert System of the Aburrá Valley (SIATA; https://siata.gov.co) during the period
March 2016 to February 2017. This information is helpful since tropical regions exhibit a relative
uniform income of radiation throughout the year compared to higher latitudes but can exhibit relatively
high variability throughout the day. Also, knowledge about the intra-daily variability of the GHI
is fundamental when formulating and calibrating models to characterize and forecast the incoming
solar radiation.
Additionally, even when only one year of data was initially available and no inferences regarding
annual and inter-annual variations of the GHI can be made, a single year of hourly records contains
enough samples of hourly GHI series under different sky conditions, thus providing an important
source for studying the intra-day behavior of the GHI in the region of interest. This variability can
be related to the presence of mountains since they are related to localized formation of clouds due to
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orographic lifting and elevated heat sources, which adds complexity to the simulation and forecast of
GHI [28].
Thus, we developed a benchmarking study for the further assessment of the accuracy of solar
radiation estimates obtained from different types of models in Medellín, Colombia, as well as for
providing information about the behavior of the intra-day GHI. The key contributions of our work are
the following:
• We performed an initial assessment of the intra-day and daily variability of the solar resource in
Medellín, Colombia, which is a piece of information that was not available in the site of study and
that is necessary for determining the intra-day generation potentials.
• We proposed a statistical model based on Markov chains for forecasting the hourly GHI series for
one day-ahead lead time, with low computational costs. We also used an NWP model (WRF) and
a persistence-based Markov model as a benchmarking for the proposed Markov model.
• We evaluated the performance of the Markov model at estimating the hourly GHI and daily
clearness coefficient considering different cloud covers in a tropical climate region.
• The performance of the Markov model was also evaluated under local atypical and synoptic
atypical cloudy conditions.
• The method used for the formulation and training of the Markov model can be extended to other
locations with different climatological conditions.
• The magnitude of the errors obtained with the Markov model are comparable to the errors
obtained with other models identified in the literature.
2. Data and Methods
2.1. Pyranometer Data
We used in situ measurements provided by SIATA (https://siata.gov.co). The instruments used
to retrieve these measurements correspond to Kipp and Zonen SMP11 pyranometers, which record
GHI values with a precision of 1 W/m2. The pyranometer considered (hereafter SIATA station) is
located in Medellín, Colombia, at 6.2593◦ latitude and −75.5887◦ longitude (Figure 1). The SIATA
pyranometers are inspected monthly and are calibrated according to the ISO 9847:1992. For the hourly
values, the expected uncertainty is of 3% of the true value of radiation. Measurements are provided at
a one-minute time resolution.
 
Figure 1. Location of the site of study and the pyranometer used. (a) Location of Colombia in South America.
(b) Location of Medellín in Colombia. Color shades represents topography.
We performed a statistical analysis of the data provided by the SIATA station. The period of analysis
ranges from 1 March 2016, to 28 February 2017. Although a single year is not enough for characterizing
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the seasonal variability of GHI in Medellín, it contains enough samples of hourly GHI series useful for
studying the intra-day variability of GHI under different sky conditions. Consequently, the statistical
analysis of GHI developed in this work is focused on the intra-day variations of the hourly GHI and not
on the monthly or annual variations of the solar radiation. However, given the seasonal changes of solar
radiation in the region, we discriminated our statistical analysis for each month of the year. In central
Colombia, where our region of study is located, precipitation shows two wet seasons, one during
March–April–May and a second one during September–October–November. By contrast, two dry
seasons are observed during June–July–August and during December–January–February. This behavior
is mainly associated with the latitudinal migration of the Intertropical Convergence Zone [29–32].
Since the characterization presented here is focused on the hourly values of GHI, the 1-min records
provided by the SIATA pyranometer are averaged around each of the day-time hours. In this case,
if 10% or more of the 1-min records within an hour were missing values, the corresponding hourly
average value was set as a missing value. Less than 8% of the total hourly data corresponds to missing
values, which was considered a small fraction. However, when a missing value was identified, usually
the remaining values of the corresponding diurnal cycle were also missing values. This means that if
data imputation is attempted, records corresponding to entire days would have to be produced. This is
undesired since it could result in introducing high biases in the statistical analysis and, therefore, in the
performance of the stochastic model.
2.2. Clearness Coefficient Estimation
The clearness index or clearness coefficient, kt, is a dimensionless index that can be used to





where Iext is the extraterrestrial radiation calculated as,
Iext = Isc
(
1 + 0.033× cos
(




In Equation (2), θz is the zenith angle, which depends on the declination angle δ, the latitude ϕ
and the hour angle ω. Isc is the solar constant and is equal to 1367 W/m2. The zenith angle can be
estimated at the same resolution of the GHI measurements.
The clearness coefficient represents the fraction of the extraterrestrial radiation that reaches the
land surface after traversing the atmosphere. According to [33], the GHI can be assumed to consist of
two components: a deterministic component, which is represented by the extraterrestrial radiation and
the effects of the air mass coefficient (A.M) on the GHI, and a stochastic component which is primarily
associated to the effects of clouds over the GHI. The effects of the A.M (a deterministic component)
and the stochastic component are both inherited by the clearness coefficient when calculated as shown
in Equation (1).
The deterministic component of kt is, in general, better understood than the stochastic component
and is mostly associated to changes in the path length that solar radiation must traverse before reaching
the land’s surface. This length changes during the day and is a function of the zenith angle, θz.
The corresponding geometrical change in the solar radiation path is what is represented by A.M,





For 0◦ ≤ θz < 70◦
exp(−0.000118×Altitude(sea level))
cosθz+0.5057(96.080−θz)−1.634 For 70
◦ ≤ θz < 90◦ (3)
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On the other hand, the stochastic component is still not represented by simple Equations. Different
studies have identified that the stochastic contribution over the GHI is mainly associated to the
interactions between clouds and radiation [33,36–38]. An estimate of the stochastic component of kt
can be obtained through the normalization expression proposed by [39], who outlined the dependency
between the hourly kt and the A.M. According to [39], the ks is obtained by removing the dependency










The normalized clearness coefficient, ks, represents solely the effect of clouds over the GHI and
behaves as a stochastic variable. In this work, we used a Markov model to simulate hourly values of kS.
In addition to the calculation of kS, another clearness coefficient is obtained at daily temporal
resolutions and is referred to as the daily clearness coefficient, kd. This value is also calculated from
Equation (1) using the daily values of GHI and Iext, and is then used to represent the average sky
conditions of a given day.
2.3. Discrete Markov Chain Model
Markov chains describe the transition process of a random variable, where the probability
distribution of the following state of the variable depends on its previous states. The degree of
the process indicates the number of previous observations on which the next state of the variable
statistically depends. Given that the random variable, X, has a set S with a finite number of possible
states m, so that S = {s1, s2, s3, . . . , sm}, the random variable has a state i at a time step t when Xt = i.
The transition probabilities between all possible states are stored in a MTM, P. In a first-degree Markov
process, the next state of the variable X depends only on its current state and so the transition probability
of the variable from state si to state sj, Pij in a single time-step can be written as:
Pij = P(Xt = j
∣∣∣Xt−1 = i, Xt−2 = it−2, . . . , X0 = i0)= P(Xt = j∣∣∣Xt−1 = i) (5)
The MTM of such a process, P, is a squared matrix with dimensions m ×m, where the row
values indicate the current state of the variable and the column values correspond to the next possible
states of the variable. Therefore, there are m elements in each row of P e.g., the first row should be
p11, p12, p13, p14, . . . , p1m as shown in (6).
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p11 p12 . . . p1m











Since the Markov chain transitions between discrete states, the clearness coefficient must be
transformed from a continuous variable to a discrete variable. This is done by dividing the range of
the clearness coefficient (i.e., 0–1) into equally-spaced intervals or bins. Each interval is enumerated
in ascending order, with each number corresponding to a discrete state of the clearness coefficient.
A state of the clearness coefficient refers to the interval in which its continuous value is contained.
The number of states is seen to greatly improve the performance of the model up to a certain
number of states. Initially, ref [40] demonstrated that a set of discrete states m = 20, corresponded to
the smallest interval subdivision that would still result in a regular behavior of the MTM. Furthermore,
in a more recent study, ref [41] found through a cross-validation process, that the performance of
a Markov based model did not improve the performance of the model significantly for a number
of states larger than 20. In other words, it was evidenced that the model did not improve when
the bin width of the discretization process went below 0.05. These findings are consistent with the
discretization widths used in previous works, regarding the modeling of the clearness coefficient
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using Markov based models [9,20,22,36,42,43]. For these reasons, we discretized both the normalized
clearness coefficient (ks) and the daily clearness coefficient (kd), into 20 discrete states of width 0.05.
The resulting discrete states are shown in Table 1.

















State 1 0–0.05 State 6 0.25–0.3 State 11 0.5–0.55 State 16 0.75–0.8
State 2 0.05–0.1 State 7 0.3–0.35 State 12 0.55–0.6 State 17 0.8–0.85
State 3 0.1–0.15 State 8 0.35–0.4 State 13 0.6–0.65 State 18 0.85–0.9
State 4 0.15–0.2 State 9 0.4–0.45 State 14 0.65–0.7 State 19 0.9–0.95
State 5 0.2–0.25 State 10 0.45–0.5 State 15 0.7–0.75 State 20 0.95–1
Additionally, the works of [44,45] demonstrated that the statistical behavior of a set of ks depends,
predominantly, on the overall sky conditions of the day they belong to (i.e., on the state of the
corresponding kd). This indicates that the modeling of the ks must be discriminated by the states of
the kd. This procedure has been used before in other studies using discrete states to estimate GHI.
Initially, reference [43] introduced the idea of a library of MTMs, where they calculated an MTM for
the daily clearness coefficient, for each state of the monthly clearness coefficient. This choice was made
based on the similarities of the shapes of the probability functions alone. Furthermore, reference [20]
showed that the probability density function (PDF) of sets of ks for days that have kd values grouped
in intervals of 0.05 displayed the same statistical behavior and therefore could be modeled through
the same function. Following these studies, we opted to calculate a library of MTM for modeling ks,
one for each state of the daily clearness coefficient kd.
It must be noted that a synthetic time series of hourly ks values can be obtained with this Markov
model by setting an initial state of ks and calculating the following state as a stochastic process with the
associated probabilities contained in the row of P given by the initial state of ks. This procedure will be
explained in more detail in the following sections. However, before explaining the GHI estimation
procedure, we describe the methodology to estimate the MTMs, for both the kd and ks.
2.4. Construction of the Markov Transition Matrices
2.4.1. First-Degree Markov Transition Matrix (MTM) for ks
As it was explained in Section 2.3, a first-degree Markov transition matrix contains the probability
of the variable transitioning from a state i to a state j in one time step which can be expressed as Pij.
This probability Pij can be approximated by counting the number of times the variables go from i to
j in one time step, fi j and then dividing this number by the total number of transitions the variable






fi j: Number of times the variable passes from i to j.
Ti: Number of times the variable departs from i.
For a given state z of the daily clearness coefficient (kd), the corresponding ks MTM is calculated
as follows:
(1) Extract all the hourly GHI values from the days of the dataset that have a kd = z. Keep the
information regarding the hour and day of the year that corresponds to each hourly datum.
(2) Calculate the corresponding ks values using Equations (1)–(4), and discretize them using Table 1.
(3) Using the discrete ks data, calculate the corresponding fi j and Ti values for all ks discrete values.
The i and j values are iterated over all the states of ks.
155
Energies 2019, 12, 4402
(4) Calculate the Pij probabilities with Equation (7), and position them in the MTM at the
corresponding (i, j) position.
This procedure can be iterated over all kd states to obtain a first-degree MTM for each state of the
daily clearness coefficient.
2.4.2. Second-Degree MTM for kd
Since the kd is sensitive to atmospheric variations at synoptic scales, estimates of the daily
clearness coefficient are obtained from a second-degree Markov chain calculated at daily resolutions
(i.e., the future state of the kd depends on the states of the previous two days). The construction of
a second-degree MTM is performed in the same way as the first-degree MTM with the exception that





where (i, j) values correspond to the current and previous adjacent state of the variable respectively,
and k corresponds to its future state. In this case, each row in the second-degree MTM corresponds to
a (i, j) pair and so, a second-degree MTM has dimensions (m2 ×m).
In addition, atmospheric variability can be different for wet and dry seasons in the region of study.
Therefore, two second-degree MTMs for kd, one for wet season months (MTMwet) and a second for
dry season months (MTMdry), are obtained and used to generate the estimates of the daily clearness
coefficient state. Consequently, we used a two-part model based on Markov chains to estimate the
hourly series of GHI in the site of study.
2.5. Simulations of Global Horizontal Irradiance (GHI) Using a Markov Chains Model
As previously mentioned, the statistical behavior of the ks of a particular day depends on the
state of the kd of that day. This means that for each state of the kd illustrated in Table 1, there is
a corresponding MTM for ks, as it was also explained in the previous section. Therefore, the state of the
kd should be forecasted before the diurnal series of ks can be estimated. Consequently, the proposed
Markov model has two parts: the first part estimates the state of the daily clearness coefficient (kd) using
a second-degree Markov chain and the second part uses this estimate as a decision-maker variable to
choose the appropriate first-degree MTM for estimating ks. This procedure results in an estimated
hourly series of ks for one day-ahead. This process is illustrated in Figure 2.
Figure 2. Simulation process of the normalized clearness coefficient, ks using the two-part Markov
model proposed in this work.
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The procedure depicted in Figure 2 results in a series of hourly ks states, one for each hour of the
following day like
{
ks,6, ks,7, . . . , ks,18
}
, which vary from 1 to 20 (see Table 1). These values are then used
to calculate the corresponding hourly GHI values. This is done as follows:
(1) Transform the estimates
{
ks,6, ks,7, . . . , ks,18
}
from states (1 to 20) to extinction percentages (0.0–1.0).
This is done by first assuming that for a state i of ks, the continuous values inside the corresponding
interval (see Table 1), follow a uniform distribution such that ks ∼ U((i− 1) × 0.05, i× 0.05). Then,
using a pseudo-random process a continuous value of ks is picked from the given distribution.
(2) Once a continuous value of ks is obtained and knowing the hour and the day for which it was
estimated, the total hourly clearness coefficient, kt must be calculated again in order to include
the deterministic effects. This is done by using Equation (4) as:
kt,est = ks,est × 1.031 exp
⎛⎜⎜⎜⎜⎝ −1.40.9 + 9.4A.M
⎞⎟⎟⎟⎟⎠+ 0.1
(3) Now, given that the extraterrestrial radiation can be modeled as a deterministic variable,
the Equation for the total clearness coefficient, kt, can be used now to estimate the corresponding
GHI value as:
GHIest = kt × Iext
This procedure is performed for each of the ks hourly estimates to obtain the corresponding series
of hourly GHI estimates.
The period March 2016 to February 2017 is used to calculate the MTMs for the model while
the period May 2017 to May 2018 is used to evaluate the model performance. Since the stochastic
model is computationally inexpensive, each day of the period between May 2017 and May 2018 was
estimated 1000 times. With this information, it is possible to obtain the error distributions of the
different realizations produced by the model, which allows a more general assessment of the skill of
the model at estimating the GHI in Medellín to be performed.
2.6. The Weather Research and Forecasting (WRF) Model
We used the WRF model, a flexible, mesoscale model designed for atmospheric modeling, weather
forecasting and climate simulations [10], as a benchmarking model for the proposed Markov model.
WRF is a state-of-the-art, community-supported model that is subject of constant development and
support by the National Center for Atmospheric Research (NCAR), as well as multiple contributions
from the users’ community. Thus, this model is under constant scrutiny and improvement [46].
Additionally, the WRF model has been used by meteorological and environmental agencies in Colombia,
such as SIATA [47] and the Colombian Institute of Hydrology, Meteorology and Environmental Studies
(IDEAM), as their choice for operational forecasting exercises for different regions of Colombia.
WRF has been used to estimate the incoming solar radiation for different regions of the world [8,
48–51]. It has also been modified to provide better estimates of the incoming solar radiation, like the
case of the WRF-solar project [52] which introduced new parametrizations and modifications to the
conventional WRF. These features were first included in version 3.6 of the WRF model and have been
an integral part of this model since [53–56].
In order to compare the Markov model to the results obtained from WRF, we analyzed the
simulations of 5 particular days corresponding to different cloud cover conditions in the site of study,
as shown in Table 2. It must be noted that 5 simulated days do not represent a comprehensive
validation period for comparing the WRF model against the proposed Markov model (May 2017 to
May 2018). We limited the present analysis to a few days given the computational costs of the WRF
simulations. These simulations are run at a relatively high resolution (including convective-permitting
domains) and include different configurations for each case. In our case, convective-permitting
simulations are important not only to better simulate the cloud field at smaller scales, but also to
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account for the orographic effects of the Tropical Andes, where Medellín is located. On the other hand,
the use of different configurations of the model was needed for this study because, to the best of our
knowledge, there is no peer-reviewed report of the skill of different microphysics schemes on the
simulation of GHI for our region of interest. Thus, despite the limited number of simulated days with
WRF, the comparison between our WRF simulations and the Markov model can still be useful for
benchmarking the performance of the Markov model, and for gaining insights on the aspects of the
model that should be improved.
Each 24-h WRF simulation started at 00:00:00 UTC (19:00:00 Local Time (LT)) of the day before and
ended at 00:00:00 UTC (19:00:00 LT) of the day of interest. The first 6 h were considered as a spin-up
period for each simulation. The integration time-step was set to 45 s and the shortwave radiation
scheme was called every 15 min. The WRF outputs were also saved each 15 min. The resulting
solar radiation series were averaged around each hour of the diurnal cycle; thus, an hourly temporal
resolution was achieved.
Table 2. Particular days considered to analyze the performance of the clearness coefficient simulations
obtained with the Markov chains-based model and the weather research and forecasting (WRF) model.
Date Daily Clearness Coefficient (kd) Category
1 September 2017 0.72 Clear sky
23 December 2017 0.54 Broken clouds
5 June 2017 0.48 Cloudy
24 November 2017 0.39 Very cloudy (local conditions)
19 August 2017 0.18 Very cloudy (Synoptic conditions)
WRF was run using two nested domains. The outer domain includes Colombia, part of the Pacific
Ocean and the Caribbean Sea and has a spatial resolution of 12 km (Figure 1a). The inner domain
includes the region containing the city of Medellín and the municipalities of the Aburrá Valley and
has a spatial resolution of 4 km. Because WRF numerically solves the Equations of the atmosphere,
it requires initial and boundary conditions. These conditions were obtained from the Global Forecast
System (GFS) final analysis (FNL), which provides information about the state of the atmosphere
every 6 h.
We used five WRF configurations for each simulated day, each with different combinations of
microphysics and cumulus schemes. The remaining parameterizations are common to all simulations.
For the planetary boundary layer, we used the Mellor–Yamada–Janjic [57] whereas for shortwave
and longwave radiation we used the rapid radiative transfer model for general circulation models
(RRTMG). We selected RRTMG as the radiation scheme based on its reported performance for estimating
GHI, as well as the fact that is currently the only radiation scheme capable of coupling with the
microphysics schemes of [58,59], which tackles the microphysics-radiative inconsistency present in
WRF [37]. These configurations are variations of the WRF-solar configuration [52].
In this work, a set of six experiments using different options of the cumulus and microphysics
schemes were undertaken. Table 3 shows the different configurations used in this work. The Kain-Fritsch/
Thompson-Eidhammer (KF-TE) experiment was considered here as the control experiment, being
a slight variation of the default WRF-solar configuration. In order to explore the role of the cumulus
parameterization at the edge of what is commonly considered the convective-resolving resolution (4 km),
we included an additional configuration (Experiment KF-TE-02), in which the cumulus scheme is active
in the inner domain.
The Thompson & Eidhammer scheme was one of the selected microphysics schemes because:
(i) it provides the radiative effective radii of the hydrometeors to be used in the RRTMG scheme;
and (ii) it takes into account the effects of aerosols over clouds, which subsequently affects incoming
radiation [52]. The Morrison microphysics scheme [60] calculates the size distribution for more
hydrometeors than the Thompson and Eidhammer scheme and has had positive performance in
the estimate of the GHI in other studies [55]. The Grell cumulus scheme can reflect the effect of
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unresolved clouds over the incoming radiation. Schemes such as the Grell-3D scheme [61] allow the
activation of the Deng mass flux scheme [62], which triggers the radiative feedback on both deep and
shallow cumulus.
Considering that the effective resolution of a grid-point NWP model is larger than one grid cell,
we averaged GHI values from WRF over a region around the location of the pyranometer corresponding
to 3 × 3 grid boxes of the larger domain, (i.e., 36 km × 36 km). Model output is available every 15 min.
The resulting series were hourly averaged, so they could be compared to the in-situ measurements via
different error metrics as discussed in next section.
Table 3. Experiments scheme configurations. The Deng scheme is also referred as
Deng’s mass-flux-scheme.
Experiments
Cumulus Shallow Convection Microphysics
d01 d02 d01 d02 d01 d02
KF-TE Kain-Fritsch [63] Off Off Off Thompson and Eidhammer Thompson and Eidhammer
KF-TE-02 Kain-Fritsch Kain-Fritsch Off Off Thompson and Eidhammer Thompson and Eidhammer
KF-MO Kain-Fritsch Off Off Off Morrison Morrison
GR-TE Grell 3D Off Off Off Thompson and Eidhammer Thompson and Eidhammer
GR-TE-DE Grell 3D Off Deng Off Thompson and Eidhammer Thompson and Eidhammer
GR-MO-DE Grell 3D Off Deng Off Morrison Morrison
2.7. Persistence-Markov Model
For further assessment of the proposed Markov model, a persistence-Markov model was also
used in this work as a benchmarking model. Unlike the two-part Markov model previously described,
this model assumes that the state of the kd of the next day is the same as the kd state of the current day.
The process for obtaining the hourly series of GHI for the next day using the persistence-Markov model
is the same as the one used for the proposed Markov model. This procedure is depicted in Figure 3.
Figure 3. Simulation process of the normalized clearness coefficient, ks using the persistence-Markov
model proposed in this work.
The persistence-Markov model was used to simulate the same validation period of the proposed
Markov model (i.e., May 2017–May 2018).
2.8. Error Metrics
The metrics used for evaluating the hourly estimates of the stochastic model and the WRF model
are the root mean square error (RMSE; in W/m2), the normalized root mean square error (nRMSE; in

















(GHIest,i −GHImeas,i)nMBE = MBE
GHImeas
(10)
• N corresponds to the number of hourly GHI values during the day.
• GHIest,i is the estimated average GHI value for the hour i.
• GHImeas,i is the measured average GHI value for the hour i.
• GHImeas is the daily mean of the hourly GHI measured values.
The estimation errors of the daily clearness coefficient were calculated as the difference between
the estimated kd and the measured kd, as follows:
Δkd = kdestimated − kdmeasured (11)
3. Results
3.1. Characterization of the GHI
The assessment of the solar resource for the period March 2016 to February 2017 is performed with
only daytime GHI values, from 6 LT to 18 LT, since these are the limits of the interval in which finite
values of GHI (i.e., non-zero and non-missing) are measured by the pyranometers. The distribution
of hourly GHI data throughout the period considered here is shown in Figure 4. Table 4 presents
the statistical summary of the GHI for the period of March 2016–February 2017. Aside from the
main, median and standard deviation of the period considered, Table 4 also presents the interquartile
range (IQR) of the data distribution which is defined as the difference Q3–Q1. From Table 4, 50%
of the radiation values measured by the SIATA pyranometer range from 90 W/m2 to 643 W/m2.
The daytime values are skewed, with higher frequencies of the lowest radiation values, especially in
the 0–100 W/m2 range.
Figure 4. Histogram of hourly global horizontal irradiance (GHI) from the SIATA station recorded
during the period 1 March 2016–28 February 2017.
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Table 4. Statistical summary of the hourly GHI from the SIATA station recorded during the period 1
March 2016 to 28 February 2017.
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Figure 5 presents the GHI values corresponding to each hour of the day and each month during
the period March 2016–February 2017. The highest values of GHI are observed from 11 to 13 h local
time (LT). The months with the highest radiation values occurring during longer periods are March
2016, July 2016 and August 2016, and January 2017 and February 2017, reaching GHI values higher
than 900 W/m2. April 2016, May 2016 and late November 2016 are the periods where more GHI
variability is observed, with April 2016 exhibiting several days with solar radiation below 300 W/m2 at
any time of the day.
Figure 5. Hourly GHI values from SIATA station for all days of the period March 2016–February
2017. The color scale represents the intensity of solar radiation in W/m2. White gaps correspond to
missing values.
Reference [64] shows a distribution of the annual cycle of hourly radiation for Sevilla, Spain,
similar to that shown in Figure 5, with an approximate mean of 383 W/m2, suggesting a similar annual
behavior of the GHI. However, measurements for both sites (Sevilla and Medellín) exhibit seasonal
changes with rather different amplitudes. The 2016–2017 annual GHI series obtained from the SIATA
pyranometer (Figure 5) shows a rather uniform pattern when compared to the larger contrasts between
summer and winter seasons at higher latitudes that would alter significantly the daylight hours and
the intensity of incoming radiation (see [64]). In spite of lacking the strong seasonal effects of middle
latitudes, the SIATA pyranometer data suggests two periods of reduced solar radiation: April to early
May 2016, and late October to November 2016. During November 2016, the time interval when solar
irradiance exceeds 200 W/m2 is reduced from ~10 h to ~7.5 h.
Figure 6 shows the violin plots of monthly GHI for 3 segments of the day-time. These time
windows correspond to “morning” (6–10 LT), “noon” (10–14 LT), and “afternoon” (14–18 LT). The violin
plots show the empirical probability distributions of the hourly GHI for each segment considered,
as colored regions, which are drawn mirrored around the middle black lines. These lines present the
same information as a boxplot, with the white dots indicating the position of the median, the horizontal
small lines indication the quartile 1 (Q1) and quartile 3 (Q3). The thinner black lines that extend beyond
these points reach the 5th percentile (p5) and the 95th percentile, respectively.
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In the region of study, located in Central Colombia, precipitation shows two wet seasons,
one during March–April–May and second one in September–October–November. By contrast, two dry
seasons are observed in June–July–August and December–January–February [29,31,32,65]. For the
period of study, the distributions in Figure 6 show that the GHI exhibited larger variability during the
afternoon compared to the morning hours. February 2017 was the month with less variability at noon
hours, most probably due to the persistence of clear skies during that time of the year (which is part of
the dry season). The noon distributions for months like August 2016, January 2017, February 2017
presented skewed distributions towards high GHI values, while distributions at the same segment for
months like April 2016 or November 2017 exhibited more uniform distributions of GHI, indicating
a higher occurrence of low GHI values compared to the former mentioned months. This behavior is
found to be characteristic for both clear sky and overcast conditions.
The potential occurrence of high radiation values at the surface is related to the magnitude of the
extraterrestrial radiation, which in turn, for our region of interest (~6.25◦ N) exhibits some of its largest
values between March and May (see e.g., Fig. 2.8 in [66]). However, more frequent cloud formation is
observed over Medellín during this time of the year (first wet season), which corresponds to the early
first rainy season for this region [29,31,32,65].
Figure 6 shows that the months within the dry season (e.g., August 2016 and February 2017) exhibit
lower variability before noon, and higher variability in the afternoon hours, for the period considered.
This behavior is due to the high number of clear sky days during these months. Months within the
wet season (e.g., April 2016 and November 2016) exhibit larger variability throughout the day and
GHI distributions more symmetrical around noon, unlike the dry season distributions of the period of
study. Even though there is variability of hourly GHI during dry months, most of the hourly radiation
records shown in Figure 6 are centered on higher values during the afternoon hours compared to other
months of the year.
Figure 6. Daytime violin plots of GHI during the period March 2016–February 2017. Three hour
segments are considered: 6–10 LT, 10–14 LT and 14–18 LT. The colored surfaces of each segment
correspond to the empirical probability density function (PDF) of the GHI data. The black lines inside
each distribution correspond to the boxplots of the GHI values and the white dots correspond to the
median values of the distributions.
Table 5 shows the hourly mean coefficient of variation (CV) for each month of the period considered,
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Table 5 shows that the dry season months (i.e., June 2016, July 2016, August 2016 and February 2017)
exhibit the lowest relative variability during the day (less than 34%). Table 5 also shows the monthly mean
daily solar energy values in kWh/m2, commonly used in power systems and energy budget. August 2016
and February 2017 have the highest values of mean daily incoming energy and the lowest average of
hourly CV. On the other hand, wet season months (i.e., April, May, October, November and December
2016) show the highest variability with CV values between 43% and 50% of the hourly GHI averages.
April and November 2016 are the months with the highest hourly variability values (46% and 50%,
respectively). Consistent with the mean daily values of solar energy, the mean kd per month show that
during the months of August 2016, January 2017 and February 2017, there was an overall low level of
cloudiness, hence the high kd values.
Table 5. Monthly mean hourly coefficient of variation (CV) and monthly mean daily radiation (in




Month Mean Daily Solar Energy
(kWh/m2)
Meankd
March 2016 39.7 5.4 0.52
April 2016 46.2 4.7 0.45
May 2016 40.7 4.8 0.48
June 2016 29.9 5.6 0.56
July 2016 33.5 5.6 0.55
August 2016 31 6 0.58
September 2016 37.2 5.4 0.52
October 2016 45.7 5.0 0.50
November 2016 49.7 4.0 0.43
December 2016 43 4.6 0.51
January 2017 36.3 5.3 0.57
February 2017 32.9 5.9 0.60
3.2. Clearness Coefficient
We calculated the normalized clearness coefficient (ks) for each hour throughout the period March
2016–February 2017, according to the SIATA records. Using these values, the empirical PDFs of ks
were calculated for each month during the period considered We calculated the normalized clearness
coefficient (ks) for each hour throughout the period March 2016–February 2017, according to the SIATA
records. Using these values, the empirical probability density functions (PDFs) of ks were calculated
for each month during the period considered (Figure 7). Two main groups of PDFs are distinguished:
one group including the months of June–July–August 2016 and January–February 2017, and a second
group including the months of April, May, October, and November 2016. The first group corresponds
to dry season months whereas the second group corresponds to wet season months [29,31,32,65].
Figure 7 shows that the distributions of the wet season months have peaks around lower values
of ks (~0.4), whereas the distributions for the dry season months exhibit larger frequencies for larger
values of ks (~0.6–0.8). Transition months like September and December 2016 show more uniform
distributions of ks.
The daily clearness coefficient, kd, was calculated as the ratio of the daily mean GHI to the daily
mean of the corresponding extraterrestrial radiation. This coefficient reflects the sky condition of the
whole day in terms of how much solar radiation reaches the surface as a percentage of how much
would have reached the surface, given that there was no atmosphere. Previous studies have shown
that there is a statistical relationship between the value of the daily clearness coefficient, kd, and the
daily statistical distribution of the normalized hourly clearness coefficient, ks, [9,45,64].
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Figure 7. Empirical PDFs of ks for each month between March 2016 and February 2017, according to
SIATA records. The y-axis values can be larger than 1.0 since this is a distribution plot, thus meaningful
information can only be obtained from its integral over an interval rather than from a single point.
This integral is equal or less to 1.
Figure 8 shows the empirical probability distributions of the normalized hourly clearness coefficient
grouped according to their corresponding daily clearness coefficient value. Only four ranges are shown
to illustrate this relationship. Each colored line in Figure 8 denotes the empirical PDF of the hourly ks
values of a day that a has daily clearness coefficient contained in the interval shown in the corners
of each panel, (e.g., every line in Figure 8a corresponds to the PDF of the ks values of a day with a kd
between 0.25 and 0.30). In this way, what Figure 8 indicates is that the empirical PDFs of the ks for
days with the same state of kd behave similarly.
Figure 8. Empirical PDFs for four types of days with kd in different percentages of daily mean extraterrestrial
radiation reaching the surface: (a) 25%–30%, (b) 50%–55%, (c) 60%–65%, and (d) 70%–75%.
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For days with low kd, the corresponding ks values are centered around lower values (Figure 8a).
The days with higher kd, on the other hand, present ks values that are centered around higher values
(Figure 8b). Both cases exhibit less ks variability than the cases of days with intermediate kd values
(Figure 8b,c). Due to these observed differences between the ks distribution according to the kd,
we considered a two-part Markov model.
3.3. Clearness Coefficient and GHI Estimates
3.3.1. Daily Clearness Coefficient Estimates
Figure 9 shows, for each of the considered days, the estimates of the daily clearness coefficient
(kd) obtained with each of the considered models (i.e., the first part of the proposed Markov model,
persistence model, and the WRF experiments). Figure 9 presents these estimates as bar plots, with each
bar representing a different model and its height representing the corresponding estimated value of
kd. The black horizontal lines in each of these panels indicates the corresponding kd measured values.
The blue bars in Figure 9 correspond to the mean kd values estimated by the proposed Markov model,
for each day.
For 1 September 2017 (Figure 9a), all WRF experiments overestimated the daily clearness coefficient
for the outer domain and underestimated it for the inner domain. The persistence model underestimated
the kd by ∼ 0.2 and the propose Markov model underestimated the kd by ∼ 0.05.
Figure 9b,c show the case of 23 December 2017and 5 June 2017respectively. For these cases,
the Markov model and the Persistence model overestimated the measured kd values, although the
Persistence model had smaller overestimation than the proposed Markov model. For 23 December
2017 (Figure 9b), the KF-MO experiment for the inner domain estimated the kd with an error of 0.01,
being the closest estimate to the real kd. In the case of 5th June 2017, only the KF-MO and GR-MO-DE
experiments, both for the inner domain, underestimated the daily clearness coefficient, kd. In the rest
of the cases the kd was overestimated.
Figure 9d corresponds to the case of 24th November 2017. This day presented a case where
local-scale events seem to be responsible for the high extinction values over the incoming GHI. For
this day, the Markov model shows a better performance than the Persistence model at estimating the
kd. In this case the Δkd of the proposed Markov model is Δkd = 0.01, while the persistence model
exhibited a Δkd ≈ 0.52. For this day, the WRF experiments also overestimated the measured daily
clearness coefficient, kd consistently. Since the Markov model has a better performance at estimating
transitions that are frequently found in the variable records used to train it, it is possible to assume
that the events corresponding to the high levels of cloudiness for 24 November 2017, are events that
frequently occurred during the March 2016–February 2017 period.
Figure 9e shows the simulations for 19 August 2017. This day, in contrast with 24 November 2017,
was a case characterized by the presence of a synoptic scale event over the Caribbean Sea. Although
all experiments reproduce high levels of GHI extinction at the location of the event, the GHI series
reproduced over Medellín greatly vary from experiment to experiment. As can be seen from Figure 9e,
the kd estimates corresponding to GR-MO-DE-d01 and KF-MO-d01 are those closest to the measured
value, with the GR-MO-DE-d01 estimate having the lowest error of 0.05. For this day, the Markov
model reproduced an average kd of 0.58 and the persistence model an average kd of 0.53, which are
values that lie far from the observed value of 0.18. This indicates that this type of events, which are not
so commonly observed over the study region and are caused by events that occur beyond local scales,
are hardly captured by the Markov model.
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Figure 9. Bar plots of the kd estimates Distributions of the daily clearness coefficient estimated by
WRF, the Markov model and the persistence model. (a) kd estimates distributions for 1 September 2017,
measured kd = 0.72. (b) kd estimates distributions 23 December 2017. Measured kd = 0.54. (c) kd estimates
distributions 6 June 2017. Measured kd = 0.48. (d) kd estimates distributions for 24 November 2017
measured kd = 0.39. (e) kd distributions for 19 August 2017, measured kd = 0.18. The black lines
correspond to the measured kd values.
In general, the Markov model and the persistence model showed a similar performance at
estimating the kd, except for 1 September 2017 and 24 November 2017, were the propose Markov model
had a better performance. It is also noted that, in general, the WRF experiments for the inner domain
tended to produce lower kd estimates than their counterpart in the outer domain.
Additionally, although the proposed Markov kd estimates presented in Figure 9 are averaged
values and the distribution of the estimates is not shown, we must indicate that the Markov model is
only capable of producing 2 to 3 different states for each day presented in Figure 9.
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3.3.2. Hourly Estimates of GHI
We evaluated the skill of the WRF model and the proposed Markov model at simulating the GHI
at Medellín, Colombia, for 5 non-consecutive days with different cloud cover conditions (Table 2).
Although only 5 simulation days do not represent a comprehensive simulation period, the comparison
between the proposed Markov model and the WRF model at estimating the GHI for these 5 days
still represents a good indicator of the performance of the proposed Markov model. The chosen days
were selected based on their daily clearness coefficient value. For each particular day, we ran six
simulations of the WRF model with different combinations of microphysics and cumulus schemes
(Table 3). These simulations were later compared against the simulations obtained with the Markov
model for the same 5 days.
Since the Markov model produces estimates in a stochastic way, each simulation results in
a different hourly series of GHI, meaning that several realizations of a single day could be obtained
in order to observe the overall behavior of the proposed Markov model. For this reason, and noting
that the model is computationally inexpensive, each day in Table 2 is simulated 1000 times using
the proposed Markov model. The resulting series for each day are plotted as violin plots, which are
discriminated by each hour of the day, and are presented along with the estimate GHI series obtained
with the WRF experiments in Figure 10. Violin plots are useful in this case because they include the
approximate probability distribution of the estimates and also have information about the statistical
metrics of the distribution such as the interquartile range and the median of the series. As in Figure 6,
the white dots in the violin plots indicate the median value of the distributions and the height of the
boxes inside each violin plot indicates the position and magnitude of the IQR of each distribution
calculated as the difference between the Q3 and Q1 values, respectively.
Figure 10 presents the GHI hourly simulations obtained with the Markov model and the WRF
model for each of the 5 selected days. The blue distributions correspond to the violin plots of the
Markov estimates for each hour of each day and the colored lines correspond to the WRF GHI series
for each experiment and for each domain considered (i.e., outer domain, d01 and inner domain, d02).
The dashed black lines correspond to the measured hourly series of GHI for each day.
Figure 10a presents the hourly distributions of GHI for a clear sky day (1 September 2017,
kd = 0.72). For this day, the measured values of GHI are close to the IQR of the Markov estimate
distributions. In the case of the WRF estimates, it is observed that series have a similar shape to the
measured series, with the estimates of the KF-MO experiment presenting an RMSE increase of 77 W/m2
from the outer domain (d01) with respect the inner domain (d02). In the case of the inner domain, d02,
the WRF estimates consistently underestimated the measured GHI series.
Figure 10b presents the estimates for 23 December 2017. For this day, the measured series
presented higher atmospheric extinction values during the morning hours than during the evening
hours. For this day, the Markov model mostly overestimated the GHI during the morning hours,
with only some extreme estimates falling near the measured values. This behavior is similar to that
exhibited by most of the WRF experiments for this day. During the first evening hours (i.e., 12LT–15LT),
the Markov model produced GHI values that were, in general, closer to the measured GHI values than
the estimates produced by the WRF series for the inner domain (d02). In the case of the WRF estimates
for the outer domain (d01), WRF produced GHI values that were very similar to the measured values
and to the median values of the Markov distributions. During the last evening hours (i.e., 16LT–18LT),
both models consistently overestimated the measured GHI values.
In the case of 5 June 2017 (Figure 10c), the Markov model had a satisfactory performance at
estimating the GHI values between 9 LT–12 LT. However, it mostly overestimated the GHI during
the afternoon hours as the measured values are near the lower tails of the estimate distributions.
This matches the behavior of most of the WRF experiments, which also overestimated the GHI during
the evening hours. However, the WRF experiments that used the Thompson and Eidhammer scheme,
for the inner domain (i.e., KF-TE-d02, GR-TE-d02 and GR-TE-DE-d02), underestimated the clearness
coefficient during the morning hours, unlike the rest of the experiments.
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For the case of 24 November 2017 (Figure 10d), the Markov model consistently forecasted kd
states that were closer to the measured kd, which caused the hourly GHI estimates of the Markov
model to be closer to the hourly measured GHI values than the estimates obtained with the WRF
experiments. This can be corroborated in Figure 9d. Although the Markov model had a better
performance at estimating the hourly GHI than the WRF experiments for this day, both models




Figure 10. Hourly distributions of the GHI estimates produced by the Markov model and the WRF
model for five particular days (Table 2). (a) Corresponds to 1 September 2017, with a kd = 0.72.
(b) Corresponds to 23 December 2017, with a measured kd = 0.54. (c) Corresponds to 6 June 2017,
with a measured kd = 0.48. (d) Corresponds to 24th November 2017, with a measured kd = 0.39.
(e) Corresponds to 19 August 2017, with a measured kd = 0.18. (f) Also corresponds to 19 August 2017,
but in this case the estimated kd was forced to be equal to the measured kd = 0.18. The black dashed
lines correspond to the measured hourly GHI values for each day.
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The 19 August 2017 (Figure 10e) exhibits the lowest daily clearness coefficient value among the
simulated days (kd = 0.18). As it was previously mentioned, the high levels of cloudiness observed on
this day are mainly associated to a tropical depression crossing the Caribbean and that would later
transform into Hurricane Harvey [67]. For this day, the Markov model consistently overestimated
the kd for each of 1000 simulations performed (Figure 9e). These overestimations lead to an incorrect
selection of the hourly MTM, which in turn, causes the consistent overestimations of the hourly
values of GHI. This case is an example of how the estimates of the first part of the model largely
affect the performance of the second part of the model. For this day, some of the WRF experiments
exhibited a better performance at estimating the GHI than the Markov model. This was the case of
the experiments that considered Morrison as the microphysics scheme. It was also observed that the
outer domain (d01) estimates showed a better agreement with the measured GHI values than the
nested domain (d02) estimates. Given that for 19 August 2017, the first part of the Markov model is
not able to correctly simulate the measured state of the kd in any of the 1000 simulations, an extra set
of 1000 simulations were performed to observe the behavior of the second part of the model alone
(i.e., the simulation of the hourly GHI). In order to do this, for these extra set of simulations, the state of
kd used as input for the second part of the Markov model was forced to be equal to the measured value
(i.e., kd = 0.18). The simulations obtained in this way for the Markov model are presented in Figure 10f.
Most of the measured values of the GHI now fall inside the IQR of the Markov estimate distributions.
In this case, when the base state of the series, which can be represented by the kd, is correctly estimated,
the model frequently reproduces GHI values that are closer to the measurements than in the opposite
case (Figure 10e).
In order to assess the general performance of the Markov model at estimating the hourly GHI for
the 5 selected days, Table 6 presents the summary of the RMSE errors of the hourly estimates of GHI
obtained with the Markov model for each of the simulated days. The last row of Table 6 corresponds
to the case where the estimated kd was set equal to the measured kd. The RMSE values presented for
the Markov model correspond to the median values of the RMSE distributions. Table 6 also shows the
summary of the RMSE errors of the hourly estimates of GHI obtained with the GR-MO-DE experiment
since it has one of the highest performances at estimating the hourly GHI. The RMSE values presented
for this experiment correspond to the mean value between the RMSE error for the outer domain, d01
and the inner domain, d02. Additionally, the RMSE median value of the persistence-Markov model is
also presented in order to provide further benchmarking for the proposed Markov model.
Table 6. Summary of hourly GHI estimates produced by the Markov model and by the WRF
experiment, GR-MO-DE.
Simulated day
Markov Persistence-Markov WRF: GR-MO-DE
RMSE (Median) RMSE (Median) RMSE
01/09/2017
144 W/m2 (26%) 190 W/m2 (33%) 116 W/m2 (21%)kd = 0.72
23/12/2017
177 W/m2 (47%) 171 W/m2 (45%) 174 W/m2 (46%)kd = 0.54
05/06/2017
165.1 W/m2 (44%) 158 W/m2 (43%) 204 W/m2 (55%)kd = 0.48
24/11/2017
209 W/m2 (76%) 233 W/m2 (85%) 288 W/m2 (104%)kd = 0.39
19/08/2017 415.2 W/m2
(288.4%)
372 W/m2 (258%) 133 W/m2 (92%)kd = 0.18
19/08/2017
97.5 W/m2 (68%) 372 W/m2 (258%) 133 W/m2 (92%)kd = 0.18
(kd corrected)
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According to Table 6, for 1st September 2017, the Markov model exhibits an RMSE error of
144 W/m2, which is lower than the RMSE value for the Persistence-Markov model but higher than
the mean RMSE produced by the WRF experiment. This indicates a lower performance at estimating
the hourly GHI for this day compared to the WRF experiment but an improvement with respect
the persistence-based model. For 23 December 2017, the Markov model, the persistence-Markov
model and the WRF experiments presented a similar performance at estimating the hourly GHI,
all of them exhibiting nRMSE values of 47%, 45% and 46%, respectively. For the case of 6 June
2017, the performance of the Markov model increases with respect to the performance of the WRF
experiments at estimating the GHI, however, the persistence-Markov model presents an improvement
with respect the proposed Markov model. For the case of 24 November 2017, it can be seen that the
proposed Markov model has a better performance than the persistence-Markov mode and the WRF
model, presenting a lower RMSE than the other two models. This shows that for this particular day,
neither the persistence-based model nor the WRF model were capable of simulating the correct state
of the kd, while the proposed Markov model did. Finally, for the case of 19 August 2017, the WRF
presents a better performance at reproducing the effects of the larger scale event over the region of
study, while the proposed Markov model and the persistence-Markov model fail to reproduce these
effects over the GHI and thus, result in estimations with high RMSE values.
In general, the Markov model exhibits a lower RMSE values at estimating the hourly GHI in
Medellín than the WRF experiment except for 1 September 2017 and 19 August 2017. For the latter
simulation day, the Markov model is not able to reproduce the effects of the large-scale event over the
region of study, while the WRF experiment GR-MO-DE is capable of producing large atmospheric
extinction levels over the hourly GHI estimates.
As an additional assessment of the performance of these models for the 5 days selected, Table 7 shows
the median of the RMSE values corresponding to each model. It can be observed that the proposed Markov
model had a better performance at estimating the GHI than the persistence-Markov model. Also, it can
be seen that the WRF model had a similar performance to the proposed Markov model with a small
improvement of 3 W/m2.
Table 7. Overall performance of the Markov model for the 5 chosen simulation days.
Error Metric Markov Persistence-Markov WRF:GR-MO-DE
Median RMSE (W/m2) 177 190 174
3.4. Daily Forecasts of GHI for the Validation Period of May 2017–May 2018
Figure 11 shows the histogram of frequencies of the Δkd errors obtained for the period of
May 2017–May 2018. Most of the Δkd errors are between 0.0 and 0.15, being the values between 0.05
and 0.15 the most frequent ones. This shows that the first part of the model mostly overestimates the
kd, producing kd values that usually are 1 state or 3 states above the measured values (see Table 1).
On the other hand, the values corresponding to the correct estimations of the kd (Δkd = 0) are also
highly frequent.
Since the Markov-based model formulated here is computationally inexpensive, it was possible to
perform 1000 simulations of each day during the period May 2017–May 2018. From this procedure it is
possible to analyze the distribution of the errors of the different realizations produced by the model.
Figure 12 show the distributions of the RMSE (Equation (9)) vs the estimation error Δkd (Equation (11)),
but this time presented as boxplots. In these plots, the lower whisker of the boxplots corresponds to
Q1 − 1.5 × IQR, while the upper whisker corresponds to Q3 + 1.5 × IQR. The colored boxes enclose the
IQR with the lines drawn within the boxes representing the median value. The colors of the boxes
indicate the period in which the estimations were made.
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Figure 11. Frequency histogram of the Δkd of the estimates performed during the period May
2017–May 2018.
Figure 12 illustrates how the estimation error of kd (Δkd) affects the RMSE distributions of the GHI
estimates. Figure 12 also shows the RMSE distributions for wet and dry seasons.
 
Figure 12. (a) Distributions of the root mean square error (RMSE) vs Δkd for the period May 2017–May
2018. (b) As in (a) but for nRMSE. Orange boxes correspond to the wet season estimates. Blue boxes
correspond to the dry season estimates.
Figure 12a,b shows the impact that the estimation of the kd (first part of the Markov model) has on
the hourly estimates of GHI (second part of the Markov model). However, Figure 12a,b do not allow
evaluating the hourly estimates without being affected by the errors of the kd. From this analysis is
neither possible to observe the performance of the second part of the model alone at estimating the
hourly GHI during days with different sky conditions (kd). One way to do this is by simulating the
period of May 2017 to May 2018 using the observed kd values of each day as input for the second part
of the Markov model. If this procedure is repeated a large number of times, it would be possible to
obtain the error distributions of the GHI estimates for different sky conditions, which are given by the
values of the observed kd.
Finally, the proposed Markov model is compared against the Persistence-Markov model for the
validation period of May 2017–May 2018. Table 8 shows that the proposed Markov model has a small
improvement with respect the persistence-Markov model when evaluated during the period May
2017–May 2018. However, it is observed that during this period, the proposed Markov model exhibited
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as larger MBE than the persistence-Markov model. This is consistent with the overestimations in the kd
produced by the first part of the proposed Markov model, as can be observe in Figure 11.
Table 8. Overall error for the validation period of May 2017–May 2018.
Error Metric Markov Persistence-Markov
Median RMSE (W/m2) 214 217
Median MBE (W/m2) 33.9 7.21
Δkd 0.076 0.003
The bias exhibited by the proposed Markov model at estimating the kd reflects the fact that more
than one year of data for training the model is necessary to train the model in order to produce
a satisfactory estimator of the kd. It is also worth noting that the persistence-Markov model displays
a very low value of MBE, and not just when compared against the proposed Markov model.
4. Concluding Remarks
4.1. Solar Assessment
In this work, we analyzed global horizontal irradiance data from a pyranometer station located in
Medellín, Colombia, with records during the period March 2016 to February 2017. Because of the low
percentage of missing values, hourly and daily averages were computed without special interpolation
algorithms. Although Medellín corresponds to a mountainous tropical city with months exhibiting
a large number of cloudy days during the period considered in this work, most of the days during
this period exhibited around 4 to 5 h with radiation values above 650 W/m2, typically surpassing the
800 W/m2 between 11 and 13LT. Additionally, the measured data showed that the average daily solar
energy that reached the surface in the region during March 2016 to February 2017 was of ~5 kWh/m2,
which corresponds to 5 h of equivalent peak sun hours (PSH). The hourly measurements showed
that this value would increase to an average of 5.5 PSH during the dry season months. This resource
availability is important since it is comparable or even larger than what has been observed in regions
that are referents regarding the use of solar radiation for energy production, like California, USA, with
average values ranging from 3.8 to 6.3 PSH [68], or cities in Germany, with average PSH values that
can range from 2.9 PSH to 3.6 PSH [69].
Additionally, during the dry season months, when the GHI values tend to be higher, solar
variability decreases, which makes the use of the solar resource even more significant considering that
during these months, especially when El Niño events occur, the main energy generation resource in
Colombia (i.e., hydro energy) is heavily affected [30,70].
This is particularly important for Colombia since the country depends energetically on
hydroelectric plants, which account for the 68.31% of the 17.35 GW of total installed capacity [71].
For this reason, it is essential to have complementary energy sources during dry periods that can
reduce the risk of energy supply cuts.
4.2. Two-Part Markov Chain Model
In this work, a two-part model based on Markov chains was proposed. Additionally, a Numerical
Weather Prediction model (WRF) was used as a benchmark for the estimates obtained with the Markov
model. In general, the Markov model exhibited typical Δkd ranging from 0.0 to 0.15. Also, regarding the
kd estimates, the estimation errors for all the WRF experiments ranged from −0.03 to 0.43. These results
show that, in general, the first part of the Markov model (i.e., the part that estimated the kd), has
a comparable performance to the WRF model at estimating the daily clearness coefficient. Both models
showed a consistent positive bias at estimating the kd, even the WRF experiment of GR-MO-DE,
which presented an average Δkd = 0.13, which is also comparable to the typical Δkd values from
the Markov model. On the other hand, the persistence-Markov model exhibited a lower Δkd for the
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validation period of May 2017–May 2018, but with a similar performance to the proposed Markov
model in terms of the RMSE.
Although further inspection would be required to determine the origin of this positive bias in the
Markov model it is clear that more than one year of data is necessary to produce more generalizable
estimates of the kd, and therefore, of the hourly GHI. This issue was also observed for the case of the 5
selected days (Figure 9), where the Markov model was only capable of estimating 2 to 3 different states
for each day considered in this work.
In addition, the positive bias in our Markov model could be partially due to anomalous climate
conditions during the training period.
During 2015/2016 a particularly strong El Niño event took place [72], which greatly affected the
presence of clouds during the beginning of 2016, potentially producing larger values of kd than in
a normal year. Again, this shows how peculiarities of one year may cause biased estimates of the
clearness coefficient, and therefore, longer periods for training the model are required.
The performance at estimating the hourly GHI of the Markov model and the WRF experiment,
GR-MO-DE is presented in Table 7. For the five specific days considered in this study, the Markov
model had a performance comparable to the performance of the GR-MO-DE WRF experiment, except
for the case of the synoptic event, where the WRF experiment exceeded the skill of the Markov model
at estimating the GHI. However, it is worth noting, as well, that for the overcast day associated to
a more frequently measured type of event (i.e., 24 November 2017), the Markov model had a better
performance at reproducing the hourly GHI than the WRF experiment.
When a more general assessment of the Markov is performed during the period May 2017–May
2018, RMSE errors inside the IQR of the hourly estimates produced by the Markov model for clear sky
days ranged from ~57 W/m2 to ~171 W/m2 (~16%–~38%). For broken cloud sky conditions, the RMSE
values ranged from ~149 W/m2 to ~250 W/m2 (~32%–~81%) while for overcast sky conditions,
RMSE values ranged from ~80 W/m2 to ~170 W/m2 (~50%–~110%). In general, these results are in
agreement with the errors found in similar studies regarding the hourly GHI forecasting for one
day-ahead [56,73,74]. Although not frequently, the Markov model managed to produce GHI hourly
estimates with very low RMSEs, even for highly overcast conditions. These values ranged from
~30 W/m2 to ~80 W/m2 (~20%–~50%). Even though these values are not typical among the estimates
obtained in this work, they indicate that the model has the potential to produce series that are closer to
the measured series for overcast condition than what is typically found in other works [8,50,51,73,75–77].
This improvement can be achieved by a further characterization of the hourly GHI series that could
return typical intervals in which the hourly GHI usually lies for each hour of the day. Based on these
intervals, the simulated series can be evaluated after they are produced and discarded if necessary.
Additionally, because of how the Markov model was trained in this study, the hourly simulations of
GHI did not take into account the dependency on the time of the day and the atmospheric mechanisms
that could affect cloudiness. As a way of correcting this, the transition probabilities stored inside the
Markov transition matrices could be obtained considering the time of the day.
We found that the estimates of the daily clearness coefficient, kd, are fundamental for achieving
the lowest RMSE values of the hourly series of GHI using the Markov model. Overestimations and
underestimations of the kd lead to error distributions that increase in magnitude with the bias of the kd
estimates. We also found that combining a persistence model for estimating the kd with the second
part of the proposed Markov model (i.e., the part that produces the hourly GHI estimates), results in
a low bias model that could serve as an initial alternative for modeling the hourly GHI in the site of
Medellín, Colombia.
In general, we believe further studies could start by improving the kd prediction, which depends
on meteorological process at synoptic scale, and so models like the weather prediction models could
be a plausible alternative to simulate the kd of the next day and which can later be used as an input for
the second part of the Markov model proposed in this work. We are currently assessing the possibility
of coupling the WRF model with the proposed Markov model.
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The present work, despite the short time period of study, represents a novel contribution in terms
of a detailed diagnostic of the solar resource and the performance of a variety of modeling tools for
its day-ahead estimation for our region of interest. As such, this study is a first needed step for the
assessment and modeling of solar energy for the city of Medellín, located within the tropical Andes.
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Abstract: Industrial low-temperature processes are a promising sector for the introduction of solar
collectors, which can partially, and in some cases, completely, replace traditional heat supply
technologies. In Krasnodar Region (Russia), it is shown that the energy-saving potential when
introducing industrial solar collectors only at food industry enterprises can make up 16%–17% of the
total amount of thermal energy produced in the region annually. The global market of industrial solar
collectors is currently developing almost without any government incentives, only due to market
mechanisms, which indicates the commercial attractiveness of the technology. According to the
predicted estimates, levelized cost of energy produced by industrial solar collectors in the southern
regions of Russia may amount to 3.8–6.6 rubles per kWh. Even though the forecast estimates are
higher than current tariffs, the economic feasibility of using solar collectors in the industry increases
significantly if it is not possible to connect to centralized heating networks, as well as in the case of
the seasonal load of industrial facilities. As a measure of state incentives for the development of
industrial solar collectors in Russia, we offer state co-financing of demonstration projects of Russian
manufacturers. This will increase the level of awareness of the population and businesses about
the capabilities of this technology. Also, it will increase the technical competencies and innovative
potential of companies involved in the production and installation of solar collectors.
Keywords: heat supply of industrial processes; renewable energy; solar collectors; economic efficiency
1. Introduction
In recent decades, renewable energy has developed enormously throughout the world. The
transition to renewable energy sources is considered both in academic and business societies as an
essential step towards the formation of a circular economy and achieving sustainable development
goals [1,2].
The average annual growth rate of installed capacity of renewable energy sources (RES) in the
period from 2009-2018 amounted to 8.4% [3], and, starting from 2015, net capacity additions for
renewable power are higher than for fossil fuels and nuclear all together [4]. The average annual
growth rate of energy generation based on renewable energy sources in the period from 2009–2017
amounted to almost 6% (Figure 1). At the end of 2017, investments in renewable energy-based electricity
generation for the first time in history exceeded investments in traditional types of electricity generation
(including nuclear energy), most of which came from countries with developing economies [5]. In 2018
global investment in RES (including large hydropower plants) reached USD 288.9 billion. Despite an
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Figure 1. Total renewable energy capacity and production in the world. Source: authored based on
The International Renewable Energy Agency data [3].
Today, almost all countries of the world have goals at the state level for the development of
renewable energy [5–8]. However, despite significant progress in electricity generation, the introduction
of renewable energy technologies in the heat supply and heat generation sector, including for industrial
needs, is still slow, despite the fact that these types of final energy consumption have the most
significant shares in the global energy balance. Thus, according to REN21 statistics of 2016, 51% of all
energy consumed in the world is spent on heat supply, and this sector contributes nearly 40% of global
energy-related CO2 emissions [4]. The share of modern renewables in final heat consumption globally
is only 9.8% and distributed between the following modern technologies [5]:
1. Biogeneration: boilers using solid biomass; the use of biogas in central heating systems; the
addition of biogas to the gas supply grid; the direct use of biogas for cooking.
2. Solar collectors: used for heating water and, to a lesser extent, heating buildings. In recent years,
the scale of use in central heating systems and industry has increased significantly [5].
3. Geothermal energy: used in central heating systems, for swimming pools, greenhouses, as well
as in industry. All three technologies together contribute 8% in final heat consumption.
4. Heating with renewable electricity: the use of electricity generated by solar panels, wind farms,
etc., for the operation of heat pumps in the residential, commercial, and industrial sectors. In 2016, this
sector contributed 1.8% of the final heat consumption.
The use of solar energy in the heat supply of buildings in the residential and commercial sectors has
a rather long history and is well studied in the literature [9–11], while the use of solar energy in industrial
production is currently only developing. The primary constraint so far is the impossibility of providing
round-the-clock heat supply to the production process using solar energy. To overcome this technical
barrier, it is necessary to install additional equipment like heat storage systems, which significantly
increase the cost of the entire solar installation [11–13]. The high initial cost of acquiring and installing
equipment (solar collectors and heat storage systems) is the second most crucial constraint, which is
especially essential for small and medium enterprises that do not have a sufficiently large volume of
current assets [12]. At the same time, government support measures for the development of this type
of renewable energy sources are not yet widespread. So, in 2018, according to REN21 [4], already 135
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countries of the world carried out various government policy measures aimed at supporting renewable
energy in the electricity generation sector, while incentive measures for renewable energy technologies
in the heating sector were introduced in only 20 countries.
Currently, the use of solar energy is most developed in the food industry [14], primarily because
most of the production processes associated with food processing are low-temperature (Table 1). So, for
example, processes such as various types of drying, cleaning, washing, heating water, pasteurization,
and sterilization do not require temperatures above 250 ◦C, which can easily be achieved using various
types of solar collectors. The second most common user of solar collectors is the textile industry, in
which many production processes (such as cleaning, drying, washing, pressing) do not require high
temperatures [15–17].
Table 1. Industrial processes are potentially suitable for the use of solar collectors as heat supply
equipment [14–17].
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Depending on the required temperature level of the production process, various types of solar
thermal collectors are used, from the most straightforward and cheapest air flat-plate collectors, suitable
for temperatures up to 100 ◦C to the more complex Fresnel collector or parabolic trough collectors for
temperatures up to 400 ◦C [14–17].
This study aims to review the current state of the world market of industrial solar collectors and
assess the possibilities of their application in individual industrial sectors of the Russian Federation.
The rest of the paper is organized as follows: in Section 2 we describe materials for the study and basic
methodology; Section 3 gives a brief overview of the research background and particular main trends
and status-quo of industrial solar collectors in the world and in Russia; in Section 4 we present the
results of calculations for estimation of the expected economic efficiency of industrial solar collectors
in the southern regions of Russia and estimation of the potential for their use in the Krasnodar Region;
Section 5 discusses the results of the study and gives some policy recommendations; the final section
concludes the study and discusses its added value for academic literature.
2. Methods
The information base of the study was the analytical materials of the project of the World Energy
Agency "Integration of Solar Heat into Industrial Processes" (IEA SHC Task49 / IV SHIP), materials of
the REN21 expert network and the analytical agency Solar and Wind Energy. The current state and the
trends in the development of solar heat in Russia was studied based on the data of Austrian Institute for
Sustainable Technologies (IFA Solar Heating and Cooling Program), and the data of Russian Litvinchuk
HVAC Marketing Agency (http://www.litvinchuk.ru/), which specializes in research for heating, air
conditioning, and cooling systems markets. The data for assessing the potential of using solar collectors
in the industry of the Krasnodar Region were obtained from the statistical collection “Krasnodar
Territory in Figures, 2016” [18] and open data from the Federal State Statistics Service, presented on
the official website in the section Technological Development of Economic Sectors / Energy Efficiency
(https://www.gks.ru/folder/11189).
The traditional approach is widely used to calculate the economic efficiency of industrial solar
collectors in Russian scientific literature (see, for example, [11,19]). This approach is based on calculating
the payback period of equipment T (years) through the cost of replaced energy, the cost of energy
produced by the solar collector, and the coefficient of efficiency of conversion of solar energy into






SSC—cost of heat generated by the solar collector (rubles/m2);
Cth—cost of replaced energy (rubles/kWh);
Sp—-the total intensity of solar radiation in the plane of the solar collector (kWh/m2);
η—the conversion factor of solar energy into heat.
This approach gives the most accurate results in the case of calculating the economic efficiency of
a particular solar collector installed in a certain way in a specific geographic location but is poorly
suited for predicting and assessing the economic potential of using solar collectors on a scale of the
industrial sector of the region. Firstly, it does not take into account changes in the value of money over
time (discount coefficient), and secondly, it requires data on the exact locations of all industrial facilities
on which the installation of solar collectors is planned. When calculating the regional potential for such
a region as the Krasnodar Territory, with an area of 76,000 square km and a length from north to south
of more than 320 km, and from west to east of more than 350 km, this approach creates significant
computational difficulties [20] and at the same time does not give any advantages over less accurate
methods, since it still leads to the need for data averaging.
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Therefore, in this study, we used an approach based on the construction of a linear regression
model based on statistics on the performance of flat solar water collectors in different regions of the
world presented in the source [15]. The explanatory variable (proxy) in the model is the level of solar
insolation. Further, the calculated value of the productivity of the solar collector was substituted into





At · (1 + r)−t
T∑
t=1
SE · (1 + r)−t
, (2)
where
I0—the unit cost of equipment, taking into account the installation (euro /m2);
At—equipment maintenance cost in year t (according to [23] is assumed to be equal 0.25%–0.5%
depending on the type of collector);
SE—the amount of energy produced in year t;
T—the life cycle of equipment (years);
r—discount rate, reflecting the change in the value of money over time (for calculations in euros,
as a rule, it is assumed to be equal to 3%).
Values I0 and T were taken as average for equipment of a similar class, At as the average value of
labor costs in countries with a comparable standard of living and wages, and r as the average inflation
rate in Russia over the past five years.
One can quickly notice that the advantage of our approach is, on the one hand, simplicity, and,
on the other hand, taking into account essential factors affecting the economic efficiency of the solar
collector, such as the costs of its installation and maintenance, the life cycle of the solar collector, and
the change in the cost of money over time. Schematically, the logic of our study is reflected in Figure 2.
The study of general 
trends in development 
industrial SC in the 
world
The study of general 
trends and status-quo 
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Figure 2. The general algorithm of the study.
Thus, to achieve the main goal of the study, we needed to solve the following two problems:
1) to analyze the structure of industrial production in the region and assess the volume of
low-temperature industrial processes, and, possible demand for industrial solar collectors; 2) to
determine under what conditions a transition of low-temperature industrial processes to solar energy
can be economically feasible.
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3. General Trends in Development Industrial Solar Collectors in the World and Russia (Research
Background)
3.1. Industrial Solar Heat Worldwide
Solar Heat for Industrial Processes (SHIP) is a fast-growing new global market [15,23]. According
to the data of Austrian Research Institute for Sustainable Technologies AEE INTE, which is at the
current moment the leading European research center for hybrid heating systems, the number of
industrial solar installations at the end of 2018 (the latest statistics) is estimated as 741 systems with
a total collector area of more than 662,000 square meters. Moreover, if earlier the leaders in this
market were technologically developed countries, in recent years several promising projects have been
implemented in the territories of developing countries, from small demonstration plants to large-scale
systems with a capacity of 100 MWth (Figure 3). In 2017, 124 systems were installed in the industrial
sector with a total collector area of more than 190,000 square meters, and in 2018 another 108 industrial













































































































Figure 3. The number of industrial collectors with a capacity of at least 700 kW in different countries of
the world in March 2019 [23].



















Oman 1 148,000 148,000 - - -
Mexico 36 6411 178 51 6,898 135
India 36 15,313 425 10 3964 396
China 19 11,534 607 15 28,813 1921
Austria 2 1758 893 3 435 145
France 2 2052 1026 2 5,543 2772
Afghanistan 1 3260 3260 - - -
Jordan 1 1254 1254 - - -
Germany - - - 9 1589 177
Spain - - - 3 1218 406
Others 12 2971 114 15 5193 346
Total 124 192,580 108 53,654
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The information on the most significant industrial solar collectors is presented in Table 3.
Table 3. Largest industrial solar collectors in the world. Source: authored based on data from [15] and
https://www.solarthermalworld.org.









Miraah (Oman) 148 100 Heavy oilproduction Parabolic through
Gaby Copper mine (Chile) 39.3 28 Copper mining Flat plate
Qier Solar (China) 13 9 Dyeing fabrics Flat plate
Prestage Foods Factory
(USA) 7.8 5 Sanitation Flat plate






(Afghanistan) 3.26 2.2 Meat processing Parabolic through
Polyocean Algal Industry





In February 2018, the world’s largest 4-block solar power plant Miraah with a capacity of 100
MWth was commissioned. The heating system supplies steam (660 tons daily) to the Amal field
in southern Oman. Steam is used in the production of viscous and heavy oil. The system consists
of parabolic solar collectors placed in a greenhouse in order to protect against wind and sand. The
greenhouse turned out to be a successful and economical solution, as it allows reduction of the cost of
cleaning and washing the collectors, as well as makes them lighter and less resource-intensive [15].
The second-largest industrial solar thermal plant was installed in Chile in June 2013 near the copper
ore mine. Its capacity is 27.5 MWth [23].
The largest 2.3 MWth solar power plant in China was commissioned in 2017 to supply steam to
one of Heli Lithium Industry’s plants (producing lithium-ion batteries for electric forklifts). Vacuum
tube collectors with a total area of 3300 m2 are installed at the power station. Another large power
plant with a capacity of 1.5 MWth, also using tubular vacuum collectors (total area of 2200 m2), is
located in Qingdao in Shandong province in eastern China and supplies heat to the seafood processing
company Polyocean Algal Industry Group [15].
At the end of 2017, the first parabolic collector was installed to heat a meat processing plant in
Afghanistan. The total area of the collector was 3260 m2. In Jordan, a Fresnel collector with a capacity
of 700 kWh (total area of 1254 m2) for direct steam generation for the needs of the Japanese tobacco
factory Japan Tobacco International has been installed [15].
Since the market for industrial solar collectors is still very young, a complete system of statistical
accounting of its structure and dynamics has not yet been formed. The complete detailed information
is currently collected in the framework of the project of the World Energy Agency "Integration of solar
heat into industrial processes" (IEA SHC Task49 / IV SHIP), carried out jointly by experts from 16
countries during 2015–2018. During the interview, experts collected information on 308 industrial heat
collectors out of the 741 known. Figure 4 shows the distribution of the recorded 308 objects by size [23].
The first group includes the two largest solar thermal power plants (more than 21 MWth), which are
also described in detail in Table 3. To the second group belongs 33 heating plants with a capacity of
0.7 to 21 MWth (or a total area of 1000 to 2999 m2), followed by a group of 57 heating systems with a
capacity of 0.35 to 0.7 MW (area from 500 up to 1000 m2). The most significant number, 139 heating
systems with a capacity of less than 0.35 MW (or a total area of less than 500 m2) represent the fourth
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group of industrial solar power plants; the fifth group includes small heating systems with an area of



















Figure 4. Distribution of industrial solar installations by size [23].
In the food industry 112 solar collectors are currently used, 31 in the beverage industry, and 24 in
the textile industry (Figure 5). However, even though these industries are leading in the number of
installations of solar collectors, the mining industry is the undisputed leader in the volume of their use






















Figure 5. Distribution of industrial solar installations (numbers) by application [23].
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Figure 6. Distribution of industrial solar installations (capacity, gross area) by application [23].
Currently, the leaders in the cumulative area and capacity of installed industrial solar collectors
are Oman, China, Chile, USA, Mexico, and India (Figure 7). Other countries are significantly inferior
to them in the development of the SHIP market. With the exception of the United States, the leading
countries in terms of the development of solar collectors in the industry are rapidly developing
industrial countries in which the industrial sector mainly generates the growth in demand for thermal
energy. For example, the growth of thermal energy consumption in the industrial sector of India in the








capacity, MWth Gross area, thous.m2
Figure 7. Cumulative area and cumulative power of installed solar collectors in the leading
countries [23].
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As for the types of commonly used solar collectors, they are flat plate collectors (139), followed by
parabolic (58) and evacuated trough collectors (46). However, in terms of total area, parabolic collectors
are superior to flat and vacuum (Figure 8).
 








capacity, MWth Gross area, thous.m2
Figure 8. Distribution of industrial solar collectors by type [23].
The largest manufacturers of flat solar collectors are Chinese companies: Sunrain (annual turnover
of more than 600 million US dollars), BTE Solar, Five Star, and others [26]. The list of leading
companies among manufacturers of solar collectors in 2017 also includes the Austrian company
Greenonetec and the German Bosch Thermotechnik (according to the data of analytical agency
Sun&Wind Energy http://www.sunwindenergy.com/solar-thermal/2017-ranking-worlds-largest-flat-
plate-collector-manufacturers. In addition to these countries, the production of solar collectors on
a large scale is also established in Greece, Italy, Turkey, Australia, Mexico, Bulgaria, Poland, and
India. In the production of solar collectors, relatively simple technologies are used that do not require
special licensing and are relatively easy to copy; therefore many manufacturing companies co-finance
projects with state support for the development of industrial solar collectors to expand their sales
market [27,28].
In South Africa there is the system of incentives for demonstration projects on the use of high-power
solar collectors in the food and textile industries, aimed at raising awareness about the possibilities
of using this technology and developing the production of power equipment [5,29]. Industrial solar
collectors have also received support in Tunisia as part of the Prosol industrial development program,
launched in 2010 with financial support from the Italian Ministry of the Environment and the United
Nations Environment Program. Benetton Textile Mill is a demonstration project, in which 1000 m2 of
flat plate solar collectors were installed on the roofs of production facilities in 2016. The success of the
project allows for the replication of the technology in other sectors of industry to achieve the national
goal of 14,000 m2 solar collectors by the end of 2020 [5].
3.2. Status-Quo of Solar Heat in Russia
There are no official statistics on the solar heat supply in Russia; therefore, estimates of international
organizations on solar collectors are based on an expert method based on a survey of leading Russian
specialists in this field [11]. Dynamics of development of the solar heat supply in Russia in the period
from 2013 to 2017 (last statistics) are presented in Figure 9. The predominance of flat plate solar water
collectors (FPC water) in Russia is explained by the fact that the amount of heat generated by them per
unit area in the winter is significantly higher than the amount of heat generated by vacuum collectors.
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The fact that snow and frost on the surface of flat solar collectors can be removed faster than from
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Figure 9. Gross area of solar collectors (for all applications) in Russia.
According to Austrian Institute for Sustainable Technologies estimates, at the end of 2017, the
largest share of solar collectors was in the district heating sector (Figure 10). This is explained by lower
unit costs for its construction and operation since equipment such as tanks, pumps, and chemical water
treatment plants are already available in the regular boiler room. The same is true for well-qualified
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domestic hot water systems in single
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Industry
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Figure 10. Distribution of solar collectors in Russia by application [11].
The largest number of solar collectors is operated in the southern regions of Russia: Krasnodar,
Stavropol, Astrakhan, and Volgograd regions, as well as in the regions of the Far Eastern Federal
District with a fairly high level of solar radiation and a high percentage of decentralized heat supply.
They are the Republic of Buryatia, Khabarovsk, and Primorsky regions. In the Krasnodar Territory,
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as a region with a highly developed tourist infrastructure, more than half of all solar collectors are
installed for the hot water supply of hotels and other tourist facilities. In Buryatia, most solar collectors
are involved in industry. In the boiler house in the city of Narimanov (Astrakhan Region) the largest
solar collector in Russia, with an area of 4400 m2 and manufactured by Buderus (Germany), is used for
hot water supply.
A significant obstacle to the wider distribution of solar collectors in Russia is the low awareness of
the population about the capabilities of this technology, as well as the lack of service companies that
provide turnkey solar collector installation services [30].
4. Results
4.1. Assessment of the Economic Efficiency of Industrial Solar Collectors in Russia
The economic efficiency of industrial solar collectors, as well as other solar energy conversion
devices, primarily depends on the level of solar insolation (irradiation), which determines their
performance (specific solar yield, kWh/m2-a). Other significant factors are the initial cost of the collector
itself, the costs of its installation and maintenance, and the life cycle of the solar collector. All these
factors, as well as the discount coefficient, are taken into account in the indicator levelized cost of
energy, which is the most common in a comparative assessment of the economic efficiency of various
energy technologies. In other words, it reflects the average cost of a unit of energy produced using the
specific generating device for the entire period of operation of the equipment [21,22]. Despite some
criticism [31], this metric is currently the most widely used in the literature [22,32,33].
According to IEA SHC Task49/IV SHIP experts, the LCOE value for large-scale solar collectors
used for the hot water supply of residential houses ranges from 2 euro cents (in 2016 prices) per kWh of
thermal energy in India to 14 euro cents in Austria, Denmark, Canada, and France [15]. This significant
difference is determined mainly by the cost of labor in these countries. Assuming that the cost of the
installed industrial solar collector, similar in quality and performance, is approximately equal to the
cost of the collector used for hot water supply (from 200 to 1160 euros per m2), and the temperature of
water heating in them is comparable to the temperature necessary to provide heat for low-temperature
industrial processes, we can estimate expected the LCOE for industrial collectors in Russia. To this
end, we will construct a model of paired linear regression based on the performance of large-scale
solar collectors used to heat water at a certain level of solar radiation, given in the source [15] for 62
capitals of the world. We consider the level of solar insolation (X) as a factor, and as the dependent
variable (Y) we take the performance of the average large-scale solar collector with a horizontal panel
for hot water supply. Using the least-squares method implemented in STATISTICA 10.1, we obtain the
model, presented in Table 4.
Table 4. Dependence of performance (specific solar yield, kWh/m2-a) of the average large-scale flat
plate solar collector on horizontal irradiation.
Parameters of Linear Regression Model Value




***—1% significance level, **—5% significance level.
Given the high statistical quality of the constructed model, it can be used to predict the expected
performance of the solar collector anywhere in the world. So, for example, for the level of solar
insolation in Sochi (average annual horizontal irradiation of 1365.1 kWh/m2), we obtain the expected
productivity of the solar collector 573.24 (kWh/m2). Substituting the predicted estimates of collector
productivity in the model (Table 4, Figure 11), and using the lower estimates for the volume of initial
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specific investments in the purchase and installation of equipment from the source [15], we obtain
LCOE estimates for the cost of energy produced using industrial solar collectors in the region of Sochi,
in the range of 0.052–0.09 euros per 1 kWh or 3.8–6.6 rubles/kWh (when converting euros to rubles at
the rate of 1 euro = 73 rubles).
 
Figure 11. Linear regression model.
The use of lower estimates of specific investments is because the cost of labor in Russia is much
lower than in developed European countries. If, as estimates of specific investments we take the values
of these indicators as equal to France, Canada, or Denmark (as the highest), then the LCOE will range
from 5.4 to 8.03 rubles/kWh.
Both the upper and lower estimates of the cost of thermal energy produced by solar collectors
are higher than when using traditional hydrocarbon technologies for thermal energy production in
the chosen region [34]. In the district heating zone, the tariff for thermal energy at the beginning of
2020 was only 1.5–2 rubles/kWh. However, with the rise in price of hydrocarbon sources and the
introduction of taxes on greenhouse gas emissions (which is currently being discussed in the world
expert community as a necessary measure to achieve the goals of the Paris Climate Agreement) [35–38],
the commercial attractiveness of new technologies can significantly increase in those regions of Russia,
where the average annual level of solar insolation is relatively high, and the need to provide energy
for low-temperature industrial processes is quite large. Also, the economic feasibility of using solar
collectors increases significantly if it is impossible to connect to centralized heating grids, as well as in
the case of the seasonal load of industrial facilities (for example, in enterprises for the production of
canned vegetables, sugar beet processing, etc.) One of these regions, where the development potential
of industrial solar collector technology is large enough, is the Krasnodar Region.
4.2. Assessment of Energy-Saving Potential in the Industry of Southern Russia (for Example, the Krasnodar
Region)
The southern regions of Russia not only have suitable natural and climatic conditions for the
efficient use of solar collectors in various types of economic activities but are also regions with
developed industrial sectors in which low-temperature production processes predominate. Therefore,
for example, in the structure of thermal energy consumption in the industry of the Krasnodar Territory
during 2010–2015 (Figure 12) the production of food, including drinks and tobacco, steadily occupies
the fifth position, following only the chemical and metallurgical industries, the production of electricity,
steam, and water, as well as the production of petroleum products [18].
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%
metallurgical production and production of finished metal products
chemical production
production, transmission and distribution of electricity, gas, steam and hot water
petroleum production
food production (including beverages and tobacco)
pulp and paper production; publishing and printing
Figure 12. Industries in the Krasnodar Region leading in the consumption of thermal energy. Source:
Statistical Digest Industrial “Production in Russia—2016”, Part 5.4 “Consumption of certain types of
fuel and energy resources by type of economic activity” https://gks.ru/bgd/regl/b16_48/Main.htm [18].
Note that at least two more of the above leading industries are also potential applications of solar
collectors (chemical and petrochemical production).
However, even if we evaluate the energy-saving potential when introducing solar collectors only
for food industry enterprises, we get an approximate estimate of 2,612,000 Gcal per year (detailed
calculations are given in Table 5).
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Sugar form sugar beet 1376.3 1505.2 2,071,606,760
Bread and Bakery 285.7 303.4 86,681,380
Milk 250 309.5 77,375,000
Cheese and cheese Products 752 65 48,880,000
Vegetable oil 348 512 178,176,000
Butter 1365.6 10.1 13,792,560
Alcohol 1539.4 17,870.5 27,509,847.7
Beer 2156.9 20,200 43,569,380
Meat 155.7 76.6 11,926,620
Meat products 351.9 65.2 22,943,880
Compound feed 30.3 975.7 29,563,710
Total 2,612,025,138
1 According to the Federal State Statistics Service http://www.gks.ru/wps/wcm/connect/rosstat_main/rosstat/ru/
statistics/economydevelopment/#.
At the current moment, the production of thermal energy in the region is ensured by the operation
of four thermal power plants and 2848 boiler houses. In 2017 5,316,500 Gcal of thermal energy were
produced by power plants and 10,394,200 Gcal were produced by boiler houses, from which 76% use
natural gas as a primary fuel [39]. The average capacity factor of boiler houses in the region is 68%. The
average level of boiler house wear is 70%, and in some municipalities it reaches more than 80%. The
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vast majority of boiler houses (boiler room equipment) and heating grids were built more than 20–25
years ago, which means not only a low level of their technical condition but also high backwardness of
existing capacities from modern analogues designed for the production and transmission of thermal
energy [40,41]. The technical backwardness of the regional heat supply system has a significant impact
on the energy intensity of the economy. The energy intensity of the Krasnodar Territory is 1.5 times
higher than the global average and 2-2.5 times higher than in developed countries. Maintaining high
energy intensity indicators compared with the world average is a limiting factor for the economic
growth [41].
Considering that the total volume of thermal energy produced in the region in recent years is about
average 15,711,700 Gcal, the introduction industrial solar collectors only in food industry enterprises
can bring energy saving up to 16–17% of the total amount of thermal energy produced in the region
annually and have a positive impact on improving the energy efficiency of the region’s economy.
Another positive effect for the economy of the region may be the creation of new jobs in the
industry of manufacturing and maintenance of solar collectors. Given the estimates of the average
productivity of solar collectors in the region obtained in the previous paragraph (573.24 kWh/m2), it
is possible to calculate the area of solar collectors needed to convert the industrial processes listed
in Table 5 to solar energy. According to our calculations, the required number of solar collectors is
estimated at 5,300,000 m2. The study [23] claims that in countries with low labor costs and advanced
automated production of solar collectors, on average systems with a total of 87 m2 solar collector area
have to be installed per full-time job. With this assumption, we can estimate that the potential for
creating new jobs in production, installation, and maintenance of solar thermal systems is around
61,000.
5. Discussion and Policy Applications
As our analysis demonstrated, the market for industrial solar collectors is a rapidly growing
segment of the global market for renewable energy technologies, which is currently developing
with minimal government support measures, mainly due to market mechanisms. This indicates
the commercial attractiveness of the technology, especially in countries with a high level of solar
insolation and well-developed industries characterized by seasonality and a significant proportion of
low-temperature processes.
For the southern regions of Russia, the use of industrial solar collectors can be considered a
commercially viable alternative to the construction of new boiler houses and heating grids in the case of
the creation of new enterprises for processing agricultural products in areas where there are no central
heating systems and poorly developed heating grids. Also, the installation of solar collectors can be
considered an investment-attractive option for the modernization of worn-out and outdated equipment
of traditional boiler houses of industrial enterprises, which allows partially replacing hydrocarbon
sources. In both cases, the development of industrial solar collectors will help to reduce the energy
and carbon intensity of the Russian economy [42,43] and increase the share of renewable energy in the
country’s energy balance. This will help the country to fulfill its obligations under the Paris Climate
Agreement [35,44].
It is also crucial that the use of solar collectors instead of hydrocarbon alternatives for the heat
supply of industrial processes has a positive impact on the environment not only at the stage of direct
operation of the solar collector but throughout the entire life cycle, including the stages of extraction
and processing of raw materials for production of solar collectors, the stage of their production, the
stages of transportation and installation, as well as disposal after use [45]. Thus, the use of solar
collectors not only helps to approach the achievement of the goals of decarbonization of the economy,
but also is fully integrated into the concept of transition to a circular economy.
Nevertheless, despite the relatively high level of commercial attractiveness and environmental
efficiency, the development of solar collectors in Russia, in our opinion, needs certain measures of
state support. Given the fact that the general concept of government incentives for development of
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renewable energy in Russia is aimed primarily at developing national production of equipment for
renewable energy sources [46], it is advisable to direct measures of state support for the development
of solar collectors not only to create effective demand (for example, through the system of purchase
and installation subsidies for the solar collector), but, first of all, aiming to support existing Russian
manufacturers of solar collectors with their technologies and competencies in this field. The creation
and expansion of effective demand for solar collectors through customer subsidies can lead to
the occupation of the domestic market with products of world leaders that can compete in price
due to large-scale production [47]. Based on international practices, several types of government
incentives can be proposed: (i) the government co-financing of demonstration projects of Russian
manufacturers; (ii) the introduction of property tax benefits for enterprises using solar collectors
in industrial processes; and (iii) the introduction of accelerated depreciation on solar collectors for
industrial enterprises [48,49]. Also, the Russian practice of stimulating innovative production is rich in
positive examples of the development of new enterprises through obtaining the status of a resident of
the Skolkovo innovation cluster.
An analysis of the official websites of leading Russian manufacturers of solar collectors (JSC VPK
NPO Mashinostroeniya (Moscow), LLC Novy Pole (Moscow), LLC Altenergiya (Krasnodar Region),
ANDI Group (Moscow), GreenSun Technologies (Vladivostok)) shows that all of them ( except the
Novy Pole company, which has created its own brand and a whole line of products) need serious
adjustments to their marketing strategy, development of after-sales services, and diversification of
product sales channels. Given this situation, the co-financing of demonstration projects can be proposed
as the most likely effective form of state support.
6. Conclusions
In our study, we investigated the prospects for the development of solar collectors in the industry
of the southern regions of Russia. As a basis for calculating the demand for industrial solar collectors,
we considered the structure of heat supplies and the industrial production of a specific territory. It
was shown using the example of the Krasnodar Region that the potential for energy savings in the
region’s industry due to the introduction of solar collectors is at least 16–17% of the total volume
of thermal energy produced. Converting such a volume of thermal generation to solar energy will
require the installation of 5,300,000 m2 of solar collectors, which will create more than 60,000 new jobs
in the region.
The economic efficiency of solar collectors is still insufficient to compete with conventional
boiler houses operating on cheap hydrocarbon fuels (expected average LCOE 3.8–6.6 rubles/kWh
comparing current tariffs 1.5–2 rubles/kWh in a district heating area). However, the installation of
solar collectors may well be considered as an investment-attractive option for the modernization of
worn-out and outdated equipment of traditional boiler houses of industrial enterprises, which allows
partially replacing hydrocarbon sources and lowering the carbon intensity of the Russian economy.
As a measure of state incentives for the development of industrial solar collectors in Russia, we offer
state co-financing of demonstration projects of Russian manufacturers. This will increase the level
of awareness of the population and businesses about the capabilities of this technology, as well as
increase the technical competencies and innovation potential of companies involved in the production
and installation of solar collectors.
The results of our study can be useful in developing and improving federal and regional programs
for the development of renewable energy in Russia and improving the energy efficiency of the Russian
economy, as well as the industrial policy of the Russian Federation. They allow policymakers to more
clearly classify the industrial enterprises that are most suitable for the introduction of solar collectors
and to introduce more effective incentives for the development of this type of renewable energy. Also,
these results can be used to calculate the required size of subsidies (or carbon taxes) which allow
balancing the economic efficiency of solar collectors with the current hydrocarbon thermal generation
technologies in the region.
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The results of our study may be applicable outside of Russia. The proposed "demand-side"
approach and algorithm for developing a regional strategy for increasing energy efficiency and the
reduction of carbon intensity in the industrial sector can be used in other countries and regions.
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Abstract: Italy, Greece, and, to a lesser degree, Bulgaria have experienced fast growth in their
renewable generation capacity (RESc) over the last several years. The consequences of this fact include
a decrease in spot wholesale prices in electricity markets and a significant effect on cross border
trading (CBT) among neighboring interconnected countries. In this work, we empirically analyzed
historical data on fundamental market variables (i.e., spot prices, load, RES generation) as well as
CBT data (imports, exports, commercial schedules, net transfer capacities, etc.) on the Greek, Italian,
and Bulgarian electricity markets by applying the Granger causality connectivity analysis (GCCA)
approach. The aim of this analysis was to detect all possible interactions among the abovementioned
variables, focusing in particular on the effects of growing shares of RES generation on the commercial
electricity trading among the abovementioned countries for the period 2015–2018. The key findings
of this paper are summarized as the following: The RES generation in Italy, for the period examined,
drives the spot prices in Greece via commercial schedules. In addition, on average, spot price
fluctuations do not affect the commercial schedules of energy trading between Greece and Bulgaria.
Keywords: cross border trading; Granger causality; electricity trading; spot prices
1. Introduction
Over the several past years, European electricity markets have gone through a process of significant
developmental changes which contributed to the further liberalization of the energy sector. In addition
to this, European countries are committed to reach specific targets for 2030 and 2050 regarding the
percentage of renewable energy sources (RES) participation in the energy generation mix, alongside
the targets set by the European Green Deal [1]. Variable energy sources (VRES), especially solar and
wind, cannot produce constant power since they are highly correlated with weather conditions.
European electricity markets are becoming increasingly integrated under the target of a single
European electricity market. Greece has not yet market-coupled with any of the interconnected
countries, but it is expected to do so under the “European Target Model” (ETM) mechanism by June
2020. The traded energy volume appears to have a severe degree of seasonality with human activities
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slowing down towards summer and then increasing again, based on European electricity market
reports [2]. In general, energy trading follows demand. The implemented policies led the traded energy
volume within European countries to reach the 33% of the total consumption in the first quarter of
2019 which indicates a 4% increase compared to the corresponding period of the previous year [3].
Nevertheless, in the second quarter of 2019, a reduction of 14% compared to the same period of the
previous year in trading volume appeared [4]. The aforementioned policy of increasing the number of
market-coupled countries within Europe and hence enforcing the pan-European energy market was
initially designed in order to achieve energy price convergence and thus ensuring the highest level of
safety and security of supply [5].
On the other hand, European countries following the 2030 climate and energy framework have
pledged to reduce the use of fossil fuels and increase RES to improve their share in the energy
generation mix [6]. This has led to a remarkable increase of RES, particularly solar and wind power.
The European Union has committed to obtaining 20% of the consumed energy until 2020 from RES
with this percentage increasing to the 32% in 2030 [7]. These targets will be revaluated for an upward
revision in 2023 [6]. By 2017, the respective percentage was 17.5% with some countries having already
achieved their individual targets [8].
The increased share of RES has a direct effect on spot prices since, as investigated, it is highly
correlated with solar and wind intermittent availability. In general, deployment of renewable (mainly
wind and solar) generation capacity affects the dynamics of electricity spot prices in a negative way,
while the opposite happens with its volatility [9–11]. This should be anticipated since RES are more
efficient than conventional generators in terms of marginal cost, but on the other hand, they cannot
guarantee a constant and secure supply, since they are highly dependent on exogenous parameters.
This combination of uncertainty and lower spot prices discourage stakeholders from investing
in new capacities, either from renewables or conventional sources. However, market designs can, to
some extent, smoothen the volatility of electricity prices and enhance investments [12].
In this paper, we studied the abovementioned issues by considering the interconnection of Greece
with Bulgaria and Italy and the effect of one country’s intermittent generation to the other’s market
clearing price and, more importantly, on their cross border trading (CBT). In addition to this, we tried
to leverage the available data and detect any hidden (causal as we will mention in the results section)
connections among CBT fundamentals. All the examined countries invest in VRES deployment while
taking advantage of the interconnection. The level of the system marginal price (SMP) in Greece, which
is consistently one of the highest in Europe, discourages new investments in energy capacity. However,
the interest is high, since the Greek energy market has room for improvement, especially under the
implementation of the ETM. Therefore, we believe that our work will highlight the effect of RES growth
in these countries and how this contributes to the changes in Greek SMP and commercial schedules.
Currently, Greece has active electricity interconnections with Turkey, Albania, North Macedonia,
Bulgaria, and Italy with the latter being the most active regarding total exchanges. In 2017, 22.72%
of energy imports in Greece were from Italy, while the respective percentage of energy exports was
26.82% of the total. The total imports in Greece for 2018 were 11,223.913 MWh, and exports were
4983.061 MWh [11].
However, it should be mentioned that the above countries are connected to each other via physical
interconnection and not by market coupling, hence comparison with other studies that investigate
countries that are connected via market coupling might lack common ground. However, misfunctions
of simple interconnection compared to market coupling can be detected.
The rest of this paper is organized as follows: A thorough literature review is presented in Section 2.
Previous works on CBT using multiple models are illustrated in this section. In addition to this, detailed
information on the methodology is provided. Section 3 briefly presents the market structure of the
examined countries and the interconnection between policy and procedure. Sections 4 and 5 illustrate
the data (time series) we used for the completion of the current work on the preprocessing procedure,
their summary statistics, and the correlations among them. The Granger causality connectivity analysis
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is briefly presented in Section 6. The methodology and the results exploitation as well as the data
preprocessing and the model’s validation are shown in this section. Finally, the outcomes of the
simulations along with a discussion are provided in Sections 7 and 8, respectively.
2. Literature Review
Various studies have been conducted examining how the increasing penetration of renewables
combined with interconnections among neighboring countries affect the dynamics of electricity spot
prices domestically and cross border as well as their inter-trading commercial schedules. Since
Germany is the leading country in Europe implementing renewable generation in its energy mix and
one of the countries with the most cross border interconnections (CBI), it has been the center of research
by the scientific community [10,13,14].
The first layer of the investigation consists of the consequences the increasing RES capacity has on
the domestic SMP. Ketterer (2014) [13] used daily data on a GARCH model to examine the effect of
domestic wind electricity generation on the volatility of electricity price. Specifically, the study showed
that increasing wind generation reduces the price levels while at the same time increases its volatility.
In addition to the previous study, Wozabal et al. (2014) [10] using hourly data and ordinary least
squares regression (OLS) showed that Intermittent Energy Sources (IES)affects SMP in a complex way.
For a small to moderate quantity of IES, the price variance tends to decrease, while large quantities
of IES have the opposite effect. Furthermore, in their study they highlighted some policy measures
that might support variance absorbing technologies. Grid interconnections were one of the suggested
measures, in the sense that they might operate as a means of ensuring the development of sufficient
capacities over time.
Extensive investigation has been conducted regarding the Germany–France interconnection.
German intermittent electricity generation has been proven to affect the dynamics of French spot
prices. Specifically, increasing German renewable generation leads to a decrease in the level of French
spot prices but has a positive effect on its volatility [12]. A step forward has been made by Haximusa
(2018) [14], who showed that wind and solar generation in Germany have an ambiguous effect on
the volatility of French spot prices. He considered three levels of French demand (i.e., low, medium,
and high) and applied a GARCH analysis to show the effects on the spot price regarding the different
demand levels. He proved that during medium and high French demands, importing energy from
Germany decreases the spot price volatility, while the opposite happens when the demand is low.
Another example of strong interconnection coupled with increasing competition is the Nordic
electricity market. Bask et al. (2008) [15] applied a stochastic model to generate electricity prices at
Nord Pool and then used a GARCH analysis to show that prices became less sensitive to external
shocks while the Nordic power market was being expanded and the degree of competition was
being increased.
Denny et al. (2010) [16] investigated how the increasing penetration of wind generation affects the
spot price dynamics of countries coupled to the UK and Ireland. The results indicate that increasing
interconnections will reduce the level as well as the volatility of spot prices in both countries.
A paper that is very related to our work here, as far as its main topic is concerned, is the work
of Zugno et al. 2013 [17], dealing with the influence of wind power generation on European cross
border power flows. Wind power generation and spot price have been found to have a non-linear
effect on cross border power exchange across Europe. Using Principal Component (PC) analysis
(to reduce the problem’s dimensionality), cross border power exchange hourly data were used as
dependent variables in local polynomial regression using the PC (extracted from the matrix of cross
border flow variables) as exogenous factors. The main findings in this work were that an increase in
forecasted wind power generation causes a fall in the German import of power (or rise in the export),
while rising spot prices show the opposite direction. Another very significant finding was that, from
a global perspective, variations in wind power generation in Germany had significant effects on power
flows in Europe. More specifically, import and export patterns were largely altered and loop flows
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were originated. The abovementioned paper was a data-driven research study made possible due to
the availability of data on wind power generation, consumption, and power flows provided by the
European Network of Transmission System Operators for Electricity (ENTSO-E). In general, the higher
the wind power penetration in Germany, the more this country exports to its direct neighbors to the
South. Also, it appears that there is a loop flow in the power transit from Germany to Switzerland via
Austria, since the flow from Austria to Switzerland is positively correlated with German wind power
generation. In our work, presented in this paper, we tried to detect similar interactions using, however,
Granger causality analysis, on the CBT between Italy–Greece–Bulgaria.
In the present work, we have applied Granger causality (GC) on hourly data extracted by ENTSO-E
database for four years (2015–2018). To the best of our knowledge, the cross-border electricity exchange
among the abovementioned countries has not yet been investigated and, hence, our work appears to
provide a valuable contribution to the scientific community. Another aspect of our work is that we
examined how a country’s spot price (e.g., Greece) and commercial (trading) schedule was affected by
VRES generation in a neighboring country (e.g., Italy) without the existence of a market coupling policy.
Granger causality, an established time series technique, was used to analyze the interactions
(“cause and effects”) of a representative sample of 13 European electricity spot prices for the period
2007–2012 [18]. The study applied GC via network theory and provided inferences regarding the
European electricity network’s state and dynamic evolution over time, therefore assessing spot price
convergence and “quality” of market coupling. The causal interactions among European electricity
spot prices were modeled as a connectivity network on which the spot prices constituted the nodes
of the network, while the links corresponded to the significant influences among relative pair-wise
price changes.
One of the early applications of causal flow modeling in electricity markets is the work by
Park et al. (2006) [19], in which the authors used advanced techniques in causal analysis (vector
autoregressive (VAR), vector error correction model (VECM), and directed acyclic graphs (DAGs)) to find
the dynamic relationships between electricity spot prices and the prices of major electricity-generation
fuel sources (i.e., oil, gas, and coal prices) in US electricity spot markets.
A multivariate version of GC was used in a paper by Narayan et al. (2009) [20] to examine the
causal relationships between electricity consumption, exports and gross domestic product for a panel
of Middle Eastern countries.
In their causal modeling and inference for electricity markets, Ferkingstad et al. (2011) [21] used
a combination of VAR, VECM, and a linear non-Gaussian acyclic model (LiNGAM) which they call
time-lagged causal flow, a concept very close to the GC. They applied their hybrid model to weekly
Nordic and German electricity prices, using oil, gas, and coal prices with German wind power and
Nordic water reservoir levels as exogenous. They showed that, in contemporaneous time, Nordic and
German spot prices were interlinked through gas prices.
A combination of out-of-sample Granger causality tests and DAGs were also used by Yang and
Zhao (2014) [22] to investigate the temporal linkages among economic growth, energy consumption,
and carbon emissions in India.
The methodology applied in this work, referred onwards as Granger causality connectivity
analysis (GCCA), is based on modern network theory, an efficient approach to characterizing connecting
systems [23]. Our purpose was to study the dynamic evolution of the network and the nodes which
included the following criteria of three countries: the spot prices; imports–exports, the demand (load),
the VRES generation; and the commercial schedules of CBT. This study will inform how the spot prices
of the above countries are influenced by their own interactions as well as by the interactions of the
other variables. Based on the results of this study, we will be able to draw conclusions regarding the
cross-border trading development of this “peripheral” sub-system of the European electricity system.
The identification of directed operation connectivity among the components of a system is
a challenging work. The GCCA is a powerful tool in detecting such connectivities in complex systems
such as an electricity market. Granger Causality is a way to investigate “causality” between two
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variables, a probabilistic account of causality, and a concept closely related to the idea of cause and
effect but not the same. GC allows one to know which particular variable comes before another in
a time series but does not describe a causal link in the true sense. In Econometrics, “cause” is actually
realized as “Granger cause”.
The most recent approach to complex systems is the contemporary network theory, originating
from the small world theory of Watt and Strogatz (1988) [24], as well as its scale-free “version” of
Barabasi and Albert (1999) [25]. Recently, a large number of papers has focused on various applications
of complex networks [26]. We applied this fascinating approach to the CBET among three neighboring
countries to extract valuable information regarding their interactions. The results are expected to be
useful in policy design among other areas. All calculations in this paper were based on the theoretical
approach to GCCA presented in the work of Seth (2008, 2010 2014) [27–29] and implemented by using
his toolbox run on MATLAB (ver.2019a, The MathWorks Inc., Natick, MA, USA).
A review paper presenting the application of GC in energy economics research is given by Narayan
and Sangth (2014) [20]. The examination of causal relationships between the electricity consumption and
economic growth using linear and non-linear GC tests in the case of Turkey is presented in the paper by
Nazlioglou et al. (2014) [30]. The tests reveal a bi-directional GC in both the short and long run between
the electricity consumption and economic growth in Turkey. The relationship between economic
output and energy use is also the focus of a work by Brun et al. (2014) [31]. Woo et al. (2006) [32]
applied a Granger instantaneous causality test in order to examine the potential causal relationships
between wholesale electricity and natural gas prices in California, revealing bi-directional relationships
between these two markets [32]. An in-depth analysis of the causal relationships in oil markets globally
is given in a thesis work by Antoniadou (2015) [33]. In this work, the GC and the Toda–Yamamoto
approaches were applied, revealing that the causality between crude oil prices and natural gas prices
is not bi-directional, since only crude oil prices Granger causes natural gas prices. The relationship
between investor attention and crude oil prices is examined by the paper of Li et al. (2019) [34]. Using
the Google search volume index (GSVI) that “captures” investor attention, the author used linear and
non-linear GC tests. The results show that a bi-directional GC exists only between WTI future crude oil
returns and investor attention.
The latent volatility GC for four renewables energy exchanged traded funds (ETFs) and crude oil
ETF (USO) were examined in a work by Chang et al. [35]. The empirical results showed that there
are significant positive latent volatility GC relationships between solar, wind, nuclear, and crude oil
ETFs as well as significant volatility spillovers shocks for renewable energy ETFs. Using a GC in
quantiles analysis (evaluating causal relations in each quantile of the distribution), they succeeded in
discriminating between causality affecting the median and the tails of the conditional distribution and
provided evidence for the existence of a bi-directional causality between changes in RES consumption
and economic growth using RES consumption, oil prices, and economic activity data in the US (July
1989 to July 2016).
The GC test was also used in analyzing spillover effect of oil and natural gas prices between
emerging and developed countries in a paper by Zhong et al. (2019) [36]. The main findings were that
oil and natural gas markets have significant GC and that emerging markets have a strong impact on
many developed markets regarding returns and volatility spillover systems.
A combination of GC test and the (recently developed) cross-quantilogram was used on crude oil,
natural gas, heating oil, electricity, and gasoline market data to evaluate their directional predictability
in a work by Scarcioffolo et al. (2019) [37]. They found no strong evidence to support the decoupling
between crude oil and natural gas markets. Natural gas and heating oil were found to be strongly
linked across all quantiles.
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3. Wholesale Electricity Markets: The Case of Greek, Italian, Iberian, French,
and Bulgarian Markets
3.1. The Greek Market
Greece’s liberalized electricity market was established according to European Directive 96/92/EC.
The Greek Wholesale Electricity Market (GEM) currently operates as a day ahead mandatory pool
which is based on an optimization algorithm for both energy and ancillary services [38] taking into
account the following:
• Predictions of demand (on different time scales);
• Offers from generators and bids from suppliers;
• Units’ availability and technical constraints (min, max, ramp up, ramp down);
• Must-run production (e.g., hydro power plants);
• Commercial schedules of the interconnections.
Greek Wholesale Energy Market GEM is in a transitional period towards its final design, namely,
ETM where both an intra-day market and a balancing market are expected to operate in order to
enhance GEM’s liquidity and efficiency. More specifically, the new regulatory framework for the
ETM makes provisions for a day-ahead and intra-day market managed by Hellenic Energy Exchange
S.A. (Athens, Greece) and a balancing market managed by Greece’s Transmission System Operator
(IPTO) (Athens, Greece). The new day-ahead market will be a semi-compulsory market, where orders
should cover the availability and should be compatible with Price Coupling of Regions algorithm
(PCR EUPHEMIA) standards, and the biddings will be on a physical asset basis except RES which could
be on a portfolio basis. There are also provisions for exchange-based futures and over-the-counter
(OTC) contract limits on the volumes.
3.2. The Italian Market
In Italy, Gestore del Mercato Elettrico (GME) is responsible for the operation of the power market
as well as gas and environmental ones. Gestore del Mercato Elettrico runs under the framework of the
Italian Regulatory Authority (ARERA) which sets the rules and activities of the abovementioned sectors.
The Italian Wholesale Electricity Market essentially runs on the Italian Power Exchange (IPEX), where
producers and suppliers trade blocks of energy. More specifically, GME operates a day-ahead market
(MGP) based on auctions, an intra-day auction market (MI), a forward market (MTE), and a market
(MPEG) for continuous trading of energy daily products. Moreover, it operates on behalf of TERNA
which is the Italian Transmission System Operator the Ancillary Services Market (MSD) while at the
same time issues the OTC transactions (PCE).
Italy is divided into six zonal markets based on geographical criteria. These are Northern
Italy (NORD), Central Northern Italy (CNOR), Central Southern Italy (CSUD), Southern Italy (SUD),
the Sicily (SICI), and Sardinia (SARD). Greece is connected to SUD, which is the South part of the
Italian electricity system. The zonal price, in the case of no congestion, is unique and is the interception
of the aggregated demand and supply curves which are calculated after an algorithmic procedure.
In the case of congestion, the market is split into the four aforementioned regions, and the system
calculates different price equilibriums. The national unique price (PUN), which is the consumer price,
is the weighted average of the individual zonal prices [38].
3.3. The Iberian and French Electricity Markets
Italy has already established a market coupling relationship with France and hence with the
Iberian wholesale electricity market. The Iberian wholesale electricity market MIBEL, is a joint
wholesale electricity market which comprises Spain and Portugal [39]. OMI-Polo Español S.A. (OMIE)
belongs to the Iberian Market Operator business group, and it is subject to the rules and regulatory
framework governing Spain’s electricity sector [40]. The Iberian Wholesale Electricity Market is
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composed of an intra-day market and a day-ahead market producing a common spot price for both
Spain and Portugal, unless there is a violation in the interconnection capacity between them; in such
a case, a market splitting mechanism is activated which results in different prices for both countries.
The Spanish Transmission System Operator (REE) and the Portuguese one (REN) are responsible for
the technical implementation of the daily schedules. Following the gate closure, six intra-day market
sessions are held four hours ahead of the physical delivery [41].
The French wholesale electricity market plays a key role in the French power system by allowing
the balance between supply and demand. Most of the electricity (95%) injected into the French power
system comes from nuclear and other sources (hydro, gas, coal, renewable energy sources) with a small
percentage (5%) covered from imports [42]. Electricity products of the French Wholesale Electricity
Market are traded on power exchanges or over the counter (OTC) via brokers or through bilateral
agreements between the involved parties. The spot products are daily (day-ahead) or weekend
products delivered at base load hours or during peak hours (from 8 a.m. to 8 p.m. for the working
days) [43]. The abovementioned products are available on an hour or half-hour basis or as complex
blocks covering several hours. The spot price of the French Wholesale Electricity Market is the price of
the day-ahead market which is run on the European Power Exchange (EPEX SPOT) [44].
France is connected to the Central European System through its six interconnection lines to
England, Belgium, Germany, Switzerland, Italy, and Spain. Currently the interconnection capacity
between Spain and France is approximately 5% of its installed capacity which is far below the EU
targets for interconnections; this limit has been set at 15% for 2030 at the EU level [45]. At the
moment, the planned interconnections between France and Spain through the Gulf of Bizkaia is under
consultation; this project has been characterized as a project of common interest with an interconnection
capacity of 5000 MW. The latter is expected to be in operation between 2024–2025 [46,47].
3.4. The Bulgarian Market
The Bulgarian electricity market operates under the command of the Independent Bulgarian
Energy Exchange (IBEX) which was established in 2014 as a 100% subsidiary of Bulgarian Energy
Holding and is among the last countries introducing such an exchange market. A major change that
was introduced by IBEX was the establishment of an organized day-ahead market, in 2016, to replace
the pre-existing model.
Currently, IBEX operates three trading platforms: a day-ahead market, and intra-day market,
and a centralized market for bilateral contracts; it is mandatory for generators with an installed capacity
of 1 MW or more to sell their electricity through IBEX.
The electricity market consists of two segments.
• Regulated Market
Prices are set by the regulator (Energy and Water Regulatory Commission) and consumers are
supplied based on territory. This segment includes households and small businesses connected to the
low voltage distribution network.
• Free (Liberalized) Market
Electricity is freely negotiated and bought by suppliers and consumers directly from the electricity
generators or via IBEX. According to the last amendment (May 2019), all RES and co-generation power
plants with an installed capacity of 1 MW or more have the obligation to sell their electricity only via
the power exchange.
3.5. Markets Comparison
One of the outmost criteria to measure a market’s concentration and hence define its
competitiveness is the Herfindahl–Hirschman index (HHI). Even though in various cases it fails
to consider the complexities of various markets, it remains a reliable index. Specifically, regarding the
EU energy markets, the European Commission has set the limits for the HHI as shown in Table 1 [46].
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Table 1. Herfindahl–Hirschman index (HHI) in the power generation ‘’market” of the analyzed
electricity markets for 2015-2018 as depicted in the national reports of regulators sent to the European
Commission (EC).
Year HHI (Greek Market) HHI (Italian Market) HHI (Bulgarian Market)
2015 6804 (vhc *) 882 (d *)
2016 6423 (vhc *) 881 (d *)
2017 6357 (vhc *) 755 (d *)
2018 5627 (vhc *) 730 (d *) >4700 (hc *)
Mean (2015–2018) 6302 (vhc *) 812 (d *) >4700 (hc *)
* Legend (according to the European Commission 2014 [46]): vhc = very high concentration (HHI > 5000),
hc = high concentration (1800 < HHI < 5000), mc=moderate concentration (1000<HHI< 1800), d=deconcentration
(HHI < 1000).
Figure 1 illustrates the energy generation mix in 2018 for the examined countries.
Figure 1. Energy generation mix for Greece, Italy, and Bulgaria (left to right) for 2018 [47–49] (outcome
of IPTO’s elaboration).
From the energy generation mix above, we can observe that Bulgaria was primarily dependent on
nuclear power (36%) as a source of energy, which does not appear in either the Greek generation mix
nor in the Italian, and on lignite (40%). On the other hand, Italy devoted 45% of its generation mix to
natural gas, and the corresponding amounts for Greece and Bulgaria were 28% and 4%, respectively.
The common element that is being illustrated is the share of hydro in the examined countries’
energy mix. Specifically, hydro in Greece accounts for 18%, in Italy for 17%, and Bulgaria for 13% of
the total energy generation. Finally, Greece appears to have the highest percentage of RES generation
in the energy mix (31%), followed by Italy (23%) and Bulgaria (6%).
3.6. Cross Border Trade in Electricity
The future “architecture” of the European CBT will be based on capacity allocation and congestion
management (CACM). According to CACM, all TSOs are required to develop deliverables towards
implementing the markets coupling, the so-called single intra-day (SIDC) and single day-ahead
coupling (SDAC) [50]. The regulation also outlines the methods for calculating how much capacity
the participants in the market can use on cross border lines without putting the system at risk.
Also, the document harmonizes cross border market operations in Europe in order to enhance the
competition and the integration of renewables.
The SIDC creates a single EU cross-zonal intra-day electricity market, in which buyers and sellers
of energy cooperate to trade electricity continuously on the day the energy is needed. The SIDC
enhances the efficiency of intra-day trading across Europe by competition promotion, liquidity increase
(facilitating the mechanism of buying and selling without affecting the price), making the sharing of
energy generation resources easier [51].
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The SIDC is implemented in three phases or waves. In the first wave, 14 countries went live in
June 2018, in the second wave 7 countries, including Bulgaria, went live in November 2019. Italy and
Greece will be included in the third wave, foreseen for Quarter 4 of 2020 [52].
The SDAC is the pan-European single day-ahead coupling serving 27 countries (at the time of the
writing of this paper). Under this agreement, 33 TSOs and 16 nominated market electricity operators
(NEMOs) will cooperate. The SDAC uses (PCR EUPHEMIA), that calculates, across Europe, electricity
spot prices and does not allocate implicitly the auction-based cross border capacity [53]. According
to the Agency for the Cooperation of Energy Regulators (ACER), SDAC has improved the level of
efficiency regarding the usage of the interconnections from 60% in 2010 to 87% in 2018 [54].
On the 1st of October 2018 (first delivery date of the projects related to SDAC), the Germany–Austria
bidding zone split was successfully implemented. In South East Europe (SEE), the target times for the
bidding zone borders adhering to CACM are as follows [52]:
• Bulgaria–Greece: to be defined;
• Greece–Italy: Quarter 4, 2020.
The electricity trade can be unidirectional or bidirectional over long time horizons. Electricity
flows in either direction due to the demand changes in both countries, for example, when the latter is
not perfectly correlated due to the different seasonal or diurnal patterns.
The correlation coefficient between Greece’s and Italy’s forecasted load was 0.524 and statistically
significant (so the loads were not perfectly correlated, indicating the existence of strong bidirectionality
of CBT).
According to Antweiler [55], higher correlations diminish trade, a very essential finding, since
if demand is strongly correlated between two countries, they will both have high and low demand
simultaneously, allowing a limited space for additional trade. Another very significant finding in
Reference [55] is that the intensity of cross-border electricity trading increases along with the coefficient
of variation (cost/total demand) and that the difference or dissimilarity in the size of the countries
(e.g., Italy versus Greece) encourages more trade.
A top priority for the European Commission is the harmonization and integration of national
electricity markets to a single pan-European market [5]. Energy policy, however, remains strongly
a tool of national sovereignty which means that a greater level of integration corresponds to the fact
that unilateral national policies can impact interconnected markets.
In this work, we investigated the impact of interconnections on the expansion of renewables
promoted by fixed-in tariffs and (unlimited) priority on DA-prices between Italy, Greece, and Bulgaria,
as they are revealed through CBT. The contribution of the specific hub-selection lies on the lack of market
coupling among the examined countries, and hence the CBT operates as a simple interconnection.
It would be of high importance to identify any differences between market-coupled countries’ CBT
and the specific work.
3.7. Greece’s Imports and Exports
Greece relies heavily on interconnections to meet the demand. This is due to the fact of
high wholesale electricity prices which remain high despite the penetration of RES into the system.
Moreover, due to the economic recession investment in RES (which, in general, lowers spot prices) had
been discouraged.
The average relative margin available for cross zonal trade (MACZT) between 2016 and 2018,
as calculated by ACER [54], for Greece and Italy, relative to maximum admissible active power flow
(Fmax), set to at least 70% by the clean energy package (CEP), is almost 100%, and the percentage of
hours when MACZT is at least 70% for the GR–IT border is also almost 100%.
According to the same report [54], for the border between Bulgaria and Greece, the average DA
price differential (€/MWh) and average of absolute DA price differential (€/MWh) during the period
2016–2018 is as follows (Table 2).
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Table 2. Average and average absolute DA price differential for the Bulgaria–Greece border.





In 2018, the annual average DA prices in Greece (60.4 €/MWh) and Italy (62.04 €/MWh) were
among the highest in European bidding zones, whereas Bulgaria’s DA prices were among the lowest
(39.89 €/MWh). This difference in DA prices justifies the fact that during this specific period, Greece
was a major exporter, as shown in Figure 2, in all neighboring countries except Italy.
Figure 2. Greece’s energy imports and exports for 2018. The net position is marked with red (outcome
of IPTO’s elaboration).
Figure 3 illustrates the monthly amount of energy trading between Greece and all the interconnected
countries for the examined period (2015–2018).
From Figure 3 we observed a reduction in the difference between imports and exports
(interconnection balance). It was continuously positive, which means that Greece exported less
energy than it imported (it is a net importer) during the whole period between 2015 and 2018.
As far as the rate of implementation of the ETM for DA markets is concerned, significant progress
has been made in recent years. The ETM foresees a single DA coupling, enabling the efficient use of
cross-zonal capacity in the “right economic flow (direction)” (from low to high price), when there is
a price differential across a bidding zone border. The level of efficient use of interconnectors in the
DA market timeframe and the estimated social welfare gains still to be obtained, from extending DA
market coupling per border, are the two indicators that illustrate the progress toward ETM.
The estimated social welfare gains, still to be obtained, from further extending DA market
coupling in the borders of Greece–Italy and Greece–Bulgaria, during the period between 2017 and
2018, as calculated by ACER [56] are illustrated in Table 3.
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Figure 3. Energy balance between Greece and interconnected countries.
Table 3. The estimated social welfare gains from further extending Day Ahead (DA) market coupling




Historically, Greek Wholesale Electricity Prices (SMPs) were driven by the low prices of fossil fuels
and more specifically from the lignite ones. The Green Deal alongside climate change awareness made
the EU impose stricter rules for CO2 emissions. The 2030 and 2050 emission targets (90% reduction
compared to 1990 EU levels) led to higher prices for CO2 emission rights which, in turn, had a dramatic
impact on lignite prices. The latter seriously affected the GEM, since gas prices are now compared to
lignite prices which, in turn, incurs higher wholesale electricity prices according to the merit order
mechanism. Also, even though Greece has already achieved the EU targets for RES penetration levels
by 2020, this is not mirrored in market prices due mostly to the financial crisis of 2011 but also to the
low volatility and liquidity of GEM.
3.7.1. Joint Allocation Office (JAO)
The Joint Allocation Office (JAO) is a joint service company that consists of 22 TSOs in 19 countries
and facilitates the electricity market by organizing auctions for cross border transmission capacity.
It was created in June 2015 and was the result of the merge between the Central Allocation Office
(CAO) and ASC.EU S.A. located in Germany and Luxembourg respectively, the two former regional
allocation offices for cross border transmission capacities. On the 1st of October 2018, JAO became the
Single Allocation Platform (SAP) of forward capacity for all European TSOs, operating in accordance
with EU legal rules. Currently, JAO performs long- and short-term auctions of transmission capacity
and is the duty of the national regulatory authorities to decide which auction should be performed.
3.7.2. Greece–Italy (GR–IT) Interconnection
Currently, Greece and Italy operate as two separate electricity markets, while no market coupling
has been applied.
Before the annual and monthly capacity allocation process, IPTO (ADMIE) calculates the GR–IT
Net Transmission Capacity (NTC) and agrees on it with TERNA. The final NTC values are stored in the
system and then communicated via email to JAO. After receiving the NTC values, JAO is responsible
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for the annual and monthly transmission rights allocation on GR–IT border. Joint Allocation Office
(JAO) performs the auction and informs IPTO and TERNA of the capacity auction outcome.
Two days before the scheduling day (until 12:30 CET), IPTO receives from JAO the annual and
monthly final capacity right documents which are aggregated into the long-term capacity rights.
The values of daily ATC and relative data are submitted by ADMIE and TERNA to JAO every day
(until 09:30 CET). Once the daily auctions are calculated, they are sent by JAO to ADMIE and TERNA.
After having received the capacity right document, IPTO interacts with the capacity holders or
their counterparties who inform IPTO of the capacity they are going to use, based on their capacity
rights documents (long term or short term).
The day-ahead scheduling process, performed by IPTO, includes two phases of nominations,
submission and matching.
The long-term (LT) phase: until 08:30 CET, capacity holders submit their nominations based on
long-term rights. Consequently, IPTO and TERNA exchange and match the LT nominations until 09:00
CET. In the case of a mismatch, the export value prevail rule is applied.
The remaining capacity (non-nominated LT capacity rights), until the NTC of the GR–IT
interconnection, comprises the offered capacity for daily auctions (performed by JAO). The IPTO sends
both LT and ST capacity rights to ENEX which is the NEMO for the Greek DAM. The SMP of the Greek
DAM is the hourly solution of the algorithm of the daily co-optimization of the energy production
bids (taking into account the techno-economic constraints of the plants) as well as the energy bids
of importers and exporters and the Load declaration of load representatives. The total commercial
schedules are determined up to 99% by the Greek DAM clearing, and they have a causal relationship
with the price difference between Greek DAM and South Italy marginal prices.
The short-term phase: until 14:30 CET, capacity holders submit their nominations based on both
LT and ST rights. Both IPTO and TERNA exchange and match the LT and ST nominations until 15:35
CET. In the case of a mismatch, the minimum value prevail rule is applied.
3.7.3. Greece–Bulgaria (GR–BG) Interconnection
The interconnection between Greece and Bulgaria operates more or less similarly to the GR–IT
one, with no market coupling and through the JAO platform. The responsible party for the Bulgarian
side is ESO (the Bulgarian system operator).




The NTCs, which are the auctioning basis, are agreed to between IPTO and ESO. Afterwards,
the NTCs and ATCs for each interconnection and direction are published on the auction websites.
If there is a change to the ATCs regarding the monthly auctions, users can be informed timely regarding
the relevant auction website.
4. Data and Preprocessing
We focused on the Italian, Greek, and Bulgarian electricity markets, their actual and forecasted
solar and wind power productions, demands (loads), DA-prices (spot or wholesale prices), and finally
their commercial schedules and transfer capacities of cross-border trading with their interconnected
countries. Below, we may refer to them as cross-border trading fundamentals (CBTFs). Table 4 below
contains the description of the data which consists of hourly observations, converted to daily values
(average of 24 hourly values), covering the period 2015 to 2018 (1460 data points).
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D1 Values of forecasted solar production in the South Italian region that is connected to Greece MWh Daily
D2 Values of forecasted wind production in the South Italian region that is connected toGreece MWh Daily
D3 Values of forecasted Solar production in Greece MWh Daily
D4 Values of forecasted Wind production in Greece MWh Daily
D7 Total forecasted demand (load) in Italy MWh Daily
D9 Total forecasted demand (load) in Greece MWh Daily
D11 Wholesale electricity price in the South Italy region that is connected to Greece €/MWh Daily
D12 Wholesale electricity price in Greece €/MWh Daily
D13 Total commercial schedule from Italy to Greece 1 MW Daily
D14 Total commercial schedule from Greece to Italy MW Daily
D15 NTC from Greece to Italy 2 MW Daily
D16 NTC from Italy to Greece MW Daily
D17 Values of forecasted solar production in Bulgaria MWh Daily
D18 Values of forecasted wind production in Bulgaria MWh Daily
D21 Wholesale electricity price in Bulgaria lev/MWh Daily
D22 Total commercial schedule from Bulgaria to Greece MW Daily
D23 Total commercial schedule from Greece to Bulgaria MW Daily
D24 Total forecasted demand (load) in Bulgaria MWh Daily
1 Total commercial schedule is the summation of all the agreed transactions for the delivery and receipt of power
and energy among the traders in the interconnection. That schedules are also agreed to by the TSO of the two
control areas. 2 Transfer capacity is the allocated through auctions transfer ability to traders that allows them to
exchange electricity among geographic areas for each market time unit and for a given direction.
Regarding Bulgaria, there were no available data for the DA price (D21) before 2017 which meant
that in the examined cases (study A and C) of this work, which included the specific variable, we limited
the data range to the years 2017 to 2018 (725 data points).
In general, we used data for the South Italy region (SUD) which connects to Greece. However,
when it came to Load Forecasted, we decided that it was more accurate to use the Total Load Forecasted
and not the South one. This decision was based on the procedure IPEX follows to determine the PUN,
in which the Load is considered as aggregated for the whole Italy and is not split into zonal regions.
Moreover, the total load forecasted in Italy is highly correlated to the load forecasted in South Italy
(0.70), so we can safely use the total demand.
Hence, in the forecasted load time series for both Greece and Italy (D7 and D9), we considered in
all our calculations the total forecasted load in the Italian and Greek markets.
Testing Examined Time Series for Stationarity
Since the primary precondition for Granger causality analysis is that the variables must be
covariance stationary (CS), also known as weak or wide-sense stationarity, we tested our data for
stationarity. Augmented Dickey–Fuller (ADF) and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests
were performed for testing the null hypothesis that the examined series had unit roots which indicates
stationarity or trend stationarity.
Since we used two sets of data (2015 to 2018 and 2017 to 2018 to incorporate the Bulgarian data),
the tests were performed for each one of the time series and for both data sets. Table 5 illustrates the
tests results for the acceptance or not of the null hypothesis. Rejection of the null hypothesis indicates
data stationarity, while the inability to reject it indicates non-stationarity.
The ADF unit root test did not reject the null hypothesis for D24 for the whole series and for D9,
D15, D16, and D24 for the reduced data series scenario. On the other hand, KPSS test indicates that
D11 and D12 were not trend stationary when the whole series scenario was examined and D21 when
the reduced series scenario was examined.
Therefore, for the abovementioned time series, we took their first difference to make them stationary.
Then, we performed the tests again and all series appeared to be stationary and trend stationary.
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D1 Stationary Stationary Stationary Stationary
D2 Stationary Stationary Stationary Stationary
D3 Stationary Stationary Stationary Stationary
D4 Stationary Stationary Stationary Stationary
D7 Stationary Stationary Stationary Stationary
D9 Stationary Non-Stationary Stationary Stationary
D11 Stationary Stationary Non-Stationary Stationary
D12 Stationary Stationary Non-Stationary Stationary
D13 Stationary Stationary Stationary Stationary
D14 Stationary Stationary Stationary Stationary
D15 Stationary Non-Stationary Stationary Stationary
D16 Stationary Non-Stationary Stationary Stationary
D17 Stationary Stationary Stationary Stationary
D18 Stationary Stationary Stationary Stationary
D21 N/A Stationary N/A Non-Stationary
D22 Stationary Stationary Stationary Stationary
D23 Stationary Stationary Stationary Stationary
D24 Non-Stationary Non-Stationary Stationary Stationary
To continue further with our research, we defined three studies (models) in order to find the best
models to test the Granger causality of cross-border trading among the examined countries. Our aim
was to conduct an analysis for all the possible combinations, hence we separated the model structure
as follows:
• Study A contained variables of the three countries, treating them as consisting of a “whole” system
(although Bulgaria is not directly connected to Italy), in an effort to identify any connection and
interaction as a system, including “pass-through” or “hidden” causalities (transit flows);
• Study B contained variables of Greece and Italy;
• Study C contained variables of Greece and Bulgaria.
Table 6 shows all the variables (or nodes in the network) and the corresponding studies (models)
they were included as an input.
Table 6. The case studies and the variables that were included 1.
Model D1 D2 D3 D4 D7 D9 D11 D12 D13 D14 D15 D16 D17 D18 D21 D22 D23 D24
A 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
B 1 2 3 4 5 6 7 8 9 10 11 12
C 1 2 3 4 5 6 7 8 9 10
1 The numbers below each time series indicate the corresponding node of the specific variable to the Granger
causality connectivity analysis model.
5. Summary Statistics
5.1. Summary Statistics
Since Granger causality Analysis is a multivariate (MVAR) method and since all MVAR methods
rely heavily on the assumption of normality or near-normality which is often hard to achieve in practice,
we proceed in presenting summary statistics of all variables, focusing on normality aspects. The results
are illustrated in Table 7.
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Table 7. Summary statistics.
Time Series N Minimum Maximum Mean SD Skewness Kurtosis JB Test
(p-Value)
D1 1460 36.44 875.84 470.62 192.15 −0.233 1.938 81.86 (0.00)
D2 1460 20.68 3165.36 800.64 582.93 1.077 3.794 320.61 (0.00)
D3 1460 47.36 838.60 391.42 145.73 −0.336 1.988 89.74 (0.00)
D4 1460 76.40 1671.20 516.04 320.10 0.839 3.056 171.66 (0.00)
D7 1460 20,687.76 46,082.68 33,032.04 4647.46 −0.370 2.496 48.82 (0.00)
D9 1460 4060.80 8210.96 5865.18 713.22 0.482 2.627 64.87 (0.00)
D11 1460 20.07 127.30 49.72 11.47 0.779 4.978 385.58 (0.00)
D12 1460 26.91 111.40 52.41 10.63 1.121 5.365 645.96 (0.00)
D13 1460 0.00 530.40 223.52 181.02 −0.005 1.448 146.44 (0.00)
D14 1460 0.00 531.72 122.40 148.53 1.243 3.275 380.84 (0.00)
D15 1460 0.00 500.00 350.78 223.41 −0.871 1.809 271.02 (0.00)
D16 1460 0.00 500.00 351.34 223.25 −0.878 1.819 272.18 (0.00)
D17 1460 0.00 336.04 151.95 78.47 −0.016 1.913 71.98 (0.00)
D18 1460 1.92 645.04 184.43 139.82 0.983 3.251 239.15 (0.00)
D21 1 728 6.96 157.2 39.8 13.8 2.107 13.49 3864 (0.00)
D22 1460 0.00 700.00 450.60 144.32 −0.617 3.783 130.04 (0.00)
D23 1460 0.00 529.84 23.26 51.14 3.598 19.971 20,669.56 (0.00)
D24 1460 3160.84 6756.96 4321.93 694.95 0.916 3.022 204.23 (0.00)
1 We converted Bulgarian lev to euros taking an exchange rate of 1 euro = 0.511 lev.
As illustrated in Table 7, none of the examined time series follow normal distribution.
Some variables that worth highlighting regarding their skewness values are D2, D12, D14, D21,
and D23 whose value appears to be higher than 1, which indicates strong positive skewness and hence
data concentration to the right tail (maximum) of the distribution. This was anticipated for the wind
generation (D2), since the specific variable was highly stochastic. However, regarding DA prices in
Greece and Bulgaria (D12 and D21, respectively), the high value of skewness revealed a difficulty in
the forecasting model construction. The same happens with the commercial schedules from Greece to
Italy and to Bulgaria (D14 and D23). The contribution of this work is to provide a way of enhancing
the forecasting by revealing and indicating any causal connections among CBTF.
Furthermore, from Table 7 we observe that all the variables appeared to have values of kurtosis
close to three which was our benchmark of normality, except for D11, D12, D21, and D23. This indicates
that the degree of uncertainty in the specific time series (DA prices) was high which contributes more
to the difficulty of prediction.
The turnover (“liquidity”) of the South Italy electricity market was much smaller than the
turnover of the Greek Market. Thus, prices of South Italy zone are more volatile than those at Greece.
As illustrated in Table 7 the maximum price at South Italy was 127.30 €/MWh, and the standard
deviation was 11.5 €/MWh (mean value 49.72 €/MWh). In Greece, the maximum price was111.4 €/MWh,
and standard deviation was 10.63 €/MWh (mean value 52.41 €/MWh).
Finally, observing the Jarque–Bera (JB) test results, we see that none of the examined series were
normally distributed, which means that we need to further analyze the data and apply decomposing
methods. It is worth mentioning the corresponding value of the JB test for the Bulgarian DA price and
the commercial schedule from Greece to Bulgaria (D21 and D23, respectively) which were extremely
high, revealing a deviation from the normal distribution.
5.2. Correlation Coefficients
In order to have a “rough insight” into how the variables were interrelated or interacted with
each other, we observed their correlation coefficients matrix. However, GC is actually a much more
powerful tool to reveal any hidden causality, both in magnitude and direction.
The following tables (Table 8, Table 9) depict the correlation coefficient among the examined time
series. We separated the results according to the models we tested to highlight each interconnection
and hence make clearer their connection with the results.
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Table 8. Correlation Matrix: Greece–Italy interconnection (2015–2018).
Time Series D1 D2 D3 D4 D7 D9 D11 D12 D13 D14 D15 D16
D1 1
D2 −0.241 1
D3 0.824 −0.301 1
D4 −0.195 0.271 −0.276 1
D7 −0.030 −0.029 −0.040 0.056 1
D9 −0.050 0.014 −0.022 0.078 0.526 1
D11 0.029 −0.210 0.018 0.033 0.208 0.061 1
D12 0.018 −0.113 0.013 −0.151 0.181 0.061 0.302 1
D13 0.046 0.206 0.050 −0.176 −0.080 0.148 0.023 −0.001 1
D14 0.153 −0.048 0.175 0.112 0.120 0.149 0.004 −0.008 0.010 1
D15 0.198 0.061 0.190 −0.065 −0.006 0.195 −0.009 −0.022 0.772 0.477 1
D16 0.194 0.061 0.186 −0.063 −0.005 0.199 −0.006 −0.013 0.776 0.475 0.998 1
Table 9. Correlation matrix: Greece–Bulgaria interconnection (2017–2018).
Time Series D3 D4 D9 D12 D17 D18 D21 D22 D23 D24
D3 1
D4 −0.280 1
D9 −0.007 −0.036 1
D12 −0.271 −0.108 0.155 1
D17 −0.029 0.005 0.000 −0.030 1
D18 −0.064 0.026 −0.079 0.096 −0.396 1
D21 0.007 −0.012 0.355 0.047 −0.018 −0.032 1
D22 −0.045 0.040 0.019 −0.009 0.426 −0.184 −0.067 1
D23 0.003 0.002 −0.033 −0.034 −0.129 0.043 −0.007 −0.269 1
D24 −0.068 0.051 0.626 0.118 −0.014 −0.049 0.304 −0.021 −0.030 1
Table 8 shows the correlation coefficients of the variables regarding the Greece and Italy
interconnection for the period 2015–2018. As illustrated from the coefficients among D1, D2, D3,
and D4, there was a relatively high correlation (either positive or negative) that reveals a similarity
(similar diurnal effects) in weather conditions which was anticipated between Greece and South Italy.
Specifically, there was a high positive correlation between solar (D1 and D3) and wind (D2 and D4)
generation in two countries. On the other hand, correlation among solar and wind generation appeared
to be negative which reveals that high solar was not followed by high wind generation and vice versa.
We did not expect to observe this relation to the results of the current work, since solar and wind
generation are exogenous and highly stochastic to be interpreted in the results.
The Pearson’s correlation coefficient between PV generation (D1) and spot price (D11) in South
Italy was not significant (0.029), while for Greece it was even smaller (0.013). This result is in compliance
with results in a similar study conducted by Mayer and Luther [57] on the correlation between PV
generation and spot prices in the European Power Exchange (EEX) and Amsterdam Power Exchange
(APX) electricity markets. However, these weak correlational linkages between PV generation and
spot prices do not “constitute” Granger Causal interactions as shown below.
Another insight from Table 8 is the strong positive correlation (0.526) between total load forecasted
of the two countries (D7 and D9). This should be anticipated since the weather conditions, which are the
main electricity load driver, were similar. The DA prices (D11 and D12) were also positively correlated
with a coefficient of 0.302, something that can also be explained by the weather conditions similarities,
since when RES generation is high, the wholesale price is or shows a tendency to be reduced.
Furthermore, a relatively moderate positive correlation (0.206) appears between the commercial
schedule from Italy to Greece (D13) and wind generation in Italy (D2). However, we did not
observe a similar correlation between commercial schedule from Greece to Italy (D14) and wind
generation in Greece (D4). We anticipated an outcome that would partially explain this difference in
the specific coefficients.
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Table 9 depicts the correlation coefficients of the examined variables for the interconnection of
Greece and Bulgaria. Now the examined period was 2017–2018, since as mentioned, we could not
obtain previous reliable data for D21.
In contrast to the case of Greece and Italy, Table 9 did not reveal any correlation on weather
conditions between Bulgaria and Greece. However, the wind and solar generation in the same
country appeared to have a relatively strong negative correlation, −0.280 and −0.396 for Greece and
Bulgaria, respectively.
Despite the fact of non-similar weather conditions, the total load forecasted for the two countries
had a strong positive correlation of 0.626. A high positive correlation also appeared between D9 and
D21, hence it would be interesting to see if a relation between Greek load and Bulgarian DA price does
really exist and if the one Granger causes the other. When the demand in Greece was high, the Greek
spot price also became high with a consequence to examine import opportunities of cheaper energy
from Bulgaria.
A similarity with the case of Greece–Italy interconnection is shown in Table 9 with respect to RES
generation and commercial schedules. Specifically, solar generation in Bulgaria (D17) was strongly
correlated with commercial schedules from Bulgaria to Greece (D22) (correlation coefficient 0.426).
Again, we did not observe a bidirectional relation which means that high RES generation in Greece
does not imply high commercial schedules to the opposite direction.
Finally, Table 9 shows a strong relation between the Bulgarian load forecasted (D24) and the
domestic DA price (D21), as expected, with a correlation coefficient of 0.304.
6. Granger Causality Connectivity Analysis (GCCA)
6.1. Granger Causality Test
The purpose of this paper was to investigate the relationships among the variables related to CBT
between two countries, in the same multivariate framework, in which the well-known GC test (based
on the MVAR approach) is the most widely used technique.
However, the traditional (in sample) GC test was not adequate to explore the important
contemporaneous causal pattern among the variables which is used to conduct a data-determined
structural decomposition of the VAR model. As it well known, the conventional VAR analysis relies
heavily on the Cholesky decomposition in order to achieve a just-identified system in contemporaneous
time. This decomposition is severely criticized for imposing a somehow not so realistic assumption
of a recursive contemporaneous causal structure [58]. In order, therefore, to explore the important
contemporaneous causal pattern, it is necessary to apply also the DAG tool [59,60].
The advantage of GCCA adopted in this paper, however, is that it combines the above two
separate tools into one, “producing” a “new tool”, providing similar as well as enhanced results.
For information about the typical Granger causal connectivity computational technique as well as for
a more theoretical approach to causal networks, the reader is referred to References [27–29].
In the current study, we applied the GC test to examine whether there is an overflow relation
among the examined variables. According to GC, if a time series x “Granger-causes” time series y,
then past values of x should contain information that helps predict y above and beyond the information
































































Considering the equation above, if all the coefficients ϕ(q)12 (q = 1, 2, 3, . . . , p) are zero, variable x is
not Granger cause of y, which means that x cannot change y. GC test looks at whether lagged variable
of one variable can be brought into alternative variable equations. In case that variable x can help
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explain variable y, then variable x is the Granger cause of variable y. A tool that helps judging the
Granger cause is the F-test:
H0 : ϕ
(q)
12 = 0 (2)
q = 1, 2, . . . , p (3)
Hypothesis 1. Existence of at least one q such thatϕ(q)12  0:
S1 =
(RSS0 − RSS1)/p
RSS1/(T − 2p− 1) ∼ F(p, T − 2p− 1) (4)
where: RSS1 is the residual sum of squares in Equation (4) and RSS0 is the residual sum of squares in the y






The above statists fit in the F distribution.
• If S1 is higher than the critical value of F, then the null hypothesis is rejected and, hence, variable x
is the Granger cause of variable y;
• In any other case, the null hypothesis is accepted.
The selection of p in VAR model is crucial while applying the GC test, since the results are strongly
related to the number of lag orders. P is expected to be sufficiently large to reflect dynamic features
but at the same time not excessively large since it brings several parameters for estimation and thus
reducing the degrees of freedom (DOFs) of the model.
Akaike Information Criterion (AIC) and Schwarz Criterion (SC) are commonly used methods of
selecting the number of lag orders. This selection should be conducted considering the quantity of lag















where n is the total number of estimated parameters, k is the number of endogenous variables, T is
the sample length, d is the number of lag orders, l is the logarithmic likelihood calculated as follows,
by hypothesizing that the multivariate normal distribution is obeyed:
l = −Tk
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Ideally, values of AIC and SC should be as low as possible.
6.2. Granger Causality Network and Visualization
Visualization of the connectivity among different time series is especially powerful when it comes
to understanding the relation between different examined variables and how the one “Granger causes”
the other.
In the network depiction of the corresponding G-causalities, nodes represent the different variable
or system elements, in our case different time series and directed edges (arrows) represent causal
interactions. Green lines depict unidirectional connections, with the direction of the arrow stating the
relation between the nodes, meaning which one G-causes the other, while red lines depict bidirectional
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connections between two nodes. The thicker the line, the stronger the connection between the two
corresponding nodes.
The same depiction, but in a matrix format, is also useful for the representation of causal
interactions. In this setup, instead of lines there are colored boxes which correspond to two different
nodes. The direction of the lines are replaced by the x- and y-axis with nodes of on x-axis being the
nodes of the G-cause of the nodes on the y-axis. The darker the color of the box, the higher the
G-causality effect.
6.2.1. Causal Density
The causal density (cd) reflects the portion of interactions among nodes that are causally significant
and provides a useful measure of system dynamical complexity. Causal density cd is defined as:
cd =
gc
2N(N − 1) (9)
where gc is the number of the total number of non-zero interactions observed, and N is the total number
of nodes. The higher the value of cd the more the coordination of the system elements (nodes).
However, the term unit causal density (cdu) is often being used as a derivative of the cd. This is
defined as the total number of significant interactions involving a specific node i. Nodes with relatively
high values of cdu are considered to be hubs within the system.
6.2.2. Causal Flow
Causal flow (CF) is a measure that helps defining if a node is a causal source or causal sink. It is
defined as the difference between a node’s in-degree and out-degree. It is another mean of network’s
representation which considers all the lines and their thickness in order to define if a node exerts
causal influence or not. Nodes with positive CF are causal sources while those with negative CF are
causal sinks.
6.3. Data Preconditioning and Preprocessing in GCCA
In order to perform a GCCA, a primary precondition must hold, that the variables must be CS
(also known as wide-sense stationary). Covariance Stationarity is equivalent to saying that the first and
second statistical moments (mean and variance) of each variable are constant, not varying with time.
Deviations from CS can be tested by detecting “unit roots” in the data. We used the ADF test to assess
the presence of a unit root in the variables (Section 4). A variable is that CS exhibits a tendency to return
to a constant mean (or to a deterministic trend line). According to this mean-reversion tendency, large
values will tend to be followed by smaller values, and on the opposite, small by larger ones. The ADF
test detects the absence of this behavior. For non-CS variables, the following steps are: (a) linear
(deterministic) trends are removed and (b) unit roots are removed by differencing [28].
6.4. Model Validation in GCCA
The inferences in GCCA are valid only in the case that a MVAR model captures well the “hidden”
correlation in the data.
The amount of the variance “explained” by the model (in terms of the adjusted sum-square error,
or adjusted R2), is the simplest indicator of the model’s adequacy.
Typically, a value R2 < 0.30 indicates that the model cannot explain an adequate amount of the
variance in the data.
Another, similar to the abovementioned indicator is the model consistency, defined in Reference [28].
Within the frame of GCCA, this indicator is estimated as:
C = 1− |RS −Rr||Rr| × 100 (10)
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where Rr is the correlation vector of the real data and Rs the correlation vector of the data generated
by the MVAR model. Generally, if C < 80%, a cause for concern regarding model’s ability arises.
If the model captures effectively the data, the residuals of the MVAR model must resemble a white
noise process, i.e., they must be serially uncorrelated.








If d < 1.0 there may be, also, cause for concern.
6.5. Research Assumptions
Correlation coefficients (Tables 8 and 9) reveal some connections among CBTF. We tried to apply
a more powerful tool (GC) to detect if there was any hidden relation and to identify the direction of
such a relation.
7. Results
We tried a number of MVAR models (or case studies, see Section 4, Table 6) to study the interaction
of the CBT variables between Greece–Italy–Bulgaria, although there was no physical interconnection
between Italy and Bulgaria. The first complete model, A, consisted of all three countries in order
to detect all possible interactions, direct and indirect (transit flows). The other two models, B and
C, consisted of Greece–Italy and Greece–Bulgaria, respectively, in order to emphasize the direct
interactions among interconnected countries.
From Table 10, we observe that the MVAR models can explain the largest amount of the
variance of the dependent variable, based on the shown validity measures, for cases A and B,
i.e., the interconnections that involve the variables as shown in Table 6(as described Table 4). Variables
D9, D15, D16, D21, and D24 for model A and D11 and D12 for model B were entered in the respective
MVAR models as first differenced variables to guarantee their covariance stationarity (Table 5).
We focused on models A and B having the largest consistencies.
Table 10. Models’ consistency.




7.1. Study A: Cross-border Trading between Greece, Italy, and Bulgaria
In case study A (model A), nodes 1, 5, 7, 11, 12, and 16 were identified as causal sources (positive
bars in the causal flow bar-chart), while nodes 3, 6, 8, 9, 17, and 18 as causal sinks (negative bars) as can
be seen in Figure 4.
In general, we observed that node 5 (Italy’s total load forecasted) was the most active variable
(strongest driver), while node 8 (DA-Greece) was the most passive (biggest sink).
A connection was observed between nodes 1 and 3 (Italy’s solar forecasted generation and
Greece’s solar forecasted generation, respectively) which is fairly explained due to the similar weather
conditions of the two countries (diurnal effects).
Italy’s load forecasting (node 5) seems to be strongly correlated with the first differences (changes)
in Greece’s and Bulgaria’s load forecasting (nodes 6 and 18, respectively) which is explained mostly
due to the similar weather conditions as well.
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Figure 4. Study A: Demonstration of the GCCA. Matrix and network representations of the
corresponding G-causalities are shown in the top panels. Causal flow and unit causal density
are shown in the bottom panels.
Furthermore, we observed that DA Italy (node 7) affected the commercial schedule from Italy to
Greece (node 9), since the Italian market was highly volatile and liquid, so it faced large excursions
(spikes) in its wholesale electricity prices which, in turn, affected the power exchanged between the
two countries.
Regarding DA Greece (node 8), which as mentioned was the most passive variable in the specific
model, we observed that it was moderately correlated and affected by transfer capacity from Greece
to Italy (node 11) and from Italy to Greece (node 12) which as shown in Table 8 were significantly
highly correlated (0.998). A rational explanation seems that when the Greece–Italy interconnection
was operational, NTC (500MW) comprised a significant value relative to the total demand in Greece.
Consequently, DA Greece was highly affected whether Greece–Italy interconnection was operational
or not.
A strong bi-directional relation was observed between solar generation in Bulgaria (node 13) and
commercial schedules from Bulgaria to Greece which is also explained by the fact that Greece is a major
importer from Bulgaria, since the latter has one of the lowest market clearing prices in EU driven by
the low marginal costs of its nuclear plants and the low demand needs. So, it is rational to assume that
a change in the solar generation of Bulgaria represents an excessive energy production which normally
is exported by Bulgarian companies, taking into account that domestic demand for energy is covered
by the conventional plants.
Finally, no relation was illustrated between the commercial schedule of Bulgaria and Greece
(nodes 16 and 17) and DA prices in Bulgaria (node 15) which firstly seems rather strange. A possible
explanation could be the wide margin between DA prices in Greece (higher prices) and Bulgaria.
This fact leads electricity traders to commit to long-term contracts exporting energy from Bulgaria to
Greece, as there is no commercial risk in that.
7.2. Study B: Cross-Border Trading between Greece and Italy
In case study B (model B), nodes 1, 2, 5, 7, and 11 were identified as casual sources (positive bars
in the casual flow bar-chart), while nodes 3, 8, 9, and 10 as casual sinks (negative bars) as can be seen
in Figure 5.
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Figure 5. Study B: Demonstration of the GCCA. Matrix and network representations of the
corresponding G-causalities are shown in the top panels. Causal flow and unit causal density
are shown in the bottom panels.
In general, we observed that node 2 (wind generation in South Italy) was the strongest driver of
the specific network with nodes 8 and 11 (DA Greece and commercial schedules from Greece to Italy,
respectively) being the most remarkable sinks. This reflection may hide a relation of active and passive
roles in the specific interconnection.
The solar forecasted generation, in South Italy (node 1), was strongly correlated to the Greek
forecasted solar generation (node 3). A moderate correlation was also observed between South Italy’s
and Greece’s wind generation (nodes 2 and 4). This seems reasonable, taking in consideration the
geographical locations and the meteorological conditions of the two regions, South Italy and Greece,
having a very similar climate, and it is something we observed from the correlation coefficient in
Table 8. However, as mentioned earlier, in the case of wind and solar generation there was no point to
discuss the Granger causality, since they are highly stochastic time series. The forecasted South Italy
wind generation (node 2) also Granger causes strongly the commercial schedule from Greece to Italy
(node 10).
We observed that node 7 (the change in DA price in South Italy), Granger causes nodes 9
(commercial schedule IT-GR) and 10 (commercial schedule GR–IT). But node 7 was influenced or
Granger caused by node 5 (Italy’s total load forecast). Also, node 5 had a bi-directional connection
with node 6 (Greek total load forecast). This was something expected, since when the wholesale price
in Italy was high, traders tried to buy cheap electricity for neighboring interconnected countries, hence
the commercial schedules were directly affected. So, load forecasts in both countries Granger cause
the DA price in South Italy (which means that the error in forecasting Italy’s load were minimized
when considering Greek load forecasts) which, in turn, Granger causes the total commercial schedules
between IT–GR and vice versa. This is a very interesting result, indicating that the spot price in South
Italy drives the commercial programs in the cross-border trading of both countries.
Node 4 (Greek forecast wind generation) Granger causes node 8 the changes in DA Greek price,
as expected (wind generation reduces, in general, Spot prices). The changes in the DA Greek price
were driven (Granger caused) by node 11 (the transfer capacity from Greece to Italy) which had
a bi-directional connection to the node 12 (transfer capacity from Italy to Greece).
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Regarding the casual density of variables under consideration, nodes 5 (Italian forecast load),
7 (changes in DA-price of South Italy) and 11 (transfer capacity from Greece to Italy) showcase the
largest values, reflecting their total amount of casual interactivity, which is also a form of dynamical
complexity in the network. These three variables were globally coordinated in their activity, within the
system produced by model B. This means that they are useful in predicting each other’s activity, as we
have seen, but also useful in predicting other variables with different power.
The South Italian forecasted wind generation is the largest casual source, i.e., the variable (node)
that exerts the strongest casual influence on the system as a whole, since Granger causes variables 10
and is strongly correlated to 4 (total commercial schedule GR–IT and Greek forecasted wind generation).
8. Conclusions
In the current study, we tried to identify and explain any causalities among energy fundamentals
between Greece, Italy, and Bulgaria, using Granger causality theory. Causal connectivity implies
a connection that lies on the enhancement of forecasting between two time series. That being said,
and according to our knowledge, the lack of similar research on non-market coupled countries makes
the current work unique and the outcomes that arise should be taken under consideration especially in
the era of the implementation of the ETM.
We designed two models of which the one was reliable (highly consistent) enough to be analyzed.
The model that was presented is the one that examines the interconnection between Greece and Italy.
The authors could not design a reliable model for the Greece–Bulgaria interconnection. That might be
due to the lack of data for the Bulgarian DA price (D21) which forced us to use half of the available
data for the rest of the time series as well (in order to have the same number of observations) when
examining the specific interconnection.
The results show that there were some causal connections among some of the electricity trading
fundamentals which indicate that in order to facilitate the forecasting and minimize errors, we need
to include them in the same model. There were also some weaknesses revealed which bring to the
surface the need for market coupling among those countries.
It seems that the Italian market has a more active role in the specific interconnection followed by
Greece. This could be explained by the fact that Italy is already part of the Central Western European
(CWE) region which includes 19 market coupled countries, while Greece is not coupled yet with any of
the interconnected countries and thus not so volatile and liquid like the Italian one
The lack of designing a reliable model that explains the causalities between Greece and Bulgaria
offers opportunities for further research. Also, it would be interesting to see how the imminent market
coupling between Greece and Italy will affect the relations described above.
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Abstract: The operation of buildings is linked to approximately 36% of the global energy consumption,
40% of greenhouse gas emissions, and climate change. Assessing the energy consumption and
efficiency of buildings is a complex task addressed by a variety of methods. Building energy modeling
is among the dominant methodologies in evaluating the energy efficiency of buildings commonly
applied for evaluating design and renovation energy efficiency measures. Although building energy
modeling is a valuable tool, it is rarely the case that simulation results are assessed against the
building’s actual energy performance. In this context, the simulation results of the HVAC energy
consumption in the case of a smart industrial near-zero energy building are used to explore areas of
uncertainty and deviation of the building energy model against measured data. Initial model results
are improved based on a trial and error approach to minimize deviation based on key identified
parameters. In addition, a novel approach based on functional shape modeling and Kalman filtering
is developed and applied to further minimize systematic discrepancies. Results indicate a significant
initial performance gap between the initial model and the actual energy consumption. The efficiency
and the effectiveness of the developed integrated model is highlighted.
Keywords: deformable models; electric energy demand; functional statistics; Kalman filtering;
shape-invariant model
1. Introduction
Energy consumption in the building sector (combined with buildings construction) is associated
with 36% of global final energy consumption and approximately 40% of total direct and indirect CO2
emissions. Associated figures rise every year mainly due to (a) improved energy access levels in
developing countries, (b) increased ownership levels of energy consuming devices, and (c) the growth
of global buildings floor area [1]. Measures to reduce energy consumption at building level include
passive and active energy efficiency measures, storage, energy management, and building integrated
renewable energy systems (e.g., solar, geothermal, and wind). Design and modeling of integrated
energy systems in net zero energy buildings is discussed by Athienitis and O’Brien [2].
Assessing energy efficiency in buildings is a complex task which varies according to the aim of
the analysis and the specificity of each case. In any case, expert knowledge and a set of technical
and non-technical information is required. Technical information usually concerns the geometry and
thermal characteristics of the building envelope, the design and operation of HVAC system, as well
as data from measurements regarding indoor/outdoor climate conditions and energy end usage.
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Non-technical data in some cases are associated with occupancy levels, clothing levels, users behavior,
perceptions, personal economics, and preferences.
Several decades now, significant research efforts have been directed towards evaluating energy
efficiency in buildings. Research results have been applied in advancing state-of-the-art, knowledge
and understanding, fostering new policies, better regulation, and innovations. In this context, several
methods have been developed and evolved along with the creation of custom software applications
built to match the needs of certain research and development fields. Various new techniques have
been developed and applied to include the physical or “white box” approach, the statistical or
machine learning “black box” and the hybrid “gray box” approach. A comparison of the models
and applications for predicting building energy consumption in terms of complexity, easiness to use,
running speed, input requirements, and accuracy is conducted by Zhao and Magoulès [3].
Physical models are developed to evaluate energy consumption in buildings by using equations
of heat and mass transfer between the building and the surrounding environment as well as energy
conservation among the building spaces and system components. Such physical models are classified
based on the deployed approach and whether it is defined as single (well-mixed) zone [4], multi-zone,
or zonal as provided in the state-of-the-art building modeling and energy prediction review by
Foucquier et al. [5]. The zonal method is a simplification of CFD in the sense that the thermal zone
is divided into several cells and in some cases representation in 2D is feasible. The advantage of the
zonal approach is linked to the capability of dealing with large volumes in moderate computation time.
SPARK [6] is such an example of a zonal approach software application. According to the multi-zone
approach, each one zone or building element (e.g., wall and window) or system (e.g., HVAC system)
or specific load (e.g., due to occupancy) is considered as one node for which the heat transfer equations
are calculated. Each thermal zone is considered as homogeneous and represented by uniform state
variables such as temperature, pressure, relative humidity, etc. The multi-zone or nodal approach is
particularly effective when evaluating the energy performance of a building with many thermal zones
since computational time for a year round simulation is relatively small. Therefore, the multi-zone
approach is suitable for testing the impact of alternative energy efficiency measures provided that a
reliable validated model has been created. The main disadvantage of this approach is related to the
difficulty in creating a valid building model especially in the absence of holistic information of the
building as built, systems installed, operational aspects, and data from measurements. EnergyPlus,
ESP-r, and TrnSys are among the most robust and frequently used multi-zone software programs.
Benchmarking between building energy simulation software programs reported in the literature is
available by Harish et al. [7].
Data-driven methods on the other hand require no physical information, i.e., thermal or
geometrical parameters, as they do not deploy heat transfer equations. Regression, Artificial Neural
Network (ANN), Genetic Algorithm (GA), and Support Vector Machine (SVM) are some of the
techniques used in building energy forecasting based solely on measurements of parameters such as
temperature, relative humidity, solar radiation, wind velocity, and energy consumption/production.
Machine learning techniques for estimating building energy consumption are exploited by Naji et al. [8]
and by Robinson et al. [9]. The main drawback of data-driven methods concerns the interpretation
of results in physical terms. Data-driven methods for building energy prediction and classification
studies are reviewed by Amasyali and El-Gohary [10] and by Wei et al [11]. Hybrid or “gray box”
methods combine physical modeling with data-driven techniques to counterbalance the weaknesses
of the “white” and “black” box approaches. Machine learning techniques can be used for parameter
estimation, e.g., by coupling a multi-zone model with GA. Another hybrid approach is to use statistical
models to improve the performance of physical models with respect to end-uses, which are often
unknown and hard to be modeled in a deterministic way.
In contrast with data-driven methods, detailed simulation models do not require conditions
monitoring to predict the building performance. However, various sources of uncertainty can lead
to significant discrepancies between model predictions and metered energy use. Such sources of
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uncertainty can be distinguished to specification-related, modeling-related, and scenario-related as
discussed by De Wit and Augenbroe [12]. Furthermore, embedding realistic occupant behavior on
building modeling and its impact on energy predictions is investigated and addressed as a significant
and complex problem by Ryan and Sanquist [13]. Overall, performance gaps can be attributed to a
variety of discrepancies in building modeling. A methodology to identify building energy performance
problems related to operational, measurements, or simulation aspects is proposed by Maile et al. [14].
Essentially, validation is a critical step to assess the simulation model’s plausibility and
reliability. This is especially important for the investigation of energy efficiency measures and the
assessment of the actual (not the relative) potential impact in terms of energy and cost savings,
environmental performance, thermal comfort, etc. Methods for model validation (otherwise referred to
as calibration) are reviewed by Coakley et al. [15], and indicators used in relevant standards (ASHRAE
Guideline 14, IPMVP, FEMP) to address acceptance thresholds are discussed [16] by Royapoor and
Roskilly [17]. Calibration of a building energy model based on actual measurements is extensively
investigated by O’Neil et al. [18]. The building under study hosts offices and conferences rooms,
and the authors perform an extensive sensitivity analysis including more than 2000 parameters
automatically refined using analytic meta-model-based optimization. A similar approach is followed by
O’Neil et al. [19] incorporating EnergyPlus and TRNSYS in their investigation and over 1000 parameters
for model calibration.
This paper investigates (i) the validation of a Near-Zero Energy Building (NZEB) simulation
model through trial and error approach of important model parameters and (ii) a novel postprocessing
approach is proposed which improves the simulation model’s accuracy, combining techniques of
functional statistics through appropriate energy shape modeling (employing the concept of deformable
models) and Kalman filtering to reduce the remaining biases. Initially, a physical model of the Leaf
Lab industrial NZEB in Italy is used to conduct a simulation of the building’s energy consumption for
two consecutive years using weather data recorded from onsite meteorological stations. HVAC electric
consumption obtained from the simulation is compared to actual measured values to establish the
initial (baseline) performance gap. Subsequently, through a trial and error approach, important model
parameters are identified and fine-tuned until an improved acceptable correlation between simulated
and recorded HVAC electric energy consumption is reached. At a second stage, inconsistencies
in the shape of the optimized energy prediction are corrected through an appropriate functional
shape/reshape modeling task by comparing recent measured energy demand outputs to predictions
and appropriately estimating expected deviations which are used to improve the shape model’s
output. At the last step, Kalman filtering is incorporated to remove remaining systematic biases
where is needed. Therefore, the original physical model’s results are passed through this integrated
model where meaningful interventions are performed to better predict the true situation without
neglecting the physical interpretation of the model output. The benefits from the proposed approach
are illustrated in the later section (Section 3) with substantial reduction in the error magnitude.
2. Methodology and Modeling Approaches
In this section, we describe the modeling approaches that are used throughout the paper for the
prediction of the energy demand. In particular we present (a) the initial energy simulation model and
its optimized version by appropriate parameter tuning, (b) the shape model approach in which the
optimized output of the energy simulation model is reshaped to further reduce systematic inefficiencies
related to discrepancies from the actual shape of the energy demand, and (c) postprocessing using
Kalman filtering which reduces remaining systematic errors not captured by the shape model approach.
A flowchart of the methodology is presented in Figure 1.
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Figure 1. Flowchart of the high level methodology followed.
2.1. The Energy Simulation Model: General Presentation of the Model, Areas of Application, Advantages,
and Shortcomings
EnergyPlus is the simulation engine software used to conduct an integrated simulation of the
building, system, and plant whereby supply and demand are matched based on successive iteration
substitution following Gauss–Seidel updating [20]. Open Studio is used as the API software for
developing and parameterizing the model following the principles outlined by Brackney et al. [21].
Ambient temperature, relative humidity, solar radiation, and wind speed data for 2017 and 2018 was
obtained from local meteorological equipment and converted to two yearly weather files. Data of
total HVAC energy consumption, for the years 2017 and 2018, are exploited for providing the baseline
against which model based results are evaluated.
The simulation model contains, on the one hand, the geometry, construction components and
materials of the building under study. For opaque material thickness (m), thermal conductivity
(W/mK), density (kg/m3), and thermal absorptance (dimensionless) properties are edited.
For transparent materials, such as glass in windows and sky windows thickness (m), thermal
conductivity (W/mK) and optical properties, such as solar, visible, and infrared transmittance,
are inserted. On the other hand, a model of the HVAC system is designed based on the installed
technologies and adjusted accordingly to the actual key performance heat pump technical parameters
such as Coefficients of Performance (COP), fan maximum flow power (m3/s), pressure rise, and
efficiency. Other parameters such as rated total heating/cooling capacity, and rated and maximum air
flow rated are automatically sized based on the software’s calculations. Furthermore, with respect to
the operation of the major installed systems, the simulation model takes into account the temperature
set points of the HVAC system, ventilation, and infiltration rates (ACH−1) and a number of schedules
to determine artificial lighting, electric equipment, and occupancy. Moreover, humidity control is
exercised using appropriate schedules controlling the operation of the HVAC to ensure that the
relative humidity during working hours in the various thermal zones varies between 40% and 60%.
Subsequently, an intensive search of the parameters that affected the daily, monthly, and annual
power distribution profiles is followed to improve the initial results of the model based by minimizing
deviation from HVAC power consumption data. Through the trial and error various combinations
and fine-tuning of the all of the above parameters is carried out to reach the optimum results when
assessing intra-day, monthly, and annual deviation levels.
EnergyPlus simulation is based on heat balance calculations solved simultaneously with the aid of
on an integration solution manager, which includes surface heat balance, air heat balance, and building





conv − q′′ko = 0 (1)
where
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q′′αsol is the absorbed direct and diffuse solar (short wavelength) radiation and heat flux
q′′LWR is the net long wavelength (thermal) radiation flux exchange with the air and surroundings
q′′conv is the convective flux exchange with the outside air
q′′ko is the conduction heat flux (q/A) into the wall
Clearly, q′′αsol is influenced by parameters such as location, surface angle and tilt, surface material,
and weather conditions. q′′LWR is determined by radiation exchange between the surface and the ground,
sky and air. It is dependent on the absorptivity and emissivity of the surface; the temperature of the
surface, sky, ground, and air; and corresponding view factors. Assumptions such that each surface is at
uniform temperature and energy flux leaving a surface is evenly distributed are considered reasonable
for building energy simulation. Using the Stefan–Boltzmann Law in the above equation yields
q′′LWR = εσFgnd(T
4
gnd − T4sur f ) + εσFsky(T4sky − T4sur f ) + εσFair(T4air − T4sur f ) (2)
where
ε is the long-wave emittance of the surface
σ is the Stefan–Boltzmann constant
Fgnd is the view factor of wall surface to ground surface temperature
Fsky is the view factor of wall surface to sky temperature
Fair is the view factor of wall surface to air temperature
Tsur f is the outside surface temperature
Tgnd is the ground surface temperature
Tsky is the sky temperature
Tair is the air temperature
The above equation is converted by introducing linear radiative heat transfer coefficients such that
q′′LWR = hr,gnd(Tgnd − Tsur f ) + hr,sky(Tsky − Tsur f ) + hr,air(Tair − Tsur f ) (3)
where
hr,gnd = εσFgnd(T4sur f − T4gnd)/(Tsur f − Tgnd) (4)
hr,gnd = εσFgnd(T4sur f − T4sky)/(Tsur f − Tsky) (5)
hr,gnd = εσFgnd(T4sur f − T4air)/(Tsur f − Tair) (6)
Exterior convection is modeled using equation
q′′conv = hc,ext A(Tsur f − Tair) (7)
where
q′′conv is the rate of exterior convective heat transfer
hc,ext is the exterior convection coefficient
A is the surface area
Tsur f is the surface temperature
Tair is the outdoor air temperature















ko(t) is the conductive heat flux for the current time step
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T is temperature
i indicates the internal element of the building
o indicates the external element of the building
X,Y are the response factors
In more detail, Conduction Transfer Functions (CTFs) as shown in (9) and (10) below are used to
estimate the heat fluxes on either side of the building elements based on previous temperature values
of interior and exterior surfaces as well as previous interior flux values.
q
′′

































Xj is the outside CTF coefficient, j = 0,1,...nz
Yj is the cross CTF coefficient, j = 0,1,...nz
Zj is the inside CTF coefficient, j = 0,1,...nz
φj is the flux CTF coefficient, j = 0,1,...nq
Ti is the inside surface temperature
To is the outside surface temperature
q
′′
ko is the conduction heat flux on the outside face
q
′′
ki is the conduction heat flux on the inside face
In addition, for each thermal zone EnergyPlus simulation is based on an integration of energy
















ṁiCp(Tzi − Tz) + ṁin f Cp(Tzi − Tz) + Q̇sys (11)
where
∑Nsli=1 Q̇i is the sum of convective heat transfer from the zone surfaces
∑
Nsur f aces
i=1 hi Ai(Tsi − Tz) is the convective heat transfer from the zone surfaces
ṁin f Cp(Tzi − Tz) is the heat transfer due to infiltration of outside air
∑
Nsur f aces
i=1 ṁiCp(Tzi − Tz) is the heat transfer due to interzone air mixing
Q̇sys is the air systems output
Cz dTzdt is the energy stored in zone air, and
Cz = ρairCpCT
Infiltration is outdoor air unintentionally entering the building due to the opening of doors as
well as air leakage through windows and other openings. Infiltrated air is mixed with air in the various
thermal zones of the building. Determining infiltration (or air tightness) values contains significant
uncertainty, as it requires a complex and elaborate procedure often referred to as blower door test.
Infiltrated air is commonly modeled as the number of air changes per hour (ACH) and taken into
account in the air heat balance at temperature equal to that of ambient air. In EnergyPlus, infiltration is
modeled based on Equation (12).
In f iltration = (Idesign)(Fschedule)[A + B|(Tzone − Todb)|+ C(Windspeed) + D(Windspeed)2] (12)
where
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Idesign is the user defined infiltration value (ACH−1)
Tzone is the zone air temperature at current conditions (deg C)
Todb is the outdoor air dry-bulb temperature (deg C)
Fschedule is a user defined schedule value between 0 and 1
A is the constant term coefficient
B is the temperature term coefficient
C is the velocity term coefficient
D is the velocity squared coefficient
Similarly, ventilation can be modeled using a schedule, maximum and minimum values, as well
as delta temperature values, and is determined by the equation
Ventilation = (Vdesign)(Fschedule)[A + B|(Tzone − Todb)|+ C(Windspeed) + D(Windspeed)2] (13)
where
Vdesign is the user defined ventilation value (ACH−1)
Tzone is the zone air temperature at current conditions (deg C)
Todb is the outdoor air dry-bulb temperature (deg C)
Fschedule is a user defined schedule value between 0 and 1
A is the constant term coefficient
B is the temperature term coefficient
C is the velocity term coefficient
D is the velocity squared coefficient
Furthermore, the energy provided to each thermal zone by the HVAC system, Q̇sys, is given by
Equation (14).
Q̇sys = ṁsysCp(Tsys − Tz) (14)











i=1 hi AiTsi + ∑
Nzones





i=1 hi Ai + ∑
Nzones
i=1 ṁiCp + ṁin f Cp + ṁsysCp)
(15)
2.2. Shape Modeling and Systematic Inefficiencies Correction of the Prediction Model: Presentation of the
Properties and Capabilities of the Shape Invariant Model and Implementation in the Current Study
At the first stage, the energy simulation model was carefully tuned to reduce prediction errors.
However, there are some sources of error that cannot be effectively treated only through parameter
tuning. Therefore, advanced statistical modeling approaches are considered to further reduce the
prediction model’s deviance from the true situation. At this postprocess stage, the actual phenomena
of energy and mass transfer between the environment and the building as well as within the building
itself are not explicitly modeled. Instead, this is a functional modeling approach, wherein the shape of
the prediction for the energy demand is appropriately modeled and rearranged to better approximate
the actual (measured) energy shape. As a result, the proposed shape modeling approach obsoletes
deficiencies caused on the difference of the shape between prediction–reality while the remaining
biases are further treated through appropriate Kalman filtering procedures discussed in Section 2.3.
2.2.1. The Shape Model Approach
Let us denote by (t, Xj(t)) the observations representing the energy demand at a specified day j
where t ∈ [0, 24) represents the hour of the day and Xj(t) the observed energy demand at time instant
t. In general, these measurements are available only on certain time segments (e.g., per hour); therefore,
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the accurate daily shape is not known. That means that although the true shape of the energy demand
is a continuous function with respect to time parameter t, in practice only some points of this shape
are known at specified time segments ti; therefore, the available data are of the form {ti, Xj(ti)}ni=1,
which can be considered as landmarks. As we are interested in working with the shapes of the daily
energy demands, we need to consider the shape of the day j as a function with respect to time, i.e.,
f j : [0, 24) → R. Then, using the available data {ti, Xj(ti)}ni=1 from day j we are able to estimate a
smoothed version of the energy shape employing any typical interpolation method or nonparametric
filters (e.g., spline smoothers, kernel-based smoothing methods, etc. [22–24]) by choosing appropriately
the mollification parameters in order not to lose important aspects of the information. In this manner,
the shape function of the intra-day power demand is sufficiently recovered with the advantage that
we can get estimates for the demand even in time instants that no data are available and allowing to
treat data with functional statistics techniques.
The daily shape of the energy demand is not expected to change dramatically between two
days given that we consider typical working days (i.e., not weekends or public holidays). As a
result, a standard energy-demand picture is expected to be observed with small fluctuations from
one day to another, where these fluctuations can be efficiently calibrated by appropriate shape model
considerations. Consider, for example, that for an arbitrary day j, f j(t) denotes the observed energy
demand and f̃ j(t) denotes the prediction obtained by the simulation model discussed in Section 2.1.
Clearly, as the simulation model prediction is not expected to coincide with the true state of the
energy demand, if systematic inefficiencies are presented between the prediction and reality, then a
shape correction procedure could remarkably reduce errors caused to daily energy shape deviances.
We discuss an approach under which we expect to provide corrections to the simulation model
prediction by properly “reshaping” the simulation output in order to better match the observed energy
shapes based on previous data. Such an approach is possible under the framework of deformation
models (see, e.g., [25–28]) where the observed function f j (i.e., observed energy shape) is considered as
a deformation of the prediction model f̃ j (predicted energy shape), and this relation is mathematically
expressed through the model
f j(t) = Rj( f̃ j(t)) + εj(t) (16)
where Rj : R → R is called a deformation function and εj(t) is considered as a white noise
process. Although several models can be proposed to parameterize the deformation function
(e.g., shape-invariant model [25–27]), for the particular nature of the data we consider in this paper, we
may propose a simpler model which consists of modeling the reshape function αj defined by
αj(t) := [ f̃ j(t)]−1 f j(t). (17)
If the modeler had knowledge of the reshape function, then he/she could perfectly adjust the initial
prediction f̃ j(t), provided by the simulation model discussed in Section 2.1, to obtain exactly the true
energy demand f j(t). In particular, knowledge of the exact functional form for α(·) would allow
predictions even at intermediate time instants for which observations are not available. In this section,
we propose a functional statistical model to estimate the reshape function from past data of initial
simulation model discrepancies from the actual measured energy shapes, so that it can be used for
future predictions.
As the exact knowledge of the reshape function is not an option, we can estimate it using data
from the previous days (we should choose a small time window ~5–10 days) to model the “typical”
reshape function that is observed in the near past. Clearly, using the information provided from the last
N days, let us define the set of reshape functions A := {α1, α2, ..., αN}. For the case under consideration,
it is expected that there are certain aspects of the daily energy shape which the prediction model cannot
efficiently calibrate and systematically does not capture, and as a result, the reshape functions must be
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very similar objects as shown for example for a typical set of observations in Figure 2. In such a case,
the approach we propose here is valid.
Figure 2. Example of the observed and simulated daily energy demand (per hour) and the
corresponding reshape functions for the time period 22/01/2018 to 26/01/2018.
Under this consideration, for an appropriately chosen period of time each function, αj should
not present significant fluctuations from the reshape function that is considered as the “typical” one.
Therefore, an appropriate notion of mean regarding the set of reshape functions A is needed to
properly define/represent the mean element in the set. The latter task requires the calculation of
the mean element among a number of functions living in a space which does not necessarily has
linear structure, therefore the notion of Fréchet mean needs to be exploited [29,30] for this purpose.
In the context we discuss here, each reshape function αj(·) is considered as a deformation to the
mean element (i.e., Fréchet mean) ᾱ(·) with respect to which an appropriate notion of deviance is
defined and its minimization will provide the mean element (please see [31] for technical details on
this subject). A general model like the shape-invariant model [26] can be used for the parameterization of
the functional characteristics of the reshape functions in order to define a consistent parametric form
for the Fréchet mean. According to the shape-invariant model, shape deformations like vertical (scale)
and horizontal (time) shifts can be efficiently captured. The standard shape-invariant model applied to
the energy reshape functions can be written as
αj(t) = β j + κjᾱ(t − ζ j) + εj(t), εj(t) ∼ WN(0, σ2) (18)
where ᾱ(t) denotes the mean pattern of the energy reshape function, β j and κj introduce vertical shifts
parameterization, while ζ j introduces time-shift parameterization. Recall that any αj is considered as a
deformation of the observed mean pattern (Fréchet mean) of the set A. As a result, the incurred mean











αj(t + ζ j)− β j
)
(19)
where vector θ∗ = (κ, ζ, β)′ = (κ1, ..., κN , ζ1, ..., ζN , β1, ..., βN)′ contains all the deformation parameters.
Clearly, as these parameters uniquely define the mean reshape function must be selected to minimize
the mean model variance from the set A, i.e., the vector θ∗ is chosen as
θ∗ := arg min
θ∈Θ











Energies 2020, 13, 1170
where T represents the time period within a day and Θ represents the space of the deformation















κj = 1, κj ≥ 0, for all j = 1, 2, ..., N
}
. (21)
Clearly, the estimation of the reshape function for the day j = N + 1 will be used to improve
the initial prediction, provided by the simulation model, for the energy demand of this day through
the model
f j(t) = f̂ j(t) + ηj(t) := ᾱ(t; θ) f̃ j(t) + ηj(t) (22)
where the error term ηj(t) is considered as a white noise process. After the initial mean reshape
function estimation from the first batch of data corresponding to the initial N days has been obtained,
an exponentially weighted scheme can be used to update appropriately the reshape functions taking
into account both the effect of the initial reshape function and more recent observations on the reshape
function. In particular, the proposed scheme can be described through the following steps.
Initial Step Set k = 0 and provide a choice for λ ∈ (0, 1). Given the simulation model predictions { f̃ j}
and the corresponding measurements { f j} for j = 1, 2, ..., N estimate the reshape functions {αj} from
(17). Then, set as α̂(k)(t) the Fréchet mean of {αj} (calculated by (19)–(20)) and provide the prediction
f̂ j(t) = α̂(k)(t) f̃ j(t) for j = N + 1. For every new prediction task, repeat steps 1–3.
Step 1 Given the new measurement f j(t) set k = k + 1, α0(t) := α̂(k−1)(t) and α1(t) := f̃−1j (t) f j(t).
Step 2 Set as α̂(k)(t) the Fréchet mean of α0(t) and α1(t) with weights 1 − λ and λ, respectively.
Step 3 Given the simulation model prediction f̃ j+1(t) provide the improved (reshaped) prediction
f̂ j+1(t) = α̂(k)(t) f̃ j+1(t).
The exponential weighting is used to reduce the effect of older observations to the new predictions,
i.e., for the prediction on the day N + 2 using the weight parameter λ ∈ (0, 1) we could weight the
most recent information (last observed reshape function αN+1(·)) by λ and the older observations by
(1 − λ). In this manner, choosing λ close to 1 we allocate more weight to the most recent realizations
and reduce the effect of the older observations. Otherwise, choosing λ close to zero, we forget the older
observations with a very slow rate allowing the past information to contribute more to the prediction.
Clearly, the choice of this parameter is critical to the quality of the prediction, and the final choice of
this parameter depends strongly to the nature of the application that the prediction model is employed
to. Note also that at each step the Fréchet mean of previous reshape functions is taken into account
as an observation through the term α0(t) although it is not. However, this modification allows to
simultaneously condense and appropriately weight (according to our preferences provided by the
choice of λ) the past information into a single term.
2.2.2. The Weighted Shape Model Approach
In practice, it has been proved that there are periods of time that the prediction models do not
provide reliable predictions and they may significantly deviate from the true situation. An example of
such a situation is the energy demand prediction of the building during the period of summer holidays
discussed in Section 3. In such cases, it is very important to quickly perceive when this happens and
rapidly adjust the prediction to an acceptable level of deviance from the reality. For such purposes,
we present here a small variation of the scheme presented in Section 2.2.1 where a weighted version of
the reshape model is used.
The main idea is to divide the prediction into two parts: (a) the prediction provided by the
reshape model and weight it by a proportion w ∈ (0, 1) and (b) the prediction provided by previous
observed energy shapes (measurements only) weighted by the proportion 1 − w. For the second part,
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the same procedure that used for the estimation of the mean reshape function is used, i.e., given the
past measurements of the daily energy shapes { f1, f2, ..., fN} their Fréchet mean f̄ (t) is estimated
by (19)–(20) substituting αj with f j. The Fréchet mean in this case is interpreted as the most typical
energy shape observed in the previous days without taking into account any information provided
by the energy simulation model (predictive model). Then, one could shape the prediction either by
constantly setting the weighting parameter w to a specific value or by changing this value each time
new data become available to adjust the weighted shape model as close as it is possible to the true
situation as observed until that time instant. Such a weight allocation criterion could be constructed
as follows. Define by gj+1(t; w) := w f̂j(t) + (1 − w) f̄ j(t) the weighted prediction, where f̄ j denotes
the mean energy shape as estimated until day j and f̂ j denotes the shape model’s prediction for the
day j + 1 derived from the approach discussed in Section 2.2.1. Then, given the measurement of the





gj+1(t; w)− f j+1(t)
)2 dt. (23)
Clearly, if the prediction provided by the simulation model is completely misplaced, then this
criterion will act rapidly as a safety filter and will provide a prediction that is based more on the
empirical data (previously observed energy shapes); otherwise, the prediction will be based on
the simulation model. Therefore, criterion (23) will act as a detection mechanism of significant
inconsistencies of the estimates provided by the simulation model and if such a significant shift occurs,
will immediately properly adjust the prediction and improve its accuracy. Moreover, monitoring the
value of w for a reasonable period of time, provides a measure of efficiency for the prediction model
that is used. Ideally, we expect the value of w to remain in high levels (near to 1) except of some periods
that major changes happen where the simulation model has not yet re-adjusted.
2.3. Postprocessing Using Kalman Filtering: The General Algorithm, Capabilities and Areas of Application,
and the Filter Proposed for the Present Work
Numerical simulation models in several applications, including energy prediction systems,
are exposed to systematic or non-systematic biases, an issue in which a wide number of internal
or external parameters are involved: inability of simulating sub-scale phenomena, limitations in
the parameterization of all the engaged parameters, and numerical schemes problems can be listed
among them.
Towards the limitation of the problems above and in the framework of integrated forecasting
systems, statistical postprocesses and bias removal techniques have a critical role. In particular,
Kalman filters [32–34] provide a very popular approach for systematic bias removal, combining
recursively available records with direct modeled outputs, by using weights that minimize the
corresponding biases, requiring limited CPU resources and data backlog. Kalman filters have been
successfully applied to a wide number of numerical models including atmospheric parameters
(see, for example, [35–39]), sea state (see, e.g., [40–42]), extreme events (see, e.g., [43,44]), as well
as renewable power resources (see, e.g., [45–47]). A general description of the basic Kalman filter
algorithm is summarized below.
The main target is the simulation of two parameters that evolve in time in parallel. The state
vector x and the observation corresponding y. The change of the two processes in time are described
by the system and the observation equations, respectively:
xt = Ftxt−1 + wt (24)
yt = Htxt + vt. (25)
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The coefficient matrices, Ft and Ht, are defined as the system and the observation matrix, respectively.
The corresponding covariance matrices Wt, Vt of the random vectors wt and vt, respectively, should be
determined before the application of the filter while wt and vt need to be independently distributed
according to Gaussian probability laws. The Kalman filter theory provides a method for the recursive
estimation of the unknown state xt utilizing all the observation values y up to time t. The following
equations describe a full integration step of the Kalman algorithm.








and the covariance matrix of the unknown state x is given by
Pt|t−1 = FtPt−1F
T
t + Wt (28)
where
Pt = (I − Kt Ht)Pt|t−1. (29)
In the present work, a linear filter has been adopted for the reduction of possible systematic biases
in previous simulations steps. In particular, the estimation of the bias yt in time is estimated by means
of the direct model output mt (where mt ):
yt = x0,t + x1,tmt + vt
The above provides the observation equation of the filter with observation matrix Ht = [1 mt]
and state vector xt = [x0,t x1,t]. The covariance matrices Vt and Wt of the state and observation errors
are estimated by utilizing a training window for the observed and modeled data (see [38,41,42]).
The estimated by the filter bias values are utilized for the improvement of model outputs in the next
time steps. It is worth noticing that the optimum training windows as well as initial values are case
sensitive and should be estimated separately for every application under study.
3. Test Cases and Results
In this section, the proposed integrated model presented in Section 2 is implemented to the
prediction of the daily and hourly energy demand of Leaf Lab for the time period 2017–2018.
The Leaf Lab is an industrial Near-Zero Energy Building (NZEB) of 6000 m2 total floor
area, integrating energy efficiency measures, advanced automations, renewable energy generation,
and storage. The building envelope is highly insulated and consists of walls and double glazed
windows with U values of 0.226 W/m2K and 1.793–3.194W/m2K, respectively. The HVAC system of
the Leaf Lab is composed of ground water source heat pumps with a nominal heating COP of 4.8 and a
cooling EER of 6.2–7. The HVAC is coupled to a thermal storage water tank which is heated or cooled
using excess PV power. The roof of the Leaf Lab is covered by a PV system of 236.5 kWp. Energy
systems are integrated by MyLeaf platform, which allows monitoring of measurements and advanced
control functions [48]. Leaf lab is part of the Leaf Community, a microgrid integrating industrial and
office buildings with various renewable energy systems (biPVs, tracker PVs, and micro-hydro power
system), storage (electrochemical and thermal), and electric vehicles [49]. A complete description of the
Leaf Lab and systems installed along with details of the building modeling and validation procedure
are available in [50]. The 3D representation of the Leaf Lab simulation model is presented in Figure 3.
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Figure 3. The Leaf Lab 3D simulation model.
First, an indicative analysis is performed to the initial simulation model outputs comparing to the
energy demand measurements to reveal and discuss the weak points of the non-optimized simulation
model (SM) and what improvements are obtained from its optimized version (OSM) discussed in
Section 2.1. Next, we present the improvements in energy prediction that are obtained by adopting the
shape modeling approach (Section 2.2) and Kalman filtering (Section 2.3) in the postprocessing stage.
For the model performance assessment, standard statistical indices are incorporated that are widely
used for measuring the performance of prediction models. Let us denote by {X̂t}Tt=1 the under study
model predictions for the energy demand at certain time instants t = 1, 2, ..., T and as {Xt}Tt=1 the true
(measured/observed) energy demand stature at the same time instants. In particular, the following
statistical indices are used.
• Prediction Bias, Bias = 1T ∑Tt=1(Xt − X̂t), indicating any systematic underestimation or
overestimation of the quantity of interest.
• Mean Absolute Error, MAE = 1T ∑Tt=1 |Xt − X̂t|, indicating the mean absolute deviance of the
model predictions from the true value.





t=1(Xt − X̂t)2, indicating the mean squared deviance of
the model predictions from the true value.
• Nash–Sutcliffe model efficiency coefficient, which is used to assess the predictive power of the model:





taking values on (−∞, 1] where an index equal to zero corresponds to a perfect prediction whereas
values below zero corresponds to the case where the prediction model was outperformed by a
reference model X̃.
3.1. Indicative Analysis of the Initial Simulation Results: Revealing the Weak Points
A snapshot of the simulated versus measured HVAC electric power for working days of the week
from 7/8/17 to 11/8/17 is presented in Figure 4. Simulated versus actual measured total HVAC electric
energy consumption for the year 2017 is presented in Figure 5a. It is noted that there are significant
deviations on a monthly basis which become more evident for months of unstable environmental
conditions such as March, May, and September, as well as in February. The total annual HVAC electrical
energy consumption in 2017 for Leaf Lab was 285,719 kWh (47.61 kWh/m2), whereas the respective
simulated value is 197,305 kWh (32.88 kWh/m2). The corresponding values excluding weekends is
232,669 kWh and 180,522 kWh, which correspond to an unacceptably high level of monthly CVRMSE
equal to 40.7%.
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Figure 4. Simulated vs. measured HVAC electric power for the week from 7/8/17 to 11/8/17.
Following parameterization of the model monthly deviation in HVAC, electric energy
consumption are minimized to a percentage difference ranging from 1.78% in February to 30.28% in
September and an acceptable CVRMSE of 13.89% (Figure 5b). Total simulated HVAC electric energy in
this optimized case is 252,689 kWh or 221,946 kWh excluding weekends associated to a percentage
difference of 11.5% and 4.6%, respectively.
Figure 5. Measured total HVAC electrical energy consumption for the year 2017 versus: (a) initial
model (baseline) (left plot) and (b) parameterized model (optimized) (right plot).
Table 1 contains monthly measured HVAC electrical energy consumption values and the
corresponding simulated ones obtained from the baseline and optimized models for 2017.
Table 1. Monthly measured HVAC electrical energy consumption values and the corresponding
simulated ones obtained from the baseline and optimized models for 2017.
2017 Simulated - Baseline Model (MWh) Simulated - Optimized Model (MWh) Measured (MWh)
Jan 31.55 27.79 25.72
Feb 10.26 19.27 19.61
Mar 11.09 15.76 17.55
Apr 6.79 8.92 9.64
May 2.90 15.40 16.02
Jun 21.97 27.10 26.34
Jul 20.02 23.69 25.55
Aug 27.19 30.31 27.27
Sep 6.39 13.15 18.87
Oct 7.62 10.56 14.00
Nov 17.05 14.38 15.86
Dec 17.70 15.62 16.24
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Similarly, results from the initial simulation in 2018 are presented in Figure 6a. Notably, there
are significant levels of underprediction especially in April, May, and September. The total annual
HVAC electrical energy consumption in 2018 for Leaf Lab was 290,760 kWh (48.46 kWh/m2), whereas
the respective simulated value is 221,136 kWh (36.85 kWh/m2), which equals a percentage difference
of 23.9%. The corresponding values excluding weekends is 250,042 kWh and 200,461 kWh, which
correspond to an unacceptably high level of monthly CVRMSE equal to 31.42%.
Figure 6. Measured total HVAC electrical energy consumption for the year 2018 versus: (a) initial
model (baseline) (left plot) and (b) parameterized model (optimized) (right plot).
Table 2 contains monthly measured HVAC electrical energy consumption values and the
corresponding simulated ones obtained from the baseline and optimized models for 2018.
Table 2. Monthly measured HVAC electrical energy consumption values and the corresponding
simulated ones obtained from the baseline and optimized models for 2018.
2018 Simulated - Baseline Model (MWh) Simulated - Optimized Model (MWh) Measured (MWh)
Jan 22.60 27.29 23.02
Feb 21.42 22.52 22.49
Mar 20.29 21.07 20.40
Apr 5.92 8.76 13.85
May 3.27 11.76 17.01
Jun 17.65 22.30 24.09
Jul 29.32 29.45 30.90
Aug 30.94 34.56 34.16
Sep 9.92 18.99 20.13
Oct 6.88 10.06 10.11
Nov 14.29 18.80 15.75
Dec 17.96 18.46 18.14
An intensive search of the parameters that affect the daily, monthly, and annual power distribution
profiles is presented in the following to improve the initial results of the model based by minimizing
deviation from HVAC power consumption data. Through trial and error various combinations and
fine-tuning of the all of key parameters are carried out to reach the optimum results both when
assessing deviation at intra-day, monthly, and annual timescale. During this approach, the two key
parameters identified as critical to decreasing the model’s deviation from actual metered energy
consumption are the COP and infiltration rates. COP nominal values are initially used but as they
are representative of standard conditions, validation is required to better estimate their performance
in dynamic conditions. Furthermore, the energy model uses performance curves to simulate the
dynamic behavior of heat pump systems which is hard to define in the absence of very elaborate
measuring equipment especially for systems customized to provide heating and cooling for large
facilities. Besides, fine-tuning model parameters to match the actual performance in such systems is
further justified by the fact that user behavior is not recorded and even if it was, modeling of such
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a complex activity is not feasible provided the current features of energy building software tools.
Indicatively, the opening of external windows, the entry (or exit) of people or industrial equipment
and the manual control of the temperature set point in the various thermal zones are some factors of
uncertainty as to the actual thermal energy exchanges of a building such as the Leaf Lab.
Following careful fine-tuning of the model, simulation results are improved as shown in Figure 6b.
Specifically, parameters related to the infiltration, ventilation, internal loads (electric equipment and
lighting), and occupancy of the various zones were varied until the best possible correlation was
established. Although some noticeable at monthly level differences remain especially in April and
May, overall, the simulated results approach actual measured values as revealed by CVRMSE of
14.33%. In Figure 7, simulated versus measured HVAC electric power for a week in November 2018
is presented. In this case, the simulated pattern follows the actual measured values; however, there
clear deviations especially with respect to the peaks early in the morning and late in the afternoon
are observed.
Figure 7. Simulated versus measured HVAC electric power for the week from 12/11/18 to 17/11/18.
In Figures 8 and 9, the evolution of statistical indices (Bias, MAE, and RMSE) regarding the
deviance of the initial simulation model is illustrated, and its optimized parameterized version
comparing to the measured energy demand for the years 2017–2018. With regards to Bias, the optimized
model significantly outperforms the initial energy model of the building which underestimates energy
consumption for most months in 2017. Concerning MAE and RMSE, it is demonstrated that the
optimized model generally performs better except for months March, April, October, and November
for which the initial model performs slightly better. Similarly, in 2018, the results of the optimized
model are associated with a Bias error of lower magnitude for months from April to October. MAE
and RMSE, in this case, are lower in the case of the optimized model compared to the baseline model
for months from February to November. In contrast, the initial model performs marginally better for
estimating energy consumption in January, October, and November.
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Figure 8. Statistical error indices for the energy prediction through the simulation model (SM) and the
optimized simulation model (OSM) for the year 2017 (per month).
Figure 9. Statistical error indices for the energy prediction through the simulation model (SM) and the
optimized simulation model (OSM) for the year 2018 (per month).
3.2. Diagnostic Results for the Complete Model Outputs
In this section, we discuss the improvements obtained to the energy consumption prediction
for the Leaf Lab building for the time period 2017–2018 by implementing the postprocess part of
the integrated model, i.e., the shape modeling approach and Kalman filtering. For convenience,
let us introduce the abbreviations (SM) for the initial (benchmark) simulation model, (OSM) for the
optimized/parameterized simulation model, (RS) for the reshaped simulation model, (w-RS) for the
weighted reshaped model, and (KF-RS) for the integrated model by implementing Kalman filtering at
the later stage of the reshape model output. For illustration purposes, we divide our analysis into two
parts: (a) regarding the intra-day (hourly) energy demand prediction and (b) regarding the prediction
of daily summary of the energy demand (total energy demand on the whole day).
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3.2.1. Evaluating Intra-Day Energy Demand Predictions
In Table 3, the yearly diagnostic results of the intra-day energy demand predictions (hourly),
provided by all incorporated prediction models for the years 2017 and 2018, are presented. Note that
the NSE coefficient is calculated using as reference model the initial simulation model (SM). Based
on the various indices, it is clearly demonstrated that the reshape modeling provides much higher
levels of accuracy compared to the model’s simulated outputs. Specifically, it is observed that RMSE in
both years is reduced ~50%. The Kalman filtering procedure does not further improve the intra-day
prediction performance of the reshaped model, indicating that the utilized shape model filters out
efficiently most systematic sources of error affecting the intra-day (hourly) energy demand prediction.
Table 3. Model diagnostic results for intra-day energy demand predictions (hourly) for the years 2017
and 2018.
Model Bias MAE RMSE NSE Bias MAE RMSE NSE
2017 2018
SM −8.67 21.32 31.66 0.00 −7.67 22.66 35.56 0.00
OSM −1.79 19.39 28.80 0.17 −0.63 21.77 32.58 0.16
RS −0.14 12.92 20.46 0.58 −0.25 12.91 22.01 0.62
w−RS −0.51 9.91 17.03 0.71 −0.18 9.58 17.65 0.75
KF−RS 0.20 11.33 17.60 0.70 −0.36 12.67 18.73 0.73
Figures 10 and 11 illustrate the monthly Bias, MAE, and RMSE values for both reshaped models
RS and w-RS computed for the intra-day performance of the models compared to the results obtained
by the optimized simulation model (OSM). Both reshaped models perform better as all statistical
indices in the majority of cases are significantly improved indicating the superior predictability of the
reshaped approach.
Figure 10. Statistical error indices for the Reshaped Simulation Model (RS) and the Weighted Reshaped
Simulation Model (w-RS) for the year 2017 (per month).
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Figure 11. Statistical error indices for the Reshaped Simulation Model (RS) and the Weighted Reshaped
Simulation Model (w-RS) for the year 2018 (per month).
3.2.2. Evaluating Daily Summaries Energy Demand Predictions
At a second stage, we are interested in the performance of the incorporated models in predicting
the total energy demand per day. The same model approaches are tested, and their results are
illustrated in Table 4. In this case, the Kalman filtering step further improves the prediction since the
model biases are reduced significantly and the best NSE values are obtained through the KF-RS model.
This happens because although the RS and w-RS models efficiently capture intra-day effects in the
shape of the energy demand, when we are interested in the daily summary, these effects are mutually
canceled and become obsolete. However, the KF-RS model, in general, improves the average biases, as
it detects these inefficiencies as systematic ones from the perspective of daily summaries, and therefore
it further improves the model outputs.
Table 4. Model diagnostic results for the predictions on the daily energy demand (summaries) for the
years 2017 and 2018.
Model Bias MAE RMSE NSE Bias MAE RMSE NSE
2017 2018
SM −195.00 344.65 423.71 0.00 −182.59 306.54 413.80 0.00
OSM −37.54 237.38 304.32 0.30 −12.80 232.49 328.62 0.30
RS −1.90 192.54 272.03 0.44 −6.09 194.10 295.32 0.32
w−RS −11.18 144.97 226.93 0.61 −4.39 139.18 238.78 0.50
KF−RS −0.73 143.46 207.51 0.66 −1.70 155.74 247.69 0.51
In Figures 12 and 13, the performance of the KF-RS model in predicting the daily energy demand
(summaries) is illustrated, comparing again to the OSM model. It is evident that the later model is
significantly improved by correcting major inconsistencies in certain time periods throughout the year
and more accurately approximating the true levels of energy needed. In particular, for special cases
where systematic biases are present (see, e.g., highlighted periods in Figures 12 and 13), the KF-RS
model proves able to eliminate systematic over- or underestimations.
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Figure 12. Prediction of the daily energy demand (summary) obtained by optimized simulation model
(OSM) and Kalman filter-enhanced reshaped simulation model (KF-RS) for the year 2017.
Figure 13. Prediction of the daily energy demand (summary) obtained by optimized simulation model
(OSM) and Kalman filter-enhanced reshaped simulation model (KF-RS) for the year 2018.
4. Conclusions
In this paper, validation of the building energy model of an industrial near-zero energy building is
investigated over a two-year period. It is demonstrated that manual extensive fine-tuning of key model
parameters is valuable to improve initial overall error levels using trial and error of key parameters.
However, this process requires a high level of expertise, deep knowledge of the facility under study,
and it is very time-consuming. Furthermore, it is demonstrated that systematic deficiencies continue
to occur even after careful fine-tuning of key model parameters. On the one hand, this is due to
the complicated issue of modeling the behavior of users as well as of equipment use in a large
industrial facility. On the other hand, the dynamic performance of custom-built HVAC systems
requires specific measurements if it is not to be solely defined at a high level and modeled based on
nominal performance coefficients. To address this problem two modeling approaches are integrated:
(a) the shape and weighted shape model and (b) Kalman filtering postprocessing. The above methods
are applied in a postprocessing stage, which is tested and evaluated. Initial, optimized simulation
results and results from postprocessing are analyzed compared with the aid of bias error, mean
absolute error, root mean squared error, and the Nash–Sutcliffe model efficiency coefficient. Results are
explored to demonstrate the effectiveness of the method in capturing and reducing intra-day systematic
deviations as well as the overall performance gap. Overall, the proposed integrated approach proves
to be very effective in eliminating systematic over or under estimations and critically reduces the
magnitude of deviations and as a result significantly reduces the performance gap compared to the
optimized simulation model. In particular, the integrated prediction model succeeded in reducing
the RMSE (in mean values) approximately 39% and 43% for the hourly predictions in years 2017 and
2018, respectively, and approximately 32% and 25% for the daily energy demand for the same years
which are rather impressive improvements. Note also that in all cases, the integrated prediction model
substantially increased model efficiency coefficient (NS) at least 70% comparing to the efficiency of the
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optimized simulation model (OSM). The proposed approach is applicable in several types of buildings
(i.e., residential, commercial, public, etc.) provided that reliable data of energy consumption and
of human activity are available over a significant period of time (ideally more than one year). As a
future step, the presented approach could be deployed and tested across several types of buildings
that fall into different energy efficiency categories to assess its performance over a wide spectrum
of applications.
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Abstract: Rural areas of developing countries often have poor energy infrastructure and so rely on a
very local supply. A local energy supply in rural Uganda frequently has problems such as limited
accessibility, unreliability, a high expense, harmful to health and deforestation. By carbonizing waste
biomass streams, available to those in rural areas of developing countries through a solar resource, it
would be possible to create stable, reliable fuels with more consistent calorific values. An energy
demand calculator is reported to assess the different energy demands of various thermochemical
processes that can be used to create biofuel. The energy demand calculator then relates the energy
required to the area of solar collector required for an integrated system. Pyrolysis was shown to
require the least amount of energy to process 1 kg of biomass when compared to steam treatment and
hydrothermal carbonization (HTC). This was due to the large amount of water required for steam
treatment and HTC. A resource assessment of Uganda is reported, to which the energy demand
calculator has been applied. Quantitative data are presented for agricultural residues, forestry
residues, animal manure and aquatic weeds found within Uganda. In application to rural areas of
Uganda, a linear Fresnel HTC integration shows to be the most practical fit. Integration with a low
temperature steam treatment would require more solar input for less carbonization due to the energy
required to vaporize liquid water.
Keywords: biomass; energy resource assessment; developing countries; concentrated solar;
thermochemical
1. Introduction
Those living in rural areas of developing nations face many daily problems, including but not
limited to, having access to a clean cook fuel with an appropriate energy content. Women and children
are often forced to spend multiple hours a day trekking for firewood and other materials to burn for
cooking. Inefficient burning of inappropriate material leads to health issues, time spent collecting these
materials is time away from education and earning a living. By carbonizing biomass to create a solid
fuel that can be used for cooking, it would be possible to help in solving the above problems faced
daily for those living in rural areas of developing nations. To aid the integration of concentrated solar
technology with the thermochemical techniques used to create a biofuel, an energy demand calculator
has been made and applied to Uganda. Uganda was selected as the case study nation due to the strong
links between the University of Leeds and the Centre for Research in Energy and Energy Conservation
(CREEC) based at the Makerere University, Kampala, Uganda.
The integration of biomass and concentrated solar technology (CST) has been proven successful
multiple times shown within literature. With enough solar radiation to power the earth 4200 times,
and multiple ways to thermochemically treat biomass into a fuel, integration of the two is only logical.
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Solar pyrolysis is not a new nor a novel technology and is described many times within literature.
It has been present in academia since the 1980s, using solar simulators (furnace images) and elliptic
mirrors as a source of radiation [1]. Solar pyrolysis is defined as an endothermic process of converting
biomass into an inert atmosphere in which the required heat for the reaction to occur is provided
by concentrated solar energy [2]. Solar pyrolysis thus allows for solar energy to be stored within a
chemical compound. Throughout literature, it has become apparent that solar pyrolysis can occur via
two techniques, that being through either direct or indirect radiation. Either biomass is directly heated
by concentrated solar radiation through either a borosilicate or quartz glass, or is indirectly heated via
convection or a heat transferring fluid as shown by R. Adinberg et al. (2014) [1,3]. Indirect reactors
have external walls heated by concentrated solar radiation. Conduction through the walls heats the
reactants. Most indirect reactors are catalytic tubular reformers, whereby a gas flows across a heated
catalyst [4,5]. Double cavity reactors have recently been developed for thermochemical purposes. In
the double cavity reactor, the reaction chamber is physically separated from the reactor that receives
the solar radiation [4,6].
There has been work shown in literature assessing various solar pyrolysis techniques, temperatures,
hold times, and other variables, allowing a compilation of the key research challenges that lie ahead
with the technology. Morales et al. (2014) studied the effect of solar pyrolysis on orange peel [2]. The
study was conducted with the feedstock directly heated within a borosilicate glass tube with helium
as the gas carrier as part of a parabolic trough array. The irradiance profile of the parabolic trough
was plotted using the SolTrace software provided by the [US] National Renewable Energy Laboratory
(NREL). The parabolic trough had an aperture width of 1.3 m and a reflectivity of 0.94. The borosilicate
glass receiver had an external diameter of 2 inches. Peak solar irradiance during the experiment was
25,084 W/m2, with the average being 12,553 W/m2. During pyrolysis of the orange peel, temperatures
averaged 290 ◦C with a peak temperature of 495 ◦C. Under these conditions the orange peel lost 79.08%
of its mass producing mainly a liquid bio-oil. Of the product, 77.64% was liquid, 1.43% was gas and the
remainder was char. The results for the solar pyrolysis of the orange peel compared well to literature
results of an electric furnace based pyrolysis of orange peel [2]. S. Morales went on to after reviewing
his work to note that with an increase in aperture width, the maximum temperature and efficiency of
his process would increase [2].
Zeng et al. (2014) investigated the solar pyrolysis of wood in a lab-scale solar reactor, assessing
the influence of temperature and gas flow. The pyrolysis temperature ranged from 600 to 2000 ◦C
with a hold time of 12 min, and argon flow rates between 3 Nl/min and 12 Nl/min. The heating rate
was constant at 50 ◦C/s across all experiments conducted [7]. Zeng et al. reported on how the use
of arc image furnaces in literature are pronounced for providing a higher liquid yield compared to
conventional furnaces. Liquid yield unlike gas and char yield are not significantly dependent on the
heat flux density [7]. K. Zeng et al. however were studying solar pyrolysis conditions in order to gain
a high gas yield from Beechwood samples. The results showed that for the highest possible gas yield,
the temperature needs to be as high as possible. Gas yield constantly increased across the experiments,
with a final yield of 51%, but the biggest increase occurred between 600 ◦C–1000 ◦C (15–37%). Liquid
yield and char yield both decreased with increasing temperature. At 600 ◦C the liquid yield was 71%
dropping to 52% at 1000 ◦C and further to 41% at 2000 ◦C. The char remained low throughout the
experiment dropping from 14%–8% [7]. Gas flow rate had the opposite effect. At 1200 ◦C increasing
the argon flow rate within the reaction chamber leads to a slight decrease in gas yield and an increase
in liquid and char yield. This result would be due to the removal rate of products from the hot zone of
the reactor. Zeng et al. has helped show that the main products to be produced form solar pyrolysis
are either a liquid or a gas [7]. Char yield never passed 15% within the experiments and so this would
need to be taken into consideration if taking this technology forward.
Li et al. conducted experiments similar to K. Zeng et al. as outlined above. Li et al. attempted to
produce a pyrolysis gas from pine sawdust, peach pit, grape stalk and grape marc within a temperature
range of 800 ◦C–2000 ◦C with the use of a solar dish. As expected, gas yield increased with increasing
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temperature and temperature rate, with liquid yield and char yield reacting oppositely. Li et al. did
note that the feedstocks with a higher lignin content provided a higher char yield [8]. In a review
conducted by Chintala (2018), the process variables of solar biomass were investigated. Chintala
confirmed through citing literature that by increasing the reaction temperature the gas yield increased.
Chintala also investigated the effects of biomass particle size and claimed that a larger particle size will
increase char yield [9].
Two examples of a high solid yield produced by solar pyrolysis, which are perhaps of a higher
relevancy to this study, include work conducted by Ramos et al. and Hans et al. Ramos was
able to produce 70 g of biochar from 180 g of wood implying a char yield of 38%. His parabolic
solar concentrator had a surface area of 1.37 m2 and its receiver hit temperatures of above 270 ◦C.
For the conversion to efficiently take place, the process occurred over 5 h during peak day time
hours [10]. Hans et al. also managed to produce a solid fuel. Hans et al. took agricultural wastes
such as wheat straw and pyrolyzed them in a solar driven reactor for 90 min at 500 ◦C. The solid fuel
produced gained energy density, increasing it from 16.9 MJ/kg to 24–28 MJ/kg. Details of his design are
based in the reference Hans et al. [11].
There are limited reports of modelling solar pyrolysis in the literature, however Sanchez et al.
(2018) has published a useful system for modelling and evaluation the thermochemical technique [12].
Sanchez et al. breaks the model down into two scenarios (i) heating of the biomass from an ambient
to an operating temperature and (ii) the pyrolysis reactions at the operating temperature, details
of which can be found in the reference Sanchez et al. [12]. The model aims to predict the length
needed for the pyrolysis reactor for a set feed rate. By varying the operating temperature and hold
times, the optimum reactor size can be predicted. The equations for the model are outlined in the
reference and the simulation software used was MatLAB. Sanchez et al. ran the model based off of
data from Seville, Spain. During optimum conditions the model predicted a maximum char yield
from a woody biomass feedstock to be 40.8 wt%. However the system would not constantly be able
to run at optimum conditions, leaving the average annual yield to be a meek 10.1 wt% [12]. The
model and the predictions made by Sanchez et al. are observed to be accurate and could be applied
to the future work of this thesis. The design of the system that Sanchez is basing the model off from
however does not seem optimum. The use of better materials and a parabolic dish or trough instead of
linear Fresnel would hopefully improve the efficiency during non-optimum conditions. Improving
the efficiency for optimum conditions would also increase the overall operating temperature and
therefore decrease the char yield—which for the production of a solid fuel would be detrimental. Work
conducted by Zeng et al., Li et al. and Soria et al. provided a useful solution for this. By creating
effectively a shutter system from a carbon composite, they were able to have a larger control of the
operating temperature [7].
Developing solar pyrolysis may not the technology of choice for this work, but some of its
principles can be carried on. For a high char yield it would seem that a slow pyrolysis under cooler
conditions would be optimal. This would be beneficial as it would help with the simplicity of the
design. Building a solar collector to reach temperatures between 200–600 ◦C would be easier and
more economically viable compared to one that needed to reach 2000 ◦C. Little research has been
conducted in the field of integrating solar with lower temperature hydrothermal treatments, but will
be investigated in this work.
As can be seen through the review of literature the design of the pyrolysis system is key to what
operating conditions can be achieved, and thus what pyrolysis products can be produced. Chintala
summarized the key research challenges in their review. These challenges are as follow [9]:
• Uniform distribution of the heat flux
• Heat losses from the surface of the reactor/high wind speeds
• High capital costs
• Reactor design for effective thermochemical conversion, including reactor material
• Variation in solar flux (time of day/season)
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However, by modeling a variety of options before setting on a design choice the challenges may
be overcome. By selecting the correct solar reactor type, either direct or indirect with respect to the
product required and building the system from the correct materials, the system should be as efficient
as possible. An efficient system will reduce the overall capital costs (though they may still be high)
as there will be no wasted materials [13]. For a small scale system, the solar reactor may only be
required to run during peak hours and so the variation in solar flux may be a non-issue. In a large scale
reactor, molten salt technology and solar thermal storage may play a role to account for the varying
solar conditions.
This report provides a method for calculating the energy demand required for a thermochemical
process, and relating that to the area of a solar collector required to produce the needed energy
input. The energy demand assessment will report on the energy requirements for the thermochemical
technologies that are possible for integration with a solar resource. A theoretical thermodynamic
approach following the principals of the first law of thermodynamics forms the basis of the calculator.
The energy demand calculator is then applied to Uganda. A quantitative and qualitative review of
the waste biomass in Uganda is also reported. It is essential that the feedstock selected must be a
waste stream and not disrupt current practice. The qualitative biomass review of Uganda will form
the basis on to which the quantitative review of the biomass will be formed. The quantitative review
will normalize the biomass by reporting the higher heating values (HHVs), showing which biomass
sources will make for a feasible feedstock within Uganda.
2. Energy Demands of the Integrated Approach to a Concentrated Solar Powered
Thermochemical Process for the Production of a Biofuel
2.1. Methodology of the Energy Demand Calculator
The energy demand calculator created has the ability to estimate either the area of the solar
collector required to process a set mass of biomass in a given time, the mass of biomass that can be
processed in a set time with set solar collector area or the time required to process a given mass of
















The symbols and units for the expressions can be shown in Table 1.
Table 1. Symbol, definitions and units for Equations (1)–(4).
Symbol Definition Unit
A Area of mirror m2
P Power W
η Efficiency %





C Specific heat capacity J/kg/K
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The model is able to deal with various thermochemical techniques such as steam treatment, HTC
and pyrolysis. When steam treatment is required the heat of vaporization for water must be included.
Heat of vaporization is not included for HTC or pyrolysis as water is never vaporized. During steam
treatment only water is included in the mixture as the solar collector is only required to boil the water
to produce steam, vice versa for pyrolysis, only biomass is included in the mixture. HTC requires
the heating of biomass plus water at a ratio that is able to be input into the calculator. The calculator
requires the specific heat capacity of water, the biomass (if it is steam treatment, specific heat of the
biomass is 0) and the operating temperature. The other variables are able to be entered depending
on the data acquired and the data required. Heat of HTC and pyrolysis are too be included for their
respective calculations. The ‘Enthalpy Value’ calculator estimates the value to be included within the
model. Current enthalpy data have been included within the model, however this can be varied.
2.2. Assumptions of the Calculator
There are a number of assumptions that have been made to allow this calculator to work, and to
allow for a comparison of technologies. The system the work is based on is a small-scale system to be
used in rural communities in developing countries i.e., rural Uganda. The technology will be simple
and relatively low tech. Thermal efficiencies/heat transfer/heat losses and other detailed formulas
and data have not been included within the calculator, instead an overall efficiency % is to be input
into the calculator. The assumption is that the losses will be similar whether the system be for steam
treatment, HTC or pyrolysis. We are assuming for a constant solar irradiance, whereas in reality as
proven by monitoring the solar irradiance in Uganda, it does fluctuate. The solar irradiance input
should be set as the minimum solar irradiance required for the system to work. The system is only
accounting for the energy required for the thermochemical process, it is not taking into account pre or
post processing. Whether a dry or wet feedstock is required, drying pre or post processing is assumed
to be done in air using the sun’s natural light to do so. During the qualitative review of Ugandan
biomass, coffee beans were observed to be drying on a black material during the day time. The biomass
or biofuel is assumed to be dried under these conditions and so no extra energy input is required. The
final assumption would be that the mixture is completely heterogeneous, fully mixed, and heating is
uniform and complete. All of the mixture is to be processed.
2.3. Example Scenarios of the Energy Demand Calculator
An example scenario has been put together to show example results for the energy demand model.
The example is based off of processing 1 kg of biomass with a specific heat capacity of 2000 J/K/kg (an
example specific heat capacity value). Table 2 shows the variables that have been kept the same for
the example model. Assuming a biomass to water ratio of 1:10 for steam treatment and HTC, as well
as a solar irradiance of 900 W/m2 for 6 h. These values are all able to be changed within the model.
Table 3 shows the variables that have been altered subject to which thermochemical technology is
being modelled. The heat of reaction values have been taken from literature and are able to be altered
within the model [14,15].
Table 2. Constant variables for the energy demand example simulation.
Variable Value
Mass of biomass (kg) 1
Biomass to water ratio (1:x) 10
Mass of water (kg) 10
Cp of example biomass (J/kg/K) 2000
Cp of water (J/kg/K) 4186
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Table 3. Dependent variables of the energy demand example simulation.
Variable Value
Steam Temperature End (K) 373
HTC Temperature End (K) 573
Pyrolysis Temperature End (K) 773
Steam Additional Heat Value (MJ/K/kg) 2.256
HTC Additional Heat Value (MJ/K/kg) −2.4
Pyrolysis Additional Heat Value (MJ/K/kg) 3.0
Results to this example of how the model operates are shown in Table 4.
Table 4. Results of the example energy demand simulation.
Symbol Steam HTC Pyrolysis
Q (MJ) 25.9 9.88 3.96
E (kWh) 7.197 2.745 1.100
P (kW) 1.199 0.457 0.183
A 100 (m2) 1.333 0.508 0.204
A eff (m2) 5.331 2.033 0.815
L (m) 5.331 2.033 0.815
From the results shown in Table 4 it is clear that the energy required to vaporize the 10 kg of
water to produce steam is significantly higher than the energy required for HTC and pyrolysis. The
higher energy demand of the process leads to a larger collector area required, and with a given width
of 1 m for a parabolic trough collector, a longer trough is required. One of the main factors effecting the
results are the additional heat values. The heat of vaporization for 10 kg of water is approximately a
factor of 10 larger than the given heat of pyrolysis for 1 kg of biomass. Pyrolysis has been shown to
require the smallest area of collector. The main factor attributing to this is the mass of water required
for HTC and steam treatment of biomass.
Example 2 shows the process in reverse. Finding how much biomass can be produced with a
fixed collector size. Constant variables are shown in Table 5 and the dependent variables are kept
constant with Table 3.
Table 5. Constant variables for the energy demand in the second example simulation.
Variable Value
Biomass to water ratio (1:x) 10
Cp of example biomass (J/kg/K) 2000
Cp of water (J/kg/K) 4186






Table 6 shows the results produced by the calculator with a set collector size which are applicable
for all thermochemical process. A value of 5.33 m2 has been selected to show that this will result in 1 kg
of biomass being able to be treated via a steam treatment. The results show that under the conditions
shown in Table 5, 25.9 MJ of energy are able to be produced.
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Table 6. Group results from the second example simulation.
Variable Value
A eff (m2) 5.33




Table 7 shows the amount of biomass than can be processed depending on which thermochemical
treatment is used. The specific heat capacity value varies between processes. Steam treatment only
requires the heating of water, so the heat capacity of water is used. Equally pyrolysis is the heating of
dry biomass, so the specific heat value of biomass is used (same example value). HTC is a mixture of
water and biomass as defined by the user, in this case 10:1.
Table 7. Independent results from the second example energy demand simulation.
Variable Steam HTC Pyrolysis
ΔT (K) 80 280 480
Cp mixture (J/kg/K) 4186 3987 2000
H (MJ/kg) 2.256 −2.4 3.0
Mass of biomass total (kg) 1 2.62 6.54
From Table 7, it is clear that under the set conditions of the example, the 25.9 MJ will be able to steam
treat 1 kg of biomass, hydrothermally carbonize 2.62 kg of biomass or pyrolyse 6.54 kg of biomass.
3. Overview of the Qualitative Assessment of Biomass in Uganda
The biomass assessment of Uganda reports on what source and use of energy is most needed by
those in rural areas, what biomass is readily available, how it is used, and what goes to waste. The aim
of the assessment was to discover if there was a readily available biomass waste stream that could be
used to produce a useful fuel.
In order to achieve an overall and fair assessment of the country, the maximum distance was
covered within the time available. Homesteads, schools, farms, plantations and factories were all
visited, as well as general observations made. From interviews and observations with the local people,
especially those in schools, a cook fuel/solid fuel for heat would ultimately be the best source of fuel to
provide Uganda and other developing countries. Currently the main source of fuel used is untreated
forest wood which has a number of disadvantages; deforestation, poor efficiency and high emissions.
The potential feedstocks that were identified from the assessment of Uganda include: agricultural and
forestry residue (including water hyacinth), sewage sludge and municipal solid waste (MSW). These
feedstocks were shown to be largely going to waste, suggesting that if incorporated into the system
they would not currently disrupt the lifestyles of the local people.
Literature assessment of the thermochemical technology available and comparing that with
concentrated solar technology showed that the possible and practical integration options included a
hydrothermal/steam treatment or pyrolysis with either a linear Fresnel or parabolic trough.
4. Quantitative Analysis of the Energy Stored within Waste Biomass Available in Uganda
4.1. Agriculture Residue
Agricultural data have been sourced from the Ugandan Bureau of Statistics and are reported in
metric tonnes × 106. Table 8 reports the five highest agriculture crops grown. Waste from the various
crops has then been calculated by subtracting the edible part of the crops [16].
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Table 8. Top five reported crops grown in Uganda with their waste % and resulting waste from crop
available for energy use.
Biomass
National Production
(Metric Tons × 106) Waste %
Solid Waste
(Metric Tons × 106)
Plantain 4.297 40 1.719
Cassava 2.894 30 0.868
Maize 2.362 40 0.945
Sweet potato 1.819 7 0.127
Beans 0.929 10 0.093
Table 8 shows plantain to be significantly higher than the other four crops, almost double the
second largest waste producer maize. Sweet potato and beans, though largely produced actually
produce very little waste. The 7% waste production from sweet potato is attributed to the skin and
other fibers produced during the flour production process. It has the potential to be eaten whole and
therefore produce even less waste.
4.2. Forestry Residue
It is unfeasible to produce an accurate and precise amount of forestry residue available in Uganda.
However, the amount of forest in Uganda is known. In 2005 the UN reported on the amount of forest
in Uganda. The total land cover of all forest in Uganda in 2005 was 18% (3.6 million hectares), down
from 24% in 1990 [17,18]. The results of the report are currently 14 years out of date and therefore
are likely to have decreased by a significant amount due to constant deforestation within the country.
From the report, private land owners with large plantations may benefit from a concentrated solar
driven thermochemical production of biofuel with forestry residue as a feedstock. This would include
private owners such as schools and manufactures whom rely on firewood.
The global forest watch reports that in 2010 Uganda had a tree cover of 5.61 million hectares,
equivalent to 23% of land cover. In 2015 the global forest watch reports Uganda to have 4.87 million
hectares of forest land. Their data were taken from ESA Climate Change Initiative—Land Cover led
by U. C. Louvain (2017) and can be taken as more reliable. The data are collected through the use of
google maps and NASA imaging [19]. Figure 1 may however show a better representation of how the
forest is split within Uganda.
 
Figure 1. Forest area in Uganda.
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4.3. Animal Waste
As with the forestry residue in Uganda, the precise number of cattle and other farmed animals
cannot be accurately reported [20]. However, the amount of waste produced per animal can be reported
and is so. The data shown in Figure 2 report the average waste per 1000 kg of live animal mass [21].
The waste produced can vary greatly depending on a number of factors such as animal breed, diet,
animal age, animal environment and animal productivity [20–22]. The Ankole–Watusi is the most
prevalent cattle type in Uganda and is on the larger side of cattle breeds weighing over 600 kg on
average fully grown and would produce similar manure to the dairy cattle. Two of the Ankole–Watusi
would be able to produce the manure shown in Figure 2. The large black pig is most prevalent in
Uganda. Weighing over 300 kg fully grown, four large black pigs should produce a similar amount of
manure to two Ankole–Watusi.
 
Figure 2. Fresh manure production and characteristics per 1000 kg of live animal mass per day.
4.4. Water Hyacinth
Water hyacinth (Eichhornia crassipes (Mart.) Solms) is a free floating herb that resides in fresh water
ecosystems. The herb generally grows to 40 cm in length, but it can reach heights of 1 m. The ideal
conditions for water hyacinth growth include a pH of 7, temperatures between 15–30 ◦C, low salinity
(fresh water), plenty of sun light availability, high availability of nitrogen/phosphorous/potassium
within the water and low disturbance. Under these ideal conditions, water hyacinth is able to double
in water coverage in between 6–15 days. Water hyacinth’s impressive reproduction rate leads it to be
easily farmed. In China farmed fertilized irrigation channels were able to yield up to 750 tonnes/ha/year
(extrapolated data). A rate of 200 tonnes/ha/year is much more likely in the tropics i.e., Uganda [23,24].
The quantity of water hyacinth available in Uganda is uncertain. Uganda has 4,152,000 hectares
of open water/swamp area, more than enough for water hyacinth farming or for natural growth.
Closed ponds however would make the most ideal farms to prevent the spread of water hyacinth to
unwanted areas. Uganda has experienced problems with water hyacinth in the past, with some areas
of Lake Victoria becoming very over run with the herb. An uncontrolled spread of the herb has many
detrimental effects to the ecosystem and the people who rely on it such as; obstruction of water ways
for boats and irrigation, prevention of fishing through the formation of a thick mat and through being
lethal to fish by preventing light and oxygen reaching them and being a breeding ground for disease
by hosting disease carrying insects. Water hyacinth can be controlled using mechanical, chemical and
biological methods. Mechanical, though slow and expensive is the preferred method as the herb is
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then able to be collected and used. Chemical control with the use of herbicides is an effective method
but has many detrimental effects for the environment. Biological control with insects and fungi is
available, but only in use with other control methods [23,24].
4.5. Energy Content Available within Common Types of Biomass Found within Uganda
Calorific value represents the energy content of biomass and is measured by determining the heat
produced during complete combustion. Figure 3 represents a comparison of HHV literature values for
common biomass found within Uganda, that are the focus of this report [25,26].
 
Figure 3. Characteristics of common Ugandan biomass [dry basis].
The HHV values of biomass shown in Figure 3 range from approximately 12–20 MJ/kg. Agricultural
waste will average an approximate 15–20 MJ/kg with forestry biomass being towards 20 MJ/kg on a
dry basis. HHV values for manure have been reported between 13–20 MJ/kg [25–27].
Upgrading biomass through thermochemical treatments such as HTC and pyrolysis increase
the HHV. Uzun et al. (2017) reports a corn cob has a HHV of 18.77 MJ/kg as shown in Figure 3.
Machado et al. (2018) reports that after HTC treatment with subcritical water at 250 ◦C the HHV
of corn stover rose to 24.57 MJ/kg [28]. 24.74 MJ/kg was reported by S. Hoekman et al. (2013) [29].
Raveendran et al. (1996) pyrolysed corn cob at 500 ◦C within a packed bed pyrolyser producing a HHV
of 28.6 MJ/kg or 26.4 MJ/kg from de-ashed corn cob [30]. These values compare with the IEA definition
of sub-bituminous coal which reports to have a HHV of between 17.4–23.9 MJ/kg [31].
5. Calculator Utilisation
The energy demand calculator is a tool which theoretically determines the amount of energy
required or produced from the solar/biomass processes. It does not take into account the practicality of
solutions. For example, wanting to produce a solar pyrolysis system requiring high temperatures of
500 ◦C in a rural location of a developing country would require huge amounts of mirrors. Solar energy
is dilute, whilst chemical energy is concentrated, thus you need a vast amount of solar energy to make
a significant amount of chemical energy. This being the primary reason as to why high temperature
thermochemical treatments such as pyrolysis (or gasification) not being a practical solution. A large
central receiver (power tower) solar system would be required to generate the heat needed for the
process. This would increase the cost and the complexity of the system drastically. With that stated
a low temperature steam treatment (with a low biomass to water ratio) or low temperature HTC
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(ideally a low water to biomass ratio) are ideal thermochemical treatments. With temperatures between
100–250 ◦C a simple linear Fresnel concentrating method will be able to meet the temperatures required
by a low temperature technique.
Uganda has been selected as the case study for this report, the model can be made applicable to
all biomass types. Shown below are five practical examples based on common waste biomass streams
from Uganda. Each example aims to hydrothermally carbonise 10/15/20 kg of biomass sample at
200 ◦C in a location with 750 W/m2 of direct irradiance. Table 9 shows the constant input variables and
Table 10 shows the specific heat capacity of the different biomasses used for comparison. However, it
should be noted that heat capacities do vary within biomasses and will be dependent on how much
moisture is in the biomass. Reported heat capacities are approximations for an example and lab tested
heat capacities should be used for live projects.
Table 9. Constant variables for biomass comparison.
Variable Value
Mass of biomass (kg) 10/15/20
Biomass to water ratio (1:x) 10
Mass of water (kg) 100
Cp of water (J/kg K) 4186
Temperature start (K) 293




Mirror collector width (m) 3
Table 10. Specific heat capacities of common biomasses in their representative countries.
Country Biomass Specific Heat Capacity (J/kg/K)
Uganda Rice husk 1377 [32]
Uganda Sugar cane (bagasse) 1500 [33]
Uganda Dairy manure 1993 [34]
Uganda Wood 1700 [35]
Uganda Water hyacinth 1455 [36]
Figure 4 shows the length of mirror required for the process. As HTC requires a large body of
water in the system, a ratio of 1:10, the specific heat capacity and therefore biomass type has a very
small effect on the length of mirror required. The mass has a much greater effect on the amount of
energy required as shown in Figure 4 Keeping the constant variables, the same, but increasing the mass
of biomass to 15 kg, it is clear that mass has a much larger affect than biomass type. As with every
extra 1 kg of biomass added to the system, 10 kg of water is required under current HTC practices.
The results shown in Figure 4 show that for a solar driven HTC process, the mass of biomass
being processed has a significantly greater effect on the area of mirror collector required, than the type
of biomass being processed.
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Figure 4. Effect of biomass and biomass mass on the length of mirror required.
6. Conclusions
A calculator has been produced to predict the area of the solar collector required to process a given
mass of biomass in a given time, the amount of biomass that can be processed in a set time with set
solar collector area or the time required to process a given mass of biomass with a set collector area. The
basis of the model is formed from Equations (1)–(3) shown in Section 2.1. A thermodynamic approach
with an efficiency factor was deemed as the most practical method for the model. Comparing steam
treatment, HTC and pyrolysis in two examples, pyrolysis was shown to be the least energy demanding
process. The main factor contributing to this was the amount of water that required heating during
steam treatment and HTC. Though pyrolysis is the least energy demanding process, the feedstock
selected and practicality should be considered before which thermochemical process is selected for an
integrated system.
Uganda is a country rich in biomass waste. From the quantitative review accessing the amount of
biomass waste available, it is shown that from the top five most produced crops in Uganda, there is
approximately 3.75 × 106 metric tons of waste available. The majority of this waste is left to rot or to go
back into the soil if the waste is produced at the farm. Agricultural waste will average an approximate
15–20 MJ/kg as shown in Figure 2. There are 2.3 million hectares of private forest land in Uganda.
Forestry residue has been reported to have a HHV of approximately 20 MJ/kg. Within the private
forest available, there will be a significant amount of forestry residue available that may be utilized for
biofuel. From the qualitative review of biomass, it was stated that the majority of small communities
owned their own livestock (individuals, collection of families, schools). Cattle, swine and chicken
manure are shown in Table 4 to have the greatest potential as a feedstock. Though this will vary greatly
depending on the conditions the animals are kept in. Conditions of the animals will alter the HHV of
their waste as literature reports did vary between 13–20 MJ/kg. Water hyacinth has the potential to be
a source of feedstock that will not affect the current supply chain. The quantity in Uganda is unknown,
but it has the potential to be farmed and to be used as a feedstock for biofuel for those living near areas
of contained water. The biomasses reported all have the potential for upgrading into a solid fuel for
use within Uganda and other developing countries to replace firewood or other damaging fuels.
A low temperature steam treatment or low temperature HTC are ideal thermochemical treatments
for combining with concentrated solar. With temperatures between 100–250 ◦C a simple linear Fresnel
concentrating method will be able to meet the temperatures required by a low temperature biomass
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upgrading technique. As seen in Figure 4, the amount of biomass needed be processed has a much
larger effect on the size of the system than the type of feedstock used.
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Abstract: The world’s economic development depends on access to cheap energy sources. So far,
energy has been obtained mainly from conventional sources like coal, gas and oil. Negative climate
changes related to the high emissions of the economy based on the combustion of hydrocarbons and
the growing public awareness have made it necessary to look for new ecological energy sources.
This condition can be met by renewable energy sources. Both social pressure and international
activities force changes in the structure of sources from which energy is produced. This also applies
to the European Union countries, including Poland. There are no scientific studies in the area of
forecasting energy production from renewable energy sources for Poland. Therefore, it is reasonable
to investigate this subject since such a forecast can have a significant impact on investment decisions
in the energy sector. At the same time, it must be as reliable as possible. That is why a modern method
was used for this purpose, which undoubtedly involves artificial neural networks. The following
article presents the results of the analysis of energy production from renewable energy sources in
Poland and the forecasts for this production until 2025. Artificial neural networks were used to
make the forecast. The analysis covered eight main sources from which this energy is produced in
Poland. Based on the production volume since 1990, predicted volumes of renewable energy sources
until 2025 were determined. These forecasts were prepared for all studied renewable energy sources.
Renewable energy production plans and their share in total energy consumption in Poland were also
examined and included in climate plans. The research was carried out using artificial neural networks.
The results should be an important source of information on the effects of implementing climate
policies in Poland. They should also be utilized to develop action plans to achieve the objectives of
the European Green Deal strategy.
Keywords: energy; renewable energy sources; climate policy; forecast; the European Green Deal
1. Introduction
One of the basic factors that has a significant impact on the development of the world economy and
the entire civilization is access to large amounts of cheap energy. Energy is one of the basic resources
that determine economic, social and political development of individual countries and regions [1–7].
The world’s dynamic economic development results in an energy demand that has been growing
rapidly in the last dozen or so years. In order to meet these needs, especially by developing countries,
energy produced from conventional sources is essential. However, such production generates huge
amounts of harmful substances emitted into the environment [8,9]. Pollution caused by energy
production from these sources contaminates water, soil and air. Various types of gases are particularly
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dangerous, including greenhouse gases and dust [10–13]. Combined with emissions from other sectors
of the world economy, these emissions are becoming a real threat to life on earth. That is why it is
crucial to take measures to reduce emissions of harmful substances. In order to achieve noticeable
effects in the surrounding ecosystem, global actions need to be taken into account.
The initiator of such activities has been the United Nations (UN) for many years. At climate
summits, it calls for faster and more decisive actions to protect the environment. The European Union
(EU) is an increasingly active participant in this process.
At the last UN Conference of the Parties (COP25) climate summit in December 2019, which took
place in Madrid, Spain, the European Commission presented a new European climate strategy called
the European Green Deal [14]. This strategy assumes that by 2050 the EU economy should become a
zero-emission economy, i.e., climate neutral [15,16]. It is associated with, among others, a significant
increase in the share of renewable energy sources (RES) in the energy mix of the EU Member States.
These assumptions should be considered immensely ambitious. So far, no region of the world or
country has taken such decisive actions in the field of climate and environmental protection.
This strategy is furthest reaching in terms of climate protection since the commitments made
under the Kyoto Protocol [17], which should be recognized as the most important factor stimulating
the development of renewable energy both in the world and the EU.
One of the most essential areas of economic activity in the EU is meeting the energy needs of its
inhabitants [18,19]. The forecast is that in the perspective of the next 25–30 years, energy demand in
the EU countries will be systematically increasing [20].
The growing demand for energy in the EU countries and the need to protect the environment,
including meeting the requirements of the European Green Deal strategy, means that the EU needs to
develop and implement a common climate policy that is acceptable to all countries.
In order to reconcile these seemingly contradictory goals, which focus on the increase in energy
production while limiting the negative impact of this process on the environment, energy transition is
a must. Conventional energy sources must be replaced and supplemented by RES.
At the same time, the increase in energy production from RES should be large enough to meet
the growing demand and additionally allow the reduction of production from conventional sources.
Undoubtedly, this task is really demanding and requires many activities in the political, economic
and social sphere. Also, such a transition requires large financial outlays, especially in the scope of
unavoidable investments. The unit value of energy produced from RES is low, but large investments
are needed to obtain this energy [21–23]. Such activities, especially in countries where the energy
industry is based on conventional raw materials (hard coal and lignite, oil, gas), require both political
will and social acceptance.
However, it seems that the environmental awareness of societies, especially in the EU, is at a level
that creates an opportunity to conduct such changes.
For many years, the EU’s energy policy has been based on an integrated approach to the issue of
energy security of countries and the competitiveness of the economy as well as environmental and
climate protection [24,25]. The importance and role of RES in the energy production structure have
been reported to be growing in the EU countries. The result is an increasing share of energy obtained
from RES in the energy mix of the EU countries.
Also, from a political point of view, more and more countries tend to accept the presented strategy.
As in any such project, the essence is in the details. Nevertheless, the EU countries are generally aware
that the implementation of the European Green Deal strategy is a must.
This strategy raises a lot of controversy, especially in Poland, in which the economy largely uses
energy produced from hard and brown coal. A similar situation is also reported for the Czech Republic
and Hungary.
In Poland, more than 91% of gross available energy is obtained from conventional sources (fossil
fuels). In 2018, the most important energy resource was hard coal, the share of which in the production
of this energy was 47.8%, and of brown coal 29% [26].
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According to data from the International Renewable Energy Agency (IRENA), electricity
production from RES in Poland in 2018 accounted for only 11.2% of total energy production [27].
Most of this energy was obtained from biomass, wind and biogas. The share of solar energy has
currently been found to be small. However, since 2012, it has been characterized by a significantly
growing trend (Figure 1) [27]. It should also be noted that the share of RES in total energy consumption
increased from 2.5% in 1990 to 11.28% in 2018 (Figure 2) [26]. However, this is still a much weaker
result than that achieved by the EU countries.
 
Figure 1. Total energy supply from renewable energy sources (RES) in Poland (own elaboration based
on data from [26]).
Figure 2. Percentage share of electricity produced from RES in Poland and the EU countries (own
elaboration based on data from [26]).
The data presented in Figure 2 is extremely unfavorable for Poland. The economy based on
conventional raw materials has a very negative impact on the environment. In the context of negative
climate change, which is the result of such an economy, it becomes inevitable to replace conventional
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energy sources with RES [28]. The impact of these changes on the emission of harmful substances
(greenhouse gases) is shown in Figure 3.
 
Figure 3. The course of changes in the amount of energy produced from RES and its impact on the
emission of harmful gases (own elaboration based on data from [26,29]).
With regard to the foregoing, it is therefore reasonable to state that changing the structure of energy
production in Poland is essential. On the one hand, it is required by the EU [30,31] and on the other by
public opinion [32,33]. Society is increasingly aware that the huge pollution of the environment has a
very negative influence on the climate of the whole Earth and the lives and health of individual citizens.
In general, it can be claimed that the social acceptance of Polish citizens to change the structure
of energy production is greater than the political will of the government. The way to achieve the
objectives set by the EU in this regard is to increase the share of energy produced from RES in the
country’s energy mix. It is also important to maintain the reliability of the energy system (energy
security) [34] in terms of meeting energy needs, obtaining energy in a cost-effective way and reducing
negative impact on the environment [35]. In this context, attention should be paid to the storage of
energy produced from RES due to the fact that energy production from RES, as well as demand for
it, can be characterized by variability in time [36]. In the context of renewable energy production,
it should be borne in mind that both solar and wind energy have virtually zero marginal production
costs, but these types of energy are only available when there are favorable weather conditions, i.e., the
sun shines or the wind blows. Therefore, it is necessary to store this energy, which is not an easy
task [37].
Little research is devoted to the issue of energy production from RES, including forecasts for its
production in Poland in the upcoming years.
Onkisz-Popławska et al. presented the prospects for the development of renewable energy in
Poland [38]. Igliński et al. showed the state of production of geothermal energy [39] in Poland and
biogas-based energy [40]. In turn, in [41], the same authors discussed the state of renewable energy in
one of the Polish voivodeships. In [42], the authors present the assessment of the RES penetration and
the RES generation ramps (generation variety) within the time horizon until 2025. Bugała et al. in [43]
showed the short-term forecast of electric energy generation in photovoltaic systems in Poland.
A number of studies devoted to renewable energy concern the perspectives of their development
both in Poland and in the world [44–50].
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With regard to forecasting the volume of energy produced from RES, numerous studies concern
China [51], Turkey [52], and the United States [53].
Undoubtedly, the results of these papers give a picture of the existing situation in terms of the
structure of energy production in the near future.
As already mentioned, there is no such research in the area of predicting energy production from
RES in Poland. The only studies on how the production of renewable energy in Poland will look over
the next few decades were conducted at the request of the government [54–56] and are very optimistic,
despite the signals that the increase in this production in Poland in relation to the increases observed in
other EU countries is at a very unsatisfactory level. Thus, according to the authors, such a forecast
should be developed by independent researchers. Also, it must be reliable, not based on general
plans or approximate estimates, but on current data with the use of modern, advanced methods,
which currently include artificial neural networks.
Such forecasts should broaden knowledge in the field of energy production from RES and their
perspectives. It is crucial to see when Poland, with the current state of the economy, can achieve the
assumed goal of a 15% share of this energy in the total amount of energy produced. According to the
original assumptions, this goal should be accomplished in 2020 [30].
Therefore, this article focuses on analyzing the structure and amount of energy produced from
RES. Based on the changes taking place in recent years, analyses were carried out to predict energy
production from RES until 2025. It was assumed that the results achieved in this period will have a
decisive impact on meeting the criteria assumed by the EU. The results should also show the state that
can be achieved in 2025 with the current dynamics of change and the policy pursued. In addition,
the research also looked at individual sources from which renewable energy is produced in Poland.
The analysis of the structure of this production and its prediction should form the basis for developing
an energy policy for the coming years.
In order to prepare the forecast of energy production from RES in Poland (until 2025), the method
of artificial neural networks was utilized. It belongs to the group of intelligent methods and, according
to the authors, its advantages allow it to provide the best results in this type of analysis. Artificial neural
networks give the opportunity to build models that can map the complex relationships between input
and output data for selected phenomena, the structure and causal relationships, which have not been
sufficiently known to build effective mathematical models.
This study characterizes the examined area and discusses the developed research methodology.
The forecast takes into account the total production of energy from RES and from selected sources
(Hydro, Geothermal, Wind, Solar thermal and photovoltaic, Primary solid biofuels, Other liquid
biofuels, Biogases, and Renewable municipal waste). Correlations between energy production from
these sources were also shown. In addition, an analysis was also performed, based on which the
forecast of the share of renewable energy in total energy consumption by 2025 in Poland was made.
For all the presented calculations, error and statistical analyses were conducted, the results of which
are presented in this paper.
2. Materials and Methods
2.1. Area of Research
Poland is a country located in Central Europe between the Baltic Sea in the north and the Sudetes
and the Carpathian Mountains in the south (Figure 4). From the north, Poland borders with Russia
through its Kaliningrad region and Lithuania; from the east with Belarus and Ukraine; from the south
with Slovakia and the Czech Republic; from the west with Germany. Most of the northern border of
Poland defines the coast of the Baltic Sea. Poland’s borders with Ukraine, Belarus and Russia also
constitute the external border of the EU and the Schengen area.
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Figure 4. Location of Poland in Europe and RES installations in Poland (own elaboration based on [54]).
As regards the structure of energy production, in 2009, the Polish government adopted the Polish
Energy Policy until 2030 [55], which contains the main development directions of the energy sector.
In 2019, Poland’s draft energy policy until 2040 was adopted. With regard to renewable energy, it
presents a plan for the development of RES, expected to reduce the emissivity of the energy sector
based mainly on conventional energy sources and the change in the structure of energy production [56].
The Polish energy strategy until 2040 assumes that the use of RES will be significantly
affected by technological progress associated with already known methods of generating this energy
(e.g., an increase in the use of wind by wind farms or solar radiation by photovoltaic panels), as well as
with the development of new production technologies and energy storage.
In order to accomplish the assumed goals, an increase in energy production from RES and its
wide use in all sectors of the economy will be inevitable.
This document presents the forecast of renewable energy consumption between 2020–2040.
It assumes reaching a level of about 21%–23% share of energy from RES in final energy consumption
in 2030 (in power engineering—possible increase in the share to 32%, in heating and cooling—1.1%
point y/y increase in the share, in transport—14%), while in 2040, this share is expected to be 28.5%.
The assumptions of Poland’s energy policy regarding the use of RES until 2040 are shown in Figure 5.
 
Figure 5. Assumptions for Poland’s energy policy regarding the use of energy from RES until 2040
according to [56] (own elaboration based on [56]).
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One of the aims of the presented study was to check whether, at the current pace of development
of the renewable energy sector, the assumptions presented in Figure 5 are being implemented and to
what extent.
2.2. Materials
For the analysis of the current state and prediction of renewable energy production in the
perspective until 2025, data from the European Statistical Office [26] and the Data World Bank databases
was used [57].
Information on the volume of renewable energy production between 1990–2018 is summarized in
Table 1. This data includes energy production from the following RES: total renewables and biofuels,
hydro, geothermal, wind, solar thermal and photovoltaic, primary solid biofuels, other liquid biofuels,
biogases, and renewable municipal waste.
The variables presented in Table 1 were initially statistically analyzed and their basic statistical
parameters were determined (mean, maximum, minimum, standard deviations and coefficient of
variation), which is summarized in Table 2.
The analysis of basic statistics on variables that determine the volume of production from
RES showed that they are significantly differentiated, which means that they meet the condition of
diagnostic features. The values of the coefficient of variation for studied variables are characterized by
a considerable range. The highest value of the coefficient of variation was found for the variable other
liquid biofuels (202.26%), and the lowest for the variable hydro (16.96%). Skewness for most of the
studied variables (except hydro and primary solid biofuels) was shown to have a positively skewed
(right-skewed) distribution.
The statistical analysis of the data presented in Table 1 also involved the determination of the
Pearson correlation coefficient between studied variables and the correlation matrix between these
coefficients. The results are summarized in Table 3.
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The analysis of correlation between variables was carried out for the level of statistical significance
of p < 0.05. The analysis of the results showed that the studied variables are marked by different values
of this coefficient, and all correlations are positive. The smallest correlation was reported to occur
between hydro and other liquid biofuels and amounted to 0.19. In most cases, correlation coefficients
were found to have achieved high values.
Graphic relationships with the determined parameters of the statistical analysis between selected





Figure 6. The relationship between selected variables determining the volume of energy production
from RES in Poland. (a) Correlation between renewables and biofuels and primary solid biofuels;
(b) correlation between wind and solar energy; (c) correlation between primary solid biofuels and
biogases; (d) correlation between geothermal and primary solid biofuels (own elaboration).
The results constituted the input material for the basic analysis aimed at determining the predicted
values of energy production from RES in Poland until 2025 and the values of the share of energy from
RES in gross final energy consumption.
2.3. Methods
Artificial neural networks (ANN) intensively developed for several decades are a universal
approximation system that allows mapping multidimensional data sets. They have the ability to both
learn and adapt to changing environmental conditions and to generalize acquired knowledge, being in
this respect an artificial intelligence system [58–64].
The neural network is a simplification of the structure of the human brain and is used in many
disciplines of science. The main advantage of these networks is the possibility of obtaining solutions
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to complex problems that are difficult to solve by other conventional methods. They are frequently
used as a forecasting tool, also for short-term forecasts [65–67]. The main elements of artificial neural
networks are three layers: input, hidden and output (Figure 7).
 
Figure 7. The basic structure of a neural network (own elaboration).
One of the most commonly used neural network model for forecasting is the Multi-layer perceptron
(MLP) network, which consists of three layers: the first—Input layer, the last—Output layer and the
middle—Hidden layer.
With regard to the neural network operation (Figure 8), signals carrying input data appear at its
entry. From the input layer, xi signals are sent to all hidden neurons of the Y layer. Each hidden neuron
has a specific number of entries, and each entry has a weight wXi associated with it. Inside the hidden
layer neurons, based on information from the input layer neurons xi and weights wij, the aggregated
input value is calculated, which is the sum of the weighted inputs Σ xiwXi . In turn, the neuron activation
functions allow for the determination of the output values of hidden layer neurons yi and the output






Figure 8. Construction of the Multi-layer perceptron (MLP) network with one hidden layer
(own elaboration).
The activation function can be either a linear or non-linear function. The most commonly used
activation functions are [69]:
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ex + e−x (3)
Exponential function:
ϕ(x) = e−x (4)
Linear function:
ϕ(x) = x (5)
For the studied process of forecasting energy production from RES using artificial neural networks,
the research procedure consisted of the following stages (Figure 9):
1. Database generation.
2. Division of the data set into the training and test sets and determination of the minimum number
of neurons in the input and hidden layers.




Figure 9. Diagram of the research procedure (own elaboration).
2.4. Error Estimation Methods
For the obtained forecasts of the total renewable energy production, and based on the sources
included in the analysis, the mean error, mean percentage error, mean absolute error and the mean
absolute percentage error were determined. These errors were determined from the following
relationships [70,71]:
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∣∣∣∣∣∣ × 100% (9)
where XA,i and XP,i represent the observed and predicted values.
3. Results
The data set presented in Table 1, characterizing the amount of renewable energy production from
various sources, was divided into two subsets (by the limited size of the data set): training data set
(80% of cases) and test data set (20% of cases).
In order to forecast energy production from RES by 2025, a specific network structure was adopted,
and it consists of an input layer, a hidden layer and an output layer.
Table 4 summarizes the structures of neural networks that obtained the highest values of
correlation coefficients between the actual and predicted quantities in the training tests. As can be seen,
for each of the predicted variables, the best values of these coefficients were obtained by networks of
different structure.










Learning Test Learning Test Hidden Output
Renewables and biofuels MLP 9-5-1 0.927 0.934 22,473.10 14,457.60 exponential exponential
Hydro MLP 8-7-1 0.630 0.621 55.046 129.812 logistic linear
Geothermal MLP 8-12-1 0.916 0.959 0.099 1.041 logistic exponential
Wind MLP 8-7-1 0.972 0.987 1712.202 731.323 exponential exponential
Solar thermal and
photovoltaic MLP 8-5-1 0.977 0.988 5.263 2.887 exponential exponential
Primary solid biofuels MLP 7-5-1 0.905 0.900 8695.744 1942.004 hyperbolictangent exponential
Other liquid biofuels MLP 9-14-1 0.937 0.609 0.018 0.012 logistic linear
Biogases MLP 8-10-1 0.948 0.973 35.107 55.967 hyperbolictangent linear
Renewable municipal
waste MLP 8-8-1 0.965 0.978 13.000 3.815 logistic exponential
The obtained correlation coefficient values for the training data set are at a satisfactory level,
especially when taking into account the small amount of data adopted for prediction (29 values defining
the predicted variables). Neural networks have a special property, which means that the more data on
the predicted variable, the better the network quality, and the more accurate the forecasts.
As already mentioned, the data used for the forecast come from the Eurostat database, which applies
to renewable energy production for the years 1990–2018. This data constitutes time series characterized
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most frequently by non-stationarity (for variables like renewables and biofuels, geothermal, wind,
solar thermal and photovoltaic, primary solid biofuels, other liquid biofuels, biogases, and renewable
municipal waste, etc.) (Figure 1). The time series, which is characterized by a very small degree of
stationarity, applies to the variable hydro energy.
The structures of neural networks determined based on tests were used to perform basic
calculations (Table 4).
Based on the analyses carried out, the predicted values of energy production from RES were
determined in the perspective until 2025. The time horizon of the forecast covered the period from
2019 to 2020. The analysis involved the determination of predicted energy production values from
individual studied RES and the percentage share of this energy in gross final energy consumption
Figure 10 presents the results of the forecast for the total amount of energy produced from RES
together with the actual values (until 2025). In turn, Figures 11–18 show the actual and predicted
volume of renewable energy production from selected RES.
 
Figure 10. Actual and predicted volume of renewable energy production in Poland (own elaboration).
 
Figure 11. Actual and predicted volume of hydro energy production in Poland (own elaboration).
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Figure 12. Actual and predicted volume of geothermal energy production in Poland (own elaboration).
 
Figure 13. Actual and predicted volume of wind energy production in Poland (own elaboration).
 
Figure 14. Actual and predicted volume of solar thermal production from photovoltaic energy in
Poland (own elaboration).
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Figure 15. Actual and predicted volume of primary solid biofuels energy production in Poland
(own elaboration).
 
Figure 16. Actual and predicted volume of other liquid biofuel energy production in Poland
(own elaboration).
 
Figure 17. Actual and predicted volume of biogas energy production in Poland (own elaboration).
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Figure 18. Actual and predicted volume of renewable municipal waste energy production in Poland
(own elaboration).
Based on the results, it can be concluded that the most accurate was the mapping of total
actual production of renewable energy (Figure 10), wind energy (Figure 13), solar energy (Figure 14),
primary solid biofuels energy (Figure 15), biogas energy (Figure 17), and renewable municipal waste
energy (Figure 18). The least accurate mapping was achieved for hydro energy production (Figure 11).
This is due to the fact that the actual time series fluctuated significantly and there was no clear trend,
which, combined with a small amount of data, made it very difficult to provide this forecast. All this
can be seen in the results.
The results in the training part indicate that the predicted values are slightly more often
overestimated than underestimated in relation to the actual values. This is mainly due to the
approximation system of neural network models.
In general, however, it can be stated that the adopted MLP network architecture for the predicted
variables allowed for the forecast of renewable energy production from the studied sources with
satisfactory accuracy.
Moreover, it can also be stated that in the coming years, an increase in renewable energy production
should be expected, practically from all sources. The exception is the production of energy from water.
This is due to the fact that Poland is a lowland country with decreasing rainfall. As a consequence,
the hydropower potential is relatively low, which results in decreasing financial expenditure on the
development of hydropower [72]. According to statistics, the utilization of hydroenergetic potential of
power plants in Europe is on average around 47%, and in Poland only 12% [73]. It is also important
that Poland’s existing hydropower potential is used to a much lesser extent than in the past [74].
Therefore, more decisive actions are needed to increase the use of this potential. One of the barriers
limiting the development of hydropower in Poland is also the widespread belief in the harmful effects
of river regulation on the natural environment [75]. All these problems make investing in hydropower
very risky.
Based on the results, an analysis of the dispersion of the actual and predicted values of studied
variables was also performed. The results are shown graphically in Figure 19.
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Figure 19. Predicted versus actual values of the volume of renewables and biofuels energy production
(a), hydro energy production (b), geothermal energy production (c), wind energy production (d),
solar thermal and photovoltaic energy production (e), primary solid biofuels energy production (f),
other liquid biofuels energy production (g), biogases energy production (h) and renewable municipal
waste energy production (i) (own elaboration).
When analyzing the distribution presented in Figure 19, it can be concluded that the largest
dispersion is shown by the results of hydro energy production. For this forecast, the correlation
coefficient between the actual and predicted data is the smallest (0.630 for the training sample and
0.621 for the test sample) (Table 4). Despite the attempts to use networks with different configurations
(e.g., by increasing the maximum number of neurons in the hidden layer), no better correlation of the
forecast with the actual values for this case was obtained.
In order to better visualize the results, Figure 20 presents histograms of the actual and predicted
values of studied variables along with the marked density functions.
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(i) 
Figure 20. Histograms of the actual and predicted values of renewables and biofuels energy production
(a), hydro energy production (b), geothermal energy production (c), wind energy production (d),
solar thermal and photovoltaic energy production (e), primary solid biofuels energy production (f),
other liquid biofuels energy production (g), biogases energy production (h) and renewable municipal
waste energy production (i) (own elaboration).
Based on these histograms, the courses of both the actual and predicted values of studied
parameters were found to be asymmetrical. Also, the determined density functions of the actual and
predicted distributions show certain differences, which is confirmed by their recorded dispersion.
It is also possible to determine the distribution of the values of studied parameters depending on
the number of observations (number of studied years). Moreover, it can be seen that the inclusion of
predicted values in these distributions only slightly widens the range of these values. The predicted
values most often coincide with the values characterizing the volume of renewable energy production
in the examined years.
Moreover, an analysis of errors was made between the actual values of studied parameters
and their values obtained from calculations from neural networks (for both training and test data).
The values of these errors are summarized in Table 5.
Table 5. Summary of errors (own elaboration).
Forecast Variant ME MPE, % MAE MAPE, %
Renewables and biofuels 13.90 0.38 163.45 3.07
Hydro 2.80 1.05 9.72 5.43
Geothermal 0.25 4.40 0.49 6.39
Wind −0.01 −13.77 23.87 16.54
Solar thermal and photovoltaic −0.05 −3.41 1.73 8.71
Primary solid biofuels 19.46 0.48 126.98 2.93
Other liquid biofuels 0.02 −5.39 0.07 19.19
Biogases 1.11 1.41 6.56 9.75
Renewable municipal waste 0.55 −13.24 2.14 20.74
When analyzing the forecast errors determined in terms of total RES energy production volume
and selected sources, it can be stated that they are at an acceptable level.
The highest value of the average MAPE forecast error was 20.74% and concerned the production
of energy from renewable municipal waste. The lowest MAPE error value was 2.93% for energy
production from primary solid biofuels.
It can therefore be concluded that, despite the limited amount of data, the results obtained are
satisfactory and allow the inference process to be carried out in terms of the predicted values of
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renewable energy production. This, in turn, may become the basis for assessing the effectiveness of
operations and determine further directions of work to increase the production of energy from RES.
Pursuant to the Renewable Energy Directive (2009/28/EC) [76], Poland has undertaken that,
in 2020, the share of energy from RES in the total amount of energy used will be at least 15%. To
determine if and possibly when this goal can be achieved, an additional analysis was conducted to
make the forecast of the share of RES in total energy consumption by 2025. In order to prepare this
forecast, a new neural network was developed consisting of an input layer, a single hidden layer and
an output layer.
Parameters characterizing this network are presented in Table 6, and the designated forecast
in Figure 21.
Table 6. Parameters of the network structure to predict the share of energy from RES in gross final









Learning Test Learning Test Hidden Output
Share of energy from
renewable sources
MLP
10-13-1 0.874 0.868 0.048 0.049 sinusoidal exponential
 
Figure 21. Actual and predicted share of energy from RES in gross final energy consumption
(own elaboration).
An analysis of the dispersion of the actual and predicted values of the actual and predicted
variables was also made, which is presented graphically in Figure 22, while Figure 23 presents a
histogram of these values with the density function marked.
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Figure 22. Predicted versus actual values of the share of energy from RES in gross final energy
consumption (own elaboration).
 
Figure 23. Histogram of the actual and predicted values of the share of energy from RES in gross final
energy consumption (own elaboration).
The results of this forecast indicate that Poland will not achieve the assumed 15% target for the
share of energy from RES in gross final energy consumption in 2020. This goal can only be met in
2021, which is not a negative result (share of around 15.34%). Obviously, from the point of view of
implementing this plan, the forecast shows that in 2020, the share of energy from RES in gross final
energy consumption will be at the level of 13.81%. However, the forecast for the coming years is quite
worrying. Although in 2022 the share will increase to over 15.53%, in the following year there will be a
slight decrease to the level of 13.76% and another increase in 2025 to 14.65%.
Based on the results, an error analysis was also made between the actual values of studied
parameters and their values obtained from the calculations (Table 7).
Table 7. Summary of errors (own elaboration).
Forecast Variant ME MPE, % MAE MAPE, %
Share of energy from renewable sources −0.08 −5.67 0.47 10.72
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When studying the forecast errors in terms of the value of the share of energy from RES in gross
final energy consumption, it can be stated that they are at an acceptable level. The MAPE error value is
less than 11% and the MAE error value is 0.47.
4. Discussion
Based on the results, it can be stated that within the predicted total amount of energy produced
from RES in Poland by 2025, there should be a slight increase in this production (Figure 10). However,
this growth seems to be not very dynamic. In principle, between 2021–2025, a constant level of this
production can be noted, which, with the overall growing energy consumption, is not a favorable trend.
When analyzing the structure of RES in Poland, it is immensely diverse. This energy is mainly
obtained from primary solid biofuels. Unfortunately, a significant stabilization of energy production
from this source can be observed (Figure 15). The development of this area depends on many factors,
including agriculture, where stagnation has been observed in recent years. Thus, this area needs to be
stimulated so the growth can be more dynamic. This would significantly improve the total value of
energy produced from RES.
Also, in recent years, the share of energy produced from wind has increased significantly. It is
clear that the investments made, especially by the private sector, bring measurable effects (Table 1).
The forecast for wind energy production is also exceptionally optimistic (Figure 13). In general, this is
the result of large investments that have been made in this respect and favorable climate conditions
in Poland.
Vastly dynamic development has also been reported in the field of energy production from solar
thermal and photovoltaic energy (Figure 14). In this case, the state policy regarding co-financing of
solar and photovoltaic installations and an increase in the number of sunny days in Poland encourage
investments in this area. It seems that it is currently one of the most promising areas of energy
production from RES.
Energy production from biogases (Figure 17) and renewable municipal waste (Figure 18) also
have positive development prospects. In both cases, these sources show high growth dynamics.
This is associated with the development and implementation of new technologies in the field of
waste utilization and a new policy in the field of waste segregation. The implementation of the
circular economy and the increase in public awareness of the sustainable development economy are
very conducive to the development of this sector. There are also large reserves in this area, which,
with appropriate incentives (also financial), can affect the increase in energy produced.
For these sources, high consistency of the forecast with the actual production values can also be
noted (Figures 19 and 20). It can therefore be assumed that the energy production values determined
in the forecasting process will be achieved.
However, in the case of energy produced from other liquid biofuels, it can be seen that after a
period of stabilization, a large increase in energy produced from this source is expected (Figure 16).
In other words, the amount of energy produced from other liquid biofuels is currently relatively small,
but it is constantly increasing. There is also a lot of potential in the area of raw materials needed to
produce this energy. However, tax exemptions and greater state support are essential in this case.
As regards obtaining energy from geothermal sources, great development prospects can be
observed. Despite the disturbances in the production of this energy, an upward trend can be noted
(Figure 12). Due to favorable geographical conditions, this energy sector should grow more and more
dynamically in the coming years.
For energy produced from water, it is reported to have the weakest development prospects
(Figure 11). As already mentioned, the deteriorating hydrological conditions have significantly
worsened the investment climate in this area. Rainfall forecasts for Poland in the coming years are
also not optimistic. Due to the high costs of hydroelectric plants, no increase in energy produced from
water should be expected in the near future.
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When analyzing the presented structure of sources from which renewable energy is produced in
Poland together with the development perspectives, it can be stated that it has great growth potential.
With special emphasis on solar and wind energy, as well as other liquid biofuels, biogas and geothermal
sources, the development opportunities are really huge. Both geographical and atmospheric conditions
are favorable for this to be achieved. Therefore, it seems reasonable to create favorable legal conditions
for investing in RES. In this respect, both private and large state-owned enterprises show great interest
in this sector. A comprehensive development strategy for this sector should result in a large increase in
energy produced from RES.
It is also worth referring the results to the forecasts presented as part of the EUCALC Explore
Sustainable European Futures [77] project, under which a multifunctional calculator was developed.
This tool makes it possible to calculate electricity production in Poland (as well as in the EU and its
Member States) by 2050. Certain differences were reported between the results of forecasts presented
in the article and those obtained from the calculations presented in [77]. This is due to the calculation
algorithms and input data used. One of the differences concerns geothermal energy. According to
the forecast, in 2025, it should be produced at slightly over 30 thousand tonnes of oil equivalent,
while according to the calculator, such energy in Poland will not be produced at all. In this regard,
the forecast seems to be more reliable, as today (and also in previous years) in Poland, certain amounts
of energy from this source have been produced. The outlook in this area is also rather optimistic.
Some slight differences were also observed for the production of energy from water. According to
the forecast presented in the article, this production in 2025 will fall below the level of 160 thousand
tonnes of oil equivalent, while according to the results shown in [77], energy from this source will be
generated at around 183 thousand tonnes of oil equivalent. As noted by the authors, due to the current
conditions, for example, associated with rainfall deficit and watercourse desiccation, as well as the
restrictions discussed earlier, the decrease in energy production from this source is more probable.
However, these slight differences do not significantly affect the overall positive assessment of this tool.
The analysis of the percentage share of energy from RES in its total consumption in Poland
(Figure 21) shows that it will be difficult to increase this share in the near future. Unless more decisive
measures are taken to promote energy from RES, it will be difficult to meet the requirements of the
European Green Deal strategy. It is also key that investments are intended for those sources that have
the greatest development prospects.
In order to effectively direct the necessary changes, it is sensible to conduct research to broaden
the knowledge of the current state of Polish energy, in particular, renewable energy. It is undisputable
that energy produced from RES is definitely more ecological and constitutes a real alternative to
production from conventional sources. The analyses carried out and the results obtained should
support this process and broaden the knowledge of the structure of renewable energy production in
Poland. In this context, the use of the methodology of artificial neural networks seems fully justified.
5. Conclusions and Further Directions
In the context of climate change observed for many years, caused by greenhouse gas and other
harmful substance emissions, the use of conventional energy sources should become an absolute
priority of the energy and climate policy of the EU countries, including Poland.
In the case of Poland, it also has symbolic significance, as it is one of the very few countries in
Europe in which the energy sector is based to a large extent on conventional energy sources (hard coal
and lignite). Although the unit costs of energy production from these sources are low, the environmental
impact of this production is immensely negative. The emission of this sector in Poland is especially
high. Growing public awareness and increasingly restrictive climate strategies adopted by the EU
mean that also in Poland, it is necessary to change the structure of energy production. The use of
conventional energy sources should be limited and replaced by RES. The process of energy transition,
however, is costly and meets with great resistance on the part of society, especially the one associated
with the conventional energy sector.
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In order to change this, it is obligatory to develop a coherent, transparent and practicable policy
on decarbonizing the economy and alternative solutions. In this respect, solutions implemented by the
EU can be very helpful, including those reducing bureaucracy.
When analyzing the development perspectives of the energy sector, it is impossible not to mention
its high dependence on various political, economic and demographic factors, among other aspects.
In addition, these factors may differ significantly at different times. In this respect, very dynamic
technological development (Industry 4.0), the construction of smart cities and factories, and many other
changes that await us are of great importance. These changes can undoubtedly affect the forecasts.
With their high dynamics, it will be difficult to determine the real demand for both electricity and heat.
The best example is the currently prevailing pandemic associated with the SARS-CoV-2 coronavirus,
which has significantly disrupted all forecasts to date, and not only in the energy sector. It seems
that in the context of this pandemic, energy from conventional sources has returned. In the long run,
however, renewable energy should start to dominate the market. This energy also seems to be more
resistant to economic factors and crises as opposed to conventional energy. For Poland, it can be a very
important advantage, as after the current crisis, there will be even more pressure on the development
of this sector of the economy.
While today the basic stimulus for the economy are still ongoing production and investment
processes, after the eradication of the coronavirus, the key to success will be access to cheap energy
supplied to plants restarting their business after a few weeks of stagnation or reduction of production.
Undoubtedly, this will provide a huge opportunity for the development of RES from sources with low
fixed costs, including wind and solar farms. The new social approach to ecology will probably also
be important for this development. It is clear that this pandemic will increase ecological awareness,
and this is undeniably positive news for RES.
Presented in December 2019, the European Green Deal concept assumes achieving climate
neutrality in the perspective of the next 30 years (by 2050). This concept, with very ambitious
assumptions and goals, is a great opportunity for the inhabitants of Europe and individual countries
both in terms of improving the quality of the environment and achieving a high technological level.
Currently, it is difficult to assess whether all the assumed goals of this strategy can be accomplished,
but the very adoption of such an ambitious plan is both a great challenge and opportunity for the
world to reduce environmental devastation. The introduction of changes related to the implementation
of this strategy requires the approval of all EU countries, which will not be easy to achieve.
The European Green Deal requires political commitment to climate protection and is consistently
paving the way for a more sustainable future. However, the basis of its success will be the financial
activities that need to be implemented. The Just Transition Fund will have to support countries and
initiatives that will increase the use of RES at the expense of conventional sources.
These solutions are a great chance for a civilization leap for the Polish economy. They create an
opportunity to finance some of the activities related to energy transition and decarbonization of the
economy. In the case of Poland, this transition from conventional to alternative energy is associated
with large investments. In this respect, the EU assistance will be needed. The basis of the energy
transition is the development of RES, which will allow the Polish economy to become more competitive.
Nevertheless, this process requires both strong political actions and financial resources.
The research results presented in the article clearly show that there is a lot to be done in Poland
regarding the development of RES. The forecasts are not very optimistic, and without more decisive
actions, the share of energy produced from RES will be hard to reach, as assumed in the plans at the
level of 18.4% in 2025. In 2030, it should be 23%. Compared to other European countries, Poland’s
achievements are currently not satisfactory, and thus achieving and maintaining the goals set in the
plans is unrealistic for the time being.
For the further development of this sector in Poland, analyses of the structure of sources from
which renewable energy is produced and forecasts for its production up to 2025 are significant.
Focusing on several sources that have the best development perspectives seems obvious. The results
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clearly indicate these sources and should be achieved in the coming years. Obviously, these forecasts
did not take into account the revolutionary changes that may occur in the near future and change
these forecasts.
Undoubtedly, the coronavirus pandemic, which is currently spreading around the world, will be
of great significance in this respect. Time will tell what effects this phenomenon will have on the
global economy. However, a large global economic slowdown can already be observed. This is also
associated with a decrease in energy demand, which significantly distorts any forecasts regarding the
share of individual sources in its production. Perhaps, this is another signal that may encourage a more
decisive approach to climate protection and to increase the pace of producing modern zero-emission
energy and building the entire global economy.
Thus, it is reasonable to state that in order to increase public awareness and broaden the knowledge
in the field of RES, research is inevitable to obtain new information.
Undoubtedly, this study has generated the knowledge that should be used to create and later
implement climate policies both in Poland and Europe.
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