Intermittent maps of Pomeau-Manneville type are well-studied in onedimension, and also in higher dimensions if the map happens to be Markov. In general, the nonconformality of multidimensional intermittent maps represents a challenge that up to now is only partially addressed. We show how to prove sharp polynomial bounds on decay of correlations for a class of multidimensional intermittent maps. In addition we show that the optimal results on statistical limit laws for one-dimensional intermittent maps hold also for the maps considered here. This includes the (functional) central limit theorem and local limit theorem, Berry-Esseen estimates, large deviation estimates, and convergence to stable laws and Lévy processes.
Introduction
Intermittent maps were introduced by Pomeau & Manneville [45] as a model for turbulence. These are maps that are uniformly expanding except for the presence of neutral fixed points. In the smooth ergodic theory literature, they have provided the archetypal examples of nonuniformly expanding dynamical systems. For onedimensional intermittent maps, [49] studied the invariant densities in the case when the map is Markov with respect to a suitable partition, and the nonMarkovian case was analysed in [52] .
The paper of Liverani, Saussol & Vaienti [36] Here γ > 0 is a real parameter. For γ ∈ (0, 1), there is a unique absolutely continuous probability measure µ. Let ρ v,w (n) = v w • f n dµ − v dµ w dµ. By [28, 51] ,
) for v Hölder and w ∈ L ∞ and this decay rate is optimal [21, 47] . For γ ∈ (0, 1 2 ), the central limit theorem (CLT) holds for Hölder observables by [36, 51] as does the functional CLT [39] . Berry-Esseen estimates and local limit theorems were obtained in [23] . When γ ∈ [ 1 2 , 1), the CLT fails for Hölder observables that are nonzero at x = 0; stable laws were proved in this situation by [22] and their functional versions hold by [44] .
In addition, for γ ∈ (0, 1), sharp results on large deviations and convergence of moments were obtained in [14, 25, 38, 40, 42] .
Although [36] initially focused on the specific maps (1.1), the results described above have by now been shown to hold for very general classes of one-dimensional intermittent maps and extend to many two-dimensional examples in cases when the map f is Markov. In such cases, the standard approach is to construct an induced map F with infinitely many branches and to deduce quasicompactness properties of the transfer operator for F acting on a suitable function space. In the Markov case, it is natural to consider observables that are Hölder with respect to a symbolic metric; in the one-dimensional case, one can consider observables of bounded variation.
Currently, multidimensional intermittent maps are poorly understood in general. The aim of this paper is to approach the problem of multidimensional intermittent maps in the same spirit that [36] approached one-dimensional intermittent maps, focusing on some simple examples that exhibit all the problematic features: multidimensional, intermittent, nonconformal, nonMarkovian. Our counterpart of the family (1.1) is the family of maps f : [0, 1]×T → [0, 1]×T with f (x, θ) = (f 1 (x, θ), f 2 (θ)), where
4x − 3, Here, γ > 0 and there are constraints on u as described in Section 2. As in [36] , we assume that the map is everywhere expanding except at the neutral invariant circle {0} × T. These maps have 8 branches; again as in [36] half of the branches are linear. Typically the remaining branches are not full and there is no Markovian structure. Moreover, the maps expand polynomially in x and exponentially in θ and hence are highly nonconformal.
For the maps (1.2), we obtain almost identical results to the ones described above for the one-dimensional maps (1.1). The only difference is the class of observables. For v ∈ C 1 and w ∈ L ∞ we obtain the sharp upper bound ρ v,w (n) = O(n −( 1 γ −1) ), and we obtain optimal results on the CLT and stable laws (and their functional versions) as well as large deviations and convergence of moments for observables in BV (bounded variation). Remark 1.1 It is an easy but tedious exercise to extend to cases where θ is of general dimension and f 2 :
is a general smooth uniformly expanding map with worst expansion sufficiently large (strictly larger than 3 suffices when d = 2), but we restrict to the current situation for readability.
A notationally simpler example would have f 2 (θ) = 2θ mod 1, but it is well-known that the extra expansion is useful in higher dimensions.
Previously, a large class of multidimensional intermittent maps was considered in [29, 30] using quasi-Hölder spaces of observables. In particular, [29] obtained results on existence of absolutely continuous invariant measures, but it was convenient to consider maps that were close to conformal. For statistical limit laws it seems that the quasi-Hölder space handles nonconformality of multidimensional maps quite poorly. A more recent paper [6] obtains almost optimal, but still nonoptimal, results on decay of correlations for the maps in [29, 30] . Moreover, the methods in [6] do not seem to apply to the maps (1.2) considered here.
The paper [35] sets out a general approach to multidimensional uniformly expanding maps with infinitely many branches. This method could in principle be applied to the first return maps F mentioned below. However, the assumptions therein do not hold for the examples in [29, 30] nor the examples (1.2). (Condition 4 in [35] fails due to the lack of nonconformality; the condition has the form lim →0 A = 0 but in our examples A = ∞ for > 0. ) The method in this paper starts off, as usual, by constructing a convenient first return map F : Y → Y , and from then on is a hybrid of two standard methods. Reinducing enables us to model f by a Young tower with polynomial tails, leading to existence of absolutely continuous invariant measures and a spectral decomposition. For γ ∈ (0, 1 2 ), this already yields a number of statistical limit laws. Combining the information on invariant measures with bounded variation methods for F , we obtain sharp upper and lower polynomial bounds on decay of correlations, as well as convergence to stable laws and Lévy processes.
This hybrid method bypasses many of the problem associated with multidimensional BV (the function space is not contained in L ∞ ; supports of invariant densities need not a priori have interior; certain aperiodicity assumptions are hard to verify).
The reinducing step, Lemma 4.1 below, makes use of recent work [16] based on the method of standard pairs [7, 15] , and gives precise joint control on the first return time to Y and the reinducing return time (denoted respectively as ϕ and ρ below).
As already noted, the reinducing approach adopted in [6] seems not applicable for the examples in this paper and in any case gives much less control on return times.
The remainder of this paper is structured as follows. In Section 2, we give a precise description of the class of examples (1.2) and construct a convenient first return map F . Section 3 contains explicit calculations for our examples such as estimates for the return time and distortion bounds for F . In Section 4, we derive mixing properties of f and F and results on aperiodicity, as well as certain statistical limit laws.
Section 5 contains functional analytic estimates in BV. In Section 6, focusing on observables supported in Y , we obtain sharp lower bounds of correlations for γ < 1. In Section 7, we show for γ < 1 that optimal bounds on decay of correlations hold for observables supported on the full phase space. In Section 8, we show convergence to stable laws and Lévy processes for γ ∈ [ 1 2 , 1).
Notation We use the "big O" and notation interchangeably, writing a n = O(b n ) or a n b n if there is a constant C > 0 such that a n ≤ Cb n for all n ≥ 1. Also, a n = o(b n ) as n → ∞ means that lim n→∞ a n /b n = 0 and a n ∼ b n as n → ∞ means that lim n→∞ a n /b n = 1.
We set D = {z ∈ C : |z| ≤ 1}. Throughout, | · | denotes Euclidean distance.
A class of two-dimensional maps
Let T = R/Z. We consider maps f : [0, 1] × T → [0, 1] × T of the form f (x, θ) = (f 1 (x, θ), f 2 (θ)), where f 1 : [0, 1] × T → [0, 1] is a (not necessarily Markov) nonuniformly expanding map for each θ. Specifically, we assume that f is as in (1.2) where γ > 0, and u : [0, 3 4 ] × T → (0, ∞) is a positive C 2 function satisfying u(0, θ) ≡ c > 0. (Implicitly, it is assumed that x(1 + x γ u(x, θ)) ≤ 1 for all x ∈ [0, 3 4 ], θ ∈ T.) In addition, we assume that |(Df ) (x,θ) v| ≥ |v| for all (x, θ) ∈ [0, 3 4 ] × T, v ∈ R 2 . In particular, f is an everywhere expanding map with a neutral invariant circle {x = 0}, and f is uniformly expanding on [δ, 1] × T for all δ > 0. Also, f 1 (
]), i = 0, 1, 2, 3.
Then X = 3 i=0 X i is an invariant set for f and f (X) = X. We induce on the set Y = ([ , θ)
form a (mod 0) partition α of Y . Note that F : a → F a is a diffeomorphism for each a ∈ α. We have
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for n ≥ 2. In particular, F has finitely many images, i.e. {F a : a ∈ α} is finite. Figure 1 is a sketch of f (·, θ) and F (·, θ) for θ fixed. Figure 2 is a schematic picture of the partition α = {Y n,j : n ≥ 1, 1 ≤ j ≤ 4 n }.
Proof We have Df = 4 0 0 4 on Y and |(Df )v| ≥ |v| on X.
Proposition 2.2 f : X → X is topologically exact: for any nonempty open subset U ⊂ X, there exists n ≥ 0 such that f n U ⊃ X \ {x = 0}.
Proof It suffices to consider rectangles ) × T, there exists n ≥ 1 such that πf n (x, θ) > ∈ πU , then 0 ∈ πf U . Since 0 is a fixed point and f 1 is continuous on [0, 3 4 ]×T, it follows from (2.2) that (0, 3 4 ] ⊂ πf n U for all n sufficiently large. Also f 2 : T → T is continuous and uniformly expanding, so it is immediate that (0, 3 4 ] × T ⊂ f n U for some n and hence that f n+1 U ⊃ X \ {x = 0}. 
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Proposition 2.3 F : Y → Y is topologically exact.
Proof Let U ⊂ Y be a nonempty open rectangle. If U intersects the boundary of the strip {ϕ = n} for some n, then F U ∩ ({ 3 4 } × T) = ∅. But then F U contains a partition element Y n,j . It follows that F 2 U ⊃ F Y n,j = Y ∩ X i for some i and hence that F 3 U = Y . Again, let π denote projection onto the first coordinate. If F k U does not intersect the boundary of {ϕ = n} for all n and all k ≥ 0, then diam πF k U ≥ 4 k diam πU for all k, which is impossible.
Estimates for the first return map F
In this section we give estimates for the return tails Leb(ϕ > n) and Leb(ϕ = n) and we prove estimates such as bounded distortion for F .
Estimates for the partition
Recall that u : [0, 3 4 ] × T → (0, ∞) is C 2 and u(0, θ) ≡ c > 0. In fact, we only use the following consequences of this property:
Proposition 3.1 Suppose that (x n , θ n ), n ≥ 1, is a sequence in [0, 3 4 ] × T such that f n (x n , θ n ) = ( , θ) where θ ∈ T. Then
uniformly in θ, where c 1 = (cγ) −1/γ and c = c 1+γ 1 c. In addition, the curve θ → x n (θ) is C 1 and there exists a constant C > 0 independent of n, θ such that |x n (θ)| ≤ Cn −(1+1/γ) .
Proof By construction, for each choice of inverse sequence θ n , the sequence x n is unique and monotonically decreasing to zero. We do the computation for θ n = θ/4 n , but the result is independent of this choice. Write θ 0 = θ.
The inverse branch ψ : [0, 1] × T → [0, 3 4 ] × [0, 1 4 ] has the form ψ(x, θ) = (ψ 1 (x, θ), 1 4 θ). Compute that
In particular,
, θ 0 ) = (
Since x n → 0, we haveû(x j , θ j ) → c and hence
. Substituting this into (3.1) yields the desired expression for x n .
Since (x n , θ n ) = f (x n+1 , θ n+1 ), we have x n = x n+1 (1 + x γ n+1 u(x n+1 , θ n+1 )) and so
Differentiating the formula for x n in (3.1),
It is easy to verify thatû inherits the properties x ∂û ∂x = o(1) and ∂û ∂θ = O(1) imposed on u. Hence, there is a constant K > 0 such that
The discrete version of Gronwall's inequality states that if
. For each n ≥ 1, we have established smoothness of the curve x n (θ) and the estimate |x n (θ)| ≤ Cn −(1+1/γ) except at finitely many points related to the partition into inverse branches. Since
} × T} is defined intrinsically on the cylindrical domain [0, 3 4 ] × T 1 , independent of any choice of partition, these smoothness properties are uniform in θ ∈ T.
Remark 3.2 It follows from Proposition 3.1 that if
The partition elements Y 1,j , 1 ≤ j ≤ 4, are as in (2.1). The remaining partition elements Y n,j , n ≥ 2, 1 ≤ j ≤ 4 n , are given by
where y n (θ) = 1 4 (x n−1 (f 2 (θ)) + 3). Note that y n (θ) = x n−1 (θ). By Remark 3.2, Y n,j is almost rectangular for n large, and y n (θ) − y n+1 (θ) ∼ | ∞ are sufficiently small, we can arrange that |x n (θ)| is uniformly small in n and θ. In fact, we require that |x n (θ)| < 7/ √ 72 for all n and θ. This turns out to be convenient for technical reasons, see Remark 5.6. 
Proof Let C n = {x n (θ)}, n ≥ 0, be the smooth curve defined in Proposition 3.1 and let X n+1 be the region in [0, 3 4 ] × T to the left of C n . Then X n+1 consists of precisely those points in [0, 3 4 ] × T that require at least n + 1 iterates of f to enter Y for the first time. By Proposition 3.1, Leb(X n ) ∼ c 1 n −1/γ . Now, f maps {ϕ = n} onto X n−1 \ X n for n ≥ 2, and the mapping is 4 to 1. Each branch is linear and scales areas by a factor of 4 2 , so Leb({ϕ = n}) = 1 4 Leb(X n−1 \X n ). Hence Leb(ϕ > n) = 1 4 Leb(X n ) ∼ 1 4 c 1 n −1/γ as required. The final statement is proved similarly and is a rougher estimate.
Remark 3.5 Suppose further that u(x, θ) = c + O(x γ ) uniformly in θ. This property is inherited byũ andû in the above calculations and we obtain that x n = c 1 n −1/γ (1 + O(n −1 log n)) uniformly in θ.
Distortion estimates
Lemma 3.6 Let (y, θ) ∈ Y n,j . Then
as n → ∞ uniformly on Y n,j and uniformly in 1 ≤ ≤ m ≤ n − 1.
. . , n − 1 and recall from Proposition 3.1 that y n−k ∼ {cγk} −1/γ as k → ∞ uniformly in the initial choice of θ. Now,
It follows that
where m) ) and the result follows. Proof Let z k = f k (y, θ), k = 0, . . . , n − 1 and write
Clearly, (Df ) z k is upper triangular with diagonal entries ∂f 1 ∂x (z k ) and 4. Hence (DF ) (y,θ) has the required form with
The required asymptotics for A(y, θ) follows from Lemma 3.6. Next,
so by induction,
By Lemma 3.6,
yielding the required estimate for B(y, θ).
Lemma 3.8 There is a constant C > 0 such that
for all (y, θ) ∈ Y n,j and all n, j.
Proof By Corollary 3.7, JF (y, θ) = 4 n A(y, θ) where A(y, θ) ∼ 4n 1+1/γ uniformly on Y n,j . We have
Similarly,
By (3.2) and Proposition 3.1,
. Moreover, it follows from Lemma 3.6 that
establishing the first estimate in (3.3).
Proceeding similarly for the second estimate
(3.4) Our assumptions on f 1 imply in particular that
is bounded, so the second term in (3.4) is O(4 n ). The calculation at the end of the proof of Corollary 3.7 shows
Hence the first term in (3.4) is bounded up to a constant by
establishing the second estimate in (3.3).
Corollary 3.9
There is a constant C > 0 such that
for all (y, θ), (y , θ ) ∈ a = Y n,j and all n, j.
Proof First, we prove the result under the simplifying assumption that a is a rectangle. In particular, the line segments [(y, θ), (y , θ)] and [(y , θ), (y , θ )] lie in a. By Lemma 3.8 and the mean value theorem, |1/JF (y, θ)−1/JF (y , θ)| 4 −n |y −y |. By Corollary 3.7, 4
−n |y − y | 4
The desired estimate follows.
In general, Proposition 3.1 ensures that there is a constant c 2 > 0 such that the line segments lie in the union of partition elements Y m,j with m ≥ c 2 n, and the argument above is unaffected.
Let α k denote the refinement of α into k-cylinders.
Corollary 3.10 There exists a constant
Proof Write x = (y, θ), x = (y , θ ). First suppose that x, x ∈ a, a ∈ α. By Corollary 3.9, there is a constant C 1 > 0 such that
The result follows with C = e 4 3
Corollary 3.11 (Bounded distortion)
Proof Let a = Y n,j . By Corollary 3.7,
By Lemma 3.8,
on a. Finally, apply Corollary 3.7.
Mixing properties of f and F
In this section, we show that the first return map F : Y → Y has a unique absolutely continuous invariant probability measure µ Y and that F is mixing. We also show that the underlying map f : X → X has a unique (up to scaling) absolutely continuous invariant σ-finite measure µ X . When γ < 1, this is a finite measure and it is mixing. These results are obtained in Subsection 4.1. In the process of obtaining these results we show that f is modelled by a Young tower with polynomial tails (though the polynomial rate is not optimal). This is already sufficient to obtain a number of statistical limit laws for γ < 1 and these are listed in Subsection 4.2. In Subsection 4.3, in the case γ < 1 we obtain an aperiodicity property for F .
Recall that the first return map F : Y → Y is topologically mixing with finite images, and has bounded distortion. If in addition F were Markov, then the results in this section would be easier to deduce from standard results. Our strategy is to further induce F , with exponential tails, to a full-branched Gibbs-Markov map G : Z → Z as follows: 
We postpone the proof of Lemma 4.1 to Appendix A. Parts (a) and (b) can be proven in the general setting of piecewise expanding maps, but parts (c) and (d) are specific to our map F . Part (c) is used to prove that F and f are mixing in Lemmas 4.2 and 4.4 respectively. Part (d) is used in the proof of Lemma 4.2 to prove that the invariant density for F is bounded below.
By [1, Theorem 4.7.4] , there exists a unique absolutely continuous G-invariant probability measure µ Z on Z. Moreover, µ Z is mixing and the density h Z = dµ Z /d Leb is bounded above and below on Z.
Densities and mixing
In this subsection, we study the mixing properties of f and F , the existence and uniqueness of absolutely continuous invariant measures, and the boundedness properties of the corresponding densities. 
Form the Young tower g : ∆ → ∆ where
The measure µ ∆ = (µ Z × counting)/ρ is an ergodic g-invariant probability measure on ∆. The projection π : ∆ → Y , π(z, ) = F z defines a semiconjugacy between g and F , and µ Y = π * µ ∆ is an absolutely continuous F -invariant probability measure on Y . Since G is full-branch and gcd(ρ(a) : a ∈ α Z ) = 1 by Lemma 4.1(c), it follows from [51, Theorem 1] that µ Y is mixing. Next, for E ⊂ Z measurable,
It follows that h Y ≥ (1/ρ)h Z on Z. Moreover, letting n ≥ 1 be as in Lemma 4.1(d), for any y ∈ Y there exists z ∈ Z ∩ Int{ϕ = n} with F z = y. Since f n has finitely many continuous branches, M = |Jf n | ∞ < ∞. We obtain
Hence h Y is bounded below. Uniqueness of h Y follows. It remains to show that h Y is bounded above. This follows from a result of Rychlik [46, Theorem 1] once we check three conditions:
2. There exists > 0, r ∈ (0, 1) such that if a ∈ α k for some k ≥ 1 and Leb(F k a) < , then {a ∈α:Leb(a ∩F k a)>0} sup a 1/JF ≤ r.
3.
a∈α sup a 1/JF < ∞.
Now, condition 1 holds by Corollary 3.10. Condition 2 is trivially satisfied since the set {F k a : a ∈ α k , k ≥ 1} is finite. By Corollary 3.7, 1/JF ∼ 4
uniformly on a = Y n,j , j = 1, . . . , 4 n as n → ∞, and the third condition follows.
Proposition 4.3 τ is Lebesgue integrable if and only if
Proof First, note that τ ≥ ϕ on Z. By Corollary 3.4, ϕ is integrable if and only if γ < 1, establishing nonintegrability of τ for γ ≥ 1. The tail estimate for τ = ϕ ρ , and hence the integrability for γ < 1, follows for instance from [8, 37] .
Lemma 4.4 There exists a unique (up to scaling) absolutely continuous f -invariant σ-finite measure µ X . Moreover, the density h X = dµ X /d Leb is bounded below.
The measure µ X is finite if and only if γ < 1, in which case f is mixing.
We proceed similarly to the proof of Lemma 4.2 but with ρ replaced by τ and F replaced by f . Form the new Young towerg :∆ →∆,
The ergodicg-invariant measure µ Z × counting is finite if and only if τ = Z τ dµ Z < ∞. Equivalently Z τ d Leb < ∞, and by Proposition 4.3, this holds if and only if γ < 1. When γ < 1, the measureμ ∆ = (µ Z × counting)/τ is an ergodicg-invariant probability measure on∆. The projectionπ :∆ → X,π(y, ) = f y defines a semiconjugacy betweeng and f , and µ X =π * μ∆ is an absolutely continuous finvariant probability measure. Lemma 4.1(c) implies that gcd{τ (a), a ∈ α Z } = 1. Since G is a full-branch Gibbs-Markov map, it follows from [51, Theorem 1] thatμ ∆ , and hence µ X , is mixing.
Again, as in the proof of Lemma 4.2, h X ≥ (1/τ )h Z on Z. By Lemma 4.1, Z is open, so by Proposition 2.2 there exists n ≥ 1 such that f n Z = X. Since f n has finitely many branches,
Hence h X is bounded below, and uniqueness of µ X follows. When γ ≥ 1, we proceed in the same way but without normalising byτ .
Some statistical properties
In the proof of Lemma 4.4, we showed that the intermittent map f : , we obtain the following properties. By [51, Theorem 4] the CLT holds and the WIP is also well-known in this situation, see for example [39] . For error rates (Berry-Esseen estimates) in the CLT, and the local CLT, see Gouëzel [23] . The almost sure invariance principle with rates follows by [10, 11, 33] . Homogenization (convergence of fast-slow systems to a stochastic differential equation) when the fast dynamics is given by f follows from [9, 20, 32] . Convergence rates in the WIP and homogenization are obtained in [4] .
By [34, Corollary 2.15], we also obtain the CLT and WIP for all γ < 1 for mean zero Hölder observables supported in Y .
Aperiodicity
Let S 1 = {ω ∈ C : |ω| = 1} and consider the cohomological equation
where v : Y → S 1 is measurable and ω ∈ S 1 . If ω = 1, then since F is ergodic, the measurable solutions to equation (4.1) are precisely the constant solutions. Absence of solutions for ω = 1 is called aperiodicity. In this subsection, we prove:
Aperiodicity is useful for ruling out peripheral spectra for certain twisted transfer operators. An instance of this is seen in Corollary 6.2(ii) below.
For the moment, consider an arbitrary ergodic measure-preserving transformations
1 , we define the twisted Koopman and transfer operators
(This discrepancy between adjoints and duals over the complex numbers is standard.)
Proof First, note that if U (ω)v = v, then |v| • F = |v| and so |v| is constant by ergodicity. Next, recall that RU = I and hence
∞ and n ≥ 1. We claim that v is bounded and |v| ∞ ≤ |v| 1 . Suppose the claim is false. Then there is a set E of positive measure and c > |v| 1 such that |v| ≥ c on E. Choose w = 1 Ev /|v| on {v = 0} and w = 1 E elsewhere. Then
The last integrand is dominated by |w| ∞ |v| ∈ L 1 and converges a.e. to |v| Y |w| dµ by the pointwise ergodic theorem. By the dominated convergence theorem,
Hence c ≤ Y |v| dµ which is a contradiction. This proves the claim, so v is bounded. In particular, v ∈ L 2 and a computation using that R(ω) = U (ω)
Returning to the intermittent maps (1.2), we obtain
Proof This is immediate from Lemma 4.5 and Proposition 4.6.
To prove Lemma 4.5, we make use of two Young towers g : ∆ → ∆ andg :∆ →∆. The second of these coincides with the tower in the proof of Lemma 4.4. The first tower is different from those considered so far in this paper (in particular, that of Lemma 4.2), and is defined as follows:
Since γ < 1, it follows from Corollary 3.4 and Lemma 4.2 thatφ = Y ϕ dµ Y < ∞, and hence µ ∆ = (µ Y × counting)/φ is an ergodic g-invariant probability measure on ∆. As in Lemma 4.4, we have an ergodicg-invariant probability measureμ ∆ = (µ Z × counting)/τ on∆.
Remark 4.8 A standard strategy, used below, to establish aperiodicity is to show that g is weak mixing. This is made complicated by that fact that g is nonMarkov, so we pass to the Markov extensiong. (This is similar in spirit, though the notation is more complicated, to the derivation of mixing properties for F from mixing properties for G in Subsection 4.1.)
Any element of∆ can be written uniquely as (z, ϕ j (z) + ) where 0 ≤ j ≤ ρ(z) − 1 and
Proposition 4.9 Suppose that γ < 1. Then π ∆ is a measure-preserving semiconjugacy fromg to g.
Also,
Hence π ∆ is a semiconjugacy. It remains to show that π ∆ is measure-preserving. Now the Lebesgue measures on Y and on Z lift to Leb Y ×counting on ∆ and Leb Z ×counting∆, respectively, and it follows from the definitions that µ ∆ andμ ∆ are absolutely continuous g-invariant and g-invariant probability measures on ∆ and∆ respectively. Since F is nonsingular, i.e. F * µ Y µ Y , it is easy to check that π ∆ is nonsingular, i.e. (π ∆ ) * μ∆ µ ∆ . Since g • π ∆ = π ∆ •g it follows that g * ((π ∆ ) * μ∆ ) = (π ∆ ) * (g * μ∆ ) = (π ∆ ) * μ∆ , so (π ∆ ) * μ∆ is an absolutely continuous g-invariant probability measure on ∆. By Lemma 4.2, the density for µ Y and hence for µ ∆ is bounded below, so µ ∆ is the unique absolutely continuous g-invariant probability measure on ∆. Hence (π ∆ ) * μ∆ = µ ∆ .
Proof of Lemma 4.5 In the proof of Lemma 4.4, it was established thatg :∆ →∆ is mixing. Hence by Proposition 4.9, g : ∆ → ∆ is mixing. In particular, g is weak mixing, which means that the equation u • g = ωu has no measurable solutions u : ∆ → S 1 for each ω ∈ S 1 \ {1}. Let ω ∈ S 1 \ {1} and suppose that v : Y → S 1 is a measurable solution to (4.1).
. This shows that u • g = ωu which is impossible. Hence there are no such measurable solutions to (4.1).
Estimates in two-dimensional BV
where the supremum is taken over all compactly supported C 1 test functions ω : . We use the fact [18, Remark 2.14] that if w is continuous on a set U with Lipschitz boundary and w is C 1 on Int U , then Var(1 U w) = U |∇w| dλ 2 + ∂U |w| dλ 1 . (The measure will often be suppressed when the meaning is clear.)
The following standard result [18, Theorem 1.17] allows us to reduce to considering C 1 functions v : R 2 → R in many estimates.
There exists a sequence of
Proof Let v ∈ BV(Y ) and choose a sequence v n as in Proposition 5.1. Let ω be a
Taking the supremum over ω yields the desired result.
Boundary terms
The primary difficulty in dealing with multidimensional BV is the occurrence of certain boundary terms. Let a ∈ α denote a partition element and consider the branch
For the Lasota-Yorke inequality (Subsection 5.2 below) given v ∈ C 1 , we are required to estimate terms of the form ∂a |v||D∂F a /JF a |, relative to the BV norm v BV(Y ) . In one dimension, BV(Y ) is embedded in L ∞ which simplifies the estimates considerably. For higher dimensions, much more work is required, see [12, 13, 19] and references therein.
Our main results in this subsection are:
Suppose that u is sufficiently close to constant as in Remark 3.3. Then there exists κ 0 ∈ (0, 3 4 ), and for any N 0 ≥ 1, there exists a constant C 2 > 0 such that
for all a ∈ α with ϕ(a) ≤ N 0 .
An immediate consequence is:
) and C 3 > 0 such that
In the remainder of this subsection, we prove Lemmas 5.3 and 5.4. Recall from Section 3.1 that the partition elements form a 'rectangular' grid {Y n,j , n ≥ 1, j = 1 . . . , 4 n } where there are infinitely many columns C n , n ≥ 1, bounded by 'vertical' curves ξ n (θ), 0 ≤ θ ≤ 1. The column C n is divided into 4 n partition elements {Y n,j } bounded by horizontal lines θ = j4 −n , j = 0, . . . , 4 n . In particular, the partition element a = Y n,j is given by
By Proposition 3.1,
uniformly in θ. Also, by Proposition 3.1,
We write ∂a = H a ∪ V a where H a is the union of the two horizontal edges and V a is the union of the two 'vertical' edges.
Proof of Lemma 5.3 By Lemma B.5 and (5.1), (5.2),
On the horizontal edges, ∂F a (y, 
. Hence ∂a |v| ≤ K(a)|1 a v| 1 + 4κ 0 |1 a ∇v| 1 where K(a) is a constant. The result follows since |D∂F a /JF a | ≤ . Remark 5.6 We can relax the artificial condition in Remark 3.3 by increasing the expansivity of f so that D∂F a /JF a is sufficiently large.
Alternatively, we could consider higher iterates. But now we have to check that the calculations in Lemma 5.3 remain intact. Note that Lemma 4.1 also requires a certain amount of expansion for F to overcome the complexity growth of discontinuities of F .
Lasota-Yorke inequality
where g = 1/| det(DF )| = (JF ) −1 . Also, for z ∈ D, we consider the twisted transfer operator F (z) given by
Lemma 5.7 There exist constants C > 0 and κ 1 ∈ (0, 1) such that
Proof By Corollary 5.2, it suffices to prove this for v ∈ C 1 . First we consider the case z = 1. Note that (gv) • F −1 a is C 1 on F a, and so
where + κ 0 . For general z, we have an extra factor of |z| ϕ(a) throughout. Since |z| ≤ 1 and ϕ ≥ 1, this is bounded by |z|.
Leb, and F has no further eigenvalues on the unit circle.
has spectral radius at most |z| for all z ∈ D.
(c) Let κ 1 ∈ (0, 1) be as in Lemma 5.7. Then F (z) : BV(Y ) → BV(Y ) has essential spectral radius at most κ 1 |z| for all z ∈ D.
(e) There exist constants |v(y, θ)| dy
This completes the proof of the first statement. Next, note that BV functions restrict to BV functions on almost all onedimensional slices (see [35, + y, θ) exists a.e. and is measurable (being a limit of measurable functions by Fubini's theorem). For a.e. θ,
Hence J is integrable and both sides of (5.5) are well-defined.
To prove validity of (5.5), we must show that lim n→∞ A n = 0. Write
We apply the dominated convergence theorem. We have already seen that B n is dominated by the L 1 function |v(y, ·)| dy + Var y + 1 4
c |J|. Next,
The first term converges to zero a.e. by the estimate for y n−1 − y n . Also, y n → 3 4 +, so
by the definition of J(θ). Hence B n (θ) → 0 a.e. completing the proof of (5.5).
The estimate for µ Y (ϕ > n) follows immediately.
Lower bounds on decay of correlations
By Proposition 5.9, the return time ϕ is integrable if and only if γ < 1. In this section, we establish lower bounds on decay of correlations for C 1 observables supported on Y when γ < 1.
In Subsection 6.1, we show that spectral properties of normalized transfer operators are inherited from those for the transfer operatorsF (z) considered in Section 5. Estimates for associated renewal operators R n are given in Subsection 6.2. This is used in Subsection 6.3 to obtain lower bounds for γ < 1 (Subsection 6.3).
Spectral properties of normalized transfer operators
By Lemma 4.2, the invariant density h Y = dµ Y /d Leb is bounded above and below, so the L p spaces with respect to µ Y and Leb are identical and we can just write
establishing the second inclusion. For the first inclusion, let v ∈ C 1 (Y ). We must show that h Y v ∈ BV(Y ). In other words, since h Y ∈ BV(Y ), it suffices to show that BV(Y ) is closed under multiplication by
Corollary 6.2 Consider the operators R(z) : B(Y ) → B(Y ).
(i) 1 is a simple isolated eigenvalue in the spectrum of R.
(ii) 1 ∈ spec R(z) for all z ∈ D \ {1}.
(iii) There exist constants κ 2 ∈ (κ 1 , 1), C > 0 such that R n v B ≤ Cκ 
Lower bounds
By Corollary 6.2 and Lemma 6.3, we have verified the assumptions of Gouëzel [21] . Recall that F is the first return map to Y so µ Y = µ X | Y /µ X (Y ). Consider the correlation function
where 7 Upper bounds on decay of correlations for observables on X
Recall that the operators R n , n ≥ 1 and
In this section we prove the following result.
Lemma 7.1 There is a Banach space E(Y ) containing constants and embedded in
(b) (i) 1 is a simple isolated eigenvalue in the spectrum of R(1).
(c) There is a constant C > 0 such that v E ≤ C v C 1 for all v ∈ C 1 (X) and all v : Y → R, wherev| {ϕ=n} = v • f jn for some j n ∈ {0, 1, . . . , n − 1}. 
In the remainder of this section we prove Lemma 7.1. We begin by introducing the appropriate function space E(Y ). Define the norm
. Let E(Y ) be the completion of B(Y ) in this norm. Then E(Y ) is a Banach space containing constant functions and we have the embeddings
. Hence Lemma 7.1(a) holds. In addition, it follows that z → R(z) extends to a continuous family of bounded linear operators on E(Y ) for z ∈ D with R(z)
Proof of Lemma 7.1(b) By ergodicity, 1 is a simple eigenvalue for R on L 1 (Y ) with eigenspace consisting of the constant functions. Hence 1 is a simple eigenvalue for R on E(Y ).
By Corollary 6.2(iii), there are constants κ 2 ∈ (0, 1),
For (ii), it suffices to show that I − R(z) : E(Y ) → E(Y ) is a bijection. By Corollary 4.7, 1 is not an eigenvalue for R(z) on L 1 (Y ) and so is not an eigenvalue
Next, let w ∈ E(Y ) so R(z)w ∈ B(Y ). By Corollary 6.2(ii), there exists v ∈ B(Y ) such that (I − R(z))v = R(z)w. Therefore w = (I − R(z))(v + w) and so I − R(z) :
Proof of Lemma 7.1(c) Let β = 1 + 1/γ. By definition,
Hence, it remains to verify that Var( F n (h Yv )) v C 1 n −β . The calculation is made more complicated by the fact that h Y is not C 1 . To circumvent this, define Ah = F n (hv) for h ∈ BV(Y ). We show that Var Ah v
where * is the sum over all partition elements a ∈ α with ϕ(a) = n and g = (JF )
For the first term, calculating as in Lemma 5.7,
We also have
where we used that f is everywhere expanding, F = f n and j n < n. Hence Combining the estimates for the two terms and substituting into (7.1),
By Proposition 5.9, Var Ah v C 1 n −β h BV as required.
Convergence to stable laws and Lévy processes
For γ ∈ (
, 1) the CLT with normalization n −1/2 fails for general Hölder observables, and we obtain results on anomalous diffusion.
Set α = 
We also obtain the functional version of this result.
Let W be the α-stable Lévy process with W (1) = d G.
Theorem 8.2
In the setting of Theorem 8.1,
Remark 8.3
The analogous results for one-dimensional intermittent maps are proved in [22, 43, 44] . In particular, we refer to [44, 48, 50] for background information on the Skorohod M 1 topology.
We require two preliminary propositions.
Proof We verify the conditions stated in Appendix C. Taking +, θ) dθ. Hence condition (C.1) is satisfied (with σ 2 = 0). Define R t = R(e it ) for t ∈ R. By Section 6, R t is a bounded linear operator on B(Y ) for all t. Note that R t = ∞ n=1 R n e int . It follows from Lemma 6.3 that ∞ n=1 n R n B < ∞ so t → R t is C 1 . In particular, R t B = O(|t|). The result now follows from Theorem C.1.
Proof Let η ∈ (0, 1] be the Hölder exponent for v and suppose without loss that η < γ. Set δ = η/γ ∈ (0, 1). Since ϕ ∈ L q (Y ) for all q < α, it suffices to show that Define 
. Hence convergence to the desired Lévy process follows from [43, Theorem 3.2(a)].
Finally, we relax the additional assumption on v. Write v = v +v where v (y, θ) = v(0, θ) − I v . We have W n = W n + W n where
Note that v , and hence v , is Hölder and mean zero. Moreover, 
A Construction of the Gibbs-Markov map G
This section is devoted to the proof of Lemma 4.1. The main step is to verify the hypotheses of Proposition 5 of [16] . This is done using Theorem A.1 below.
Recall that Y ⊂ R 2 is endowed with the Euclidean metric |(
where ∂A is the boundary of A as a subset of R 2 . We prove that the first return map F : Y → Y satisfies the following properties:
). There exists ε 0 ∈ (0, 1) and C > 0 such that the following hold:
a )(z 2 ) for all z 1 , z 2 ∈ a and all a ∈ α.
Dynamical complexity
For every open set I ⊂ Y with diam I ≤ ε 0 and all ε < ε 0 ,
Divisibility of large sets Let I ⊂ Y be an open subset and let a ∈ α and V * ⊂ F (I ∩ a) such that
Then there exists a partition {U } of F (I ∩ a) into open sets with diam U < ε 0 , such that V * ⊂ U for some , and
Partition R For all δ > 0 sufficiently small, there exists a finite (mod 0)-partition R of Y into open sets such that
and for every δ-regular 2 set I with diam I ≤ ε 0 , there exists R ∈ R such that I ⊃ R and
Moreover, there exists Z ∈ R, Z ⊃ Z with Leb Z < Leb Z and diam Z ≤ ε 0 /10 such that for every open set I with diam I ≤ ε 0 and I ⊃ Z ,
In addition,
Finally, there exists a 1 , a 2 ∈ α such that a i ⊂ Z and F a i ⊃ Z for i = 1, 2 and
Proof of Lemma 4.1 Theorem A.1 implies in particular that we have verified the hypotheses of [16, Proposition 5] . This guarantees the existence of the desired refinement α , the subset Z (as given in Theorem A.1), the return time ρ : Z → Z In the next five subsections, we verify the five properties listed in Theorem A.1.
A.1 Uniform expansion
By Proposition 2.1, |DF
on F a for all a ∈ α.
Lemma A.2 For every δ > 0 there exists ε 0 > 0 such that for all z 1 , z 2 ∈ F a with |z 1 − z 2 | < ε 0 and all a ∈ α, there exists a path γ : [0, 1] → R 2 contained in F a, joining z 1 and z 2 , and having length bounded by (1 + δ)|z 1 − z 2 |.
Proof The boundary of F a is a rectangle except that its right boundary is a C 1 curve which we denote by ψ. Denote the line segment joining z 1 and z 2 by S. If S lies in F a, then take γ to be the path corresponding to this line segment. If not, then S intersects the boundary of F a. Let p 1 , p 2 be the points of intersection closest to z 1 , z 2 , respectively. Define γ to be the path corresponding to starting at z 1 , travelling on S until p 1 , then travelling on the boundary of F a until p 2 and then continuing on S to z 2 . Since ψ is smooth, the length of γ can be made arbitrarily close to the length of S by choosing ε 0 sufficiently small. (The path γ may not be entirely contained in F a, but a small translation of it will be entirely inside F a.) Choose δ so that 1 4 (1 + δ) < Λ, and fix ε 0 as in Lemma A.2. Let z 1 , z 2 ∈ F a with |z 1 − z 2 | < ε 0 and choose γ as in Lemma A.2.
A.2 Bounded distortion
By Corollary 3.9, there exists C > 0 such that
yielding the desired distortion condition.
A.3 Dynamical Complexity
The proof is very similar to [16, Section 10.3] with some modifications due to nonlinear vertical boundaries of Y i,j and F Y i,j . In particular, we need a generalization of [5, Sublemma C.1], which appears below as Proposition A.5.
Recall that ∂ ε A is defined as a subset of A. We also define∂ ε A = {x ∈ R 2 :
Let us recall [5, Sublemma C.1] in a form that suffices for our purposes. We refer to its proof briefly at the end of the proof of Lemma A.4. Lemma A.3 (Sublemma C.1 of [5] ) Suppose I is a non-empty measurable bounded subset of the plane and E is a straight line cutting I into left and right parts I l and I r . Then for all ε ≥ 0, 0 ≤ ξ ≤ 1,
In Proposition A.5 we generalize to the case where E is the graph of a Lipschitz function, but first we prove a lemma which is similar in flavour but applies to segments which may or may not intersect I. This lemma would follow from the one above if 0 ≤ ξ ≤ 1 and S (taking the place of E) were a hyperplane in R 2 cutting through I. Given a straight line segment S ∈ R 2 and x ∈ R 2 , define d ⊥ as follows. Suppose x ∈ R 2 . If there exists a line that passes through x, intersects S and is perpendicular to S, then d We show that Leb A ≤ ξ Leb B. Let e z be the line perpendicular to S at the point z ∈ S and let A z = A ∩ e z and B z = B ∩ e z . Given ε > 0 and an interval J ε of length ε inside e z , denote A z (ε ) = A z ∩ J ε . Points of A z (ε) are by definition at least distance ε from ∂I so there exists a translate of A z (ε) along e z that lies in B z . It follows from translation invariance of Lebesgue measure Leb z on e z that Leb z A z (ε) ≤ Leb z B z .
Let us write ξ = ξ + {ξ}, where {ξ} denotes the fractional part of ξ. Since A z can be partitioned by ξ sets of the form A z (ε) plus one remainder set of the form A z ({ξ}ε), it follows that Leb z A z ≤ ξ Leb z (B z ) + Leb z A z (ε{ξ}).
(A.10)
Now we show that Leb z A z (ε{ξ}) ≤ {ξ} Leb z B z bounding the second term of (A.10). If z ∈ S \ I, then A z (ε{ξ}) = ∅ because {ξ} < 1, so we are done. Otherwise, if z ∈ S ∩ I, the claim follows directly from the proof of Lemma A.3 given in [5, p.1364] because 0 ≤ {ξ} < 1. We have proved that Leb z A z ≤ ξ Leb z B z . Integrating over z ∈ S with respect to Lebesgue measure on S, we obtain Leb A ≤ ξ Leb B as required. In other words, Leb((I ∩∂ εξ E) \ ∂ ε I) ≤ξ(1 + L) Leb ∂ ε I.
In case (i), H is flat and V is smooth. Recall that Λ < Recall that ∂Y n,j = H n,j ∪ V n,j where H n,j consists of two flat horizontal edges and V n,j consists of two vertical curves. Hence We estimate S H and S V separately. The curve V n = 4 n j=1 V j,n is smooth with Lipschitz constant bounded by L 0 , and
Leb{(I ∩∂ εΛn V n ) \ ∂ εΛ I}.
By Proposition A.5 (takingξ = Λ n /Λ and replacing ε by εΛ),
Hence, by the choice of n 0 ,
Shrinking ε 0 further if necessary, it follows from the skew-product structure of F (where vertical distances are contracted by 4 −ϕ ) that Λ n can be improved to 4 −n in the formula for S H leading to the estimate 
A.4 Divisibility of large sets
This condition follows from [16, Remark 5] . The proof essentially only uses that Y is a bounded measurable subset of Euclidean space and that F has bounded distortion. Next, suppose I ⊂ Y is a δ-regular set. Then it contains a ball of radius δ. Hence we can choose x ∈ I, S ∈ S such that x ∈ S and B(x, Leb I.
It follows that Leb(I \ R) ≥
2
Leb I verifying (A.3). Also, each side of the square R can be continued as a straight line to cross I. By Lemma A.3, the ε-boundary of each side contributes no more than the ε-boundary of I, verifying (A.4).
The construction of Z and Z proceeds as follows: Recall that the partition elements in α accumulate on the left vertical side { , 0). We can adjust S so that S 0 ∈ S and hence Z = S 0 ∩ Y ∈ R. Let Z = B(l 0 , 2cδ). It is immediate that Z ⊃ Z, Leb Z < Leb Z , and diam Z = 4cδ ≤ ε 0 /10 for cδ sufficiently small. The proof of (A.5) is identical to the proof of (A.4). Now Z is a rectangle with vertex l 0 , and elements of α accumulate at l 0 and shrink in diameter. Hence there exists n 0 ≥ 2 such that Y n,i ⊂ Z for all n ≥ n 0 , i = 1, . . . , 4. For n ≥ n 0 , F (Z ∩ Int{ϕ = n}) ⊃ F , 15 16 ] × T ⊃ Z for i = 1, 2 (after possibly shrinking cδ). Moreover, ϕ| a 1 = n 0 and ϕ| a 2 = n 0 + 1, verifying (A.7).
B Boundary terms
In this appendix we require some standard estimates for computing integrals around the boundary of "rectangular" domains. 
Next, we have The result follows since |∂ θ v| + |∂ y v| ≤ √ 2|∇v|.
C Convergence to a stable law
In this appendix, we describe a general functional-analytic framework for establishing convergence to a stable law. Our presentation follows [2, Theorem 6.1] with a simplification due to [24] . Let F : Y → Y be an ergodic measure-preserving transformation on a probability space (Y, µ) with transfer operator R : Define the twisted transfer operators R t : L 1 (Y ) → L 1 (Y ), t ∈ R, by R t v = R(e itψ v). Our final assumption is that there exists t 0 > 0, α ∈ ( )}.
Proof
The argument is by now standard. Since we could not find the result stated in the literature, we give the details. Since t → R t : B(Y ) → B(Y ) is continuous at t = 0, there exists t 1 ∈ (0, t 0 ], κ 0 ∈ (κ, 1) and λ t ∈ B 1 (0), such that λ t is a simple isolated eigenvalue for R t and spec R t ⊂ {λ t } ∪ B κ 0 (0) for all |t| < t 1 . Moreover, |λ t − 1| |t| α . Let w t ∈ B(Y ) denote the family of eigenfunctions corresponding to λ t with w 0 = 1. Shrinking t 1 if necessary, we can ensure that w t > 0. In particular, we can normalize so that Y w t dµ = 1 for all |t| < t 1 .
Let P t be the corresponding family of spectral projections with P 0 v = Y v dµ. Again P t − P 0 B |t| α . We have R n t = λ n t P t + R n t (I − P t ).
Let κ 1 ∈ (κ 0 , 1). Then there exists a constant C > 0 and functions a 1 (t), a 2 (t, n) such that Y R n t 1 dµ = λ n t (1 + a 1 (t)) + a 2 (t, n) and |a 1 (t)| ≤ C|t| α , |a 2 (t, n)| ≤ Cκ n 1 , for all |t| < t 1 , n ≥ 1.
Next, )}, as n → ∞. Hence the result follows from the Lévy continuity theorem Remark C.2 Similarly, following [3] , if µ(|ψ| > x) ∼ (σ 2 + o(1))x −2 as x → ∞, then λ t = 1 + σ 2 t 2 log |t| + o(t 2 log |t|). (Here, we require that R t − R B ≤ C|t|.) The above argument then shows that (n log n)
Remark C. 3 We have restricted to tails of the form µ(|ψ| > x) = (x)x −α where lim x→∞ (x) = c for some c > 0, since this suffices for our examples. The general case with slowly varying goes through as in [2, 3] .
