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Abstract
In this paper, we ﬁrst give a characterization of a completely regular strong endomorphism of a
graph. Then we explicitly exhibit its various inverses. The enumerations of them are also derived.
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1. Introduction
As one of the most important semigroups associated with a graph, the endomorphism
monoid of a graph, in particular, the strong endomorphism monoid of a graph, has received
attention in the literature in recent years. For a survey see [6,2]. The aim of the researches
in this line lies in establishing the connection between semigroup theory and graph theory,
especially, in the applications of the former to the latter.
For a concrete semigroup, it seems always signiﬁcant to be concernedwith taking abstract
semigroup concepts and describing them in this concrete semigroup.Mywriting this paper is
motivated by a problem posed to me by Professor T. E. Hall (Monash University,Australia):
How can the inverses of a strong endomorphism of a graph be described?
It is well known that in the theory of semigroups, an idea of great importance is that
of an inverse associated with a regular element [1, p. 45]. In [4], the inverses of a regular
endomorphism of a graph were investigated. In [2,3], it was proved that for any ﬁnite graph
G, sEnd(G), the monoid of the strong endomorphisms of G, is always regular. So, every
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strong endomorphismofG possesses pseudo-inverses aswell as inverses.A concept stronger
than regularity in the semigroup theory is that of complete regularity. Every completely
regular element of a semigroup has a commuting inverse and, of course, a commuting
pseudo-inverse [5, Theorem II.6.7].
In this paper, we ﬁrst give a characterization of a completely regular strong endomor-
phism of a graph. Then, we explicitly exhibit the pseudo-inverses and inverses of a strong
endomorphism of a graph, as well as commuting pseudo-inverses and commuting inverses
of a completely regular strong endomorphism of a graph, by which the enumerations of
them are also derived.
In this paper, only ﬁnite undirected graphs without loops and multiple edges are consid-
ered. If G is a graph, we denote by V (G) (or just G) and E(G) its vertex set and edge set,
respectively. A graph H is called a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
Moreover, if for any a, b ∈ V (H), {a, b} ∈ E(H) if and only if {a, b} ∈ E(G), then we call
H an induced (strong) subgraph ofG. For graphsG andH, a mapping f : V (G)→ V (H)
is called a homomorphism fromG toH if {a, b} ∈ E(G) implies that {f (a), f (b)} ∈ E(H)
for any a, b ∈ G. Moreover, if f is bijective and its inverse mapping is also a homomorphism
(from H to G), then f is called an isomorphism from G to H. An endomorphism of G is a
homomorphism from G to itself. An endomorphism is called a strong endomorphism if
{f (a), f (b)} ∈ E(G) implies that {a, b} ∈ E(G) for any a, b ∈ G. A bijective endomor-
phism of a graphG is called an automorphism ofG. Evidently, an automorphism of a graph
G is an isomorphism from G to itself. By End(G), sEnd(G) and Aut(G) denote the set of
endomorphisms, strong endomorphisms and automorphisms of the graph G, respectively.
Obviously, Aut(G) ⊆ sEnd(G) ⊆ End(G). It is well-known that End(G) and sEnd(G) are
monoids (a monoid is a semigroup with an identity element) and that Aut(G) is a group
with respect to the composition of mappings. We denote an endomorphism f in the obvious
sense as, e.g., f =
(
1
a1
2
a2
.
.
.
.
.
.
n
an
)
. Let G be a graph and let A ⊆ V (G). Let f ∈ sEnd(G)
and let a ∈ G. We will denote f−1(a) := {x ∈ G|f (x)= a}, f (A) := {f (x)|x ∈ A} and
f−1(A) :=⋃x∈A f−1(x). By f |A we denote the restriction of f on A.
The following notions are important in this paper: Let f ∈ sEnd(G), and by Sf we
denote the induced subgraph ofGwith V (Sf )=f (V (G)); by f we denote the relation on
V (G) induced by f, namely, for any a, b ∈ V (G), (a, b) ∈ f if and only if f (a)= f (b).
For a vertex a ∈ G, we put N(a)= {x ∈ G|{a, x} ∈ E(G)} (the neighborhood of a in G).
The relation  on V (G) is deﬁned by the rule that (a, b) ∈  if and only if N(a) = N(b).
Clearly, the relations  and f are equivalence relations on V (G). By [x] (resp. [x]f ) we
denote the equivalence class of the vertex x of graph G with respect to  (resp. f ).
Let S be a semigroup. An idempotent is an element a of S such that a2 = a. An element
a of S is said to be regular if there exists x in S such that axa = a. In this case, the element
x is called a pseudo-inverse of a [2]. Furthermore, if xax = x is also true, then x is called
an inverse of a [1]. A semigroup is said to be regular if all its elements are regular [1]. An
element a of a semigroup S is called completely regular if there exists an element x in S
such that axa = a and xa = ax [1,5]. If this is the case, we call the element x a commuting
pseudo-inverse of a. Moreover, if xax = x also holds, then x is called a commuting inverse
of a. Deﬁne a relationL on S such that (a, b) ∈ L if and only if S1a = S1b. Similarly,
deﬁne a relationR on S such that (a, b) ∈ R if and only if aS1= bS1. DeﬁneH=L∩R.
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The relations L, R, H are equivalence relations on S and are called Green’s relations.
Let f ∈ sEnd(G). By [f ]H we denote the equivalence class of f with respect to H in
sEnd(G) [1].
LetG be a graph and let f ∈ sEnd(G).Wewill denote by PI(f ), I (f ), CPI(f ) and CI(f )
the set of all the pseudo-inverses, inverses, commuting pseudo-inverses and commuting
inverses of f in sEnd(G) respectively, namely,
PI(f )= {g ∈ sEnd(G) |fgf = f };
I (f )= {g ∈ sEnd(G) |fgf = f ; gfg = g};
CPI(f )= {g ∈ sEnd(G) |fgf = f ; gf = fg};
CI(f )= {g ∈ sEnd(G) |fgf = f ; gfg = g; gf = fg}.
Evidently, their inclusion relationships are as follows:
I (f ) ⊆ PI(f )
∪| ∪ |
CI(f ) ⊆ CPI(f ).
As mentioned above, every regular element of a semigroup has an inverse and every
completely regular element of a semigroup has a commuting inverse. So, for any f ∈
sEnd(G), PI(f ) = ∅ and I (f ) = ∅; for any completely regular f ∈ sEnd(G), CPI(f ) =
∅ and CI(f ) = ∅.
2. Main results and examples
Theorem 2.1. Let G be a graph and let f ∈ sEnd(G). Then f is completely regular if and
only if for any x ∈ G, |[x]f ∩ Sf | = 1.
Theorem 2.2 (Characterizationof various inverses). LetGbeagraphand letf ∈ sEnd(G).
Then
(1)
g ∈ PI(f )⇐⇒ g(x) ∈
{
f−1(x) if x ∈ Sf ;
f−1([x] ∩ Sf ) if x ∈ V (G)\Sf . (1)
(Here, for convenience we write, e.g., “g(x) ∈ f−1(x)” to mean that “select a vertex
y ∈ f−1(x) and set g(x)=y”, and we will understand such a writing for a mapping in this
sense elsewhere.)
(2)
g ∈ I (f )⇐⇒ g(x) ∈
{ {(x)} if x ∈ Sf ;
([x] ∩ Sf ) if x ∈ V (G)\Sf (2)
for some mapping  : Sf → V (G) with (x) ∈ f−1(x).
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(3) If f is completely regular, then
g ∈ CPI(f )⇐⇒ g(x) ∈
{
f−1(x) ∩ Sf if x ∈ Sf ;
f−1([x]f ∩ Sf ) if x ∈ V (G)\Sf .
(3)
(4) If f is completely regular, then
g ∈ CI(f )⇐⇒ g(x) ∈
{ {(x)} if x ∈ Sf ;
([x]f ∩ Sf ) if x ∈ V (G)\Sf
(4)
for some mapping  : Sf → V (G) with (x) ∈ f−1(x) ∩ Sf .
Theorem 2.3 (Enumerations of various inverses). Let G be a graph and let f ∈ sEnd
(G)\Aut(G). Then
(1) |PI(f )| =∏x∈Sf |f−1(x)| ·∏x∈V (G)\Sf |f−1([x] ∩ Sf )|;
(2) |I (f )| =∏x∈Sf |f−1(x)| ·∏x∈V (G)\Sf |[x] ∩ Sf |;
(3) If f is completely regular, |CPI(f )| =∏x∈V (G)\Sf |f−1([x]f ∩ Sf )|;
(4) If f is completely regular, |CI(f )| = 1.
In particular, if f ∈ Aut(G), PI(f )= I (f )= CPI(f )= CI(f )= {f−1} (Fig. 1).
Examples. (See Fig. 1.) Let f =
(
1
2
2
2
3
5
4
3
5
3
)
. Then, it is routine to check f ∈ sEnd(G).
(1) PI(f ):
Let g ∈ PI(f ). Note Sf = {235}, f−1(2)= {12}, f−1(3)= {45}, f−1(5)= {3}. Then by
Theorem 2.2(1) g(2) ∈ {12}, g(3) ∈ {45}, g(5) ∈ {3}.
Note V (G)\Sf={14}, [1]={12}, [4]={345}, and so [1] ∩ Sf={12} ∩ {235}={2},
[4] ∩ Sf={345} ∩ {235}={35}. Thus, f−1([1] ∩ Sf )=f−1({2})={12}, f−1([4] ∩
Sf )=f−1({35})=f−1({3}) ∪ f−1({5})={345}. Then by Theorem 2.2(1), g(1) ∈ {12},
g(4) ∈ {345}.
G:
1 24
3
5
Fig. 1.
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Consequently, we have
PI(f )=
{(
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3
)
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)
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)
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)
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)
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)
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.
In fact, using Theorem 2.3(1), we have |PI(f )|= (|{12}| · |{45}| · |{3}|) · (|{12}| · |{345}|)
=(2 · 2 · 1) · (2 · 3)= 24.
(2) I (f ):
Let g ∈ I (f ). By Theorem 2.2(2),  is some mapping from Sf = {235} to V (G) with
(x) ∈ f−1(x). Then,(2) ∈ f−1(2)={12},(3) ∈ f−1(3)={45},(5) ∈ f−1(5)={3}.
So, there are exactly four such’s:1=
(
2
1
3
4
5
3
)
,2=
(
2
1
3
5
5
3
)
,3=
(
2
2
3
4
5
3
)
,4=
(
2
2
3
5
5
3
)
.
Note V (G)\Sf = {14} and
1([1] ∩ Sf )= 1({2})= {1}, 1([4] ∩ Sf )= 1({35})= {43};
2([1] ∩ Sf )= 2({2})= {1}, 2([4] ∩ Sf )= 2({35})= {53};
3([1] ∩ Sf )= 3({2})= {2}, 3([4] ∩ Sf )= 1({35})= {43};
4([1] ∩ Sf )= 4({2})= {2}, 4([4] ∩ Sf )= 2({35})= {53}.
By Theorem 2.2(2), for i (i = 1, 2, 3, 4) we have g(x) = i (x) if x ∈ {235}, and
g(x) ∈ i ([x] ∩ Sf ) if x ∈ {14}. Then,
for 1: g(2) = 1, g(3) = 4, g(5) = 3, g(1) ∈ 1([1] ∩ Sf ) = {1}, g(4) ∈
1([4] ∩ Sf )= {43}, and so we have g11 =
(
1
1
2
1
3
4
4
4
5
3
)
, g12 =
(
1
1
2
1
3
4
4
3
5
3
)
;
for 2: g(2) = 1, g(3) = 5, g(5) = 3, g(1) ∈ 2([1] ∩ Sf ) = {1}, g(4) ∈
2([4] ∩ Sf )= {53}, and so we have g21 =
(
1
1
2
1
3
5
4
5
5
3
)
, g22 =
(
1
1
2
1
3
5
4
3
5
3
)
;
for 3: g(2) = 2, g(3) = 4, g(5) = 3, g(1) ∈ 3([1] ∩ Sf ) = {2}, g(4) ∈
3([4] ∩ Sf )= {43}, and so we have g31 =
(
1
2
2
2
3
4
4
4
5
3
)
, g32 =
(
1
2
2
2
3
4
4
3
5
3
)
;
for 4: g(2) = 2, g(3) = 5, g(5) = 3, g(1) ∈ 4([1] ∩ Sf ) = {2}, g(4) ∈
4([4] ∩ Sf )= {53}, and so we have g41 =
(
1
2
2
2
3
5
4
5
5
3
)
, g42 =
(
1
2
2
2
3
5
4
3
5
3
)
.
Consequently, we have exactly eight such g’s
I (f )= {g11, g12, g21, g22, g31, g32, g41, g42}.
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Also from Theorem 2.3(2) it follows immediately that
|I (f )| =
∏
x∈{235}
|f−1(x)| ·
∏
y∈{14}
|[y] ∩ Sf | = (2 · 2 · 1) · (1 · 2)= 8.
(3) CPI(f ):
Let g ∈ CPI(f ). Note [1]f = [2]f = {12}, [3]f = {3}, [4]f = [5]f = {45}. Then for
any x ∈ G={12345}, |[x]f ∩Sf |= |[x]f ∩{235}|=1, which implies that f is completely
regular by Theorem 2.1.
Note f−1(2)∩Sf ={12}∩{235}={2}, f−1(3)∩Sf ={45}∩{235}={5}, f−1(5)∩Sf =
{3} ∩ {235} = {3}; f−1([1]f ∩ Sf )= f−1({12} ∩ {235})= f−1({2})= {12}, f−1([4]f ∩
Sf ) = f−1({45} ∩ {235}) = f−1({5}) = {3}. Let x ∈ Sf = {235}. By Theorem 2.2(3), if
x = 2, g(x) ∈ f−1(2) ∩ Sf = {2}, i.e. g(2)= 2; if x = 3, g(x) ∈ f−1(3) ∩ Sf = {5}, i.e.
g(3)= 5; if x = 5, g(x) ∈ f−1(5)∩ Sf = {3}, i.e. g(5)= 3. Now let x ∈ V (G)\Sf = {14}.
If x = 1, g(x) ∈ f−1([1]f ∩ Sf ) = {12}, i.e. g(1) = 1 or g(1) = 2; if x = 4, g(x) ∈
f−1([4]f ∩ Sf )={3}, i.e. g(4)= 3. Consequently, CPI(f ) exactly contains the following
two elements, i.e.
CPI(f )=
{(
1
1
2
2
3
5
4
3
5
3
)
,
(
1
2
2
2
3
5
4
3
5
3
)}
=
{(
1
1
2
2
3
5
4
3
5
3
)
, f
}
.
In fact, by Theorem 2.3(3) we see
|CPI(f )| = |f−1([1]f ∩ Sf )| · |f−1([4]f ∩ Sf )| = |{12}| · |{3}| = 2 · 1= 2.
(4) PI(f ):
Let g ∈ PI(f ). As above, f−1(2)∩Sf ={2}, f−1(3)∩Sf ={5} and f−1(5)∩Sf ={3}.
Thus, there is only one , i.e. =
(
2
2
3
5
5
3
)
, so that by Theorem 2.2(4) g(2)=2, g(3)=5 and
g(5)= 3. Now let x ∈ V (G)\Sf ={14}. If x= 1, g(x) ∈ ([1]f ∩Sf )=({2})={2} i.e.
g(1)=2; if x=4, g(x) ∈ ([4]f ∩Sf )=({5})={3} i.e. g(4)=3. So, g=
(
1
2
2
2
3
5
4
3
5
3
)
=f ,
i.e. CI(f )= {f }.
In summary, we see |PI(f )| = 24, |I (f )| = 8, |CPI(f )| = 2 and |CI(f )| = 1.
3. The proof of the main results
Proposition 3.1 (Li [3, Remark 2.5]). Let G be a graph and let f, g ∈ sEnd(G). Then,
(f, g) ∈H if and only if f = g and Sf = Sg .
Lemma 3.2. Let G be a graph and let f ∈ sEnd(G). Suppose that [f ]H contains an
idempotent, say, e. Then,
(1) for any a ∈ G, f−1(f (a)) ∩ Sf = {e(a)};
(2) for any a ∈ G, |[a]f ∩ Sf | = 1.
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Proof. (1) By Proposition 3.1, f = e and Sf = Se. Let a ∈ G. As e(a) ∈ Se, e(a) ∈ Sf .
Since e(e(a))= e2(a)= e(a), f (e(a))= f (a) because f = e, which means that e(a) ∈
f−1(f (a)). Hence, e(a) ∈ f−1(f (a)) ∩ Sf .
Let x ∈ f−1(f (a)) ∩ Sf . Since x ∈ Sf = Se, there exists y ∈ G with e(y)= x, and so
x = e(y)= e2(y)= e(e(y))= e(x). Since x ∈ f−1(f (a)), f (x)= f (a). Then e(x)= e(a)
because f = e. Thus x = e(a) and we can conclude f−1(f (a)) ∩ Sf = {e(a)}.
(2) Clearly, f−1(f (a)) = [a]f for any a ∈ G. Then, this result follows immediately
from (1). 
The following lemma shows that the converse statement of Lemma 3.2(2) also holds.
Lemma 3.3. Let G be a graph and let f ∈ sEnd(G). If for any x ∈ G, |[x]f ∩ Sf | = 1,
then [f ]H contains an idempotent.
Proof. By the condition, we can deﬁne a mapping e : V (G)→ V (G) by the rule: for any
x ∈ G, set e(x)= c if [x]f ∩ Sf = {c}.
The mapping e is clearly well-deﬁned. Now, we prove that e is an idempotent in [f ]H.
By Proposition 3.1, we should show that e ∈ sEnd(G), e2 = e, f = e and Sf = Se.
Obviously, {e(x)} = [x]f ∩ Sf for any x ∈ G. Let y, z ∈ G. Then e(y) ∈ [y]f and
e(z) ∈ [z]f , i.e. f (e(y)) = f (y) and f (e(z)) = f (z). Thus, noticing that f ∈ sEnd(G),
we have {y, z} ∈ E(G) ⇔ {f (y), f (z)} ∈ E(G) ⇔ {f (e(y)), f (e(z))} ∈ E(G) ⇔
{e(y), e(z)} ∈ E(G), which means that e ∈ sEnd(G).
Let y ∈ G. Since {e(y)} = [y]f ∩ Sf , e(y) ∈ Sf . Thus e(y) ∈ [e(y)]f ∩ Sf , i.e.[e(y)]f ∩Sf ={e(y)}. Then, from the deﬁnition of e, it follows that e(e(y))= e(y), which
means e2 = e.
Let y, z ∈ G. If e(y)=e(z), then f (e(y))=f (e(z)). Since e(y) ∈ [y]f and e(z) ∈ [z]f ,
f (e(y))= f (y) and f (e(z))= f (z) so that f (y)= f (z). Conversely, if f (y)= f (z), then
clearly [y]f = [z]f so that [y]f ∩ Sf = [z]f ∩ Sf = {w} for some w ∈ G. Thus, by the
deﬁnition of e, e(y)= e(z)(=w). Hence, we have f = e.
Let y ∈ Se. Then there exists x ∈ G such that e(x) = y. So, by the deﬁnition of e,
[x]f ∩ Sf = {y}, which implies that y ∈ Sf . Now, let y ∈ Sf , Then, y ∈ [y]f ∩ Sf , i.e.[y]f ∩Sf ={y}. So, e(y)=y by the deﬁnition of e, which means y ∈ Se. Then, considering
that Sf and Se are both induced subgraphs of G, we see immediately that Sf = Se. 
Lemma 3.4 (Petrich [8, Lemma I.7.5]). The following condition on an H-class H of a
semigroup S are equivalent:
(i) H contains an idempotent.
(ii) H is a maximal subgroup of S.
(iii) Every element of H is completely regular.
(iv) H contains a completely regular element.
Proof of Theorem 2.1. This follows directly from Lemmas 3.2(2), 3.3 and 3.4. 
Some simple facts, which will be used later, are listed below.
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Lemma 3.5. Let G be a graph and let f, g ∈ sEnd(G).
(1) [3, Lemma 2.2] For any x ∈ G, [x] ∩ Sf = ∅.
(2) [7, Lemma 6] For any x, y ∈ G, N(f (x))=N(f (y)) if and only N(x)=N(y).
(3) Let x, y ∈ G. If {x, y} ∈ E(G) (resp. {x, y} /∈E(G)), then for any a ∈ [x] and any
b ∈ [y], {a, b} ∈ E(G) (resp. {a, b} /∈E(G)).
(4) If f is an idempotent, then f (x) ∈ [x] for any x ∈ G.
(5) If fgf = f , then fg(x) ∈ [x] for any x ∈ G.
(6) For any x ∈ G. [x]f ⊆ [x].
(7) If f is completely regular, then for any x ∈ Sf , |f−1(x) ∩ Sf | = 1.
(8) The following three statements are equivalent: (i) f ∈ Aut(G); (ii) for any x ∈ Sf ,
|f−1(x)| = 1; (iii) V (G)\Sf = ∅.
Proof.
(3) It is a routine matter to check this.
(4) Let x ∈ G. Since f 2 = f , N(f 2(x))=N(f (x)). So, by (2), N(f (x))=N(x) and so
f (x) ∈ [x].
(5) Since fgf = f , fg is an idempotent. So, the conclusion follows from (4).
(6) Let a ∈ [x]f . Thenf (a)=f (x) and soN(f (a))=N(f (x)). Thus, by (2)N(a)=N(x),
which implies a ∈ [x].
(7) Since x ∈ Sf , there exists y ∈ G with f (y) = x. Noting f−1(f (y)) = [y]f ,
we have f−1(x) = [y]f , which gives |f−1(x) ∩ Sf | = 1 since |[y]f ∩ Sf | = 1(Theorem 2.1).
(8) The assertion just follows from the deﬁnition of the automorphism of a graph. 
Proof of Theorem 2.2(1). Sufﬁciency: First we show g ∈ sEnd(G). For any x ∈ Sf ,
evidently f−1(x) = ∅. For any x ∈ G, by Lemma 3.5(1), [x]∩Sf = ∅, so that f−1([x]∩
Sf ) = ∅. Therefore, the mapping g in (2.2(1)) is well-deﬁned. Let a, b ∈ G. There are
three cases to be considered.
(1) a ∈ Sf , b ∈ Sf . Then by (2.2(1)), g(a) ∈ f−1(a) and g(b) ∈ f−1(b), and so fg(a)=
a and fg(b)=b. Thus {a, b} ∈ E(G)⇔ {fg(a), fg(b)} ∈ E(G)⇔ {g(a), g(b)} ∈ E(G)
because f ∈ sEnd(G).
(2) Exactly one of a and b belongs to Sf . Without loss of generality, suppose that a ∈ Sf
and b /∈ Sf . Then by (2.2(1)), g(a) ∈ f−1(a) and g(b) ∈ f−1([b]∩Sf ), and so fg(a)=a
and fg(b)= d for some d ∈ [b] ∩ Sf . Thus, as N(b)=N(d), {a, b} ∈ E(G)⇔ {a, d} ∈
E(G)⇔ {fg(a), fg(b)} ∈ E(G)⇔ {g(a), g(b)} ∈ E(G).
(3) a /∈ Sf , b /∈ Sf . Then by (2.2(1)), fg(a) = c for some c ∈ [a] ∩ Sf and fg(b) = d
for some d ∈ [b] ∩ Sf . Thus, using Lemma 3.5(3), we see that {a, b} ∈ E(G)⇔ {c, d} ∈
E(G) ⇔ {fg(a), fg(b)} ∈ E(G) ⇔ {g(a), g(b)} ∈ E(G). Hence, it follows that g ∈
sEnd(G).
It remains to show fgf = f . Let x ∈ G. Then f (x) ∈ Sf , and so gf (x) ∈ f−1(f (x))
by (2.2(1)). Thus, fgf (x)= f (x).
Necessity: Letg ∈ sEnd(G)with fgf=f and letx ∈ Sf . Then, there existsy ∈ G such that
f (y)=x, and so fg(x)=fgf(y)=f (y)=x, whichmeans that g(x) ∈ f−1(x). For any x ∈ G,
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obviously fg(x) ∈ Sf , and also fg(x) ∈ [x] (Lemma 3.5(5)), i.e. fg(x) ∈ [x] ∩ Sf .
Therefore, for any x ∈ G, in particular, for any x ∈ V (G)\Sf , g(x) ∈ f−1([x] ∩ Sf ).

Proof of Theorem 2.2(2). Sufﬁciency: First we show g ∈ I (f ). For any x ∈ Sf , evidently,
f−1(x) = ∅, and so  is correctly deﬁned. Notice that for x ∈ V (G)\Sf , [x] ∩ Sf = ∅
(Lemma 3.5(1)). Thus, ([x] ∩ Sf ) = ∅ for any x ∈ V (G)\Sf , and so g is well-deﬁned.
By (2.2(2)), if x ∈ Sf , g(x)=(x) ∈ f−1(x); if x ∈ V (G)\Sf , there exists y ∈ [x] ∩ Sf
such that g(x)=(y) ∈ f−1(y), so that fg(x)= y ∈ [x] ∩Sf , which implies that g(x) ∈
f−1([x] ∩ Sf ). Therefore, by Theorem 2.2(1) g ∈ PI(f ). It remains to show that gfg= g.
Let x ∈ Sf . Then, g(x)=(x) ∈ f−1(x) by (2.2(2)). Thus,fg(x)=x and so gfg(x)=g(x).
Let x ∈ V (G)\Sf . By (2.2(2)), there exists y ∈ [x] ∩ Sf such that g(x) = (y). Since
y ∈ Sf , (y)=g(y) and gfg(y)=g(y). As such, gfg(x)=gf(y)=gfg(y)=g(y)=
(y)= g(x).
Necessity: Let g ∈ I (f ). We now show there exists a mapping  : Sf → V (G) with
(x) ∈ f−1(x) such that (2.2(2)) is satisﬁed. For any x ∈ Sf , set (x)= g(x). Clearly, 
is a mapping from Sf to V (G). Since g ∈ PI(f ), by Theorem 2.2(1) g(x) ∈ f−1(x) for
x ∈ Sf , i.e. (x) ∈ f−1(x) for x ∈ Sf . It remains to show that for any x ∈ V (G)\Sf ,
g(x) ∈ ([x] ∩ Sf ). Put y = fg(x). Then y ∈ [x] (Lemma 3.5(5)) and also y ∈ Sf , i.e.
y ∈ [x] ∩ Sf . Since gfg = g, g(y)= g(fg(x))= gfg(x)= g(x), and also (y)= g(y)
because y ∈ Sf . Thus, g(x)= (y) ∈ ([x] ∩ Sf ). 
Proof of Theorem 2.2(3). Sufﬁciency:We ﬁrst show g ∈ PI(f ). Note that f−1(x)∩Sf =
∅ if x ∈ Sf (Lemma 3.5(7)), and that [x]f ∩Sf = ∅ if x ∈ V (G)\Sf (Theorem 2.1), so that
f−1([x]f ∩ Sf ) = ∅. Then we see g is well-deﬁned. For any x ∈ Sf , by (2.2(3)), g(x) ∈
f−1(x) ∩ Sf ⊆ f−1(x). Because [x]f ∩ Sf ⊆ [x] ∩ Sf for any x ∈ G (Lemma 3.5(6)),
f−1([x]f ∩Sf ) ⊆ f−1([x]∩Sf ). Hence, for any x ∈ V (G)\Sf , g(x) ∈ f−1([x]∩Sf ).
So, from Theorem 2.2(1) it follows that g ∈ PI(f ).
It remains to prove that fg = gf . Let x ∈ G. Then f (x) ∈ Sf , so that by (2.2(3))
gf (x)=g(f (x)) ∈ f−1(f (x))∩Sf =[x]f ∩Sf , which, since |[x]f ∩Sf |=1 (Theorem
2.1), gives [x]f ∩ Sf = {gf (x)}.
Let x ∈ Sf . As f−1(x) ∩ Sf = {y} for some y ∈ G (Lemma 3.5(7)), by (2.2(3)), we
have g(x) ∈ {y}, i.e. g(x) = y. As y ∈ f−1(x), f (y) = x, and so fg(x) = f (g(x)) =
f (y) = x. On the other hand, since x ∈ Sf , x ∈ [x]f ∩ Sf = {gf (x)}, i.e. x = gf (x).
Therefore, fg(x) = gf (x) for any x ∈ Sf . Now, let x ∈ V (G)\Sf . Then by (2.2(3)),
g(x) ∈ f−1([x]f ∩ Sf ) and so fg(x) ∈ [x]f ∩ Sf = {gf (x)}, i.e. fg(x) = gf (x) for
any x ∈ V (G)\Sf . Consequently, fg = gf .
Necessity: Let x ∈ Sf . Since g ∈ CPI(f ), g ∈ PI(f ). Then by Theorem 2.2(1), g(x) ∈
f−1(x). Since f−1(x) ∩ Sf = {y} for some y ∈ G (Lemma 3.5(7)), f (y) = x and so
gf (y)= g(x), which, since fg = gf , yields fg(y)= g(x). Evidently, fg(y) ∈ Sf and so
g(x) ∈ Sf . Hence, g(x) ∈ f−1(x) ∩ Sf for any x ∈ Sf .
Now, let x ∈ V (G)\Sf . Since fgf (x) = f (x) and fg(x) = gf (x), ffg(x) = f (x)
so that fg(x) ∈ f−1(f (x)) = [x]f . Then fg(x) ∈ [x]f ∩ Sf , which implies g(x) ∈
f−1([x]f ∩ Sf ). 
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Proof of Theorem 2.2(4). Sufﬁciency: First we show g ∈ I (f ). As f−1(x) ∩ Sf = ∅ for
any x ∈ Sf (Lemma 3.5(7)),  is well-deﬁned and clearly is also a function as deﬁned in
(2.2(2)). If x ∈ V (G)\Sf , by Theorem 2.1 [x]f ∩ Sf = ∅, and so ([x]f ∩ Sf ) = ∅.
Hence g(x) is also well-deﬁned. By (2.2(4)), if x ∈ Sf , then g(x)=(x); if x ∈ V (G)\Sf ,
g(x) ∈ ([x]f ∩ Sf ) ⊆ ([x] ∩ Sf ) since [x]f ⊆ [x] (Lemma 3.5(6)). Then by
Theorem 2.2(2), g ∈ I (f ).
We further show g ∈ CPI(f ). Evidently, if x ∈ Sf , g(x) = (x) ∈ f−1(x) ∩ Sf . Now
let x ∈ V (G)\Sf . By (2.2(4)), there exists y ∈ [x]f ∩ Sf such that g(x) = (y) ∈
f−1(y)∩Sf ={z} for some z ∈ G (Lemma 3.5(7)). Thus, g(x)= z and also f (z)=y since
z ∈ f−1(y). So,fg(x)=f (z)=y,whichyieldsfg(x) ∈ [x]f ∩Sf , i.e.g(x) ∈ f−1([x]f ∩
Sf ). Hence, by Theorem 2.2(3) g ∈ CPI(f ). Consequently, g ∈ I (f ) ∩ CPI(f ) =
CI(f ).
Necessity: Let g ∈ CI(f ). We now show there exists a mapping  : Sf → V (G) with
(x) ∈ f−1(x) ∩ Sf such that (2.2(4)) is satisﬁed. For any x ∈ Sf , set (x) = g(x).
Clearly,  is a mapping from Sf to V (G). Noting g ∈ CPI(f ), we see (x) = g(x) ∈
f−1(x) ∩ Sf for any x ∈ Sf (Theorem 2.2(3)). Now, let x ∈ V (G)\Sf and it remains
to show g(x) ∈ ([x]f ∩ Sf ). As g(x) ∈ f−1([x]f ∩ Sf ) (Theorem 2.2(3)), fg(x) ∈[x]f ∩ Sf , which, since gfg = g and [x]f ∩ Sf ⊆ Sf , implies g(x) = g(fg(x)) ∈
g([x]f ∩ Sf )= ([x]f ∩ Sf ). 
Proof of Theorem 2.3.
(1) If f ∈ Aut(G), V (G)\Sf =∅ and |f−1(x)| = 1 for any x ∈ Sf (Lemma 3.5(8)). Then
it follows directly fromTheorem 2.2(1) that |PI(f )|=1; if f /∈Aut(G), V (G)\Sf = ∅,
and so the expression of |PI(f )| is clearly a consequence from Theorem 2.2(1).
(2) Note that for x ∈ Sf g(x)= (x) ∈ f−1(x). Then, if f ∈ Aut(G), likewise it follows
fromTheorem 2.2(2) and Lemma 3.5(8) that |I (f )|=1. Now suppose f /∈Aut(G), and
soV (G)\Sf = ∅. ByTheorem 2.2(2) we only need to show |([x]∩Sf )|=|[x]∩Sf |
for any x ∈ G. Suppose a, b ∈ [x] ∩ Sf with a = b. Since a, b ∈ Sf , by (2.2(2)),
(a) ∈ f−1(a) and (b) ∈ f−1(b), so that f(a) = a = b = f(b). Thus (a) =
(b), which gives |([x] ∩ Sf )| = |[x] ∩ Sf |.
(3) If f ∈ Aut(G), since Aut(G) is a group and so trivially f is completely regular. In
this case V (G)\Sf = ∅. Hence it follows immediately from Theorem 2.2(3)
and Lemma 3.5(7) that |CPI(f )|=1. Now assume f /∈Aut(G), so that V (G)\Sf = ∅.
Then the expression of |CPI(f )| also follows from Theorem 2.2(3) and
Lemma 3.5(7).
(4) Since f is completely regular, |f−1(x) ∩ Sf | = 1 for any x ∈ Sf (Lemma 3.5(7)) and
|[x]f ∩ Sf | = 1 for any x ∈ V (G)\Sf (Theorem 2.1). Thus, the conclusion follows
from Theorem 2.2(4). 
Remark 3.6. Just as one of the referees pointed out, in [2, Corollary 4.6] a graph with
completely regular strongmonoid is characterized. It can be proved that the characterization
of such a graphG is equivalent to that CPI(f ) = ∅ for any f ∈ sEnd(G). However, it seems
that this is not a straightforward consequence of the results in the present paper and it takes
some space to prove the equivalence. So we omit the detailed proof here.
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