In this paper we study a sharp interface limit for a stochastic reaction-diffusion equation which is parametrized by a sufficiently small parameter ε > 0. We consider the case that the noise is a space-time white noise multiplied by ε γ a(x) where the function a(x) is a smooth function which has a compact support. At first, we show a generation of interfaces for a one-dimensional stochastic Allen-Cahn equation with general initial values. We prove that interfaces are generated in a time of order O(ε| log ε|). After the generation of interfaces, we connect it to the motion of interfaces which was investigated by Funaki [7] for special initial values. Funaki [7] proved that the interface moved in a proper time scale obeying a certain SDE if the interface formed at the initial time. We take the time scale of order O(ε −2γ− 1 2 ). This time scale is same as that of [7] and interface moves in this time scale obeying some SDE with high probability.
Introduction
The Allen-Cahn equation is a reaction diffusion equation with a bistable reaction term f ; see (1.4) for detailed conditions on f . This equation describes physical phenomena such as dynamical phase transition, and, in one dimension, it has the form:   u ε (t, x) = ∆u ε (t, x) + 1 ε f (u ε (t, x)), t > 0, x ∈ R, u ε (0, x) = u ε 0 (x), x ∈ R,
where ε > 0,u = ∂u ∂t and ∆u = ∂ 2 u ∂x 2 . We assume that the function f has ±1 as stable points and satisfies 1 −1 f (u)du = 0. Then, it is expected that the solution u ε tends to ±1 as ε → 0 in a very short time and an interface appears to separate two different phases ±1. In recent studies of the deterministic case, the behaviors of the solution have been investigated. For example, Chen [5] studied the initial value problem (1.1) in one dimension and classified the behaviors of solutions into four stages: (i) Phase separation: In a very short time u ε tends to ±1. In other words, interfaces are generated in a time of order O(ε| log ε|).
(ii) Generation of metastable patterns: Until the time of order O(1), u ε enters into a neighborhood of standing waves associated with f . (iii) Super-slow motion of interfaces: An approximated ODE governs the very slow interface motion for a long time of order O(e C ε ) with C > 0. (iv) Annihilation of interfaces: Under the super-slow motion, when two interfaces are close enough, the interface between them is annihilated and they restore the super-slow motion.
We are interested in the first generation time of interfaces and an appropriate time scale for the interface motion when a random external noise term is added. Carr and Pego [4] studied the one-dimensional deterministic case, and they proved the proper time scale for interface motion is of order O(exp( C ε )) as we mentioned above. Funaki [8] and [7] studied the stochastic case with an additive noise:
  u ε (t, x) = ∆u ε (t, x) + 1 ε f (u ε (t, x)) + ε γ a(x)Ẇ t (x), t > 0, x ∈ R, u ε (0, x) = u ε 0 (x), x ∈ R, u ε (t, ±∞) = ±1, t ≥ 0,
where a ∈ C ∞ 0 (R). HereẆ t (x) is a space-time white noise on R which formally has a covariance structure E[Ẇ t (x)Ẇ s (y)] = δ(t − s)δ(x − y) (1.3) and δ is the Dirac's delta (See also Bertini et al. [2] and [3] ). Funaki [7] showed that the proper time scale is of order O(ε
). This behavior of the solution is corresponds to the phase (iii) in the deterministic case. The motion of interface for the stochastic case is much faster than that of the deterministic case only in this phase because of the strong effect of the noise. Funaki treated the case that an interface is already formed at the initial time.
In this paper, we investigate more general initial values and, in particular, compute the first generation time of the interface. We further study whether we can connect it to the motion of interface in the case that the initial value is not an interface.
Setting of the model
We consider the SPDE (1.2) of Allen-Cahn type in one dimension. The reaction term f ∈ C 2 (R) satisfies the following conditions:                      (i)f has only three zeros ± 1, 0, (ii)f ′ (±1) =: −p < 0, f ′ (0) =: µ > 0, (iii)f (u) ≤ C(1 + |u| q ) with some C, q > 0, (iv)f ′ (u) ≤ c with some c > 0, (v)f is odd, (vi)f (u) ≤ −p(u − 1) (u ≥ 1).
(1.4)
The conditions (i) and (ii) imply that the reaction term is bistable and has only u = ±1 as stable points. The existence of the global solution for the SPDE (1.2) is assured by (iii) and (iv) (see p.222 and Section 2 of [7] , and Section 2 of [8] ). Moreover, we need the assumption (iv) in order to prove a comparison theorem by applying the maximum principle for the parabolic PDEs (see Section 2 of [6] ). The condition (v) implies 1 −1 f (u)du = 0, from which we see that the corresponding traveling wave solution is actually a standing wave. We impose (vi) for a technical reason. We can take f (u) = u − u 3 as an example of f .
Next we explain the external noise term. At first, we fix a filtered probability space (Ω, F, P, {F t } t≥0 ) and consider stochastic processes defined on it. LetẆ t (x) be the spacetime white noise which formally has the covariance structure (1.3) and is an {F t } t≥0 -adapted process. We can rewrite the equation (1.2) in the mild form:
where S t is an integral operator defined by S t u(x) := R p(t, x, y)u(y)dy and p(t, x, y) :
. We give a mathematical meaning to the last term as a stochastic integral with respect to an operator valued integrand. Another way to interpret (1.2) is as a weak solution, namely u ε (t) satisfies
Here , means the inner product on L 2 (R). It is well-known that every mild solution is a weak solution and vice versa (see [9] ). Moreover we assume that u ε 0 ∈ C 2 (R) and there exist constants
where C µ := µ 4 ∧ 1 and · ∞ is the supremum norm on C(R). Here the constant µ is defined in (1.4) . Conditions on the constant κ > 1 are stated in Theorem 1.1 and in Section 3. We use the assumption (i) throughout of this paper. Because we consider the case that only one interface is formed, we assume the condition (ii). We use the conditions (iii), (iv) and (v) in order to prove the generation of interface for the deterministic case in Section 2 as a preparation.
In this paper, we assume that the support of a is included in [−1, 1] without loss of generality. And for each n ∈ N, Sobolev space
Main result
As we mentioned, in this paper, we discuss the generation of interfaces and give estimates on the first generation time of interfaces. After that, we connect this to the motion of interface in one-dimensional case which was introduced in [7] . Before we state the main result, we define a function m which satisfies the following ODE and is called a standing wave:
(1.6)
We explain about this function below. Now we formulate our main result.
and γ is a constant such that there exist constants κ > κ ′ > 1 which satisfy
(1.7)
Then there exist a.s. positive random variable C(ω) ∈ L ∞ (Ω) and stochastic processes ξ ε t such that
for all δ > 0 and T > 0. Moreover, the distribution of the process ξ ε t on C([0, T ], R) weakly converges to that of ξ t and ξ t obeys the SDE starting at ξ 0 :
where α 1 and α 2 ∈ R are defined as
and p(t, x, y; m) denotes the fundamental solution for [7] , p. 252).
From the condition (1.7), we need the condition γ > 19 4 at least. This is the same condition as one of Funaki's result (see Theorem 8.1 in [7] ).
In this case, we can regard C(ω)ε ). This is the same order as the first generation time for the deterministic case if we do not change the time scale. Our result covers that of [7] . The time scale for the interface motion is the same. Now we explain the idea of Funaki [8] and [7] briefly. In [7] , he showed thatū ε converges to χ ξ ε t as ε → 0, and the interface motion at the limit is described by (1.8) in the case that the initial value u ε 0 = m(ε
He took Ginzburg-Landau free energy as a Lyapnov functional corresponding to the equation (1.1), which is defined by
where f = −F ′ . Note that the solution u ε of (1.2) is not differentiable in x. Then, the set of minimizers of H ε in the class of functions u satisfying u(±∞) = ±1 is given by
Here we define a coordinate in the neighborhood of M 1 which is called Fermi coordinate.
. If dist(u, M 1 ) < β for some β > 0, then there exists a unique constant η(u) ∈ R which attains inf η∈R u − m(· − η) L 2 (R) . And thus, we can see u = m η(u) +s(u) where m η (x) = m(x−η). We call the coordinate (η(u), s(u)) ∈ R×L 2 (R) Fermi coordinate.
If we change the time scale asū ε (t, x) := u ε (ε −2γ− 1 2 t, x),ū ε satisfies an SPDE:
in a law sense. We give a formal proof of (1.9). We have that
from SPDE (1.2). In the third line, we have the first term from the integration by substitution s → ε 2γ+ 1 2 s, and the second term comes from the self-similarity of space-time white noise (formally we have W a 2 t (x) = aW t (x) in a law sense).
Because of the strong effect of the drift term, the solution of (1.2) started from m(ε − 1 2 (x − ξ 0 )) ∈ M ε should be attracted to M ε . From this observation, Funaki [7] showed that the solutionū ε did not go out of a tubular neighborhood of M ε in L 2 -sense if the initial value was on M ε , by investigating a structure of the functional H ε around minimizers M ε . And he derived an SDE as the dynamics of the interface by defining an appropriate coordinate on this neighborhood.
However, in our case, the initial value is not close to the neighborhood of M ε . Thus, we need to show that the solution u ε enters the neighborhood of M ε in a short time with high probability, even if the initial value is not close to M ε . We call this behavior the generation of interface.
We first prove the generation of interface in the deterministic case in Section 2 as a preparation. We refer to the comparison argument in [1] . The proof of the main result is given in Section 3.
The deterministic results
In this section, we will show the generation of interface for the solution of PDE (1.1). We assume that there exist positive constants p, µ > 0 such that the reaction term f satisfies
for some a − < a 0 < a + . We choose a ± and a 0 because we need to change the stable points in order to construct super and sub solutions in Section 3. The initial value u ε 0 satisfies the condition (1.5) with ±1 replaced by a ± throughout the rest of this section.
We may take
The argument in this section is based on Alfaro et al [1] . They proved that, for small η > 0, the solution u ε formed an interface of width O(ε 1 2 ) and each phase entered the η-neighborhood of a ± uniformly at the time t = 1 2µ ε| log ε| (see Theorem 3.1 of [1] ). However, in order to connect to the motion of interface, we need to show that the solution
And thus, we need to consider the time after t = 1 2µ ε| log ε|.
Auxiliary estimates
We first prepare some preliminary results. We consider the ODE:
Lemma 2.1. There exists a constant η 0 ∈ (0, a + − a 0 ) such that, for any η ∈ (0, η 0 ) and α > 0, there exists a positive constant C > 0 and we have that
for sufficiently small ε > 0. The constant C can be taken depending only on α and f .
Proof. First, we take η 0 ∈ (0, a + − a 0 ) small enough and fix η ∈ (0, η 0 ). We explain about η 0 in the proof of next lemma. Since the solutions Y (τ, ξ) are larger than Y (τ, a 0 + ε α ) for all ξ ∈ (a 0 + ε α , a + − η], the conclusion follows once we can show it for Y (τ, a 0 + ε α ). Corollary 3.5 in [1] implies that there exists a positive constant C 1 (η) > 0 such that
And thus, if we takeα µ as the constant C for smallα > α and take ε > 0 sufficiently small, this lemma is proven.
Lemma 2.2. There exists a constant η 0 ∈ (0, a + − a 0 ) such that, for any η ∈ (0, η 0 ) and κ > 0, there exists a positive constant C > 0 and we have that
for sufficiently small ε > 0. The constant C can be taken depending only on κ and f .
Proof. From the same observation as the proof of Lemma 2.1, we only consider the solution Y (τ, a + − η). We take small η 0 ∈ (0, a + − a 0 ) such that the sign of the derivative f ′′ (u) does not change on u ∈ [a + −η 0 , a + ), and fix η ∈ (0, η 0 ). At first, we consider the case that
and an easy computation gives us
, we can show that the inequality
{κ| log ε| + log η}
We can show this lemma by taking C =κ p for smallκ > κ. The case that f ′′ (u) ≥ 0 on ∈ [a + − η, a + ) is easier than another one, because of the estimate f (u) ≥ −p(u − a + ) on u ∈ [a + − η, a + ). The same argument as above gives us the same estimate and this completes the proof of this lemma.
Combining Lemma 2.1 and 2.2, we obtain a useful estimate as following. We need this estimate when we connect the generation and motion of interface. Proposition 2.1. For each α > 0 and κ > 0, there exists a positive constant C > 0 such that
for sufficiently small ε > 0. The constant C can be taken depending only on α, κ and f .
Proof. From the condition (v) of (2.1), we have that
And thus the similar argument to the proof of Lemma 2.2 gives us
if we take C =κ p forκ > κ. If we setκ > κ andα > α, the solution Y started from [a 0 +ε α , a + −η] becomes larger than a + −η until the time t =α µ | log ε| from Lemma 2.1, and the solution started form [a 0 − η, 2C 0 ] goes into [a 0 − ε κ , a 0 + ε κ ] until the time t =κ p | log ε| from Lemma 2.2. And thus, we can prove this proposition if we take
We can obtain the similar estimate to that of Proposition 2.1 in the case that ξ ∈ [−2C 0 , a 0 − ε α ]. We state this below. 
for sufficiently small ε > 0. Especially the constant C 1 depends only on α, κ and f .
Construction of super and sub solutions
We set
for some constants C > 0, K > 1 and ε 0 > 0, and for any ε ∈ (0, ε 0 ]. The constant µ is introduced in (1.5). We need to construct the function h satisfying (2.2).
Lemma 2.3. There exists a function
Proof. For simplicity, we set a ε = ε(e
). Now we take h = ϕ + ε κ ψ where ϕ, ψ ∈ C 2 b (R) and positive. At first, we construct ϕ satisfying;
where 1 [−1,1] is an indicator function and 0 <κ < κ. We take a constant K > 1 which does not depend on ε. We set ϕ(x) = exp(−ε −β (x + K)) when x < −K and ϕ(x) = exp(−ε −β (−x − K)) when x > K, for some 0 < β <
. By using conditionsũ ε′ 0 = u ε′′ 0 = 0 for |x| > K and a ε ε −β → 0 as ε → 0, the estimates (2.3) and (2.4) are established when |x| > K. We can take a constant which is larger than Next we construct ψ satisfying;
When |x| > 1, we take ψ(x) = exp(− √ µ|x| 2 ). Then the right-hand side of (2.5) and the sum of the first, second and fourth terms of the right-hand side of (2.6) are smaller than ε κ µψ for sufficiently small ε > 0. The third term of (2.6) is ε κ µ 4 ψ. This term is smaller than ε κ µψ and larger than ε κ g ′′ from the definition of C µ . We use the condition (iv) and (v) of (1.5) here. Let us discuss about |x| ≤ 1. We take ψ ∈ C 2 (R) which is twice differentiable at x = −1, ψ ′′ (−1 + δ) = 0 for some δ ∈ (0, 1) and ψ ′′ is monotonous decreasing when x ∈ [−1, −1 + δ]. For example, we can take cubic function because we have four conditions for the values of ψ, ψ ′ and ψ ′′ at x = −1 and x = −1 + δ. In particular, ψ is positive on [−1, −1 + δ]. We can take ψ similarly and symmetrically on [1 − δ, 1]. We connect ψ by a concave function on [−1 + δ, 1 − δ] which is twice differentiable at x = −1 + δ, 1 − δ. For example, we can take a quartic function ψ(x) = ax 4 + bx 2 + c for certain a, b, c ∈ R, because we have six conditions of ψ, ψ ′ and ψ ′′ and take symmetric function ψ. And ψ is positive on R. In a similar way as above, we can show (2.5) and (2.6) on [−1, 1]. We use the conditions µψ(±1) > ψ ′′ (±1), the monotonous decreasing (resp. increasing) of
To sum up (2.3) and (2.5), we have that
Here we use (a + b) 2 ≤ 2a 2 + 2b 2 twice. Similarly, we get
from (2.4) and (2.6). Note that ψ ′′ + εκ −κ 1 [−1,1] > g ′′ for sufficiently small ε because of the constant C µ and the boundedness of g ′′ on [−1, 1]. We also use the estimate ψ ′′ > g ′′ when |x| > 1, which we show in the previous paragraph. Here we note ϕ and ε κ ψ depend on ε, however they are bounded by some constant which diverges in the order O(ε −β ) and larger than 4C 2 0 + C 0 for sufficiently small ε > 0, from the construction of these function. This and the convergence a ε ε −β → 0 show the condition (v) of (2.2). We can see (iii) and (iv) from the construction of ϕ and ψ.
Now we
b (R) which satisfies (2.2), then there exists ε 0 > 0 such that for all ε ∈ (0, ε 0 ], t ∈ [0, C 1 ε| log ε|) and x ∈ R, we have that w − ε (t, x) ≤ u ε (t, x) ≤ w + ε (t, x) where u ε is the solution of (1.1).
Before proving this proposition, we give a notation as a preparation in advance. For ξ = a ± , a 0 , we define the following function:
where Y ξ and Y ξξ mean the derivatives of Y with respect to ξ. We get an ODE:
and we obtain
from (2.8). In particular, Y ξ is positive and thus we can define A(τ, ξ) as (2.7). We get
by computing Y ξξ from (2.9). Now we prove Proposition 2.3 by using the maximum principle.
Proof of Proposition 2.3. We fix 0 < C 1 < 1 µ . At first, we need to check the initial conditions ξ in w ± ε are in [−2C 0 , 2C 0 ]. When t ∈ [0, C 1 ε| log ε|] and ε is sufficiently small, we have that
where h is taken in Lemma 2.3 and
Here we use the condition (v) of (2.2). In the same way, we can estimate u ε 0 − εh(x)(e µt ε − 1) ≥ −2C 0 . Let L be an operator which is defined by
From the maximum principle, if L(w + ε ) ≥ 0 then w + ε ≥ u ε (see Theorem 9 in [6] and proof of Lemma 2.2 in [7] for the comparison of solutions from the maximum principle). A direct computation gives us
for all x ∈ R and t ∈ [0, C 1 ε| log ε|]. Note that the function Y ξ is positive. The definition of A gives us the third equality. The fourth inequality comes from Lemma 3.7 of [1] and the fifth inequality comes from the condition (i) of (2.2). From (ii) of (2.2), we see that L(w + ε ) ≥ 0. So we have proved that w + ε ≥ u ε holds for all t ∈ [0, C 1 ε| log ε|] and x ∈ R. The converse w − ε ≤ u ε can be proved in a similar way.
The generation of interface in the deterministic case
Now we formulate and prove the conclusion of this section. 
Proof. (i) Propositions 2.1 and 2.3 imply that there exists a constant C 1 > 0 such that
Remind that the estimate |u ε 0 (x) + h(x)(ε 1−C 1 µ − ε)| ≤ 2C 0 holds for all x ∈ R, C 1 ∈ (0, 1 µ ) and sufficiently small ε > 0. The proof of the lower bound is similar.
(ii) We only show the first estimate. From Proposition 2.3, we obtain
Here we need to observe the neighborhood of ξ 0 which is the zero of u ε 0 . The condition b (R), we immediately see that
for all x > K from the condition (iii) of (2.2). The first inequality comes from Proposition 2.3. We also have that
We get
2 ) for x < −K in a similar way.
3 Proof of Theorem 1.1
In this section, we consider the SPDE (1.2). Recall that the external noise termẆ ε t (x) is given by ε γ a(x)Ẇ t (x) whereẆ t (x) is a space-time white noise and a ∈ C ∞ 0 ([−1, 1]), and that the reaction term f satisfies (1.4) and the initial value u ε 0 satisfies (1.5). Throughout this section, we set constants C f and κ ′ > 1, and assume that the constants C 1 , α and κ satisfying
for sufficiently smallδ > 0. The constants p and µ are introduced in (1.4), and C 0 is introduced in (1.5). In particular, the constant C 1 > 0 is the same constant as in Proposition 2.4.
Preliminary results
At the beginning of this section, we refer to the result about a property of the solution u ε ; see Section 2 of [7] or Theorem 3.1 of [8] .
and all x ∈ R = 1, for all n and δ > 0.
From this result, we see that the solution u ε stays in the interval [−2C 0 , 2C 0 ] up to high probability. We introduce a stopping time
so that u ε stays in [−2C 0 , 2C 0 ] until the time τ 1 . The probability that τ 1 ≥ ε −n occurs tends to 1 as ε → 0 for each n ∈ N from Proposition 3.1.
Next we prove that the solution u ε of (1.2) is close to a solution u of (1.1) if the initial values are same. The proof is based on the proof of Proposition 12.1 of [9] . As a preparation, we show an estimate for a stochastic convolution. Note that we apply this result for small T later.
Lemma 3.1. For each p > 4 and a(x) ∈ C ∞ 0 (R), there exists a positive constant C a,p > 0 such that
holds for every 0 < T < 1.
Proof. We use the factorization method (see Proposition 5.9, Theorem 5.10 and Proposition 7.3 of [9] ). Note that S t a 2 HS ≤ Ct
for some constant C > 0, where · HS is a Hilbert-Schmidt norm on L 2 (R) and a : L 2 (R) → L 2 (R) is a multiplication operator which is defined by (af )(x) := a(x)f (x). Indeed, from Chapman-Kolmogolov equation, we have that S t a 2 HS = R R p(t, x, y) 2 a(y) 2 dxdy = R p(2t, y, y)a(y) 2 
. From this observation and the stochastic Fubini's theorem, we have that
ds from Hölder's inequality, because q(α−1) > −1 and T ∈ (0, 1). Next we derive an estimate for Y (s):
We have used Burkholder's inequality in the second line. To sum up these estimates, we can show this lemma noting
Proposition 3.2. Let u(t, x) be a solution of PDE (1.1) where f satisfies (1.4) and the initial value u ε 0 satisfies (1.5). Then, we have that
where
Proof. At first, we consider the mild form
where u 1 (t) := ε γ t 0 S t−s a(·), dW s (·) . We now consider stopping times σ := inf{t > 0| u ε (t) − u(t) L 2 > ε κ } and τ 2 := τ 1 ∧ σ. From Proposition 3.1 and the definition of the positive constant C f > 0 given in (3.1), we obtain
From Gronwall's inequality, we have that
for each T > 0. From the estimate in Lemma 3.1, we obtain
for every p > 4 and 0 < T < 1. As a result, for sufficiently large p, we obtain Next we need to modify Proposition 3.1. The outline of the proof is similar to that of Theorem 2.1 in [7] . At first we consider a stochastic process u 1 (t) in the proof of Proposition 3.2. Here u 1 satisfies the stochastic heat equation;
Now we refer to a result which asserts that the perturbation of the noise is very small; see Lemma 2.1 in [7] .
Lemma 3.2. There exists a random variable
Next we consider a PDE;   u ε,δ
for small δ > 0, where the functions f δ ± ∈ C 2 (R) satisfy the following conditions;
and u ε 0 satisfies (1.5). Note that we choose the reaction terms f δ ± to satisfy (2.1). Thus we can apply the result of Section 2 to the solutionsū ε,δ ± . We set a stopping time τ 3 := inf{t > 0||u 1 (t, x)| > δ f or some x ∈ R}. Lemma 3.3. On the event {ω ∈ Ω|τ 3 ≥ 1}, we have that
where u ε is the solution of (1.2).
Proof. We only consider the upper bound on {ω ∈ Ω|τ 3 ≥ 1}. We consider the PDE   u
where u ε 0 satisfies (1.5), and take the function v(t, x) =ū ε,δ
Here u 1 is defined in the proof of Proposition 3.2. Note that u ε = u 1 + u 2 . The rest of this proof is similar to that of Lemma 2.2 of [7] . Proposition 3.3. Let u ε be the solution of (1.2) and assume that the initial value u ε 0 satisfies (1.5). Then there exist some positive constants C 1 , C > 0 and K > 1 such that
Proof. We only prove the first one. By taking δ = ε κ and K as in Proposition 2.4, we obtain
for all p ≥ 1 from Lemma 3.3, Chebyshev inequality and Proposition 2.4. We apply Proposition 2.4 for the solutionsū ε,δ ± .
Proposition 3.4. Let u andū be the solutions of (1.2) which satisfy u(0, x) ≤ū(0, x) for all x ∈ R. Then u(t, x) ≤ū(t, x) holds for all x ∈ R and t ∈ [0, ∞) P -a.s.
Proof. We can show this proposition by applying the maximum principle in a similar way to the proof of Lemma 3.3.
Energy estimates
Let u(t, x) be a solution of PDE (1.1) where f satisfies (1.4) and u ε 0 satisfies (1.5). We set t = C 1 ε| log ε| which is the generation time of u and the constant C 1 ∈ (0, 1 µ ) is given in Proposition 2.4. Because κ > 1, we imediately see that
from Proposition 2.4. Proposition 3.2 and (3.2) imply that the solution u ε of SPDE (1.2) is in the C(εβ + ε κ )-neighborhood of M ε , though this is not enough. In order to show the main result, we need much better estimates.
We now construct super and sub solutions of u ε . We see that
from Lemmas 3.2 and 3.3. Recall that τ 3 := inf{t > 0||u 2 (t, x)| > δ f or some x ∈ R}. If τ 3 ≥ C 1 ε| log ε|, then
by applying Proposition 2.4 toū ε,δ + for δ = ε κ and κ > 0. The function m is defined in (1.6). And we see that
from Propositions 2.4 and 3.2.
We consider t = C 1 ε| log ε| as an initial time. Namely, we consider the SPDE (1.2) which is replaced u ε 0 by u ε (C 1 ε| log ε|, x). We can construct super and sub solutions u ε ± for SPDE (1.2) which satisfy
Indeed, by combining the estimates as above, we take an initial value of super solution as follows: . We can check easily that u ε + (0, x) ≥ u ε (0, x) and that u ε + (t, x) dominates the solution u ε (t, x) for all t ∈ [0, ε −2γ− 1 2 T ] and x ∈ R from Proposition 3.4. Here super solution u ε + (t, x) satisfies (ii) of (3.3) because of Lemma 9.1 of [7] and Proposition 3.2 in this section. We can construct u ε − in a similar way. Indeed, we can take an initial value of u ε − ;
The functions χ 1 and χ 2 are same as above, and u ε − also satisfies (ii) of (3.3). Now we show that u ε ± stay in the
2 T ] for some 1 < κ ′ < κ with high probability. In order to show this, we prove that u ε ± enters the ε κ ′ -neighborhood of M ε in the H 1 -sense. We only consider the super solution u ε + . We change the scale of the solution u ε + in time and space variables as below;
We define an approximation of the function u δ (t, x) := (ρ δ(·) (·) * u(t, ·))(x) where ρ is the function satisfying
And ρ δ(x) satisfies the following conditions;
where we denote ρ 0 * u = u formally, δ(·) ∈ C ∞ (R) and 0 ≤ δ(x) ≤ δ. We can see the precise conditions of this convolution in Section 4 and 6 of [7] .
Before the proof, we state the SPDE which v(t, x) satisfies in law sense; 
for sufficiently small α and α ′ > 0
Proof. See Lemmas 4.1, 4.2 and the proof of Theorem 5.1 in [7] . We note that the initial value satisfies assumptions for these lemmas and theorem.
Lemma 3.5. We define a stopping time
, then there exists a sequence {δ ε }, which converges to 0 as ε → 0, such that
Proof. At first, we fix a time t ∈ [0, ( 
for t ≤ ( We just use the triangle inequality for the second line. We denote the approximation of s(v t ) convoluted with ρ δ as s δ (v t ) in the third line. We can estimate the second term of the second line by the integrability and the differentiability of m δ η(vt) − m η(vt) (see Lemma 5.4 of [7] ). From Lemma 5.5 of [7] and the straight calculation, we get the estimate of the third term in the third line. And thus, we need to derive the estimate of s δ (v t ) H 1 because Lemma 3.4 completes these estimates if we take δ ε = ε 1 10 + 2γ 5 which is the same δ as the case in Section 5 of [7] . Now we consider the estimate in L 2 -norm. An easy computation gives us
We use the triangle inequality and the definition of Fermi coordinate throughout these estimate. And thus Lemma 3.4 and order of δ ε complete the estimate. Next we need to consider ∇s δ (v t ) L 2 where ∇ means d dx . We divide the integration ∇s δ (v t ) 2 L 2 into four parts as below. Next we consider the last term of (3.7). Note that s δ (v t ) and s(v t ) are both differentiable if |x| ≥ ε . Indeed, the first and the third inequality come from the triangle inequality, and (3.8) gives us the second inequality. From Propositions 3.1, 3.5, 3.6, Corollaries 3.1 and 3.2, we see that P (T ≤ ε 2γ+ 1 2 (σ ε ∧σ ε )) → 1 as ε → 0. This completes the proof of the theorem by taking C(ω) := C 1 + C(ω). Here, C 1 is introduced in Proposition 2.4.
