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Abstract
In a recent paper [8], it was revealed that a modified 13-moment system
taking intrinsic heat fluxes as variables, instead of the heat fluxes along the
coordinate vectors which is adopted in the classical Grad 13-moment system,
attains some additional advantages than the classical Grad 13-moment system,
particularly including that the equilibrium is turned to be the interior point of
its hyperbolicity region. The modified 13-moment system was actually derived
from the generalized Hermite expansion of the distribution function, where the
anisotropy of Hermite expansion is specified by the full temperature tensor.
We extend the method therein in this paper to high order of generalized
Hermite expansion to derive arbitrary order moment systems, and proposed
a globally hyperbolic regularization to achieve locally well-posedness similar
to the method in [4]. Furthermore, the structure of the eigen-system of the
coefficient matrix and all characteristic waves are fully clarified. The obtained
systems provide a systematic class of hydrodynamic models as the refined
version of Euler equations, which is gradually approaching the Boltzmann
equation with increasing order of the expansion.
Keywords: Hydrodynamic Model; Moment System; Global Hyperbolicity;
Regularization; NRxx;
1 Introduction
In 1949 [12], Grad proposed the moment expansion method for the Boltzmann
equation to derive the macroscopic hydrodynamic systems, as the refined mod-
els beyond the Euler equations and the Navier-Stokes-Fourier (NSF) equations.
Among the models derived therein, Grad’s 13-moment system is one of the most
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well-known models. This system was derived by expanding the distribution func-
tion into isotropic Hermite series [11]. Soon after the model proposed, it was found
that this model is problematic in a number of aspects, one fatal point of which was
that Grad’s 13-moment system is not globally hyperbolic. Actually, the hyperbol-
icity can only be obtained near the equilibrium [21] even for 1D flows. The loss of
hyperbolicity directly breaks the local well-posedness of the system, and thus the
capability of this model is strictly limited. Historically, Grad’s moment system has
been included in the textbooks for decades while there are very seldom reports on
its success, in spite of the elegant mathematical formation of the system. Aiming on
improved well-posedness of Grad’s moment system, different efforts has been made
both for the 13 moment system and higher order moment system. The approaches
may be divided into two folds, including proposing certain dissipation terms derived
from the collision term and considering different closure to extent the hyperbolic-
ity region. We refer the regularized Burnett equations [16], regularized 13-moment
equations [24, 23], the Pearson-13-moment equations [28], et. al. These methods
may alleviate the problem of hyperbolicity to some extent [15, 27, 28].
In a recent study [8], the authors pointed out that the thermodynamic equilib-
rium is always on the boundary of the hyperbolicity region of Grad’s 13-moment
system. More precisely, it was proved therein that if an arbitrary small perturbation
is applied to the phase density from the equilibrium, the hyperbolicity may break
down. This reveals that there does not exist a neighbourhood of the equilibrium
such that all the states in this neighbourhood lead to the hyperbolicity of Grad’s
13-moment system. Without the hyperbolicity in a neighbourhood of the equilib-
rium, the well-posedness of the Grad’s 13-moment system is not guaranteed even
the phase density is extremely close to the equilibrium. This severe drawback may
be the possible reason why there are hardly any positive evidences for the Grad’s
13-moment system in the last decades. Noticing that the anisotropy plays an es-
sential role in breaking down the hyperbolicity, it was then proposed in [8] a new
modified 13-moment model such that the equilibrium state lies in the interior of the
hyperbolicity region, even without any hyperbolicity regularization techniques used
such as in [4]. This modified system is derived by a generalized Hermite expansion
instead of the isotropic Hermite expansion in Grad’s method, where the anisotropy
is specified by the full temperature tensor. It was found that once the generalized
Hermite expansion is adopted, the equilibrium is turned into an interior point of the
hyperbolicity region of the full 3D system with 13 moments. It is indicated that the
generalized Hermite expansion may be an essential point in further development of
high order moment method.
As a macroscopic hydrodynamic model derived from the Boltzmann equation, a
necessary requirement is that the model derived has to be invariant under Galilean
transformation. To achieve this point, Grad in [12] adopted the Ikenberry type
polynomials as the weight functions to retrieve the macroscopic quantities from the
distribution function. Actually, the Grad’s 13-moment system is the first model
obtained beyond classical hydrodynamic system following this way. Since all the
components of the temperature tensor are included in the variables of the macro-
scopic model, it looks inappropriate insisting to expand the distribution function
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using the isotropic Hermite polynomials. To study higher order moment method
than the 13-moment system proposed in [8], we are motivated to adopt expansion
of the distribution function using generalized Hermite polynomials. Particularly, we
will propose a regularization to the derived systems following the method in [4] to
achieve the globally hyperbolicity, thus the local well-posedness of the regularized
system may be attained.
The rest part of this paper is arranged as follows. In section 2, we first derived
the moment system based on generalized Hermite expansion to arbitrary order for
any dimensional cases. In section 3, the coefficient matrix of the obtained moment
system is studied in detail, and we point out that the obtained moment system is
lack of global hyperbolicity. In section 4, we propose a globally hyperbolic regu-
larization for the moment system obtained. The eigenvalues and the eigenvectors
of the regularized system are explicitly calculated, and the global hyperbolicity of
the regularized system is rigorously proved. In section 5, the Riemann problem
is investigated. All characteristic waves are either genuinely nonlinear or linearly
degenerate, and some properties of the rarefaction waves, the contact waves and
the shock waves are investigated. In the appendix, we present the properties and
formulas of generalized Hermite polynomials and the proof of some technical results
in detail.
Before we start the main text, a conjecture on the distribution of the zeros of
Hermite polynomials is presented as below at first: we conjecture that there are no
same non-zero zeros of Hen(x) and Hem(x) for all m,n ∈ N and m 6= n. Precisely,
Conjecture 1.1. for any m,n ∈ N and m 6= n, there are no common non-zero
zeros of Hen(x) and Hem(x), -i.e. ∄x ∈ R\{0}, such that Hen(x) = Hem(x) = 0.
For the detailed description of this conjecture, please see the appendix of this
paper.
2 Derivation of Moment System
We consider the Boltzmann equation for kinetic theory of gases as
∂f
∂t
+
D∑
d=1
ξd
∂f
∂xd
= Q(f, f), (2.1)
where f(t,x, ξ) is the distribution function and (t,x, ξ) ∈ R+ × RD × RD, x =
(x1, · · · , xD), ξ = (ξ1, · · · , ξD), D is the dimension and Q(f, f) is the collision term.
The macroscopic density ρ, mean flow velocity u = (u1, · · · , uD), pressure tensor pij
and heat flux q = (q1, · · · , qD) of the gas along the axis of coordinates are related
with the distribution function by, for i, j = 1, · · · , D,
ρ =
∫
RD
f dξ, ρui =
∫
RD
ξif dξ,
pij =
∫
RD
(ξi − ui)(ξj − uj)f dξ, qi = 1
2
∫
RD
|ξ − u|2(ξi − ui)f dξ.
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The original collision term of the Boltzmann equation is quite complex, and in the
present work we only consider the BGK-type collision term as
Q(f, f) = ν(G − f), (2.2)
where ν is the collision frequency, and G is a certain distribution function depending
on the collision model under consideration. For BGK collision model [2],
G = fM = ρ
(2πθ)D/2
exp
(
−|ξ − u|
2
2θ
)
, (2.3)
where θ =
D∑
d=1
pdd
Dρ
is the macroscopic temperature, and for ES-BGK collision model
[14],
G = ρ√
det (2πΛ)
exp
(
− 1
2
(ξ − u)TΛ−1(ξ − u)
)
, (2.4)
where Λij = bpij/ρ + (1 − b)θδij , b = 1 − 1
Pr
∈ [−1/2, 1], and Pr is the Prandtl
number which is approximately equal to 2/3 for a monatomic gas. In particular, if
Pr = 1, the ES-BGK model degrades into the BGK model.
In 1949, Grad [12] made an Hermite expansion for distribution function f and
obtained the well-known Grad 20 and Grad 13 moment equations. Cai and Li [6]
extended it to more general case and obtained a class moment equations of arbitrary
order, which is called NRxx method. Below we inherit the basic approach of NRxx,
adopt a class of generalized Hermite polynomials, and make a generalized Hermite
expansion to derive a class of anisotropic moment system.
Consider the weight function
w[Θ](v) =
1√
det (2πΘ)
exp
(
−1
2
vTΘ−1v
)
, (2.5)
where v = (v1, · · · , vD) ∈ RD and Θ = (θij) ∈ RD×D is a symmetrical positive
definite matrix. The generalized Hermite polynomials are defined as
He [Θ]α (v) =
(−1)|α|
w[Θ](v)
∂α
∂vα
w[Θ](v), α ∈ ND, (2.6)
where α = (α1, · · · , αD) is a D-dimensional multi-index, ∂
α
∂vα
=
∂|α|
∂vα11 · · ·∂vαDD
, and
|α| = α1+· · ·+αD. The difference between the generalized Hermite polynomials and
the Hermite polynomials is the anisotropy in the weight function, where the matrix
Θ in the generalized Hermite polynomials is a scalar in the Hermite polynomials.
Then we define the generalized Hermite functions as
H[Θ]α (v) = w[Θ](v)He [Θ]α (v), α ∈ ND. (2.7)
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Clearly, the weight function w[Θ](v) is normalized that∫
RD
w[Θ](v) dv = 1.
If any component of α is negative, we take (·)α to be zero for convenience. If
D = 1 and Θ = 1, H[Θ]α (v) degenerate into the Hermite polynomials with Gaussian
distribution as weight function (see [1] for details), thus the definitions are consistent
to 1D case. The generalized Hermite function is studied in details in the Appendix
A, and below we summarize some useful properties of H[Θ]α (v):
1. Recursion relation:
vdH[Θ]α (v) =
D∑
j=1
θjdH[Θ]α+ej(v) + αdH[Θ]α−ed;
2. Quasi-orthogonality relations:∫
RD
H[Θ]α (v)H[Θ]β (v)
1
w[Θ]
dv = Cα,βδ|α|,|β|,
where Cα,β is constant dependent on α, β, and Θ.
3. Differential relation:
dH[Θ(t)]α (v(t))
dt
= −
D∑
i=1
H[Θ(t)]α+ei (v(t))
dvi(t)
dt
+
1
2
D∑
i,j=1
H[Θ(t)]α+ei+ej(v(t))
dθij(t)
dt
,
(2.8)
where ei, i = 1, · · · , D is the D-dimensional unit multi-index with its i-th
entry equal to 1.
We expand the distribution function f(t,x, ξ) into the series of H[Θ]α (v) as
f(t,x, ξ) =
∑
α∈ND
fα(t,x)H[Θ]α (ξ − u). (2.9)
Substituting the expansion (2.9) into the Boltzmann equation (2.1), and comparing
the coefficient of H[Θ]α (ξ − u), we obtain
Dfα
Dt
+
D∑
d,k=1
(
θdk
∂fα−ek
∂xd
+ (αk + 1) δkd
∂fα+ek
∂xd
)
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,d,k=1
(θdkfα−ei−ek + (αk + 1) δkdfα−ei+ek)
∂ui
∂xd
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
+
D∑
i,j,d,k=1
1
2
(
θkdfα−ei−ej−ek + (αk + 1) δkdfα−ei−ej+ek
) ∂θij
∂xd
= ν(Gα − fα),
(2.10)
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where
D
Dt
is the material derivation standing for
D
Dt
=
∂
∂t
+
D∑
d=1
ud
∂
∂xd
,
and G is expanded as
G =
∑
α∈ND
GαH[Θ]α (ξ − u).
In particular, if we let Θ = θI, then the moment system (2.10) is exactly the same
as the system derived in [7] without hyperbolic regularization. In this paper here-
after, we let θij = pij/ρ. The expansion (2.9) together with the quasi-orthogonality
relation of H[Θ]α (v) yields
f0 = ρ, fei = 0, fei+ej = 0, qi = 2f3ei +
D∑
d=1
fei+2ed, i, j = 1, · · · , D. (2.11)
Direct calculations give us
G0 = ρ, Gei+ej =
1− b
1 + δij
(pδij − pij), i, j = 1, · · · , D, Gα = 0, if |α| is odd.
(2.12)
In particular, in case of α = 0 and noticing fei = 0 for i = 1, · · · , D, we deduce
the continuity equation from (2.10) as
Dρ
Dt
+ ρ
D∑
d=1
∂ud
∂xd
= 0. (2.13)
By setting α = ei with i = 1, · · · , D in (2.10), using (2.11), we obtain the equation
of momentum conservation as
ρ
Dui
Dt
+
D∑
d=1
(
θid
∂ρ
∂xd
+ ρ
∂θid
∂xd
)
= 0. (2.14)
By setting α = ei+ej with i, j = 1, · · · , D and i ≥ j in (2.10), using (2.11), we have
the conservation laws of pressure tensor as
2− δij
2
ρ
Dθij
Dt
+
D∑
d=1
[
(1 + δid + δjd)
∂fei+ej+ed
∂xd
+ ρθid
∂uj
∂xd
+ ρθjd
∂ui
∂xd
(1− δij)
]
= νGei+ej .
(2.15)
For the case D = 3, if we let fα = 0, |α| = 0, then (2.13), (2.14) and (2.15) are the
well-known 10-moment system [13].
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Substituting (2.14) and (2.15) into (2.10) to eliminate the material derivation of
ui and θij , i, j = 1, . . . , D, we get the governing equation of fα as
Dfα
Dt
+
D∑
d,k=1
θdk
∂fα−ek
∂xd
+
D∑
d=1
(αd + 1)
∂fα+ed
∂xd
−
D∑
i,d=1
fα−ei
(
θid
ρ
∂ρ
∂xd
+
∂θid
∂xd
)
+
D∑
i,d=1
(αd + 1)fα−ei+ed
∂ui
∂xd
+
1
2
D∑
i,j,d,k=1
(θkdfα−ei−ej−ek + δkd(αk + 1)fα−ei−ej+ek)
∂θij
∂xd
−
D∑
i,j,d=1
1 + δid + δjd
2− δij
fα−ei−ej
ρ
∂fei+ej+ed
∂xd
= ν
(
Gα − fα +
D∑
i,j=1
Gei+ej
ρ
fα−ei−ej
)
.
(2.16)
Then (2.13), (2.14), (2.15) and (2.16) constitute a moment system with infinite
equations, which is a quasi-linear system.
To attain a system with finite number of equations, a truncation has to be
applied. Due to the quasi-orthogonality of the basis functionsH[Θ]α (v), we letM ∈ N,
M ≥ 2, and adopt the finite set of closure coefficients {fα}|α|≤M , and discard all the
equations with Dfα/Dt with |α| > M . Then we get a moment system with finite
equations. However, the system obtained is not closed yet since in the equations
with Dfα/Dt, |α| = M , the terms of fα+ed , d = 1, . . . , D are involved. The simplest
way to close the system is to inherit Grad’s idea [12] to let fα = 0 with |α| = M +1
in the moment system. Here we first use Grad’s way to close the system, which
results in a generalized Grad-type moment system.
We remark here that for D = 1, the moment system above is the same as the
NRxx method in 1D case [6], thus the NRxx method, which is the isotropic Grad-
type moment system, may be regarded as a special case of the system obtained
here.
3 Analysis of Moment System
As has been pointed out in [21], the moment system in [12] is not globally hyperbolic.
In [5], the authors showed that the NRxx is also not globally hyperbolic even with
D = 1. In this section, we will point out that the generalized Grad-type moment
system shares the same problem. For this purpose, we focus on the properties the
coefficient matrix of the generalized Grad-type moment system, and prove that the
moment system is not globally hyperbolic.
At first, we reformulate the generalized Grad-type moment system obtained in
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the previous section as below. Equations (2.14) and (2.15) are as
Dui
Dt
+
D∑
d=1
1
ρ
∂pid
∂xd
= 0, (3.1)
Dpij
Dt
+
D∑
d=1
(
pij
∂ud
∂xd
+ pid
∂uj
∂xd
+ pjd
∂ui
∂xd
+ (ei + ej + ed)! ·
∂fei+ej+ed
∂xd
)
= (1 + δij)νGei+ej ,
(3.2)
where α! is defined as α! =
∏D
d=1 αd! and i, j = 1, · · · , D. Since p = 1D
∑D
i=1 pii, we
have
Dp
Dt
+
D∑
i,d=1
2
D
pid
∂ui
∂xd
+
D∑
d=1
(
p
∂ud
∂xd
+
2
D
∂qd
∂xd
)
= 0, (3.3)
where
∑D
i=1 G2ei = 0 is used. Since
∂θij
∂xd
=
1
ρ
∂pij
∂xd
− θij
ρ
∂ρ
∂xd
holds for any i, j, d = 1, · · · , D, the moment equations (2.16) is reformulated as
Dfα
Dt
+
D∑
d,k=1
θdk
∂fα−ek
∂xd
+
D∑
d=1
(αd + 1)
∂fα+ed
∂xd
+
D∑
i,j,d=1
Cijd(α)
2ρ
(
∂pij
∂xd
− θij ∂ρ
∂xd
)
+
D∑
i,d=1
(αd + 1)fα−ei+ed
∂ui
∂xd
−
D∑
i,d=1
fα−ei
ρ
∂pid
∂xd
−
D∑
i,j,d=1
(ei + ej + ed)!
2
fα−ei−ej
ρ
∂fei+ej+ed
∂xd
=ν
(
Gα − fα +
D∑
i,j=1
Gei+ej
ρ
fα−ei−ej
)
,
(3.4)
where Cijd(α) is
Cijd(α) =
D∑
k=1
θkdfα−ei−ej−ek + (αd + 1)fα−ei−ej+ed. (3.5)
For later usage, some conventional notations are introduced as follows.
For a vector a = (a1, · · · , an) ∈ Rn,we denote a(i :j) = (ai, · · · , aj);
For a matrix A = (aij)n×n ∈ Rn×n,we denote
A(i, j :k) = (ai,j , · · · , ai,k), A(i, :) = A(i, 1 : n),
A(i : l, j :k) =


ai,j ai,j+1 · · · ai,k
ai+1,j ai+1,j+1 · · · ai+1,k
...
...
. . .
...
al,j al,j+1 · · · al,k

 ,
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Let
SD,M = {α ∈ ND | |α| ≤M},
we permute the elements of SD,M by lexicographic order. Then for any α ∈ SD,M ,
ND(α) =
D∑
i=1
(∑D
k=D−i+1 αk + i− 1
i
)
+ 1 (3.6)
holds, where ND(α) is the ordinal number of α in SD,M . Noticing MeD is the last
element of SD,M , the cardinal number of set SD,M is
N = ND(MeD) =
(
M +D
D
)
,
which is total number of variables in the truncated moment system if a truncation
with |α| ≤M is considered.
With the notations above, we collect the variables in the truncated moment
system to form a vector w ∈ RN as
w1 = ρ, wi+1 = ui,
wND(ei+ej) = pij/(1 + δij), wND(α) = fα, else α.
where i, j = 1, · · · , D, and |α| ≤ M . Fig. 3(a) shows the permutation of entries w
as the variables of the truncation moment system. Collecting together (2.13), (3.1),
(3.2) and (3.4), we arrive the following quasi-linear system
Dw
Dt
+
D∑
d=1
A
(d)
M
∂w
∂xd
= νQw, (3.7)
where the entries of A
(d)
M with d = 1, . . . , D and Q are given in (2.13), (3.1), (3.2)
and (3.4). The matrices A
(d)
M have quite regular structure, though complex. Next
we will devote to study in detail these coefficient matrix A
(d)
M .
3.1 Properties of the coefficient matrix
Without loss of generality, we only investigate A
(1)
M . For simplicity, we momentarily
strip away the supscripts and use AM to replace A
(1)
M without ambiguity.
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3.1.1 Case D = 1
This case has been thoroughly studied in [5]. Let us recall the results therein below
for comparison. In this case, the coefficient matrix is precisely as
BM =


U ρ 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0
0 U 2 ρ−1 0 . . . . . . . . . . . . . . . . . . . . . . 0
0 3p11/2 U 3 0 . . . . . . . . . . . . . . . . . 0
−1/2θ211 4 f3 θ11 U 4 0 . . . . . . . . . . . 0
− 5θ11f32ρ 5 f4 3 f3ρ θ11 U 5 0 . . . . . . . . 0
−3 θ11f4
ρ
6f5 4
f4
ρ
−3f3
ρ
θ11 U 6 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−Mθ11fM−2+θ211fM−42ρ MfM−1 (M−2)fM−2+θ11fM−4ρ −3fM−3ρ 0 · · · 0 θ11 U M
− (M+1)θ11fM−1+θ211fM−32ρ (M+1)fM (M−1)fM−1+θ11fM−3ρ −3fM−2ρ 0 . . . . . . 0 θ11 U


,
(3.8)
where U = 0. It is clear that this matrix
• is independent of u and the diagonal entries are all zeros;
• is a lower Hessenberg matrix.
The characteristic polynomial of this matrix is
θM+111 He
[θ11]
M+1(λ)− (M + 1)!
(
λfM +
λ2 − θ11
2
fM−1
)
. (3.9)
If fM and fM−1 are taken certain values, the characteristic polynomial may not have
M + 1 real roots, thus the matrix can not be diagonalizable with real eigenvalues.
The eigenvector of this matrix for the eigenvalue λ, satisfying (3.9) is
r1 = ρ, r2 = λ, r3 =
ρλ2
2
, rk =
ρHe
[θ11]
k−1 (λ)
(k − 1)! −fk−2λ−fk−3
He
[θ11]
2 (λ)
2
, k = 4, · · · ,M+1.
(3.10)
3.1.2 Case D ≥ 2
We are interested in the case D ≥ 2. Let us investigate some examples at first for
a full clarification of the structure of the coefficient matrix.
Example 1. If D = 2, the ordinal number of α in SD,M is ND(α) = (α1 + α2 + 1)(α1 + α2)
2
+
α2 + 1. The permutation of entries of w is showed in Fig. 3(a). For the simple
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case, the matrix A3 is
A3 =
0 ρ 0 0 0 0 0 0 0 0
0 0 0 2 ρ−1 0 0 0 0 0 0
0 0 0 0 ρ−1 0 0 0 0 0
0 3p11/2 0 0 0 0 3 0 0 0
0 2 p12 p11 0 0 0 0 2 0 0
0 p22/2 p12 0 0 0 0 0 1 0
−θ211/2 4 f30 0 θ11 0 0 0 0 0 0
−3θ11θ12/2 3 f21 3 f30 θ12 θ11 0 0 0 0 0
−θ11θ22/2− θ212 2 f12 2 f21 0 θ12 θ11 0 0 0 0
−θ22θ12/2 f03 f12 0 0 θ12 0 0 0 0




,
where fij = fie1+je2, and the upper-left part in the box is denoted by A2. If M > 3,
for any α ∈ N2, and 3 < |α| ≤M , we have
AM(1 :10, 1:10) = A3, (3.11a)
AM(ND(α),ND(α)) = 0, (3.11b)
AM(ND(α),ND(α− ek)) = θ1k, if αk > 0, (3.11c)
AM(ND(α),ND(α + e1)) = α1 + 1, if |α| < M, (3.11d)
AM(ND(α), 1:9) = (−
D∑
i,j=1
θijCij1
2ρ
, (α1 + 1)fα, (α1 + 1)fα+e1−e2,
C111(α)
ρ
− 2fα−e1
ρ
,
C121(α)
ρ
− fα−e2
ρ
,
C221(α)
ρ
,
− 3fα−2e1
ρ
, − 2fα−e1−e2
ρ
, − fα−2e2
ρ
),
(3.11e)
where Cijd(α) are given in (3.5). We remark that
• any entry of AM(i, j), if not specified above, is taken as zero;
• for |α| = 4, some entries AM(i, j) may be doublely defined in (3.11c) and
(3.11e), the value of which is the sum of the both expression;
• if any entries of α is negative, (·)α is taken as zero.
Clearly the matrix AM is independent of u, and the diagonal entries vanish.
Actually, in (2.13), (3.1), (3.2) and (3.4), the coefficients of terms with derivative
to xd, d = 1, · · · , D, are independent of u; and in the equation containing Dwi
Dt
,
i = 1, · · · , N , the coefficients of ∂wi
∂xd
, d = 1, · · · , D are zero. Hence, we have that
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40
30
20
10
ro
w
0 10 20 30 40
column
AM (1 :10, 1:10)
AM (ND(α), 1:9)
AM (ND(α),ND(α))
AM (ND(α),ND(α+ e1))
AM (ND(α),ND(α− e1))
AM (ND(α),ND(α − e2))
Figure 1: The sparsity pattern of AM with M = 8, D = 2. Its nonzero entries are
given in (3.11).
Property 1. The coefficient matrix A is independent of u, thus
∂A
∂u
= 0,
and the diagonal entries of A are all zeros.
By this property, the moment system is invariant under a Galilean translation.
In example 1, the coefficient matrix AM for D = 2 is explicitly given, which
makes one able to study the sparsity pattern ofAM . Fig. 1 gives the sparsity pattern
of AM with D = 2 and M = 8. It is clear that there are at most one nonzero entry
in AM(i, i+1 : N), i = 1, . . . , N . Actually, in the equation containing
Dfα
Dt
in (3.4),
the only nonzero entry is AM(ND(α),ND(α + e1)) in AM(ND(α),ND(α) + 1 : N).
Thus, we have the following property.
Property 2. For each α ∈ ND, |α| ≤ M , let i = ND(α), then there are no more
than one entry of AM(i, i + 1 : N) to be nonzero. In particular, for D = 1, AM is
a lower Hessenberg matrix.
Property 2 provides us the approach to calculate the eigenvalues and eigenvectors
of AM , the same as operating on a lower Hessenberg matrix. Furthermore, its lower
triangular part is quite sparse. Let us try to illustrate its sparsity pattern below.
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Example 2. Let D = 2. Considering only the coefficient matrix AM = A
(1)
M , we
assume that
∂·
∂x2
= 0 here. (2.13) shows the
Dρ
Dt
is dependent on
∂u1
∂x1
, and we denote
the dependence by
ρ→ u1.
Then dependency relationship of entries in w by the equations (2.13), (3.1), (3.2)
and (3.4) is demonstrated by the graph in Fig. 2.
ρ u1 p11 f30 ...
u2 p12 f21 ...
p22 f12 ...
f03 ...
ρ, u1
ρ, u1, u2
Figure 2: The dependency relationship of w with D = 2 and
∂·
∂x2
= 0.
It is interesting that in Fig. 2 there exists a path from every node to every other
node in the same row along the direction of the arrow (e.g. there is a path between
any two entries of ρ, u1, p11, f30, · · · , fMe1), while there is no path from one node to
any other node in the next row (e.g. there is no path from ρ to u2). This indicates
that the matrix AM is reducible (see Page. 288-289 of [10] for details). Thus by
Fig. 2, if we rearrange w by the lexicographic order of (α2, α1), i.e.
w′ = (ρ, u1, p11/2, f3e1, · · · , fMe1︸ ︷︷ ︸
first row
, u2, p12, · · · , f(M−1)e1+e2︸ ︷︷ ︸
second row
, · · · , fMe2︸︷︷︸
last row
)T ,
the coefficient matrix AM can be collected into a block lower triangular matrix. Fig.
3(b) shows the permutation of w′ with D = 2 and M = 8.
The permutation above shows that there exists a permutation matrix P such that
w′ = Pw. Let A′M = PAMP
−1, then
Dw′
Dt
+A′M
∂w′
∂x1
= νPQP−1w′
holds. Fig. 4 gives the sparsity pattern of A′M with M = 8. By Fig. 4, it is clear that
A′M is reducible, and furthermore it is a block lower triangular matrix. Precisely,
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1 2
3
4
5
6
f30
7
f21
8
f12
9
f03
10
f40
11
f31
12
f22
13
f13
14
f04
15
f50
16
f41
17
f32
18
f23
19
f14
20
f05
21
f60
22
f51
23
f42
24
f33
25
f24
26
f15
27
f06
28
f70
29
f61
30
f52
31
f43
32
f34
33
f25
34
f16
35
f07
36
f80
37
f71
38
f62
39
f53
40
f44
41
f35
42
f26
43
f17
44
f08
45
ρ u1
u2
p11
2
p11
p22
2
(a) The permutation of w
1 2
3
4
5
6
f30
7
f21
8
f12
9
f03
10
f40
11
f31
12
f22
13
f13
14
f04
15
f50
16
f41
17
f32
18
f23
19
f14
20
f05
21
f60
22
f51
23
f42
24
f33
25
f24
26
f15
27
f06
28
f70
29
f61
30
f52
31
f43
32
f34
33
f25
34
f16
35
f07
36
f80
37
f71
38
f62
39
f53
40
f44
41
f35
42
f26
43
f17
44
f08
45
ρ u1
u2
p11
2
p11
p22
2
(b) A permutation of w′ defined in example 2
Figure 3: The permutation of the coefficients while D = 2,M = 8. Each node stands
for one coefficient. The marks in the lower-left of the node shows the expression of
the coefficient, while the number in the upper-right represents the ordinal number in
w or w′. The dashed arrows depict the path of the corresponding permutation. The
left one is the permutation of w, and the right one is a permutation of w′ defined
in example 2.
40
30
20
10
ro
w
0 10 20 30 40
column
Figure 4: The sparsity pattern of A′M with M = 8, D = 2. A
′
M is reducible and a
block lower triangular matrix. Each diagonal block is a lower Hessenberg matrix.
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A′M can be written as
A′M =


Aˆ0
∗ Aˆ1
∗ ∗ Aˆ2
. . . . . . . . . . . . . . . . .
∗ ∗ ∗ AˆM

 ,
where Aˆi ∈ R(M+1−i)×(M+1−i), i = 0, · · · ,M , is a lower Hessenberg matrix.
Let us turn to study the properties of Aˆi, i = 0, · · · ,M . Aˆ0, Aˆ1 and Aˆ2 are
defined in (3.12), (3.13) and (3.14), respectively.
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Aˆ0 =


U ρ 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0
0 U 2 ρ−1 0 . . . . . . . . . . . . . . . . . . . . 0
0 3p11/2 U 3 0 . . . . . . . . . . . . . . . . 0
−1/2θ211 4 f3e1 θ11 U 4 0 . . . . . . . . . . . 0
−5θ11f3e1
2ρ
5 f4e1 3
f3e1
ρ
θ11 U 5 0 . . . . . . . . 0
−3 θ11f4e1
ρ
6f5e1 4
f4e1
ρ
−3f3e1
ρ
θ11 U 6 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−Mθ11f(M−2)e1+θ211f(M−4)e1
2ρ
Mf(M−1)e1
(M−2)f(M−2)e1+θ11f(M−4)e1
ρ
−3f(M−3)e1
ρ
0 · · · 0 θ11 U M
− (M+1)θ11f(M−1)e1+θ211f(M−3)e1
2ρ
(M+1)fMe1
(M−1)f(M−1)e1+θ11f(M−3)e1
ρ
−3f(M−2)e1
ρ
0 . . . . . . 0 θ11 U


, (3.12)
Aˆ1 =


U ρ−1 0 . . . . . . . . . . . . . . . . . . . . 0
p11 U 2 0 . . . . . . . . . . . . . . . 0
3f3e1 θ11 U 3 0 . . . . . . . . . . 0
4f4e1
3f3e1
ρ
θ11 U 4 0 . . . . . . . 0
5f5e1
4f4e1
ρ
−2f3e1
ρ
θ11 U 5 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(M − 1)f(M−1)e1 (M−2)f(M−2)e1+θ11f(M−4)e1ρ −
2f(M−3)e1
ρ
0 · · · 0 θ11 U M − 1
MfMe1
(M−1)f(M−1)e1+θ11f(M−3)e1
ρ
−2f(M−2)e1
ρ
0 . . . . . . 0 θ11 U


, (3.13)
16
Aˆ2 =


U 1 0 . . . . . . . . . . . . . . 0
θ11 U 2 0 . . . . . . . . . . 0
3f3e1
ρ
θ11 U 3 0 . . . . . . . 0
4f4e1
ρ
−f3e1
ρ
θ11 U 4 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(M−2)f(M−2)e1+θ11f(M−4)e1
ρ
−f(M−3)e1
ρ
0 . . 0 θ11 U M − 2
(M−1)f(M−1)e1+θ11f(M−3)e1
ρ
−f(M−2)e1
ρ
0 . . . . . 0 θ11 U


, (3.14)
and for Aˆi, i = 3, · · · ,M , they all have exactly the same form as
Aˆi =


U 1 0 . . . . . . . . . . . 0
θ11 U 2 0 . . . . . . . . 0
0 θ11 U 3 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . 0 θ11 U M − i
0 . . . . . . . . . 0 θ11 U

 , i = 3, · · · ,M, (3.15)
where U = 0. Consider the matrixBM in (3.8), and denoteBM(ρ, θ11, f3, . . . , fM) =
BM , then
Aˆ0 = BM(ρ, θ11, f3e1 , . . . , fMe1).
Hence, Aˆ0 has exactly the same structure as BM .
Example 3. The properties of Aˆ0 is listed in Section 3.1.1. Now let us study the
properties of Aˆ1 and Aˆ2.
It is clear that the coefficient matrix Aˆ1 and Aˆ2
• are independent of u and the diagonal entries are all zeros;
• are lower Hessenberg matrices.
Then we study the characteristic polynomials of Aˆ1 and Aˆ2. Let r 6= 0 be an eigen-
vector of Aˆ1 corresponding to the eigenvalue λ, e.g. Aˆ1r = λr. Since Aˆ1 is a lower
Hessenberg matrix, we assert r1 6= 0. Assume r1 = 1, then Aˆ1(1, :)r = λr1 gives
r2 = ρλ. Using the same skill on Aˆ1(k, :)r = λrk, k = 2, · · · ,M − 1, we can obtain
rk+1 = ρ
He
[θ]
k (λ)
k!
− fke1 − λf(k−1)e1 , k = 2, · · · ,M − 1.
Aˆ1(M, :)r = λrM can be written as
ρ
He
[θ]
M(λ)
M !
− (−1)M (fMe1 − λf(M−1)e1) = 0.
Hence, the above equation has to be satisfied, if λ is an eigenvalue of Aˆ1, which
indicates the characteristic polynomial of Aˆ1 is
He
[θ]
M(λ)− (−1)MM !
(
fMe1 − λf(M−1)e1
)
/ρ. (3.16)
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Similarly, the characteristic polynomial of Aˆ2 is
He
[θ]
M−1(λ) + (−1)M(M − 1)!f(M−1)e1/ρ. (3.17)
For α ∈ ND, let
αˆ = (α2, . . . , αD), (3.18)
and we denote eˆ1 = 0, eˆ2 = (1, 0, · · · , 0) ∈ RD−1, · · · , eˆD = (0, · · · , 0, 1) ∈ RD−1.
For any 2 ≤M ∈ N, and any D ∈ N+, let P ∈ RN×N be the permutation matrix
that w′ = Pw in the lexicographic order of (α2, · · · , αD, α1), and A′M = PAMP .
Then we have the following results.
Property 3. For D ≥ 2, the matrix A′M is a block lower triangular matrix, and the
diagonal blocks
(A′M)ii = Aˆαˆ
are irreducible, where i = ND−1(αˆ). Precisely, Aˆαˆ = Aˆ|αˆ|, |αˆ| = α2+ · · ·+αD, where
Aˆi, i = 0, · · · ,M , is defined in Example 2.
3.2 Lack of global hyperbolicity
We are ready to show the major result in this section, that the moment system
obtained is not globally hyperbolic for any D ∈ N+, M ≥ 3.
Theorem 3.1. The moment system obtained in Section 2 is not globally hyperbolic
for any D ∈ N+ and M ≥ 3.
Proof. To prove the theorem, we need only to proveA
(1)
M is not always diagonalizable
with real eigenvalues.
Since P is a permutation matrix, it is enough to examine A′M . Property 3 shows
A′M is a block lower triangular matrix, thus if (A
′
M)11 is not diagonalizable with
real eigenvalues, A′M is also not. Since (A
′
M)11 = BM(ρ, θ11, f3e1, . . . , fMe1) and
(3.9) indicates that if fMe1 and f(M−1)e1 take certain values, (A
′
M)11 has complex
eigenvalues. This proves the theorem.
For the case M = 2, if D = 1, then the moment system obtained is exactly the
Euler equations, which is hyperbolic. If D = 3, then the moment system is the
well-known 10-moment system, which has been studied in, e.g. [3, 25, 13].
4 Globally Hyperbolic Regularization
In this section, we propose a regularization to the moment system to obtain a
globally hyperbolic moment system, following the idea in [4].
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4.1 In one-dimensional spatial space
For any 3 ≤M ∈ N, the generalized Grad-type moment system obtained in Section.
2 gives accurate evolution equations for all the variables except for those fα with
|α| = M , since fα+ed, d = 1, · · · , D appear in the equations of them, and are taken
to be zero in Grad’s closure. The regularization methods given in such as [18, 24, 28]
were trying to propose a modified form for fα+ed , |α| = M . Actually, noticing that
the terms fα+ed, |α| = M , appear only in the evolving equation of fα, |α| = M
in the form of its derivatives, a reasonable regularization should only modify the
evolving equations of fα, |α| = M by proposing a suitable form of the derivatives
∂fα+ed/∂xd, |α| = M , d = 1, · · · , D. Property 3 show us that the coefficient matrix
A′M has the form
A′M =
(
Aˆ0 0
∗ ∗
)
, (4.1)
since the variables u1, θ11 and fkei, k = 0, · · · ,M are independent of the other
variables. It is natural to require the regularization to preserve such structure. The
regularization we are proposing below can fulfil all these constraints, and at the
same time achieves the global hyperbolicity. For convenience, we call
Definition 4.1. A regularization for the generalized Grad-type moment system is
admissible, if
1. it only modifies the governing equations of fα, |α| =M ;
2. it keeps the regularized coefficient matrix have the form as (4.1).
The proof of Theorem 3.1 shows that (A′M)ii, i = 1, · · · , Nˆ is diagonalizable
with real eigenvalues is a necessary condition for that AM is diagonalizable with
real eigenvalues. In this subsection, we first study the regularization of (A′M)ii,
i = 1, · · · , Nˆ , then prove that the regularization also make AM diagonalizable with
real eigenvalues.
As discussed above, only the last row of Aˆ0 are to be modified in the regular-
ization. Property 3 shows Aˆ0 = BM(ρ, θ11, f3e1 , · · · , fMe1). And for D = 1, the
coefficient matrix A′M = Aˆ0. In [5], the regularization with D = 1 is studied in
details, and the result therein we will need later on is as below.
Lemma 4.2. Let
B˜M
∂w
∂x
= BM
∂w
∂x
− (M + 1)
(
fMe1
∂u
∂x
+
fM−1
2ρ
(
∂p
∂x
− θ ∂ρ
∂x
))
IM+1,
for any admissible w, i.e.,
B˜M = BM − IM+1RT0 , (4.2)
where R0 = (M + 1)(−θfM−1/2ρ, fM , fM−1/ρ, 0, · · · , 0)T ∈ RM+1 and IM+1 is the
last column of the (M + 1) × (M + 1) identity matrix. Then B˜M is diagonalizable
with real eigenvalues. Precisely, the characteristic polynomial of B˜M is
det(λI − B˜M) = θM+1He [θ]M+1(λ),
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and the eigenvalues of B˜M are
√
θC1,M+1, · · · ,
√
θCM+1,M+1, where Cj,k is the j-
th root of Hermite polynomial Hek(x), noticing that Hek(x), k ∈ N has k different
zeros, which read C1,k, . . . ,Ck,k, and satisfy C1,k < · · · < Ck,k. Let r ∈ RM+1 and
r1 = 1, r2 = λ/ρ, r3 = λ
2/2,
rk = He
[θ]
k−1(λ)/(k − 1)!− λfk−2/ρ− (λ2 − 1)fk−3/(2ρ), k = 4, · · · ,M + 1,
where λ is an eigenvalue of BM , then r is an eigenvector of BM for the eigenvalue
λ.
Moreover, the regularization is admissible and the admissible regularization to
modify BM to be diagonalizable with real eigenvalues with the characteristic polyno-
mial θM+1He
[θ]
M+1 is unique.
Remark 1. Since fα are related to f(t,x, ξ) by (2.9), the positivity of the distribution
function will impose some constraints on the fα. Particularly, ρ and Θ satisfy
ρ > 0 and Θ being a symmetrical positive definite matrix. (4.3)
Though (4.3) is not enough to ensure the positivity of f(t,x, ξ), the discussion in
this section requires no further constraints on all the other variables. Hence, the
admissible w′ stands for the w′ satisfying (4.3) in this section.
We extend the results of D = 1 to any dimensional case.
Definition 4.3. A˜M is called the regularized matrix of AM , if it satisfies that for
any admissible w,
A˜M
∂w
∂x1
= AM
∂w
∂x1
−
∑
|α|=M
(α1 + 1)
(
D∑
i=1
fα+e1−ei
∂ui
∂x1
+
D∑
i,j=1
fα+e1−ei−ej
2ρ
(
∂pij
∂x1
− θij ∂ρ
∂x1
))
IND(α),
(4.4)
where Ik is the k-th column of the N ×N identity matrix.
In this the definition of the regularized matrix A˜M , A˜M is obtained by changing
a few entries of AM . Precisely for any |α| =M , let k = ND(α)
A˜M(k, 1) = AM(k, 1) + (α1 + 1)
D∑
i,j=1
θijfα+e1−ei−ej
2ρ
,
A˜M(k, d+ 1) = AM(k, d+ 1)− (α1 + 1)fα+e1−ed, d = 1, . . . , D,
A˜M(k,ND(ei + ej)) = AM(k,ND(ei + ej))− (α1 + 1)
fα+e1−ei−ej
ρ
i, j = 1, . . . , D.
Other entries of A˜M remain the same values as those of AM .
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For convenience, we list the regularized collisionless moment system with
∂·
∂x2
=
· · · = ∂·
∂xD
= 0, which is the case of 1D spatial space, as following:
Dρ
Dt
+ ρ
∂u1
∂x1
= 0, (4.5a)
Dui
Dt
+
1
ρ
∂p1i
∂x1
= 0, (4.5b)
Dpij
Dt
+ pij
∂u1
∂x1
+ p1i
∂uj
∂x1
+ p1j
∂ui
∂x1
+ (ei + ej + e1)!
∂fei+ej+e1
∂x1
= 0, (4.5c)
Dfα
Dt
+
D∑
k=1
θ1k
∂fα−ek
∂x1
+ (1− δ|α|,M)(α1 + 1)∂fα+e1
∂x1
+
D∑
i,j=1
C˜ij(α)
2ρ
(
∂pij
∂x1
− θij ∂ρ
∂x1
)
+
D∑
i=1
(1− δ|α|,M)(α1 + 1)fα−ei+e1
∂ui
∂x1
−
D∑
i=1
fα−ei
ρ
∂pi1
∂x1
−
D∑
i,j=1
(ei + ej + e1)!
2
fα−ei−ej
ρ
∂fei+ej+e1
∂x1
= 0,
(4.5d)
where C˜ij is
C˜ij(α) =
D∑
k=1
θk1fα−ei−ej−ek + (1− δ|α|,M)(α1 + 1)fα−ei−ej+e1. (4.6)
Clearly, the equations (4.5a), (4.5b), (4.5c) and (4.5d) is the simplified formulation
of the regularized moment system, and the entries of the matrix A˜
′
M can be retrieved
directly from the system.
Notice that A˜
′
M = PA˜MP
−1 is the regularized matrix of A′M , where P is the
permutation matrix, such that A′M = PAMP
−1. Clearly, only the rows of A˜
′
M
corresponding to the last rows of Aˆk, k = 1, . . . , Nˆ are different from those of A
′
M .
Particularly, B˜M is defined in (4.2), and
˜ˆ
A1 and
˜ˆ
A2 are denoted by
˜ˆ
A1 = Aˆ1 − I(M)M RT1 , (4.7a)
˜ˆ
A2 = Aˆ2 − I(M−1)M−1 RT2 , (4.7b)
where I
(n)
k is the k-th column of the n× n identity matrix, and
R1 = M(fMe1 , f(M−1)e1/ρ, 0, · · · , 0)T ∈ RM ,
R2 = (M − 1)(f(M−1)e1/ρ, 0, · · · , 0)T ∈ RM−1.
For Aˆk, k = 3, · · · ,M , we have ˜ˆAk = Aˆk. Hence, the regularization (4.4) is admis-
sible.
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Here we give a note on the convention of the notations used here. AM is the
coefficient of the moment system (3.7) on the direction x, and A′M = PAMP
−1
is a lower block triangular matrix, where P satisfies w′ = Pw. αˆ = (α2, · · · , αD)
and Aˆαˆ, |αˆ| ≤ M are diagonal blocks of A′M defined in Property 3. ·˜ stands for
the regularized matrix, such as, A˜
′
M is the regularized matrix of A
′
M , and
˜ˆ
Aαˆ is the
regularized matrix of Aˆαˆ.
Lemma (4.2) shows for D = 1, the regularization defined in Definition 4.3 make
the coefficient matrix diagonalizable with real eigenvalues. For arbitrary dimensional
case, we have the following results.
Theorem 4.4. The regularized moment system
Dw
Dt
+ A˜M
∂w
∂x1
= 0
is globally hyperbolic for any admissible w.
To prove this theorem, we need to verify the regularized matrix A˜M is diagonal-
izable with real eigenvalues for any admissible w. Since A˜
′
M is a similar matrix of
A˜M , next we first study the eigenvalues and eigenvectors of
˜ˆ
Ak, k = 1, · · · ,M , then
we can obtain the characteristic polynomial of A˜
′
M , and verify that all the eigen-
values of A˜
′
M are real. Furthermore, any eigenvector of
˜ˆ
Ak, k = 0, · · · ,M can be
extended to an eigenvector of A˜
′
M under relevant constraints, and then we can prove
A˜
′
M have N -linearly independent eigenvectors, which means A˜
′
M is diagonalizable.
Since
˜ˆ
A1 is a lower Hessenberg matrix, it is possible to calculate its eigenvector,
once the eigenvalue is given. Actually, we have the following lemma.
Lemma 4.5. The matrix
˜ˆ
A1 ∈ RM×M is diagonalizable with real eigenvalues for any
ρ > 0, θ11 > 0, fke1 ∈ R, k = 3, · · · ,M − 1. Precisely, its characteristic polynomial
is
det(λI − ˜ˆA1) = θM11He [θ11]M (λ), (4.8)
and the eigenvalues of
˜ˆ
A1 are
√
θ11C1,M , . . . ,
√
θ11CM,M . Let r ∈ RM and
r1 = 1, r2 = ρλ, rk = ρHe
[θ11]
k−1 (λ)/(k − 1)!− f(k−1)e1 − λf(k−2)e1 , k = 2, . . . ,M,
then r is an eigenvector of
˜ˆ
A1 for the eigenvalue λ.
The proof is trivial but rather tedious, which is presented in the Appendix B.
Analogously, the matrix
˜ˆ
A2 ∈ R(M−1)×(M−1) has the following properties.
Lemma 4.6. The matrix
˜ˆ
A2 ∈ R(M−1)×(M−1) is diagonalizable with real eigenvalues
for any ρ > 0, θ11 > 0, fke1 ∈ R, k = 3, · · · ,M − 2. Precisely, its characteristic
polynomial is
det(λI − ˜ˆA2) = θM−111 He [θ11]M−1(λ), (4.9)
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and the eigenvalues of
˜ˆ
A2 are
√
θ11C1,M−1, · · · ,
√
θ11CM−1,M−1. Let r ∈ RM−1 and
r1 = 1, rk = He
[θ11]
k−1 (λ)/(k − 1)!− f(k−1)e1 , k = 2, . . . ,M − 1,
then r is an eigenvector of
˜ˆ
A2 for the eigenvalue λ.
For the matrix
˜ˆ
An, n = 3, . . . ,M , we have the following results.
Lemma 4.7. The matrix
˜ˆ
An, n = 3, · · · ,M is diagonalizable with real eigenvalues
for any θ11 > 0. Precisely, let m =M +1− n, then the characteristic polynomial of
˜ˆ
An is
det(λI − ˜ˆAn) = θm11He [θ11]m (λ), (4.10)
and the eigenvalues of
˜ˆ
An are
√
θ11C1,m, . . . ,
√
θ11Cm,m. Let r ∈ Rm and
rk = He
[θ11]
k−1 (λ)/(k − 1)!, k = 1, . . . , m,
then r is an eigenvector of
˜ˆ
An for the eigenvalue λ.
The proof of these two lemmas are almost the same as that of Lemma 4.5 thus
we omit it.
Property 3 and Lemma 4.2, 4.5, 4.6 and 4.7 show the regularized matrix A˜
′
M is
a block lower triangular matrix and the characteristic polynomial of each diagonal
block is known. Since A˜
′
M is a similar matrix of A˜M , we have the following result
on the characteristic polynomial of A˜M .
Lemma 4.8. Let
P1,m = θm+111 He [θ11]m+1(λ), m ∈ N, (4.11)
Pd,m =
m∏
k=0
Pd−1,k, 1 < d ∈ N+. (4.12)
PD,M is the characteristic polynomial of A˜M .
Proof. If D = 1, it is part of Lemma 4.2. Next we consider the case D ≥ 2. Since
A˜M is similar to A˜
′
M , the characteristic polynomial of A˜M is same as that of A˜
′
M .
Thus,
det(λI − A˜M) = det(λI − A˜′M)
=
∏
|αˆ|≤M
det(λI − A˜αˆ)
=
M∏
m=0
(
θm+111 He
[θ11]
m+1
)( D−2M−m+D−2)
= PD,M .
The second equality is then obtained by induction on D.
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Until now, we have revealed that the regularized matrix A˜
′
M is a block lower
triangular matrix and each diagonal block is diagonalizable with real eigenvalues.
Unfortunately, it is not sufficient to conclude that A˜
′
M is diagonalizable yet, since
some eigenvalues may be not semi-simple. This pushes us to clarify the structure
of the eigen-subspace of A˜
′
M . Actually, we will demonstrate that based on any
eigenvector of
˜ˆ
Ak, k = 0, · · · ,M , we can construct an eigenvector of A˜′M . For this
purpose, we start with an example.
Example 4. Consider the block lower triangular matrix
A =


1 14 36 0 0
16 −10 −54 0 0
−10 4 27 0 0
2 1 1 6 3
4 2 2 6 9

 =
(
A11 0
A21 A22
)
. (4.13)
The eigenvalues and eigenvectors of A11 and A22 that
A11 : λ1 = 3, r1 = (16,−26, 11)T ; λ2 = 6, r2 = (10,−17, 8)T ; λ3 = 9, r3 = (1,−2, 1)T ;
A22 : λ4 = 3, r4 = (1,−1)T ; λ5 = 12, r5 = (1, 2)T .
Now we examine whether there is Ri ∈ R5 and Ri(1 : 3) = ri, i = 1, 2, 3, satisfying
ARi = λiRi. Actually, it is equivalent to whether there is a solution of A21ri +
(A22 − λiI)Ri(4 : 5) = 0, which has a solution if and only if the augmented matrix
of A22 − λI has the same rank as A22 − λI, i.e.
rank([A22 − λiI, A21ri]) = rank(A22 − λiI). (4.14)
For i = 2, 3, since A22 − λiI is nonsigular, (4.14) holds. For i = 1, some simple
calculations give that rank([A22 − λiI, A21ri]) = rank(A22 − λiI) = 1.
Next we check whether there is Ri ∈ R5 and Ri(4 : 5) = ri, i = 4, 5, satis-
fying ARi = λiRi. Actually, Ri(1 : 3) = (a, b,−2a − b) satisfies the condition.
Particularly, if a = b = 0, Ri(1 : 3) = 0.
Here we call Ri is a prolongation of ri, and call the Ri with Ri(1 : 3) = 0,
i = 4, 5 a proper prolongation of ri. It is obvious that Ri, i = 1, · · · , 5, is linearly
independent.
Definition 4.9. For a k × k block lower triangular matrix A ∈ RN with the size of
diagonal block ni×ni, n1+· · ·+nk = N , ri is an eigenvector of the i-th diagonal block
for the eigenvalue λ. We call R is a prolongation of ri, if R((n1 + · · · , ni−1 + 1) :
(n1+ · · ·+ni)) = ri and AR = λR. Particularly, R is a proper prolongation of ri
if R(1 : (n1 + · · ·+ ni−1)) = 0.
Property 4. A is defined same as that in Definition 4.9, and each diagonal block
of A is diagonalizable with real eigenvalue. ri,1, · · · , ri,ni are eigenvectors of the i-th
diagonal block of A. If for each ri,j, i = 1, · · · , k, j = 1, · · · , ni, there is a proper
prolongation Ri,j, then Ri,j are linearly independent.
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Proof. We permute Ri,j by the order ~R = [R1,1, · · · ,R1,n1,R2,1, · · · ,Rk,nk ]. Since
Ri,j, i = 1, · · · , k, j = 1, · · · , ni is a proper prolongation of ri,j, ~R is a block
lower triangular matrix. For a fixed i ∈ {1, · · · , k}, ri,j, j = 1, · · · , ni are linearly
independent. Hence each diagonal block of ~R are nonsigular, thus ~R is nonsigular,
which indicates Ri,j , i = 1, · · · , k, j = 1, · · · , ni are linearly independent.
Next we check whether there is a proper prolongation of each eigenvector of every
diagonal block of A˜
′
M and get the following result.
Lemma 4.10. rα is an eigenvector of Aˆαˆ ∈ R(M+1−|αˆ|)×(M+1−|αˆ|), for the α1-th
eigenvalue λ =
√
θ11Cα1,M+1−|αˆ|, then there is a proper prolongation Rα satisfying
A˜
′
MRα = λRα.
The proof of the lemma is rather long and tedious, so we move the proof in
Appendix C.
Clearly, this lemma is essential to prove Theorem 4.4. With all these preparation,
the proof of Theorem 4.4 as follows is straight forward:
Proof of the Theorem 4.4. Lemma 4.8 shows all the eigenvalues of A˜M are real.
Since A˜
′
M is similar to A˜M , all the eigenvalues of A˜
′
M are also real. Lemma 4.2,
4.5, 4.6 and 4.7 show that each diagonal block of A˜
′
M is diagonalizable with real
eigenvalues, and Lemma 4.10 indicates each eigenvector of each diagonal block can
be extended to an eigenvector of A˜
′
M by a proper prolongation. Hence considering
Property 4, we obtain that A˜
′
M is diagonalizable with real eigenvalues. This finishes
the proof.
In addition, for the eigenvector of A˜
′
M , we define R = (Rα)
T ∈ RN , where
Rα is permuted by the lexicographic order of (α2, · · · , αD, α1), same as that of w′.
Particularly, the first entry of R is R0. Hence we have PR = (Rα)
T ∈ RN , where
P satisfies w′ = Pw, and Rα is permuted same as that of w.
Before we end this subsection, we give a corollary of Lemma 4.10, which will be
used in Section 5.
Corollary 4.11. Let R 6= 0 be a right eigenvector of the matrix A˜′M for the eigen-
value λ. Then
λR0 6= 0 holds if and only if Hˆe [θ11]M+1(λ) = 0 and λ 6= 0,
where Hˆe
[θ11]
M+1(λ) is the characteristic polynomial of
˜ˆ
A0.
Proof. Let r = (R0, Re1, · · · , RMe1)T ∈ RM+1. Since A˜
′
M is a block lower triangular
matrix, and the first diagonal block is
˜ˆ
A0, we have
˜ˆ
A0r = λr.
“⇒” Since R0 6= 0 and λ 6= 0, r 6= 0 is an eigenvector of ˜ˆA0 for the eigenvalue λ,
which indicates Hˆe
[θ11]
(λ) = 0. Thus we have Hˆe
[θ11]
(λ) = 0 and λ 6= 0.
“⇐” Hˆe [θ11](λ) = 0 and λ 6= 0 mean λ is an eigenvalue of ˜ˆA0. Since each nonzero
eigenvalue of
˜ˆ
A0 is simple eigenvalue of A˜
′
M , we get r 6= 0. (3.10) indicates R0 6= 0,
so R0λ 6= 0.
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4.2 In multi-dimensional spatial space
In this subsection, we give the general hyperbolic moment system containing all mo-
ments with orders not more than M . Without the assumption that the distribution
function f is independent on x2, · · · , xD, the collisionless moment system obtained
in Section 2 can be written as
Dw
Dt
+
D∑
d=1
A
(d)
M
∂w
∂xd
= 0, (4.15)
where w and A
(d)
M , d = 1, · · · , D are same as that in (3.7). And particularly, A(1)M is
the matrix AM discussed in Section 3.1, 3.2 and 4.1. Similar as Definition 4.3, we
give the following definition:
Definition 4.12. For d = 1, · · · , D, A˜(d)M is called the regularized matrix A(d)M , if it
satisfies that for any admissible w,
A˜
(d)
M
∂w
∂xd
= A
(d)
M
∂w
∂xd
−
∑
|α|=M
(αd + 1)
(
D∑
i=1
fα+ed−ei
∂ui
∂xd
+
D∑
i,j=1
fα+ed−ei−ej
2ρ
(
∂pij
∂xd
− θij ∂ρ
∂xd
))
IND(α),
(4.16)
where Ik is the k-th column of the N ×N identity matrix.
Then the multi-dimensional regularized moment system can be written as
Dw
Dt
+
D∑
d=1
A˜
(d)
M
∂w
∂xd
= 0. (4.17)
Recalling the definition of A˜
(d)
M , and noting the regularized collisionless moment sys-
tem in one-dimensional space (4.5), we can reformulate the regularized collisionless
moment systems as
Dfα
Dt
+
D∑
d,k=1
(
θdk
∂fα−ek
∂xd
+ (1− δ|α|,M) (αk + 1) δkd∂fα+ek
∂xd
)
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,d,k=1
(
θdkfα−ei−ek + (1− δ|α|,M) (αk + 1) δkdfα−ei+ek
) ∂ui
∂xd
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
+
D∑
i,j,d,k=1
1
2
(
θkdfα−ei−ej−ek + (1− δ|α|,M) (αk + 1) δkdfα−ei−ej+ek
) ∂θij
∂xd
= 0, |α| ≤M.
(4.18)
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Actually, (4.18) is obtained by using the regularization on (2.10). Since the moment
system (3.7) is derived from (2.10) by eliminating the material derivatives of ud and
θij , there exists an invertible matrix T (w) depending on w such that the regularized
moment system is identical to the following system:
T (w)
Dw
Dt
+
D∑
d=1
T (w)A˜
(d)
M
∂w
∂xd
= 0. (4.19)
The following theorem declares the hyperbolicity1 of the multi-dimensional reg-
ularized moment system (4.17):
Theorem 4.13. The regularized moment system (4.17) is hyperbolic for any admis-
sible w. Precisely, for a given unit vector n = (n1, · · · , nD), there exists a constant
matrix Z partially depending on n such that
D∑
d=1
ndA˜
(d)
M (w) = Z
−1A˜
(1)
M (Zw)Z, (4.20)
and the matrix is diagonalizable with eigenvalues as
Cn,m
√
nTΘn, 1 ≤ n ≤ m ≤M + 1. (4.21)
Actually, this theorem gives the rotation invariance of the regularized moment
system (4.17) and its globally hyperbolicity. Property 1 indicates the translation
invariance of the moment system, hence, it is concluded that the regularized system
is Galilean invariant. If another coordinate (x∗1, · · · , x∗D) is adopted and the vector
n is along the x∗1-axis, then the rotated moment system is equivalent to the original
one. The rotation invariance is intuitive: on one hand, the moment system (3.7) is
rotationally invariant, since the fullM-degree polynomials are used in the truncated
expansion; on the other hand, the regularization is symmetric in every direction. In
the following, we will give a rigorous proof of this theorem.
Let G = (gij)D×D to be the rotation matrix, thus G is orthogonal and its deter-
minant is 1. We define
x∗i =
D∑
i=1
gijxj, i = 1, · · · , D, (4.22)
and denote by ρ∗, u∗ and Θ∗ the density, macroscopic velocity and temperature
tensor in the new coordinate x∗ = (x∗1, · · · , x∗D). If we define ξ∗ = Gξ, then the
orthogonality of G shows
ρ∗ =
∫
RD
f(ξ) dξ∗ =
∫
RD
f(ξ) dξ = ρ, (4.23a)
ρ∗u∗ =
∫
RD
ξ∗f(ξ) dξ∗ =
∫
RD
Gξf(ξ) dξ = ρGu, (4.23b)
ρ∗θ∗ij =
∫
RD
ξ∗i ξ
∗
j f(ξ) dξ
∗ =
∫
RD
D∑
k,l=1
gikξkgjlξlf(ξ) dξ =
D∑
k,l=1
gikgjlθkl, (4.23c)
1For multi-dimensional quasi-linear systems, we refer the readers to [17] for the definition of
hyperbolicity.
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thus we have
u∗ = Gu, Θ∗ = GΘGT . (4.24)
Consider the two expansions
f(ξ) =
∑
α∈ND
fαH[Θ]α (ξ − u) =
∑
α∈ND
f ∗αH[Θ
∗](ξ∗ − u∗). (4.25)
We have the following result.
Lemma 4.14. For any m ∈ N, there exists a group of constants Qβα, |α| = |β| = m,
such that for any |α| = m,
D∗f ∗α
D∗t
+
D∑
i=1
f ∗α−ei
D∗u∗i
D∗t
+
D∑
i,j=1
f ∗α−ei−ej
2
D∗θij
D∗t
=
∑
|β|=|α|
Qαβ
(
Dfα
Dt
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
)
,
(4.26a)
D∑
d,k=1
θ∗dk
(
∂f ∗α−ek
∂x∗d
+
D∑
i=1
f ∗α−ei−ek
∂u∗i
∂x∗d
+
D∑
i,j
1
2
f ∗α−ei−ej
∂θ∗ij
∂x∗d
)
=
∑
|β|=|α|
Qαβ
(
D∑
d,k=1
θdk
(
∂fα−ek
∂xd
+
D∑
i=1
fα−ei−ek
∂ui
∂xd
+
D∑
i,j
1
2
fα−ei−ej
∂θij
∂xd
))
,
(4.26b)
D∑
d=1
(αd + 1)
(
∂f ∗α+ed
∂x∗d
+
D∑
i=1
f ∗α−ei+ed
∂u∗i
∂x∗d
+
D∑
i,j=1
1
2
f ∗α−ei−ej+ed
∂θ∗ij
∂x∗d
)
∑
|β|=|α|
Qαβ
(
D∑
d=1
(αd + 1)
(
∂fα+ed
∂xd
+
D∑
i=1
fα−ei+ed
∂ui
∂xd
+
D∑
i,j=1
1
2
fα−ei−ej+ed
∂θij
∂xd
))
,
(4.26c)
where
D∗·
D∗t
denotes
∂·
∂t
+
D∑
d=1
u∗d
∂·
∂x∗d
.
Proof. Since u∗ = Gu and x∗ = Gx hold, and G is an orthogonal matrix, we have
D∑
d=1
u∗d
∂·
∂x∗d
=
D∑
d=1
D∑
i=1
gdiui
D∑
j=1
gdj
∂·
∂xj
=
D∑
i,j=1
δijui
∂·
∂xj
=
D∑
d=1
ud
∂·
∂xd
.
Here
∑D
d=1 gidgjd = δij is used in the second equality. Thus, we have
D·
Dt
=
D∗·
D∗t
.
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Since
Df(ξ)
Dt
=
∑
α∈ND
(
Dfα
Dt
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
)
H[Θ]α (ξ − u),
considering the expansion (4.25), we have
∑
α∈ND
(
Dfα
Dt
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
)
H[Θ]α (ξ − u)
=
∑
α∈ND
(
Df ∗α
Dt
+
D∑
i=1
f ∗α−ei
Du∗i
Dt
+
D∑
i,j=1
f ∗α−ei−ej
2
Dθ∗ij
Dt
)
H[Θ∗]α (ξ∗ − u∗).
(4.27)
The rotation relation (A.21) of the generalized Hermite functions indicates that
there exists a group of constants Qβα, |α| = |β|, such that
H[Θ]α (x) =
∑
|β|=|α|
QβαH[GΘG
T ]
α (Gx), (4.28)
and the matrix (Qβα)||α|=|β|=m, formulated by collecting these constants Qβα, is non-
singular. Substituting (4.28) into (4.27), we obtain
∑
α∈ND
∑
|β|=|α|
(
Dfα
Dt
+
D∑
i=1
fα−ei
Dui
Dt
+
D∑
i,j=1
fα−ei−ej
2
Dθij
Dt
)
QβαH[Θ
∗]
β (ξ
∗ − u∗)
=
∑
α∈ND
(
Df ∗α
Dt
+
D∑
i=1
f ∗α−ei
Du∗i
Dt
+
D∑
i,j=1
f ∗α−ei−ej
2
Dθ∗ij
Dt
)
H[Θ∗]α (ξ∗ − u∗).
Comparing the coefficient of H[Θ∗]α (ξ∗ − u∗), we obtain (4.26a).
Analogously, since Θ∗ = GΘGT , we have
D∑
d=1
(ξ∗d − u∗d)
∂·
∂x∗d
=
∑
d,i,j=1
gid(ξi − ui)gjd ∂·
∂xj
=
D∑
d=1
(ξd − ud) ∂·
∂xd
,
and
D∑
k,d=1
θ∗kd
∂
∂ξ∗k
∂·
∂x∗d
=
D∑
k,d,i,j=1
gkiθijgdjgki
∂
∂ξi
gdj
∂·
∂xj
=
D∑
k,d=1
θkd
∂
∂ξk
∂·
∂xd
.
Since
D∑
k,d=1
θkd
∂
∂ξk
∂f(ξ)
∂xd
=
−
∑
α∈ND
D∑
k,d=1
θkd
(
∂fα−ek
∂xd
+
D∑
i=1
fα−ek−ei
∂ui
∂xd
+
D∑
i,j=1
fα−ek−ei−ej
2
∂θij
∂xd
)
H[Θ](ξ − u),
(4.29)
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using the same procedure in proving (4.26a), we can have (4.26b).
For the operator
D∑
d=1
(ξd − ud) ∂·
∂xd
, we have
D∑
d=1
(ξd − ud)∂f(ξ)
∂xd
=
−
∑
α∈ND
(
D∑
k,d=1
θkd
(
∂fα−ek
∂xd
+
D∑
i=1
fα−ek−ei
∂ui
∂xd
+
D∑
i,j=1
fα−ek−ei−ej
2
∂θij
∂xd
)
D∑
d=1
(αd + 1)
(
∂f ∗α+ed
∂x∗d
+
D∑
i=1
f ∗α−ei+ed
∂u∗i
∂x∗d
+
D∑
i,j=1
1
2
f ∗α−ei−ej+ed
∂θ∗ij
∂x∗d
))
H[Θ]α (ξ − u).
Noting that the second line is that in (4.29), we can obtain (4.26c) by using the
same procedure in proving (4.26a). This ends the proof.
Proof of Theorem 4.13. Since n = (n1, · · · , nD) is a unit vector, we letG = (gij)D×D
be the orthogonal rotation matrix with its first row as (n1, · · · , nD). With this ro-
tation matrix, we define w∗ as (4.23) and (4.25). Then the relation between w and
w∗ is linear. Therefore, there exists a constant matrix Z depending on G such that
w∗ = Zw,
and Z is invertible, since w can be obtained from w∗ by applying the rotation
matrix G−1.
Lemma 4.14 have clearly shown that the “rotated equations”
T (w∗)
Dw∗
Dt
+
D∑
d=1
T (w∗)A˜
(d)
M (w
∗)
∂w∗
∂x∗d
= 0. (4.30)
can be deduced from (4.19) by a linear transformation. Hence, there exists a square
matrix H(w) such that
H(w)T (w)
Dw
Dt
+
D∑
d=1
H(w)T (w)A˜
(d)
M
∂w
∂xd
= 0 (4.31)
is identical to (4.30). Matching the terms with time derivatives, one can find
H(w) = T (w∗)ZT−1(w). Thus (4.31) can be written as
T (w∗)
Dw∗
Dt
+
D∑
d=1
T (w∗)ZA˜
(d)
M (w)
∂w
∂xd
= 0.
Noting x∗ = Gx, we can rewrite the upper equation as
T (w∗)
Dw∗
Dt
+
D∑
j,d=1
gjdT (w
∗)ZA˜
(d)
M (w)
∂w
∂x∗j
= 0.
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Comparing with (4.30), one concludes
D∑
d=1
g1dT (w
∗)ZA˜
(d)
M (w) = T (w
∗)A˜
(1)
M (Zw)Z.
Multiplying both sides by Z−1T (w∗)−1, and noting g1d = nd, we obtain (4.20).
Since the macroscopic temperature tensor are Θ∗ = GΘGT (see (4.23)), and par-
ticularly, θ∗11 =
∑D
i,j=1 ninjθij , the diagonalizability and (4.21) is instantly obtained
using Theorem 4.4 and Lemma 4.8.
5 Riemann Problem
Though the regularized moment system (4.17) is given by moment expansion up to
an arbitrary order M thus extremely complex, the eigenvalues and eigenvectors of
the coefficient matrix A˜
(d)
M are rather organized, which makes it possible to study
the structure of the elementary wave of this system with Riemann initial value,
including the rarefaction wave, contact discontinuity and shock wave. Definitely,
the structure of the elementary wave is fundamental for further investigation into
the behavior of the solution of the system, and is instructional for studying the
Godunov-type Riemann solver. The investigation below shows that the structure of
the elementary wave of the Riemann problem is quite natural an extension of that
of Euler equations, which indicates that the regularized moment system (4.17) is
actually a very reasonable high order moment approximation of Boltzmann equa-
tions. Similarly as analyses of Euler equations (see [26]), we consider the x1-split,
D-dimensional Riemann problem as below:

∂w
∂t
+
(
u1I + A˜M
) ∂w
∂x1
= 0,
w(x1, t = 0) =
{
wL, if x1 < 0,
wR, if x1 > 0,
(5.1)
where A˜M is equal to A˜
(1)
M , and is defined in Definition 4.3.
Now let us recall the properties of A˜M . The characteristic polynomial of A˜M
is PD,M(λ) defined in Lemma 4.8, thus the eigenvalues of A˜M are Ci,m
√
θ11 (multi-
plicity is ignored), i = 1, · · · , m, m = 1, · · · ,M + 1, if D ≥ 2, and are Ci,M+1
√
θ11,
i = 1, · · · ,M+1 if D = 1. For each eigenvalue λ of A˜′M , the corresponding eigenvec-
tor R can be obtained by extending the corresponding diagonal block’s eigenvector.
And PR 2 is eigenvector of A˜M for the eigenvalue λ. Property 4.11 indicates that
λR0 6= 0 holds, if and only if He [θ11]M+1(λ) = 0 and λ 6= 0. Therefore, for the matrix
u1I + A˜M ,
1. the characteristic polynomial is PD,M(λ− u1);
2 P satisfying Pw = w′.
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2. the eigenvalues are u1 +Ci,m
√
θ11 (multiplicity is ignored), i = 1, · · · , m, m =
1, · · · ,M + 1, if D ≥ 2, and are u1 + Ci,M+1
√
θ11, i = 1, · · · ,M + 1 if D = 1;
3. for each eigenvalue λ, the corresponding eigenvectors are same as that of A˜M .
Particularly, Re1 =
λ−u1
ρ
R0, R2e1 =
(λ−u1)2
2
R0;
4. the eigenvalue and the corresponding eigenvector satisfy the relation:
(λ−u1)R0 6= 0 holds, if and only if He [θ11]M+1(λ−u1) = 0 and λ−u1 6= 0. (5.2)
Since the eigenvalues and eigenvectors of coefficient matrix u1I+A˜M are clarified,
we can obtain the following result.
Theorem 5.1. Each characteristic field of (5.1) is either genuinely nonlinear or
linearly degenerate. And one characteristic field is genuinely nonlinear if and only
if the eigenvalue λ = u1 + C
√
θ11 satisfies He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0.
Proof. Let R be an eigenvector of A˜
′
M for the eigenvalue C
√
θ11, then PR is an
eigenvector of u1I + A˜M for the eigenvalue λ = u1 + C
√
θ11. Since
λ = u1 + C
√
p11
ρ
,
depends only on ρ, u1, p11/2, we have
∇wλ ·R = −C
√
θ11
2ρ
·R0 + 1 · C
√
θ11
ρ
R0 +
C
ρ
√
θ11
· C
2θ11
2
R0
=
(C2 + 1)
√
θ11
2ρ
CR0.
(5.2) shows that:
1. If He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0, then C
√
θ11R0 6= 0, thus ∇wλ · R ≡ 0.
Hence, this characteristic field is linearly degenerate.
2. If He
[θ11]
M+1(C
√
θ11) 6= 0 or C = 0, then C
√
θ11R0 = 0, thus ∇wλ ·R 6≡ 0. Hence,
this characteristic field is genuinely nonlinear.
This completes the proof.
The waves associated with λ satisfying He
[θ11]
M+1(λ − u1) 6= 0 or λ − u1 = 0 are
contact discontinuities, and those associated with λ satisfying He
[θ11]
M+1(λ − u1) = 0
and λ − u1 6= 0 will either be rarefaction waves or shock waves. Of course one
does not know in advance what types of waves will be present in the solution of the
Riemann problem. Below, we will study each type of waves separately in detail.
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5.1 Rarefaction Waves
For the Riemann problem (5.1), if two states wL and wR are connected by a rar-
efaction wave associated with genuinely nonlinear characteristic field R, which is a
right eigenvector of A˜M corresponding to the eigenvalue λ = u1 + C
√
θ11 satisfying
He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0, then the following two conditions must be met:
1. constancy of the generalized Riemann invariants across the wave, which im-
plies that the integral curve w˜(ζ) = (w˜1(ζ), w˜2(ζ), · · · , w˜N(ζ)) in the N -
dimensional phase space satisfies
dw˜(ζ)
dζ
= R(w˜); (5.3)
2. divergence of characteristics
λL = uL1 + C
√
θL11 < u
R
1 + C
√
θR11 = λ
R. (5.4)
Actually, for a given point w0 in the phase space, the integral curve across w0 can be
given. Since the results are rather tedious, we only give partial explicit expressions
of the integral curve as below. For the characteristic field R corresponding to the
eigenvalue λ = u1 + C
√
θ11,
1. if R0 6= 0, we choose R0 = ρ, then
Re1 = C
√
θ11, R2e1 =
C2
2
p11,
and then we have
ρ˜(ζ) = ρ0 exp(ζ), (5.5a)
u˜1(ζ) = u
0
1 +
2C
C2 − 1
√
θ011
(
exp
(
C2 − 1
2
ζ
)
− 1
)
, (5.5b)
p˜11 = p
0
11 exp(C
2ζ), (5.5c)
where θ011 = p
0
11/ρ
0;
2. if R0 = 0, then Re1 = R2e1 = 0, we have
ρ˜(ζ) = ρ0, u˜1(ζ) = u
0
1, p˜11(ζ) = p
0
11. (5.6)
One finds that (5.5) and (5.6) satisfy (5.3). Since for the rarefaction waves, the
eigenvalue λ = u1 + C
√
θ11 satisfies He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0, thus R0 6= 0,
the eigenvalue of A˜M(w˜(ζ)) is
λ(w˜(ζ)) = u˜1(ζ) + C
√
p˜11(ζ)
ρ˜(ζ)
= u01 +
2C
C2 − 1
√
θ011
(
exp
(
C2 − 1
2
ζ
)
− 1
)
+ C
√
p011 exp(C
2ζ)
ρ0 exp(ζ)
= λ(w0) + 2C
C2 + 1
C2 − 1
√
θ011
(
exp
(
C2 − 1
2
ζ
)
− 1
)
.
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It is clear that C
2+1
C2−1
√
θ011
(
exp
(
C2−1
2
ζ
)
− 1
)
has the same sign as ζ for any C ∈ R,
hence, λ(w˜) ≷ λ(w0) if and only if Cζ ≷ 0. Therefore, for the rarefaction waves,
noting (5.4), we have that: λ = u1+C
√
θ11 satisfies He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0,
and
if C > 0, then uL1 < u
R
1 , p
L
11 < p
R
11;
if C < 0, then uL1 < u
R
1 , p
L
11 > p
R
11.
5.2 Contact discontinuity
The proof of theorem 5.1 indicates that the contact discontinuity can be founded
if and only if the eigenvector R and the corresponding eigenvalue λ = u1 + C
√
θ11
satisfying CR0 = 0. For a contact discontinuity, (5.3) is still valid, and the divergence
of characteristics is replaced by
λ(wL) = λ(wR). (5.7)
If C 6= 0, then R0 = 0, (5.6) indicates that
uL1 = u
R
1 , p
L
11 = p
R
11.
If C = 0, then we can derive form both (5.5) and (5.6) that the upper equation is
valid.
Summarizing the discussion above, we conclude that for a contact discontinuity,
λ = u1 + C
√
θ11 satisfies He
[θ11]
M+1(C
√
θ11) 6= 0 or C = 0, and
uL1 = u
R
1 , p
L
11 = p
R
11.
5.3 Shock waves
As is well known, the jump condition on the shock wave is sensitive to the form
of the hyperbolic equations. Thus, we rewrite (5.1) in an appropriate form, before
the discussion of the shock wave. However, (5.1) can not be written as conservation
laws due to the regularization. Nevertheless, since the regularization only modifies
the governing equations of fα with |α| = M , (5.1) can still preserve the conservation
of the else moments with orders from 0 to M − 1. Hence, (5.1) can be reformulated
into ND((M − 1)eD) conservation laws and N −ND((M − 1)eD) non-conservative
equations.
Let
F = (F0, Fe1, · · · , FeD , F2e1, · · · , FMeD)T , Fα =
1
α!
∫
RD
ξDf dξ, |α| ≤ M, (5.8)
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where ξα =
∏D
d=1 ξ
αd
d , and F0 stands for Fα|α=0. Then (5.1) can be written as
∂Fα
∂t
+ (α1 + 1)
∂Fα+e1
∂x1
= 0, |α| < M,
∂Fα
∂t
+ (α1 + 1)
∂Fα+e1 − fα+e1
∂x1
− (α1 + 1)
(
D∑
i=1
fα+e1−ei
∂ui
∂x1
+
D∑
i,j=1
fα+e1−ei−ej
2ρ
(
∂pij
∂x1
− θij ∂ρ
∂x1
))
= 0,
|α| = M.
(5.9)
The integral relation (A.14) and the quasi-orthogonal relation (A.11) of the gener-
alized Hermite polynomial indicate that there exists a function gα such that
Fα = fα + gα(f0, ui, pij, fβ||β|<|α|)
Particularly, for |α| =M , we have Fα+e1 − fα+e1 only depends on F , and
ρ = F0, ui = Fei/ρ, pij = (1 + δij)Fei+ej −
FeiFej
F0
.
For convenience, the quasi-linear form of (5.9) can be written as
∂F
∂t
+ Γ(F )
∂F
∂x1
= 0, (5.10)
where Γ(F ) is an N ×N matrix and depends on (5.9).
Since (5.10) is not a conservative system, we have to adopt the DLM theory [19]
to study the shock wave. For a shock wave the two constant states F L and F R
are connected through a single jump discontinuity in a genuinely non-linear field R,
which is a right eigenvector of A˜M corresponding to the eigenvalue λ = u1 +C
√
θ11
satisfying He
[θ11]
M+1(C
√
θ11) = 0 and C 6= 0, travelling at the speed S. Then the
following two conditions apply
• Generalized Rankine-Hugoniot condition:∫ 1
0
[
SI − Γ (Φ(ν;F L,FR))] ∂Φ
∂ν
(
ν;F L,FR
)
dν = 0, (5.11)
where I is the N ×N identity matrix, and Φ(ν;F L,FR) is a locally Lipschitz
mapping satisfying
Φ(0;F L,FR) = F L, Φ(1;F L,FR) = F R.
We refer the readers to [19] for details.
• Entropy condition:
λ(F L) > S > λ(F R). (5.12)
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For conservation laws, (5.11) is the same as the classical Rankine-Hugoniot condi-
tion, thus the first ND((M−1)eD) rows of (5.11) are independent of Φ, which make
it possible to deduce some properties of the shock waves before specifying the form
of Φ.
Since
F0 = ρ, Fe1 = ρu1, F2e1 =
1
2
(
p11 + ρu
2
1
)
,
the first equation and the (D + 1)-th equation of (5.11) are
ρLuL1 − ρRuR1 = S(ρL − ρR), (5.13)
pL11 + ρ
L(uL1 )
2 − pR11 − ρR(uR1 )2 = S(ρLuL1 − ρRuR1 ). (5.14)
We assert that ρL 6= ρR. Otherwise, if ρL = ρR, then (5.13) indicates uL1 = uR1 , and
(5.14) indicates pL11 = p
R
11. Thus λ(F
L) = λ(FR) holds, which contradicts (5.12).
One can rewrite (5.13) as
S =
ρLuL1 − ρRuR1
ρL − ρR . (5.15)
Substituting (5.15) into (5.12), and multiplying both sides with (ρL−ρR)2, we obtain
ρL(ρL − ρR)(uL1 − uR1 ) > C(ρL − ρR)2
√
θR11, (5.16a)
ρR(ρL − ρR)(uL1 − uR1 ) > C(ρL − ρR)2
√
θL11. (5.16b)
If C > 0, (5.16a) gives
(ρL − ρR)(uL1 − uR1 ) > 0. (5.17)
Thus, we can divide both sides of (5.16) by (ρL − ρR)(uL1 − uR1 ) to arrive
ρL√
θR11
>
C(ρL − ρR)
uL1 − uR1
>
ρR√
θL11
,
from which one directly gets
ρLpL11 − ρRpR11 > 0. (5.18)
Similarly, if C < 0, we have
(ρL − ρR)(uL1 − uR1 ) < 0, ρLpL11 − ρRpR11 < 0. (5.19)
If S 6= 0, then (5.13) and (5.14) can be reformulated as
(ρL − ρR)(pL11 − pR11) = ρLρR(uL1 − uR1 )2 > 0. (5.20)
Here uL1 6= uR1 is used. If S = 0, then (5.13) and (5.14) can be reformulated as
pL11 − pR11 +
ρR
ρL
(uR1 )
2(ρR − ρL) = 0,
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thus we have
(ρL − ρR)(pL11 − pR11) > 0. (5.21)
Collecting (5.20) and (5.21), we observe that one and only one of the following two
statements is valid
1. ρL > ρR and pL11 > p
R
11;
2. ρL < ρR and pL11 < p
R
11.
If C > 0, (5.18) indicates that the first statement is valid. Then we can conclude
uL1 > u
R
1 by (5.17). Similarly, if C < 0, the second statement is valid and u
L
1 > u
R
1 .
Now we summarize all the discussion on the entropy condition of the three types
of elementary waves in the following theorem:
Theorem 5.2. For the Riemann problem (5.1), for the wave of the family corre-
sponding the eigenvalue λ = u1 + C
√
θ11 of A˜M , the macroscopic velocities and
pressures on both sides of the wave have the relation with the type of the wave as in
Table 1.
Wave type Eigenvalue Velocity and Pressure
Rarefaction wave
C > 0 uL1 < u
R
1 , p
L
11 < p
R
11
C < 0 uL1 < u
R
1 , p
L
11 > p
R
11
Shock wave
C > 0 uL1 > u
R
1 , p
L > pR
C < 0 uL1 > u
R
1 , p
L < pR
Contact discontinuity — uL1 = u
R
1 , p
L
11 = p
R
11
Table 1: The relation between the type classification of elementary wave and the
eigenvalue, macroscopic velocity and pressure.
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Appendix
A Generalized Hermite Polynomials
To facilitate the derivation of Grad moment system [12], Grad gave a note of D-
dimensional probabilists’ isotropic Hermite polynomials in [11]. Maurice M. Mizrahi
proposed the physicists’ generalized Hermite polynomials and derived several prop-
erties in [20]. In this appendix, we will give a note on the probabilists’ generalized
Hermite polynomials to facilitate the derivation of the content.
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A.1 Definition and Notation
Consider the normalized D-dimensional weight function
w[Θ](x) =
1√
det (2πΘ)
exp
(
−1
2
xTΘ−1x
)
, such that
∫
RD
w[Θ](x) dx = 1,
(A.1)
where x ∈ RD and Θ = (θij) ∈ RD×D is a symmetrical positive definite matrix. A
probabilists’ generalized Hermite polynomials can be defined by:
He [Θ]α (x) =
(−1)|α|
w[Θ](x)
∂α
∂xα
w[Θ](x), α ∈ ND, (A.2)
where α = (α1, · · · , αD) is a D-dimensional multi-index, |α| =
∑D
d=1 αd and
∂α
∂xα
denotes by
∂α
∂xα11 · · ·∂xαDD
. And denote the generalized Hermite functions by
H[Θ]α (x) = w[Θ](x)He [Θ]α (x), α ∈ ND. (A.3)
If any component of α is negative, He [Θ]α and H[Θ]α are taken as zero for convenience.
Since Θ is a symmetrical positive definite D × D matrix, Θ−1 is also a sym-
metrical positive definite matrix and denote Θ−1 = (θij). Let X denote Θ−1x, i.e.
Xi =
∑D
j=1 θ
ijxj. Then the corresponding transformation of the operators of partial
differentiation can be written as
(
∂·
∂x1
, · · · , ∂·
∂xD
)T = Θ−1(
∂·
∂X1
, · · · , ∂·
∂XD
)T . (A.4)
A.2 Properties of generalized Hermite polynomials
1) We first give the following relationships:
∂w[Θ](x)
∂xi
= −w[Θ](x)Xi, ∂w
[Θ](x)
∂Xi
= −w[Θ](x)xi. (A.5)
Proof. The first relation is obvious, and the second one can be directly derived
from the first one and (A.4).
2) The first few terms of He [Θ]α (x) are, for i, j, k, l = 1, · · · , D,
He
[Θ]
0 (x) = 1, (A.6a)
He [Θ]ei (x) = Xi, (A.6b)
He
[Θ]
ei+ej (x) = XiXj − θij , (A.6c)
He
[Θ]
ei+ej+ek
(x) = XiXjXk − θijXk − θikXj − θjkXi, (A.6d)
He
[Θ]
ei+ej+ek+el
(x) = XiXjXkXl − θijXkXl − θikXjXl − θilXjXk − θjkXiXl
− θjlXiXk − θklXiXj + θijθkl + θikθjl + θilθjk.
(A.6e)
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Here θij = θji is used. ei, i = 1, · · · , D is the D-dimensional unit multi-index
with its i-th entry equal to 1.
3) Recurrence relation: for i = 1, · · · , D,
He
[Θ]
α+ei(x) = XiHe
[Θ]
α (x)−
∂He [Θ]α
∂xi
. (A.7)
Proof. Considering the derivation of w[Θ](x)He [Θ]α (x) with respect to xi, i =
1, · · · , D,
∂w[Θ](x)He [Θ]α (x)
∂xi
= w[Θ](x)
∂He [Θ]α (x)
∂xi
−Xiw[Θ](x)He [Θ]α (x) using (A.5)
= (−1)|α| ∂
α+ei
∂xα+ei
w[Θ](x) = −w[Θ](x)He [Θ]α+ei(x), using (A.2)
and comparing the right hand sides of the two rows, we obtain (A.7).
4) Differential Equation:
∂He [Θ]α (x)
∂xi
=
D∑
j=1
θijαjHe
[Θ]
α−ej (x). (A.8)
Proof. We use mathematical induction to prove (A.8).
Basis: It is obvious that (A.8) holds for α = 0, since He
[Θ]
0 (x) = 1.
Inductive step: Assume (A.8) holds for all |α| ≤ n, n ∈ N. (A.7) indicates for
all 0 < |α| ≤ n + 1,
He [Θ]α = XjHe
[Θ]
α−ej −
D∑
d=1
θjd(αd − δjd)He [Θ]α−ej−ed,
where j ∈ {1, · · · , D} satisfying αj > 0. For any |α| = n + 1, there exists a
j ∈ {1, · · · , D} such that αj > 0. Then
∂He [Θ]α
∂xi
=
∂XjHe
[Θ]
α−ej
∂xi
−
D∑
d=1
θjd(αd − δjd)
∂He
[Θ]
α−ej−ed
∂xi
.
Since
∂XjHe
[Θ]
α−ej
∂xi
= θijHe
[Θ]
α−ej +Xj
D∑
d=1
θid(αd − δjd)He [Θ]α−ej−ed
= θijHe
[Θ]
α−ej +
D∑
d=1
θid(αd − δjd)
(
He
[Θ]
α−ed +
D∑
k=1
θjk(αk − δjd − δkd)He [Θ]α−ej−ek−ed
)
=
D∑
d=1
θidαdHe
[Θ]
α−ed +
D∑
d=1
θjd(αd − δjd)
∂He
[Θ]
α−ej−ed
∂xi
.
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Hence (A.8) holds for all |α| = n + 1.
This finishes the proof.
5) Recurrence relation again: Combing (A.7) and (A.8), we obtain for i =
1, · · · , D,
He
[Θ]
α+ei(x) = XiHe
[Θ]
α (x)−
D∑
j=1
θijαjHe
[Θ]
α−ej(x). (A.9)
Furthermore, we have, for d = 1, · · · , D,
xdHe
[Θ]
α (x) =
D∑
j=1
θdjHe
[Θ]
α+ej (x) + αdHe
[Θ]
α−ed(x). (A.10)
Proof. (A.9) is obviously holds. Since xd =
∑D
i=1 θidXi and
∑D
i=1 θdiθij = δdj ,
multiplying (A.9) by θid and summing it by i yield (A.10).
6) Quasi orthogonal relation:∫
RD
He [Θ]α (x)He
[Θ]
β (x)w
[Θ] dx = Cα,βδ|α|,|β|, (A.11)
where Cα,β is constant dependent on α, β, and Θ.
Proof. It is obvious (A.11) holds for α = β = 0 with C0,0 = 1. Without loss
of generality, we assume 0 < |α| ≥ |β| and α1 > 0. Since
∂w[Θ]He [Θ]α
∂xi
= (−1)|α| ∂
α+ei
∂xα+ei
w[Θ] = −w[Θ]He [Θ]α+ei (A.12)
holds for i = 1, · · · , D, using the integration of parts on ∫
RD
He [Θ]α (x)He
[Θ]
β (x)w
[Θ] dx
yields∫
RD
He [Θ]α He
[Θ]
β w
[Θ] dx = −
∫
RD−1
dx2 · · · dxD
∫
R
He
[Θ]
β d
(
w[Θ]He
[Θ]
α−e1
)
=
∫
RD
w[Θ]He
[Θ]
α−e1
D∑
j=1
θ1jβjHe
[Θ]
β−ej
dx
=
D∑
j=1
θ1jβj
∫
RD
He
[Θ]
α−e1He
[Θ]
β−ej
w[Θ] dx, (A.13)
It’s used that
∫
RD−1
w[Θ]He
[Θ]
α−e1He
[Θ]
β dx2 · · · dxD|∞−∞ = 0 holding for all α, β ∈
ND.
If |α| > |β|, repeating (A.13) till some entry of the subscript of He [Θ] negative,
we can obtain
∫
RD He
[Θ]
α (x)He
[Θ]
β (x)w
[Θ] dx = 0.
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7) Integral relation: for α, β ∈ ND and |α| = |β|,∫
RD
w[Θ]He [Θ]α (x− a)xβ dx = α!δα,β, (A.14)
where xβ =
∏D
d=1 x
βd
d , δα,β =
∏D
d=1 δαd,βd, and a is a constant vector.
Proof. It is obvious that (A.14) holds for α = 0. Without loss of generality, we
assume |α| > 0. For convenience, let Cα,β =
∫
RD
w[Θ]He [Θ]α (x−a)xβ dx. Since
|β| > 0, there exists an i ∈ {1, · · · , D} such that βi > 0. Using the recurrence
relation (A.10), we can obtain
Cα,β =
∫
RD
w[Θ]He [Θ]α (x− a)xβ−ei(xi − ai + ai) dx
= aiCα,β−ei +
D∑
d=1
θijCα+ej ,β−ei + αiCα−ei,β−ei.
The quasi-orthogonal (A.11) of Hermite polynomials indicates that
Cα,β = 0, if |β| < |α|.
Thus we have
Cα,β = αiCα−ei,β−ei.
Since C0,0 = 1, using the mathematical induction on α, one can prove (A.14)
is valid.
A.3 Properties of generalized Hermite functions
1) Recursion relation: for i = 1, · · · , D,
H[Θ]α+ei(x) = XiH[Θ]α (x)−
D∑
j=1
θijαjH[Θ]α−ej (x), (A.15)
xdH[Θ]α (x) =
D∑
j=1
θjdH[Θ]α+ej (x) + αdH[Θ]α−ed(x). (A.16)
These two equations can be derived directly from (A.9) and (A.10), respec-
tively.
2) Quasi-orthogonality relation:∫
RD
H[Θ]α (x)H[Θ]β (x)
1
w[Θ]
dx = Cα,βδ|α|,|β|, (A.17)
where Cα,β is same as that in (A.11). And the equation can be obtained from
(A.11) directly.
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3) Differential relations:
∂H[Θ]α (x)
∂xi
= −H[Θ]α+ei(x), (A.18)
dH[Θ(τ)]α (x(τ))
dτ
= −
D∑
i=1
H[Θ(τ)]α+ei (x(τ))
dxi(τ)
dτ
+
1
2
D∑
i,j=1
H[Θ(τ)]α+ei+ej (x(τ))
dθij(τ)
dτ
,
(A.19)
Proof. The first relation is what (A.12) tells. For the second one, we first list
some useful results in matrix calculus as following (see [22] for details). For
a symmetrical positive definite matrix Θ(τ) = (θij(τ)) ∈ RD×D, and Θ−1 =
(θij) = (θ(1), · · · , θ(D)),
dxTΘ−1x
dτ
= 2xTΘ−1
dx
dτ
+ xT
dΘ−1
dτ
x, (A.20a)
dΘ−1(τ)
dτ
= −Θ−1 dΘ(τ)
dτ
Θ−1 = −
D∑
i,j=1
θ(i)(θ(j))T
dθij
dτ
, (A.20b)
d ln(|Θ|)
dτ
= trace
(
Θ−1
dΘ
dτ
)
=
D∑
i,j=1
θij
dθij
dτ
. (A.20c)
Then we have the relation:
dw[Θ(τ)](x(τ))
dτ
= w[Θ]
(
−1
2
d ln(|Θ|)
dτ
−Θ−1x dx
dτ
− 1
2
xT
dΘ−1
dτ
x
)
= w[Θ]
D∑
i,j=1
(
−1
2
θij
dθij
dτ
− θijxj dxi
dτ
+
1
2
xT θ(i)(θ(j))Tx
dθij
dτ
)
= −w[Θ]
D∑
i
He [Θ]ei (x)
dxi
dτ
+ w[Θ]
D∑
i,j=1
1
2
He
[Θ]
ei+ej(x)
dθij
dτ
.
Here (A.6b), (A.6c) and (A.20) are used. Since the definition of H[Θ] (A.3)
indicates
(−1)|α| ∂
α
∂xα
(
H[Θ]β
)
= H[Θ]α+β,
we have
dH[Θ]
dτ
= (−1)α ∂
α
∂xα
dw[Θ]
dτ
= −(−1)|α|
D∑
i=1
dxi
dτ
∂α
∂xα
H[Θ]ei + (−1)|α|
1
2
D∑
i,j=1
dθij
dτ
∂α
∂xα
H[Θ]ei+ej
= −
D∑
i=1
H[Θ]α+ei
dxi
dτ
+
1
2
D∑
i,j=1
Hα+ei+ej
dθij
dτ
.
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4) Rotation relation: letG = (gij)D×D be a rotation matrix, -i.e. G is orthogonal
and its determinant is 1, then there exists a group of constants depending on
G such that
H[Θ]α (x) =
∑
|β|=|α|
QβαH[GΘG
T ]
β (Gx), (A.21)
and if we collect Qβα as a matrix (Q
β
α)||α|=|β|=m, then it is non-singular.
Proof. We define the linear space
Vm =
{
p(x)w[Θ]
∣∣∣∣
∫
RD
p(x)H[Θ]β dx = 0, ∀|β| 6= m, p(x) is a multivariate polynomial
}
.
With the quasi-orthogonal relation (A.17) of H[Θ]α , it is apparent that H[Θ]α (x)
with |α| = m is a basis of Vm, and the dimension of Vm is ND(meD)−ND((m−
1)eD). Hence, we just need to prove that H[GΘG
T ]
β (Gx) is also a basis of Vm.
Since
w[GΘG
T ](Gx) =
1√|2πΘ| exp
(
−1
2
(Gx)T (GΘGT )−1(Gx)
)
= w[Θ](x),
H[GΘGT ]α (Gx) can also be defined as
H[GΘGT ]α (Gx) = (−1)|α|
∂α
∂(Gx)
w[Θ](x).
This means H[GΘGT ]α (Gx) is a rotation of H[Θ]α (x), thus
{
H[GΘGT ]α (Gx)
}
|α|=m
is linearly independent.
The quasi orthogonal relation (A.17) indicates that for any multi-dimensional
polynomial p(x) with its degree less than |α|, ∫RD H[GΘGT ]α (Gx)p(x) dx = 0.
Hence, H[GΘGT ]α (Gx) is orthogonal with H[Θ]β (x), |β| < |α|. Analogously,
H[Θ]β (x), |β| > |α| is orthogonal withH[GΘG
T ]
α (Gx). So we haveH[GΘGT ]α (Gx) ∈
V|α|.
In conclusion, H[GΘGT ]α (Gx) with |α| = m is a basis of Vm, thus prove the
property.
A.4 Properties of one-dimensional case
In this subsection, we study the generalized Hermite polynomials at the case D = 1,
then the matrix Θ degenerates into a scalar θ, and Θ−1 turns to 1/θ. Particularly, if
θ = 1, the generalized Hermite polynomials He [θ]n (x) is exactly the ordinary Hermite
polynomials Hen(x). The ordinary Hermite polynomials can be defined as
Hen(x) = (−1)n exp(x2/2) d
dx
exp(−x2/2), (A.22)
and has the properties (see [1] for details)
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1) Parity: Hen(−x) = (−1)nHen(x);
2) Recursion relation: Hen+1(x) = xHen(x)− nHen−1(x), n ∈ N+;
3) Orthogonality relation:
∫
R
Hen(x)Hem(x) exp(−x2/2) dx =
√
2πm!δmn;
4) Differential relation: Hen(x)
′ = nHen−1(x).
Since the generalized Hermite polynomials in one-dimensional case is defined as
He [θ]n (x) = (−1)n exp(x2/2θ)
d
dx
exp(−x2/2θ), (A.23)
hence, we can obtain
He [Θ](x) = θ−n/2Hen(x/
√
θ). (A.24)
Therefore, He [θ]n (x) satisfies the following properties:
1) Parity: He [θ]n (−x) = (−1)nHe [θ]n (x);
2) Recurrence relation: He
[θ]
n+1(x) =
x
θ
He [θ]n (x)− nθHe [θ]n−1(x), n ∈ N+;
3) Orthogonal relation:
∫
R
He [θ]n (x)He
[θ]
m (x) exp(−x2/2) dx =
√
2π
m!
θm
δmn;
4) Differential relation: Hen(x)
′ = n
θ
Hen−1(x).
Next we discuss the zeros of Hen(x). The following properties can be found in
many handbooks such as [9].
Property 5. 1) 0 is a zero of Hen(x) if n is an odd number;
2) There are n different real zeros of Hen(x);
3) There is a zero of Hen+1(x) between any two zeros of Hen(x);
4) There is no same zeros of Hen(x) and Hen+1(x).
Furthermore, we conjecture that there is no same non-zero zeros of Hen(x) and
Hem(x) for all m,n ∈ N and m 6= n. However, to our knowledge, no proof for it has
been given. We propose it as a conjecture.
Conjecture A.1. For any m,n ∈ N and m 6= n, there is no common non-zero
zeros of Hen(x) and Hem(x), -i.e. ∄x ∈ R\{0}, such that Hen(x) = Hem(x) = 0.
We have verified this conjecture by computer algebra system for m,n ≤ 1000.
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B Proof of Lemma 4.5
Proof of Lemma 4.5. Choose R ∈ RM , such that
R1 = 1, R2 = ρλ, Rk = ρHe
[θ11]
k−1 (λ)/(k−1)!−f(k−1)e1−λf(k−2)e1 , k = 2, . . . ,M,
where λ is an eigenvalue of
˜ˆ
A1, then we verify that
˜ˆ
A1R = λR, which is equivalent
to
˜ˆ
A1(i, ·)R = λRi, for i = 1, . . . ,M. (B.1)
It is easy to check (B.1) holding for i = 1, 2, 3. For i = 4, . . . ,M − 1, since the
regularization changes only the entries of the last row of
˜ˆ
A1, thus (3.13) gives us the
entries of
˜ˆ
A1 as
˜ˆ
A1(i, 1 : 3) = (ifie1 ,
(
(i− 1)f(i−1)e1 + θ11f(i−3)e1
)
/ρ,−2f(i−2)e1/ρ),
˜ˆ
A1(i, i− 1 : i+ 1) = (θ11, 0, i).
Note that any entries of
˜ˆ
A1(i, ·), if is not given above, is zero. And some entries,
which is double defined above, is the sum of the both expressions. Thus
˜ˆ
A1(i, ·)R = ifie1 · 1 +
(
(i− 1)f(i−1)e1 + θ11f(i−3)e1
)
/ρ · ρλ
− 2f(i−2)e1/ρ · ρHe [θ11]2 (λ)/2! + θ11 ·
(
ρHe
[θ11]
i−2 (λ)/(i− 2)!− f(i−2)e1 − λf(i−3)e1
)
+ i ·
(
ρHe
[θ11]
i (λ)/i!− fie1 − λf(i−1)e1
)
= ρθ11
He
[θ11]
i−2 (λ)
(i− 2)! + ρ
iHe
[θ11]
i (λ)
i!
− λf(i−1)e1 − λ2f(i−2)e1
= λ
(
ρHe
[θ11]
i−1 (λ)/(i− 1)!− f(i−1)e1 − λf(i−2)e1
)
= λRi.
Note that He
[θ11]
n+1(λ)+nHe
[θ11]
n−1(λ) = λHe
[θ11]
n (λ) is used in the calculation above. For
the case i = M , the regularization (4.4) and (3.13) gives us that
˜ˆ
A1(M, 1 : 3) = (0,
(−f(i−1)e1 + θ11f(i−3)e1) /ρ,−2f(i−2)e1/ρ),
˜ˆ
A1(M,M − 1 : M) = (θ11, 0).
Similarly, any entries of
˜ˆ
A1(i, ·), if is not given above, is taken as zero. And some
entries, which is given twice above (whenM ≤ 4), is the sum of the both expressions.
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Thus
˜ˆ
A1(i, ·)R =
(−f(i−1)e1 + θ11f(i−3)e1) /ρ · ρλ
− 2f(i−2)e1/ρ · ρHe [θ11]2 (λ)/2! + θ11 ·
(
ρHe
[θ11]
i−2 (λ)/(i− 2)!− f(i−2)e1 − λf(i−3)e1
)
= ρθ11
He
[θ11]
i−2 (λ)
(i− 2)! − λf(i−1)e1 − λ
2f(i−2)e1
= λ
(
ρHe
[θ11]
i−1 (λ)/(i− 1)!− f(i−1)e1 − λf(i−2)e1
)
− ρHe [θ11]M (λ)/M !
= λRi − ρHe [θ11]M (λ)/M !.
Hence, if λ satisfies He
[θ11]
M (λ) = 0, then (λ,R) is a pair of eigenvalue/eigenvector of
˜ˆ
A1.
It is clear that any root of He
[θ11]
M (λ) is an eigenvalue of
˜ˆ
A1. Since He
[θ11]
M (λ) is a
monic polynomial, the characteristic polynomial of
˜ˆ
A1 is He
[θ11]
M (λ). This proves the
lemma.
C Proof of Lemma 4.10
Before we begin the proof of Lemma 4.10, we list some results on linear algebra
without proof.
Lemma C.1. For a k × k block lower triangular matrix A ∈ RN with the size of
diagonal block ni × ni, n1 + · · ·+ nk = N , ri is an eigenvector of the i-th diagonal
block for the eigenvalue λ. If λ is a simple eigenvalue of A, then there exists a
proper prolongation of ri.
Lemma C.2. A is defined the same as that in Lemma C.1, and denote Aij the i-th
row, j-th column block of A. Each diagonal block of A is diagonalizable with real
eigenvalues. ri is an eigenvector of Aii for the eigenvalue λ. λ is an eigenvalue of
Ajj, j 6= i, and is not an eigenvalue of any other diagonal block of A. If there exists
a proper prolongation to the matrix(
Aii 0
Aij Ajj
)
, if i < j, or
(
Ajj 0
Aji Aii
)
, if i > j,
then there exists a proper prolongation of ri to the matrix A.
Proof of the Lemma 4.10. The case D = 1 has been proved in [5], here we just
consider the case D ≥ 2. Define Rα = (Rα,β)T , where the order of Rα,β in Rα is
the lexicographic order of (α2, · · · , αD, α1), same as that in w′. Similarly, define
rα = (rα,1, · · · , rα,M+1−|αˆ|)T . If Rα is an prolongation of rα, then
Rα,β = rα,β1+1 with βˆ = αˆ. (C.1)
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If Rα is an eigenvector of A˜
′
M for the eigenvalue λ, then (4.5) indicates Rα,β satis-
fying: for |β| ≤ M ,
ρRα,e1 = λRα,0, (C.2a)
1
ρ
(1 + δ1i)Rα,e1+ei = λRα,ei, (C.2b)
pijRα,e1 + p1iRα,ej + p1jRα,ei + (ei + ej + e1)!Rα,ei+ej+e1 = λ(1 + δij)Rα,ei+ej ,
(C.2c)
D∑
k=1
θ1kRα,β−ek + (1− δ|β|,M)(β1 + 1)Rα,β+e1
+
D∑
i,j=1
C˜ij(β)
2ρ
(
(1 + δij)Rα,ei+ej − θijRα,0
)
+
D∑
i=1
(1− δ|β|,M)(β1 + 1)fβ−ei+e1Rα,ei
−
D∑
i=1
fβ−ei
ρ
(1 + δ1i)Rα,e1+ei −
D∑
i,j=1
(ei + ej + e1)!
2
fβ−ei−ej
ρ
Rα,ei+ej+e1 = λRα,β , |β| ≥ 3,
(C.2d)
where C˜ij(β) is defined in (4.6). We need to verify Rα,β satisfying (C.1) and (C.2)
only, which are checked case by case below.
1) λ 6= 0; D = 2, or D ≥ 3, and λ satisfying He [θ11]M+1(λ) = 0. If D = 2, the
characteristic polynomial of A˜
′
M is
∏M+1
m=1 He
[θ11]
m (λ). Conjecture 1.1 indicates
that each nonzero eigenvalue of A˜
′
M is a simple eigenvalue. If D ≥ 3, and
λ satisfying λ 6= 0 and He [θ11]M+1(λ) = 0, λ is a simple eigenvalue of A˜
′
M . By
Lemma C.1, there exists a proper prolongation of each eigenvector of A˜
′
M
associated to these eigenvalues.
2) λ 6= 0, D ≥ 3 and λ satisfying He [θ11]M+1(λ) 6= 0. This case is corresponding to
|αˆ| ≥ 1. Let λ be the α1-th eigenvalue ˜ˆAαˆ, then the corresponding eigenvector
is rα.
Conjecture 1.1 indicates that λ is an eigenvalue of
˜ˆ
Aβˆ , |βˆ| = |αˆ|, and is not for
any
˜ˆ
Aβˆ, |βˆ| 6= |αˆ|. Here we first prolongate the eigenvector rα to the diagonal
block of A˜
′
M , containing all
˜ˆ
Aβˆ , |βˆ| = |αˆ| (for convenience, denote the diagonal
block by B), then use Lemma C.2 to obtain a proper prolongation of rα.
Actually, observing (4.5), we find that the equation, including the term
Dwα
Dt
,
does not depend on wβ, |β| = |α|, which implies that B is a block diagonal
matrix, and particularly, each diagonal block is
˜ˆ
Aαˆ. Hence, let Rα,β = rα,β1+1
with βˆ = αˆ, and Rα,β = 0 with βˆ 6= αˆ and |βˆ| = |αˆ|, then (Rα,β)||βˆ|=|αˆ| is
a prolongation of rα to the matrix B. Obviously, (Rα,β)||βˆ|=|αˆ| is a proper
prolongation of rα to the matrix B. With Lemma C.2, the conclusion is
validated.
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3) λ = 0. Since Hermite polynomial Hen(x) is odd function if n is odd, λ = 0 is
multi-eigenvalue of A˜
′
M . We have to check it in cases:
(a) Case |αˆ| = 0. If λ = 0 is an eigenvalue of ˜ˆA0, then M is even. Let
Rα,0 = ρ, Rα,β = 0, |β| = 1,
Rα,β = − 1
β1
D∑
k=1
θ1k (Rα,β−e1−ek −G(β − e1 − ek)) +G(β), |β| > 1,
(C.3)
where G(β) =
∑D
i,j=1 θijfβ−ei−ej , and (·)β is taken as zero if any entry of
β is negative. Particularly, Rα,β = 0, if |β| = 1, 2, 3, and
Rα,β = G(β), if |β| is odd. (C.4)
Let β = me1, m = 0, · · · ,M , it can be derived that
Rα,0 = ρ, Rα,e1 = Rα,2e1 = 0,
Rα,me1 − f(m−2)e1θ11 = −
1
m
θ11(Rα,(m−2)e1 − f(m−4)e1θ11).
Using the recurrence relation of He [θ11](λ) with λ = 0, we find that
Rα,me1 = rα,m+1, where rα,m+1 is same as that defined in (3.10) with
λ = 0.
Then we verify that Rα,β satisfies (C.2). Notice Rα,β = 0, |β| = 1, 2, 3,
thus (C.2a), (C.2b) and (C.2c) holds, and (C.2d) degenerates into, for
3 ≤ |β| ≤M ,
D∑
k=1
θ1kRα,β−ek + (1− δ|β|,M)(β1 + 1)Rα,β+e1 −
D∑
i,j=1
C˜ij(β)
2ρ
θijRα,0 = 0.
For |β| < M , since Rα,β−ek = 0 holds for |β| = 3, k = 1, · · · , D, the
equation above is exactly what (C.3) tells. For |β| = M , since M is even,
|β − ek|, k = 1, · · · , D, is odd, and this equation can be simply derived
using (C.4).
(b) Case |αˆ| = 1. If λ = 0 is an eigenvalue of ˜ˆA1, then M is odd. Let eˆd = αˆ
and
Rα,0 = 0, Rα,ed = 1, Rα,β = 0, |β| = 1 and β 6= ed,
Rα,β = − 1
β1
D∑
k=1
θ1k (Rα,β−e1−ek −G(β − e1 − ek)) +G(β), |β| > 1,
(C.5)
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where G(β) = fβ−ed, and (·)β is taken as zero if any entry of β is negative.
Particularly, Rα,me1 = 0, m = 0, . . . ,M , and
Rα,β = G(β), if |β| is even. (C.6)
Let β = ed +me1, m = 0, · · · ,M − 1, it is derived that
Rα,ed = 1, Rα,ed+e1 = 1, Rα,ed+2e1 = 0,
Rα,ed+me1 −G(ed +me1) = −
1
m
θ11(Rα,ed+(m−2)e1 −G(ed + (m− 2)e1)).
Using the recurrence relation of He [θ11](λ) with λ = 0, one finds that
Rα,ed+me1 = rα,m+1, where rα,m+1 is the same as that defined in Lemma
4.5 with λ = 0.
Then we verify that Rα,β satisfies (C.2). It is clear that (C.2a), (C.2b)
and (C.2c) holds. Meanwhile (C.2d) degenerates into, for 3 ≤ |β| ≤ M ,
D∑
k=1
θ1kRα,β−ek + (1− δ|β|,M)(β1 + 1)Rα,β+e1
+ (1− δ|β|,M)(β1 + 1)fβ+e1−ed −
D∑
i,j=1
(ei + ej + e1)!
2
fβ−ei−ej
2
Rα,e1+ei+ej = 0.
To verify this relation is rather tedious but not complex, and we have to
examine several cases for Re1+ei+ej . Here we give the idea briefly. First,
using (C.5) to eliminate Rα,e1+ei+ej . For |β| < M , one get this equation
is what (C.5) tells. For |β| = M , since M is odd , |β− ek|, k = 1, · · · , D,
is even, and then this equation is simply derived using (C.6).
Furthermore, the construction of Rα shows the prolongation is proper.
(c) Case |αˆ| = 2. If λ = 0 is an eigenvalue of ˜ˆA2, then M is even. Let γˆ = αˆ,
γ1 = 0, and
Rα,β = 0, |β| ≤ 2, β 6= γ, Rα,γ = 1,
Rα,β = − 1
β1
D∑
k=1
θ1k (Rα,β−e1−ek −G(β − e1 − ek)) +G(β), |β| > |γ|,
(C.7)
where G(β) =
fβ−γ
ρ
, and (·)β is taken as zero if any entry of β is negative.
Particularly, Rα,β = 0, |βˆ| < 2, and
Rα,β = G(β), if |β| is odd, (C.8)
Rα,β = 0, |β| = 3.
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Let β = γ +me1, m = 0, · · · ,M − 2, it can be derived that
Rα,γ = 1, Rα,γ+e1 = 0,
Rα,γ+me1 −G(γ +me1) = −
1
m
θ11(Rα,γ+(m−2)e1 −G(γ + (m− 2)e1)).
Using the recurrence relation of He [θ11](λ) with λ = 0, we can check that
Rα,γ+me1 = rα,m+1, where rα,m+1 is the same as that defined in Lemma
4.6 with λ = 0.
Then we verify that Rα,β satisfies (C.2). Both the left hand sides and
right hand sides of (C.2a), (C.2b) and (C.2c) are zero, so these equations
hold. (C.2d) degenerates into, for 3 ≤ |β| ≤ M ,
D∑
k=1
θ1kRα,β−ek + (1− δ|β|,M)(β1 + 1)Rα,β+e1
+
1
ρ
(
D∑
k=1
θ1kfβ−γ−ek + (1− δ|β|,M)(1 + β1)fβ+e1−γ
)
= 0.
For |β| < M , the above equation is given by (C.7). For |β| = M , since
M is even, |β − ek|, k = 1, · · · , D, is odd, and then this equation can be
simply derived using (C.8).
Furthermore, the construction of Rα shows the prolongation is proper.
(d) Case n = |αˆ| ≥ 3. If λ = 0 is an eigenvalue of ˜ˆAαˆ, then M +1−n is odd.
Let γˆ = αˆ, γ1 = 0, and
Rα,β = 0, |β| ≤ n, β 6= γ, Rα,γ = 1,
Rα,β = − 1
β1
D∑
k=1
θ1kRα,β−e1−ek , |β| > |γ|, (C.9)
where (·)β is taken as zero if any entry of β is negative. Particularly,
Rα,β = 0, |βˆ| < n, and
Rα,β = 0, if M + 1− |β| is even. (C.10)
Let β = γ +me1, m = 0, · · · ,M + 1− n, it can be derived that
Rα,γ = 1, Rα,γ+e1 = 0, Rα,γ+me1 = −
1
m
θ11Rα,γ+(m−2)e1 .
Using the recurrence relation of He [θ11](λ) with λ = 0, we can check that
Rα,γ+me1 = rα,m+1, where rα,m+1 is same as that defined in Lemma 4.7
with λ = 0.
Next we verify that Rα,β satisfies (C.2). Both the left hand sides and
right hand sides of (C.2a), (C.2b) and (C.2c) are zero, so these equations
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hold. (C.2d) degenerates into, for 3 ≤ |β| ≤ M ,
D∑
k=1
θ1kRα,β−ek + (1− δ|β|,M)(β1 + 1)Rα,β+e1 = 0.
For |β| < n, both the left hand side and the right hand side are zero, so
the equation holds. For n ≤ |β| < M , this equation is exactly what (C.7)
tells. For |β| =M , since M+1−n is even, M+1−|β−ek|, k = 1, · · · , D
is odd, then the above equation can be simply derived using (C.10).
Furthermore, the construction of Rα shows the prolongation is proper.
All the cases discussion above tells us that each eigenvector of a diagonal block
for the eigenvalue λ = 0 can be prolongate to an eigenvector of A˜
′
M , and the
prolongation is proper.
Collecting all the case above, we conclude that each eigenvector of each diagonal
block of A˜
′
M can be prolongate to an eigenvector of A˜
′
M , which proves the Lemma.
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