Abstract. The authors present an O(inn log m) algorithm for solving feasibility in linear programs with up to two variables per inequality which is derived directly from the Fourier-Motzkin elimination method. (The number of variables and inequalities are denoted by n and m, respectively.) The running time of the algorithm dominates that of the best known algorithm for the problem, and is far simpler. Integer programming on monotone inequalities, i.e., inequalities where the coefficients are of opposite sign, is then considered. This problem includes as a special case the simultaneous approximation of a rational vector with specified accuracy, which is known to be NP-complete. However, it is shown that both a feasible solution and an optimal solution with respect to an arbitrary objective function can be computed in pseudo-polynomial time.
(Introduced by Fourier (1827), and discovered later by Dines 1918 Dines -1919 and Motzkin (1936) ; see [17] for details.) In general, this algorithm does not run in polynomial time because it may generate an exponential number of inequalities in the process of eliminating variables. However, we show how to implement this algorithm efficiently for linear programs where each inequality may contain at most two variables. First, at each elimination step, the number of inequalities on every edge adjacent to the variable currently to be eliminated is reduced to two. This serves to control the exponential growth of the number of inequalities. In addition, we maintain the inequalities corresponding to two variables as upper and lower envelopes, where the envelopes (which are piecewise linear functions) are characterized by their breakpoints. This representation allows us to dispose of redundant inequalities in each elimination step quickly by examining all breakpoints associated with the variable currently to be eliminated.
The analogue of the Fourier-Motzkin procedure in computational logic is resolution. Using resolution, one obtains a satisfying assignment to a set of clauses (in, say, propositional logic) by eliminating the variables one by one. It is known that resolution can be efficiently implemented for the case of 2-SAT clauses, i.e., the satisfiability problem, where each clause may contain at most two literals. This follows since every elimination step generates 2-SAT clauses, and the total number of 2-SAT clauses is always bounded by a polynomial. Our algorithm may be viewed as an efficient implementation of resolution for the case of linear constraints with two variables per inequality.
A linear program with two variables per inequality is called monotone if each inequality is of the form Ctxi bxj < c, where both a and b are positive. We will consider integer programming problems on monotone inequalities. We note that the aforementioned reduction from the non-monotone case to the monotone case does not preserve integrality. Lagarias 11 has shown that the problem of deciding whether a given rational vector c has a simultaneous approximation of specified accuracy with respect to the maximum norm, with denominator Q in a given interval _< Q _< N, is NP-complete. The problem of deciding the feasibility of a monotone system in integers is a generalized form of this question and hence NP-complete as well (it is obviously in NP).
The set of feasible solutions of a monotone system can be shown to form a distributive lattice where the join and meet operations are defined to be maximum component-wise and minimum component-wise, respectively. This has been observed before by Veinott [20] . We present an algorithm that computes the solution vectors corresponding to the top and bottom of the lattice. The lattice structure is crucial for the algorithm, and the manner in which the search for a feasible solution is conducted guarantees that if one exists, then we are going to find the solution which is at the top (or bottom). The running time of this algorithm is a polynomial which depends on the sum of the number of integer valued points in each one-dimensional projection of the feasible polytope in the fractional case. Hence, this algorithm is pseudo-polynomial in the case when the variables in the integer program are bounded. Also, in this case the problem is weakly NP-complete.
It is interesting to note that the strongly polynomial feasibility algorithm for linear inequalities with two variables per inequality does not extend to a strongly polynomial optimization algorithm over such inequalities. (It is only known that when the objective function consists of d variables, then there is a strongly polynomial algorithm when d is fixed, i.e., it is exponential in d.)
In contrast, for the integer case, we present a pseudo-polynomial algorithm for the optimization problem over a monotone system with an arbitrarily long objective function (that is, with up to n variables in the objective). We note that the optimization problem over a non-monotone system is NP-complete in the strong sense, since the vertex cover problem is a special case of it. The algorithm hinges on the following two observations:
The elements of a distributive lattice can be represented as closed subsets of a directed graph (of pseudo-polynomial size) which is derived from the lattice. A linear objective function defines a modular function on the lattice which in turn implies that the lattice element of optimal cost corresponds to the closed subset of optimal cost (when costs are properly defined). The complexity of computing the closed subset of optimal cost is bounded by a polynomial in the size of the graph, i.e., it can be computed in pseudo-polynomial time. Even though the directed graph that represents the lattice is of pseudo-polynomial size, it has a succinct description, i.e., it can be encoded in polynomial space. This [15] proved that when implementing the Fourier-Motzkin method in this case, the total number of inequalities is bounded by m. n lg n. Fig. (a) ). The following procedure of Aspvall and Shiloach plays a crucial role in our algorithm.
This procedure was used by [14] and [4] 
The main idea underlying Procedure 2.1 is propagating the implications of the equality xi ,k in a manner very similar to the Bellman-Ford algorithm for computing all shortest paths from a single source. We remark that even if the linear program in hand is infeasible, the procedure may still provide one of the above three answers. In this case, infeasibility will be detected by our algorithm at a later stage. (Note for example the case in which the linear system consists of two independent subsystems, one feasible and one infeasible. ) We are now ready to provide a high-level view of the algorithm. The main idea is that the number of inequalities in which xi (the variable to be eliminated) participates can be significantly reduced using Procedure 2.1. It should be mentioned that a similar idea was used by Megiddo [14] to obtain upper and lower bounds on the feasible values of variables. The following is performed at step of the Fourier-Motzkin algorithm. Let G denote the graph corresponding to the linear program Ei.
1. Let the neighbors of X in the graph Gi be xi, Xid.
Let Bj (1 < j < d) denote the set of breakpoints of the edge (xi, xij) projected on the xi coordinate (see Fig. (b) ). 4 . In step 3a, variable xi is assigned the value bl and "contracted" with vertex x0 in graph G i. In step 3b, the number of inequalities on each edge adjacent to xi is reduced to at most two (see Fig. 2 ). Now, the generic Fourier-Motzkin elimination step is applied to variable xi.
Let us further elaborate on how the algorithm is implemented and analyze its complexity. The following invariant is maintained throughout the algorithm; we defer its proof to the end of the discussion. It is obviously true initially.
INVARIANT 2.1. The nttmber of breakpoints on an edge is at most 0 (m ).
By the invariant, the cardinality of the set B is at most O(mn). The binary search at step 3 is performed by successive calls to Procedure 2.1. At each call, either a breakpoint which is feasible for xi is discovered, or the number of breakpoints to be examined is reduced by half. Hence, the complexity of sorting the set B and performing the binary search is at most 0 (mn log m). We should remark that in the course of the elimination process, to bound the running time of Procedure 2.1 by O(mn), we run it on the original graph G and not on the current graph Gi. However, G is updated as follows. For each eliminated variable (say x) that was assigned a value (say a) at step 3a, two inequalities are added to graph G" x < a and x > a. If x is already connected to x0, then the respective bounds are updated according to the most restrictive bound, or an inconsistency is detected and the algorithm terminates with a discovery that the system is infeasible.
In step 3a, the linear program Ei+l is obtained from Ei by assigning the value bt to the variable xi. Otherwise, in step 3b, the generic Fourier-Motzkin elimination step is applied. Notice that the number of inequalities on each edge adjacent to xi is reduced to at most two (see Fig. 2 ). (We assume that the intersections of the upper and lower envelopes (up to two) are also counted among the original breakpoints.) In addition, two more inequalities, bt < xi and X <_ bt+, are added to the linear program Ei.
Let xi, and Xiq be any two variables that are adjacent to xi. The edge (xi, xiq) and the edge (xi, xi,) may each contain at most two inequalities" hence, at step 4, the Fourier-Motzkin elimination step adds up to four new inequalities between the variables xi and xi. These four inequalities are added to the set of inequalities that already exist between them. The running time of adding a new inequality to an already existing envelope is O (log m) time. This follows since the existing set of inequalities includes at most O (m) inequalities (Invariant 2.1), which is represented as an (upper and lower) envelope, i.e., as a sorted sequence of breakpoints. Adding a new inequality amounts to identifying where to insert the newly created breakpoint in the existing sequence, which can be done using a binary search. We note that it may be the case that, as a result of adding a new breakpoint, many other breakpoints can disappear. Since there are at most () pairs of neighbors, the complexity of this step is at most O (n 2 log m). To prove Invariant 2.1, notice that for each variable that is eliminated, the number of breakpoints added to an edge is a constant, and hence the invariant is maintained. In fact, the number of breakpoints on an edge will never exceed m -!-4n throughout the execution of the algorithm.
At the end of the elimination step, we are left with two variables, x0 and x,,. We now backtrack and assign values to the inequalities as follows. Choose any feasible value in the feasible range for xn. Now choose a feasible value for xn_ 1, that satisfies the inequalities w.r.t. Step 3b of the algorithm: for example, bt 2 [20] . A distributive Fig. 3 for an example.) THEOREM 3.1 [20] . The Notice that the lattice property holds in both the fractional and the integer case, and in fact the set of integer feasible solutions is a sublattice of the lattice of feasible solutions. From now on/2 will denote the lattice in the integer case and we restrict the discussion to this lattice. It is easy to see that the lattice properties imply that a lattice has a unique minimum and maximum, denoted by B (bottom) and T (top), respectively.
The problem of checking whether an integer monotone system has a feasible solution was shown to be NP-complete by Lagarias [11 ] . This We show that the optimal solution can be computed in pseudo-polynomial time where the polynomial depends on 'i=n (xaax. xnin). Recall that the optimization problem over a nonmonotone system is NP-complete in the strong sense since vertex cover is a special case of it. It is straightforward to verify that any linear objective function defined on an integer monotone system is modular. DEFINITION 3.4. For a directed graph G, a subset S is said to be closed iffor every s S, all its predecessors, i.e., all vertices s' for which there exists a directedpath from s' to s, belong to the subset S.
We first review our scheme for minimizing with respect to an objective function. The following theorem in lattice theory (see [6, p. 72 The proof of this theorem is constructive and it implies an algorithm for constructing the partial order. In general, there may be more than one partial order that has the above property; we denote by I (Z2) the partial order obtained by following the proof of Theorem 3.5 and call it the generic partial order.
Suppose now that a modular function f is defined on the lattice/2. It can be shown that in this case, the elements of the partial order can be assigned costs in such a way that the lattice element of optimal cost would correspond to the closed subset of I (/) of optimal cost. Computing a closed subset of optimal cost in a partial order is a well-known problem and its complexity is bounded by a polynomial in the size of I () [16] . (The size of I (/) is pseudo-polynomial in the case of our lattice.)
The disadvantage of computing with the generic partial order I () is that its structure is rather complicated, and it seems that it cannot be described compactly, i.e., in polynomial space (as opposed to pseudo-polynomial space). Instead, we present a directed graph, denoted by G (/2), that also has the property that a one-to-one correspondence exists between its closed subsets and the elements of/2. The advantage of this graph is that it can be encoded in polynomial space via an algorithm which has a short (polynomial) description.
The rest of the section is organized as follows. In 3.2.1 we define the directed graph G() and prove that it has the desired properties. In 3.2.2 we show how to compute a closed subset of minimum cost in G (/). For the sake of completeness, we discuss in 3.2.3 how to obtain the graph G(Z3) from the generic partial order I ().
It should be noted that similar methods were used by Gusfield and Irving [7] to compute efficiently an egalitarian solution for the Stable Marriage problem. See also [9] , [19] for an application of these methods.
3.2.1. Constructing the directed graph. In this section we define a directed graph G(/2) such that a one-to-one correspondence can be defined between its closed subsets and the elements of/2. (See Fig. 4 4 . The directed graph G(E) corresponding to the set of inequalities of Fig. 3 . For example, the arc connecting the "0" value in the x-chain to the "2" value in the y-chain is implied by th.e inequality y x < 2. [16] for finding a closed subset of minimum cost in a directed graph.
The cost of every vertex in G(Z;) is determined as follows. Let the smallest value in Vi be bi. The cost of the vertex corresponding to bi is wi bi, and the cost of the other vertices in Vi is wi. It is not hard to see that finding the optimal solution with respect to an objective function is equivalent to finding the closed subset of minimum cost in G(I2), where the cost of a closed set is defined to be the sum of the costs of its members. The problem of computing the minimum cost closed set can be reduced to computing the minimum cut in the following graph (of pseudo-polynomial size), denoted by G, which is derived from G (12) . (Computing the minimum cut in G can be done by finding the maximum flow from the source to the sink.)
Connect all positive cost vertices to a source and all negative cost vertices to a sink. The capacity assigned to edges adjacent to the source or sink is equal to the absolute value of the cost of the vertices to which they are adjacent.
All other edges in G() have infinite capacity in G. By our construction, the minimum cut must either contain edges adjacent to the source or to the sink. (Other edges have infinite capacity.) The sink-set of a cut is defined to be the set of vertices that can be reached from the source only via the cut. Picard 16] proved that the sink-set defined by the minimum cut in G corresponds to a closed subset of minimum cost in G(/2). To see that, let N be the sum of the capacities of the edges adjacent to the source in G. It is not hard to see that the cost of the vertices in the sink-set of any finite cut is equal to -N plus the capacity of the cut. Hence, a minimum cut defines a closed subset of minimum cost.
Since a minimum cut can be identified in a graph G (V, E) in O(IEIIVI log IVI), e.g., [8] , and in our graph IVI o(;= IV/I) and IEI < O(m 7=1 IV/I), we have the following theorem. However, the partial order I () has a "complicated" structure which we now show how to simplify and make more regular. (This generalizes the construction in [10] .)
The elements L and L2 are called consecutive elements in the lattice E if L2 covers L1, i.e., there is no element M such that L < M < L2. Suppose elements L and L2 are consecutive and L1 < L2. The minimal difference between L and L2 is defined to be the "set of changes" between L and L2. More formally, by a single change we mean the difference between the value of a variable in L and L2. We denote by 7) the set of all minimal differences in 7 9 A maximal chain in a lattice is a chain of consecutive elements that starts at B and ends at T. An interesting property of distributive lattices is that each maximal chain contains all the minimal differences. The minimal differences appear on each maximal chain in some order and each minimal difference appears exactly once.
We can now define the partial order (T (), __%). Let arc from the vertex corresponding to "1" to the vertex corresponding to "5", and an arc from the vertex corresponding to "5" to the vertex corresponding to "6."
The difficulty in constructing the partial order T () is that we need to generate the elements of the sets V one by one, since they are not necessarily sets of consecutive integers. This can be done in pseudo-polynomial time; however, T (/2) does not have a succinct description which motivates the construction of G(E). 4 . Identifying fat polytopes. This section presents an application of the Fourier-Motzkin algorithm for identifying fat polytopes.
Even though it is NP-hard to decide whether a set of inequalities has an integer feasible solution, one can use a fast preprocessing stage to compute an integer feasible solution in certain cases. This preprocessing stage runs in strongly polynomial time for the case of linear programs with two variables per inequality. It checks whether the polytope isfat, i.e., whether it contains a sphere circumscribing a unit hypercube. Since a unit hypercube must contain at least one integer lattice point, an integer feasible point is found by rounding the coordinates of the center of the sphere to the nearest integer. This procedure is a heuristic for finding a feasible integer point, since there may exist a feasible integer point in the polytope, yet the polytope does not contain a large enough sphere. Lenstra [12] uses a similar procedure that works in polynomial time and may identify a feasible integer point; however, in his procedure the running time depends on the ellipsoid method and is therefore not strongly polynomial.
The idea of the procedure is to shift all constraints by a distance of r. Any feasible point in the resulting set of inequalities is at a distance of r from all the faces of the polytope, and hence a sphere of radius r around any such feasible point is contained in the polytope. In order to obtain a sphere large enough to contain a unit hypercube, we need to set r c/2.
Shifting a constraint by a distance r is done as follows. Given 
