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ABSTRACT
Systematic errors in the galaxy redshift distribution 𝑛(𝑧) can propagate to systematic errors in
the derived cosmology. We characterize how the degenerate effects in tomographic bin widths
and galaxy bias impart systematic errors on cosmology inference using observational data
from the Deep Lens Survey. For this we use a combination of galaxy clustering and galaxy-
galaxy lensing. We present two end-to-end analyses from the catalogue level to parameter
estimation. We produce an initial cosmological inference using fiducial tomographic redshift
bins derived from photometric redshifts, then compare this with a result where the redshift
bins are empirically corrected using a set of spectroscopic redshifts. We find that the derived
parameter 𝑆8 ≡ 𝜎8 (Ω𝑚/.3)1/2 goes from .841+0.062−.061 to .739
+.054
−.050 upon correcting the n(z) errors
in the second method.
Key words: galaxies: distances and redshifts – gravitational lensing: weak – methods: obser-
vational
1 INTRODUCTION
The large scale structure (LSS) today is imprinted with the initial
matter power spectrum, and by extension, the initial conditions of
the universe. The statistical properties of the LSS and their time
evolution are governed by the cosmic acceleration, matter-energy
content, and gravity. Cosmology surveys leverage this sensitivity as
a means to understand the fundamental nature of dark matter and
dark energy. A prerequisite for many of these studies is knowledge
of the redshift of observed galaxies. Surveys rely increasingly on
photometric redshift estimates (photo-𝑧) to satisfy this requirement.
However, as data sets become photometrically deeper, and new
probes are introduced, photo-𝑧s have become a leading systematic
error in cosmology inference.
Two point statistics, like galaxy clustering and galaxy-galaxy
lensing, of photometrically observed galaxies have been recognized
as powerful techniques for characterizing the LSS. Galaxies are di-
vided into redshift bins, which enables measurements of time evolu-
tion of the LSS (Albrecht et al. 2006; Zhan & Tyson 2018; Huterer,
et al. 2015). This requires sufficiently accurate redshifts for every
galaxy used. Obtaining a complete spectroscopic redshift sample to
complement the photometric data is intractable. Photometric sam-
ples are dominated by many millions of faint galaxies, for which
obtaining high signal to noise spectroscopic redshifts (spec-𝑧s) is
prohibitively costly. Instead, photo-𝑧 algorithms are combined with
much smaller samples of spec-𝑧s to generate redshift estimates. The
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spectroscopic samples are often photometrically non-representative
of the galaxies forwhich photo-𝑧s aremeasured, and are re-weighted
to correct for this (Tanaka et al. 2018).
These two point statistics provide an enhanced measure of
structure if used independently. This enhancement is often modeled
as a linear factor in the amplitude of density perturbations, 𝑏, the
galaxy bias. If galaxy-galaxy lensing and galaxy clustering are used
together in a joint analysis, however, one can solve for the linear
galaxy bias and obtain an unbiased measure of structure formation.
Galaxy-galaxy lensing is the correlation of the shape of back-
ground galaxies with the position of foreground galaxies (Mandel-
baum et al. 2013). The mass from the foreground objects act as a
magnifying glass, distorting light from sources behind them into a
coherent tangential alignment. Galaxy-galaxy lensing involves one
factor of the galaxy bias, 𝑏, as the position of luminous foreground
objects are targeted.
Galaxy clustering is the correlation between the galaxy posi-
tions (Mandelbaum et al. 2013). Because of the galaxy-halo connec-
tion, and because galaxies reside in the same LSS, their positions
have non-zero correlation. Galaxy clustering involves two factors of
the galaxy bias, as it correlates the positions of two galaxies. Galaxy
clustering can be combined with galaxy-galaxy lensing in order to
constrain the galaxy bias, and produce cosmological constraints.
Galaxy clustering and galaxy-galaxy lensing primarily probe
the matter field, and are consequently most sensitive to Ω𝑚 and 𝜎8,
the matter content of the universe and the root mean square of mass
fluctuations respectively. Sensitivity to these parameters is degener-
ate; they are often combined to define 𝑆8 = 𝜎8 (Ω𝑚/.3)𝛼 to break
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the strong correlation between Ω𝑚 and 𝜎8 in these experiments,
where 𝛼 is optimally selected to break the degeneracy.
The additional probes are accompanied by additional system-
atic errors. Typically, one uses a cosmological model that treats the
galaxy bias and error in mean redshift of each tomographic bin as
nuisance parameters andmarginalizes over them (Abbott et al. 2018;
The LSSTDark Energy Science Collaboration et al. 2018; Heymans
et al. 2020). However, systematic sources of error that are degen-
erate with galaxy bias and mean redshift error which are omitted
from the model introduce degenerate solutions. Specifically, errors
in higher order moments of photo-𝑧 distributions, e. g. width, can
imitate error in the galaxy bias. In a scenario where errors in photo-𝑧
widths are unaccounted for, the imprint they leave on measured two
point statistics can erroneously be fit by an evolving galaxy bias. If
left unaccounted for, such degeneracies have the potential to bias
the cosmological parameter estimation. Non-linear galaxy bias is
another potential confounding factor.
The need for control in systematics comes into sharper fo-
cus when we consider the results of weak lensing surveys along-
side other cosmology experiments. A complete cosmological model
must be able to accurately describe the universe across epochs. It is
therefore interesting to compare constraints resulting frommeasure-
ments of the Cosmic Microwave Background (CMB) at 𝑧 ∼ 1100
to dark matter and dark energy probes from 𝑧 ∼ 1.5 and lower. 𝑆8
predictions from Planck, the highest precision CMB experiment to
date, are 2-3𝜎 above those of several weak lensing results (Planck
Collaboration et al. 2020; Heymans et al. 2020).
This 𝑆8 tension may be providing a hint of new physics beyond
the standard ΛCDM cosmological model (Amendola et al. 2018).
However, interpretation of these 2-3 𝜎 tensions as a departure from
the concordance model must be tempered by discretion. Weak lens-
ing surveys suffer from a myriad of pernicious systematic effects,
and the 𝑆8 tension may be due entirely to these. Therefore, high
precision measurements demand robust mitigation of systematic er-
rors as a necessary prerequisite if they are to address the 𝑆8 tension,
or test cosmological models more broadly. Systematic effects in
experiments are often the result of tails of sample distributuions
disagreeing with the assumed model.
Control and mitigation of systeamtics in weak lensing surveys-
on many fronts-has matured in recent decades. For example, ad-
vancements in the design of observational facilities, observation
techniques, galaxy shape measurement algorithms, point spread
function (PSF) measurement and modeling, and CCD physics have
enabled high precision cosmology results in completed Stage II
and ongoing Stage III experiments. However, treatment of photo-𝑧
errors and systematics have, in general, not matured at the same
pace. Furthermore, photo-𝑧 performance may have been acceptable
for previous and current weak lensing results, but the improving
quality of data create much more stringent requirements for photo-𝑧
performance. This is especially true for experiments designed to test
the time evolution of dark energy and alternate dark energy models
more broadly, which require systematic errors to be controlled at
the sub-per cent level (Newman et al. 2015)
In this work, we investigate the impact that realistic errors in
the galaxy redshift distribution of a tomographic bin sample, the
n(z), in a weak lensing experiment can have on cosmological infer-
ence from combining galaxy clustering and galaxy-galaxy lensing.
Stress testing n(z) errors on real data of similar quality to ongoing
and future experiments can probe failure modes and error regimes
that may not present themselves in simulations, or in an analytic
treatment.
We utilize a Rubin Observatory (Ivezić et al. 2019) Legacy
Survey of Space and Time (LSST) (Tyson 2002) precursor survey,
the Deep Lens Survey (Wittman et al. 2002) as a setting to evaluate
the degree to which n(z) and galaxy bias estimation errors influence
cosmology inference. While error effects due to placing galaxies in
incorrect tomographic bin and error on n(z) mean have been consid-
ered in elsewhere (The LSST Dark Energy Science Collaboration
et al. 2018), here we explicitly examine the extent to which errors in
n(z) in tomographics bins, which can be degenerate with galaxy bias
errors, propagate to systematic errors in the inferred cosmological
parameters.
This paper is structured as follows. In §2we formally define the
two angular two-point statistics which will be used as cosmological
probes. We will indicate explicitly the potential for n(z) errors to be
conflated with galaxy bias in doing so. In §3 we introduce the Deep
Lens Survey, a Rubin Observatory LSST precursor weak lensing
survey. In §4 we present measured two point statistics from our data
set. In §5 we outline empirical corrections to the n(z) bins, using a
validation spectroscopic redshift data set. We present the formalism
for our cosmology inference using our measured two point statistics
in §6. In §7 we lay out the results of our study, examining the
ultimate effect our adjustments to the estimated n(z) shape has on
cosmological inference, and in §8 we compare the results of our
cosmology inference with other studies. We conclude the paper in
§9 and look to future work.
2 TWO POINT PROBES
The probes used in this analysis form auto or cross correlations
of tomographic bins of the projected angular galaxy field and the
projected angular convergence field.We will adopt a notation where
we use 𝛿𝑖𝑔 to refer to the 𝑖th tomographic bin of the galaxy field,
and ^ 𝑗 where ^ refers to the 𝑗 th tomographic bin of the convergence
field. We assume the galaxy field, 𝛿𝑔, is a biased representation of
the matter field, 𝛿𝑚, and that we can parametrize this bias with a
linear correction: 𝑏𝛿𝑚 = 𝛿𝑔, where 𝑏 is the galaxy bias. The galaxy
field is sampled by observing galaxies with redshift distributions,
𝑝(𝑧) = 𝑝(𝜒) (𝑑𝜒/𝑑𝑧)where 𝜒 is the line of sight comoving distance.
We adopt the notation of using 𝑝𝑖
𝛿𝑔
(𝜒) and 𝑝𝑖^ (𝜒) to represent the
normalized redshift distribution of the 𝑖th tomographic bin of the
galaxy and convergence field, respectively. Because the non-linear
matter power spectrum, 𝑃(𝑘, 𝑧), with 𝑘 the Fourier space wave
vector and redshift 𝑧, gives rise to these fields, measuring them
constrains 𝑃(𝑘, 𝑧), and cosmological parameters by extension.
Under the flat sky Limber approximation, the Fourier space
wave vector 𝑘 −→ 𝑙+1/2
𝑓 (𝜒) and 𝑃(𝑘, 𝑧) −→ 𝑃
[
𝑙+1/2
𝑓 (𝜒) , 𝑧
]
where 𝑓 (𝜒) is
the comoving angular diameter distance.
The galaxy-galaxy lensing power spectrum is given by
𝐶
𝑖 𝑗







𝑎(𝜒) 𝑓 (𝜒) 𝑃
[
𝑙 + 1/2
𝑓 (𝜒) , 𝜒
]
d𝜒 (1)
Here, 𝜒ℎ is the line of sight comoving horizon distance, 𝑎 is the








𝑓 (𝜒′ − 𝜒)
𝑓 (𝜒′) d𝜒
′ (2)
Where 𝑝𝑖^ (𝜒) is the normalized redshift distribution of galaxies in
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the 𝑖th tomographic bin of the convergence field, 𝑐 is the speed of
light, and𝐻0 is theHubble Constant. Additionally, here 𝑝𝑖𝑔 (𝜒) is the
normalized redshift distribution of galaxies in the 𝑖th tomographic
bin of the galaxy field, and 𝑏𝑖 is the linear galaxy bias in the 𝑖th bin.
The galaxy clustering power spectrum is given by
𝐶
𝑖 𝑗












𝑓 (𝜒) , 𝜒
]
d𝜒 (3)
the linear bias 𝑏𝑖 in the galaxy-galaxy lensing power spectra is
assumed to be identical to that in the galaxy clustering spectra (e.g.
𝑟𝑖 = 𝑏𝑖×/𝑏𝑖 = 1).
We emphasize that in equations 3 and 1, the power spectra
amplitude depend on both the galaxy bias and the 𝑛(𝑧) distribution
of the galaxies being considered. The covariance in these quantities
may have a detrimental effect on the accuracy of any fit to a cos-
mology model if not captured correctly. 𝑛(𝑧) models are required as
input for cosmology inference. Although it is true the means of their
distributions are treated as a nuisance parameter and marginalized
over, this approach may not capture the impact that higher order
moments in the 𝑛(𝑧) impart on the resulting estimates.
To help motivate this argument, we consider a toy example.
Suppose the true 𝑛(𝑧) of a tomographic bin is broader than the esti-
mated 𝑛(𝑧). We proceed, calculating a model 𝑤(\) auto-correlation
using the estimated 𝑛(𝑧) as input. The model signal amplitude will
rise as galaxy positions in narrower redshift slices have stronger
correlations, as galaxies in narrower redshift slices are more likely
to reside in the same LSS and have correlated positions on the
sky. This will have a down-stream effect in model fitting; the fitted
galaxy bias will produce a smaller value than the true galaxy bias,
as the predicted model is already overestimated.
The degenerate effect the galaxy bias and errors in the shape
of the 𝑛(𝑧) create multiple, degenerate solutions to cosmology in-
ference, potentially creating important but unaddressed sources of
error. As a reminder, this is our primary concern in this work. In sec-
tion 6 we will ultimately consider the degree to which unmitigated
𝑛(𝑧) errors ultimately impact cosmology inference.
In practice, the measured data will be in real space, which will
require us to transform the power spectra. The angular two point













𝐽2 (𝑙\)𝐶𝛿𝑔^ (𝑙)𝑙 d𝑙 (5)
Where 𝑃𝑙 (𝑥) is the Legendre polynomial of order 𝑙 and 𝐽𝑛 (𝑙\)
is the 𝑛th order Bessel function of the first kind. For this analysis the
real space correlation functions are measured with estimators. The
measurement uses observed galaxies as tracers of the galaxy field
and convergence field. A full discussion of the estimators follows in
section 4.
3 DATA
The Deep Lens Survey (DLS,Wittman et al. 2002) is a weak lensing
survey designed as a precursor to the Rubin Observatory LSST sur-
vey (Tyson 2002). Broadband imaging was obtained in four broad-
band filters-𝐵𝑉𝑅𝑧′-to enable photo-𝑧 estimation and shape mea-
surement. As a result, it provides a staging ground to examine the
impact photo-𝑧 estimation has on determination of galaxy bias and
cosmology constraints.
The DLS consists of five 2 square degree fields, distributed
across the sky with wide angular separation between them. As a
weak lensing survey, the fields were chosen to avoid the Milky
Way plane and bright low-z galaxies, and are otherwise chosen
without regard to known structures. The total area of the footprint
was chosen such that deep photometric data could be achieved for
shape measurement and photometric redshift estimation. The area
was evenly split into five widely separated fields to avoid cosmic
variance. Each field (F1-F5)was subdivided into a 3x3 grid of 9 sub-
fields which were observed with a shift and stare dithering pattern.
Observations for the R band were only carried out in the best seeing
conditions (with a typical full width half max of .9 arcseconds),
accumulating 18000s in exposure time at any point in the survey.
The 𝑅 band exposure time enables a typical 5𝜎 detection limit of
𝑚𝑅 = 27 for point sources. Observations in the remaining filters
were 12000s each, and the seeing conditions in which they were
observed was prioritized in the following order: 𝑉 , 𝐵, 𝑧′. Because
priority was given to the 𝑅 band in exposure time and seeing,
detection and shape measurement are carried out on the R band
coadded images (Wittman et al. 2002).
F1 and F2 lie in the northern hemisphere, while the remaining
fields, F3, F4, and F5 lie in the southern hemisphere. Observing
was carried out with the MOSAIC I camera at Kitt Peak National
Observatory (KPNO) on the Mayall 4-m Telescope and at Cerror
Tololo Inter-American Observatory (CTIO) with the MOSAIC II
camera on the Blanco 4-m Telescope. The focal planes in both
cameras have a 4x2 array of 2k x 4k CCDs with .25 arcsecond pixel
scale, spanning a 35 square arcminute field of view.
The initial photometry estimation was carried out using
Source Extractor MAG_AUTO outputs (Bertin & Arnouts
1996). Photometric calibration was performed on magnitudes and
colours using COLORPRO (Coe et al. 2006) to correct for variations
in seeing conditions between visits. A global linear least-squares
(Übercal) approach in the style of the Sloan Digital Sky Survey
(SDSS) (Padmanabhan et al. 2008) was implemented, and subse-
quently mitigated spatial variations in photometry (Wittman et al.
2012). Galactic extinction was corrected using the Schlegel redden-
ing maps (Schlegel et al. 1998).
3.1 Shape measurement
Seeing conditions from the atmosphere, dome, telescope optics,
and detector which define the point spread function (PSF) impart
ellipticities to measured sources. To recover the true ellipticities of
galaxies, these effectsmust be removed. Removal of these signatures
in the shape catalogue used in this analysis are fully described in
Jee et al. (2013) and we briefly summarize them below.
The Stack-Fit (S-Fit) technique from Jee et al. (2007) is
used to remove PSF effects on the coadd level. For each individual
exposure, for each CCD, the PSF is modeled by fitting to high signal
to noise stars. The stars are decomposed into a linear combination of
their principle components (eigen PSF). Jee et al. (2013) show that
20 such components are sufficient to achieve an accurate model. A
3rd order polynomial is used to interpolate betweenmodeled stars to
create a spatially varying PSF on each chip for each individual visit.
To construct a PSF on the coadd, the principal components for each
individual exposure are stacked. Shape measurement is then carried
out on coadded images by fitting stacked-PSF-convolved elliptical
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Gaussians to galaxies to estimate their semi-major and minor axis
and orientation angle.
Wework in the weak lensing limit, where the ensemble average
of galaxy elipticities, 〈𝜖〉, is an unbiased estimator of the reduced
shear, g. Deviations from the true reduced shear, g𝑡𝑟𝑢𝑒 and the
observed reduced shear, g𝑜𝑏𝑠 are given by a first order correction
g𝑡𝑟𝑢𝑒 = (1 + 𝑚)g𝑜𝑏𝑠 + 𝐶. Jee & Tyson (2011) use realistic image
simulations of the DLS observing conditions to empirically deter-
mine the quantities 𝑚𝛾 = (1 + 𝑚) and 𝐶 as a function of 𝑅 band
magnitude and find
𝑚𝛾 = 6 × 10−4 (𝑚𝑅 − 20)3.26 + 1.036 (6)
and𝐶 to be negligible. Similar to Choi et al. (2012), the sample
of galaxies for which we use shapes is 22 ≤ 𝑚𝑅 ≤ 24.5, which
corresponds to 1.04 ≤ 𝑚𝛾 ≤ 1.12.
3.2 Photometric redshift estimation
The publicly available Spectral Energy Distribution (SED) template
based code Bayesian Photometric Redshifts (BPZ) (Coe et al. 2006)
was used for photometric redshift estimation. A detailed account
is presented in Schmidt & Thorman (2013), but an abbreviated
discussion follows. The six default SED templates packaged with
BPZ were empirically adjusted based on overlapping spectroscopic
redshifts obtained from the Smithsonian Hectospec Lensing Survey
(SHeLS, Geller et al. 2005). A type and magnitude dependent prior
was fit in the manner of Benítez (2000), and relied on two sources of
training data. The SHeLS data were used to fit the prior for galaxies
𝑚𝑅 < 21. For fainter galaxies up to 𝑚𝑖 < 24, spectroscopic redshift
data fromVIMOS-VLTDeep Survey are used for training (Le Fèvre
et al. 2005). 𝑅 band magnitudes were used for the magnitude depen-
dence of the prior, and the template dependence was marginalized
over. After the templates and priors have been adjusted, BPZ takes
galaxy magnitudes and the DLS filter transmission curves as input
to calculate a 𝜒2








where 𝑓𝑖 is the observed flux in the 𝑖th filter with error 𝜎 𝑓𝑖 ,
𝑓𝑇 𝑖 (𝑧) is the predicted flux for a template (SED) 𝑇 at redshift 𝑧
after convolution with the system throughput, and 𝑎 is a template
normalization factor. 𝜒2 values are calculated on a grid for all
template sets for redshifts in the range 0 ≤ 𝑧 ≤ 3, and span of
normalization factors. The likelihood is then ℒ ∝ exp(−𝜒2/2).
After weighting by the prior, the template set is marginalized over
to produce a probability density function (PDF), denoted as 𝑝(𝑧).
Validating the photo-𝑧 performance requires an independent
sub sample for which spec-𝑧s are known. The PRIsm MUlti-object
Survey (PRIMUS) provides us with such a distinct validation sam-
ple, as it overlaps with F5 (Coil et al. 2011). The PRIMUS sub-
sample is photometrically complete to 𝑅 = 22.8, and contains a
sample of randomly observed fainter objects that is 30% complete
with 22.8 > 𝑅 > 24.0. The DLS photo-𝑧’s achieve a typical scatter of
𝜎𝑝ℎ𝑜𝑡𝑜−𝑧 = 0.06 ∗ (1+ 𝑧𝑠𝑝𝑒𝑐−𝑧) with an outlier rate of 4% beyond
0.2 ∗ (1+ 𝑧) (Schmidt & Thorman 2013). The magnitude range for
which templates were empirically refined, priors were trained, and
validation was performed places constraints on the magnitude range
for which we have high confidence in photo-𝑧 fidelity. This will be
expanded on in the following section where galaxy selection and
tomographic bin assignment are explicitly defined.
Table 1. Summary of cuts and descriptive statistics of galaxy populations
in tomographic bins used for this analysis. Count is total number of galaxies
in bin, 〈𝑧 〉 is the mean redshift of the bin, determined by integrating the
stacked 𝑝 (𝑧) of the bin. L is for lens sample and S for source sample
bin z edges 〈𝑧 〉 𝑚𝑟 count
L0 .37 - .48 .422 20 - 22 24288
L1 .48 - .60 .532 20 - 22 33918
L2 .60 - .80 .679 20 - 22 29100
S0 .40 - .60 .500 22 - 24.5 121491
S1 .60 - .80 .693 22 - 24.5 88708
S2 .80 - 1.0 .887 22 - 24.5 59845
We will rely on the PRIMUS sub-sample when we attempt
to empirically correct the mean and variance of the 𝑛(𝑧)s in 5.2.
Because PRIMUS was reserved for validation, we will use it to
ensure our corrections are indeed making the estimated 𝑛(𝑧) more
representative of the true 𝑛(𝑧).
3.3 Tomographic selection
At its heart, our work is concerned with the impact uncharacterized
𝑛(𝑧) errors have on cosmology estimation. The photo-𝑧s used to
estimate the 𝑛(𝑧) distributions for our samples must therefore be
clearly defined. We discuss the selections used to define our sample
here, paying mind to the measurements that will be made using
these data.
In equations 1 and 3 it is evident that the galaxy field and the
convergence field are ’primary ingredients’ in the two point probes.
To directlymeasure these quantities,wemust partition observed data
into a lens sample, where galaxy positions trace the galaxy field,
and a source sample, where galaxy shapes trace the convergence
field. Below we discuss how these two samples are defined, and
subsequently divided into tomographic bins. To begin, we discuss
criteria that all galaxies used in this analysis must satisfy. Summary
statistics that describe the tomographic bins are shown in Table 2.
Morrison et al. (2012) notes the 4 band filter set used for the
DLS limits the reliable photo-𝑧 range to .4 . 𝑧 . 1.0. Consequently,
our tomographic bins fall approximately in this range. To cull galax-
ies with unreliable photo-𝑧s from the sample, we require galaxies
are detected in all 4 photometric bands; the faintest galaxies are
required to have 𝑚𝑅 ≤ 24.5, to allow sufficient signal to noise for
robust photo-𝑧s; the brightest galaxies allowed are 𝑚𝑅 ≥ 20 to ex-
clude sources bright enough to saturate or have non-linear responses
on CCDs. The bright cut also protects against a population of bright
M-type stars, a contaminant which can masquerade as red galaxies
in the 0 ≤ 𝑧 ≤ 1 redshift range in DLS. The magnitude range for the
experimental samples is representative of the magnitude range used
to empirically adjust SED templates, train the prior, and validate
photo-𝑧 performance as discussed in 3.2.
It is typical in tomographic analysis to use a point estimate-
mode, mean, or median of the 𝑝(𝑧)-to assign galaxies to tomo-
graphic bins (Kilbinger, et al. 2013; Abbott et al. 2018; Troxel et
al. 2018). This can be problematic, as it allows for PDFs which
are multi-modal, overly broad, or otherwise unreliable. To filter for
more reliable photo-𝑧 PDFs, we adopt the following technique. For
a tomographic bin with edges 𝑧𝑙 and 𝑧ℎ , we integrate each galaxy’s
PDF in the interval 𝑧𝑙 − 𝑧ℎ . If the integrated area is greater than
0.5 its entire 𝑝(𝑧) is added to the tomographic bin. All such galaxy
PDFs which satisfy this criteria are subsequently stacked to form an
estimated 𝑛(𝑧) for that tomographic bin.
MNRAS 000, 1–13 (2021)
Impact of N(z) width error on cosmology 5
lens sample: The magnitudes for all bins span 20 ≤ 𝑚𝑅 < 22.
To accommodate a source bin at higher redshift than the entire
sample for the lens sample, we choose the total redshift range of
0.37 ≤ 𝑧 ≤ 0.8. This range is then subdivided into three tomo-
graphic bins. The width of the tomographic lens bins is largely set
by the overall shape of the 𝑛(𝑧); the galaxy counts at high redshift
drop off rapidly after 𝑧 ∼ 0.6. We seek some empirical guidance
on how to partition the bins. We calculate the cumulative distribu-
tion function (CDF) of a BPZ prior, which is calculated using the
magnitude distribution for galaxies with R band magnitudes from
20 to 22. We then partition the CDF in the range 0.37 ≤ 𝑧 ≤ 0.8
into three roughly equal bins. This ultimately yields lens bins with
redshift edges [0.37 - 0.48), [0.48 - 0.6), [0.6 - 0.8].
Luminous Red Galaxies (LRGs) are often used to define a lens
sample when calculating galaxy-galaxy lensing and galaxy cluster-
ing. This has several advantages: 1) the high mass of these objects
creates higher signal to noise tangential shear measurements, given
the same source plane. 2) red eliptical galaxies separate themselves
from other galaxies in colour-colour space as their SEDs are red-
shifted. This makes them ideal targets for template fitting photo-𝑧
codes, which can deliver accurate redshift estimates. 3) the galaxy
bias is clearly defined for a particular galaxy sample (Rozo, et al.
2016).
Exclusively using LRGs delivers results which pertain to very
specific parts of the matter density field, however. Aside from the
possibility of introducing a bias, it is scientifically compelling to
use more egalitarian lensing selections to probe the dark matter
field more generally. From equation 1 and 3 we can see the power
spectrum for galaxy clustering and galaxy-galaxy lensing is defined
by the normalized redshift distribution of galaxies and the galaxy
bias. This provides freedom to define less restrictive lens cuts, pro-
vided the 𝑛(𝑧) can be estimated reliably.
The bright, low redshift, luminous galaxies in the DLS provide
such a sample, which we use for our lens selection. These can pro-
vide a high shear signal for a more representative sample of galaxies
in terms of e.g. their type and colour. Consequently, a broader, more
generalized statement about matter fluctuations follows from mea-
surements on these galaxies.
source sample: The magnitudes for all bins span 22 ≤ 𝑚𝑅 <
24.5, which ensures that any one galaxy can only be placed in one
lens bin or one source bin. To allow these galaxies to be lensed
by the foreground galaxies in the lens sample, we choose three to-
mographic bins with redshift intervals [.4 - .6), [.6 - .8), [.8 - 1.0].
Accurate shapes are imperative for shear estimation. Thus, a pre-
requisite for source galaxies is that the elliptical Gaussian fitting
procedure used to measure its shape successfully converged. We
apply shape cuts to ensure the fitted ellipticities are reliable. The
typical shape noise for the DLS is 𝜎𝑒 ≈ .35, and so we require
the shape error 𝛿𝑒 < .25 so that it is comparable to-and never
dominates-the shape noise. In Figure 14 of Jee et al. (2013), the au-
thors demonstrate strong ellipticity bias in small galaxies-regardless
of signal to noise and shape error. This shape bias is due primarily
to under sampling and pixelization effects, and can be avoided by
requiring the semi-minor axis 𝑏 measured from the elliptical Gaus-
sian fitting procedure is larger than 0.4, which we enforce on all
source galaxies.
In Figure 1 we show the resulting 𝑛(𝑧) distributions for both
the lens samples (top panel) and source samples (bottom panel).
𝑛(𝑧) distributions for L0, L1, and L2 are shown as the blue, orange
and green curves in the top panel respectively, and the extent of
these bins are indicated by the shaded regions of the same colour.





















Figure 1.Redshift distributions for tomographic bins for the lens (top panel)
and source (bottom panel) galaxies. Each solid curve shows the 𝑛(𝑧) of a
particular tomographic bin. The solid vertical colours indicate the redshift
ranges used to define the tomographic bins of their corresponding coloured
𝑛(𝑧) curves. 𝑛(𝑧) distributions within each bin are constructed by stacking
the 𝑝 (𝑧) distributions for galaxies which have 50% of their integrated
probability density within the redshift boundaries that define the bin. Using
this bin definition does result in distribution tails that extend beyond the bin
boundaries.
bottom panel as the blue, orange, and green curves respectively, and
the shaded regions indicate the width of the bins or corresponding
colour.
The various 𝑛(𝑧) shapes for our tomographic bins are com-
plex and influenced by the overall 𝑛(𝑧) of the entire galaxy sample
from the DLS. Selection criteria (integrated area inside of a bin,
magnitude and shape cuts) additionally influence the shape of these
curves.
4 MEASURED TWO POINT STATISTICS
4.1 Galaxy clustering
If the likelihood of finding a galaxy inside a small patch on the
sky subtended by solid angle Ω, is 𝑃Ω, the likelihood of finding a
neighboring galaxy an angular distance \ away is given by 𝑃2
Ω
[1 +
𝑤(\)]. 𝑤(\) is the probability in excess of random correlations, and
is expected to be non-zero when measured on galaxies which live
in the same LSS. To measure 𝑤(\) between two fields 𝑖 and 𝑗 we
use the Landy-Szalay estimator (Landy & Szalay 1993)
𝑤(\) =
〈𝐷𝑖𝐷 𝑗 〉 + 〈𝑅𝑖𝑅 𝑗 〉 − 〈𝑅𝑖𝐷 𝑗 〉 − 〈𝐷 𝑗𝑅𝑖〉
〈𝑅𝑖𝑅 𝑗 〉
(8)
where𝐷𝑖𝐷 𝑗 is the cross correlation between data in the 𝑖th and
𝑗 th fields, 𝑅𝑖𝑅 𝑗 is the cross correlation of the 𝑖th and 𝑗 th random
fields, and 𝐷𝑖/ 𝑗𝑅 𝑗/𝑖 is the cross correlation between the 𝑖/ 𝑗 th Data
field and 𝑗/𝑖th random field. The case where 𝑖 = 𝑗 yields auto-
correlations. For everyDLSfield, for every galaxy field tomographic
bin, we generate 7 times as many randoms as data points. Having
randoms that accurately sample the survey’s selection function is
crucial; the random field’s point density is compared directly to
the data field’s point density in order to establish and detect excess
clustering of the data.
𝑤(\) is sensitive tomasking effects, and having accuratemasks
MNRAS 000, 1–13 (2021)
6 I. S. Hasan et al.
and boundary regions which match the data and simulated random
points is crucial. For our lens sample and generated randoms, we
use the masks previously developed for the DLS1. As Morrison
et al. (2012) indicates, the DLS has low signal to noise regions
between subfields and along the edges of the field footprints due to
the dithering pattern used. The lens sample defined for this work,
however, is comparatively bright, going as faint as 𝑚𝑅 = 22. At
this magnitude range, the survey is depth complete, even in the
lower signal to noise regions. As Yoon et al. (2019) point out, for
such a conservative magnitude cut, we may neglect higher order
corrections due to lower signal to noise, extinction and so forth.
Because of the size of the DLS fields, our measurements of
𝑤(\) rely on galaxies in five highly localized sky regions. 𝑤(\)
measurements, consequently, will be biased with respect to the true,
global, value of 𝑤(\). This deviation can be corrected by adding the
integral constraint (Peebles 1980). The additional offset is typically
calculated by minimizing the chi square of a power law model fit
to the measured 𝑤(\) signal (Yoon et al. 2019), where the initial
guess of model parameters are motivated by a cosmological model.
Matthews & Newman (2012) noted that angular bins for 𝑤(\) are
known to be correlated, and consequently knowing the co-variance
of 𝑤(\) is necessary to obtain an accurate model fit. A complete
discussion of the full co-variance matrix-including the covariance
of 𝑤(\) measurements-of both two-point statistics is presented later
in section 6. However, we will note here for clarity that in essence
the covariance is estimated by calculating the covariance of many
measurements of 𝑤(\) on simulated DLS realizations.
The fitting function is of the form 𝑤(\) = 𝐴(\)1−𝛾 −𝐶 where
𝐶 is the integral constraint, 𝐴 is a constant, and 𝛾 parametrizes the
power law slope. Matthews & Newman (2012) also indicate that
fitting all three parameters at once is highly degenerate. To obtain
reliable fits for all three parameters, we fix 𝛾 and fit for 𝐴 and 𝐶 by
reducing the 𝜒 square. We then repeat this procedure for a vector
of 𝛾 values, and select the combination of parameters for which the
𝜒2 is smallest.
The measured 𝑤(\) signals for all auto-correlations of lens
bins are shown in individual panels in Figure 2 as blue data points.
The top left corner in each panel contains a pair of integers, which
designates the lens bins being correlated (e.g. 00 auto correlates
L0). The error bars on the data points come from the covariance
matrix, which is estimated by realizing the DLS 549 times using
simulations, the full details of which are discussed in section 6. Each
panel also contains a solid line, which is the theoretical prediction
from the best fit flat ΛCDM cosmology.
4.2 Galaxy-galaxy lensing
The gravitational field of massive foreground galaxies distorts the
shapes of background galaxies,making themcoherently tangentially
aligned. Thus,measuring the shapes of background galaxies informs
us of the matter distribution that host the foreground galaxies.
We first define the tangential and cross components of the
ellipticities of background sources.
𝑒𝑡 = −<[𝑒 exp(−2𝑖𝜙)], 𝑒× = −=[𝑒 exp(−2𝑖𝜙)], (9)
where 𝑒 is the magnitude of the complex ellipticity, and 𝜙


















Figure 2. Measured Galaxy clustering auto and cross correlation function
for three tomographic bins from the lens sample, [.37 - .48), [.48 - .6), [.6 -
.8] in blue points. The solid lines show the theory prediction of the best fit
cosmology from our cosmology inference. Number pairs in top right corner
of the panels indicate which bins are being correlated, e.g. 00 is the auto
correlation of the (.37 - .48) bin. Because the points and errors are correlated,
we caution the reader from doing a "chi-by-eye" fit.
position relative to the lens galaxy it is being correlated with. For






where 𝑒𝑖,𝑡/× is the tangential/cross component of the complex
ellipticity of the 𝑖th source galaxy from a tomographic bin, and 𝑤𝑖
is its weight. We define the per-galaxy weight as the inverse of the
sum of the shape noise and shape error. True astrophysical signals
are expected to have zero cross component signal absent the effects
of source clustering and multiple lensing in cluster environments
(Bradshaw, Jee & Tyson 2019). The amplitude of the cross signal
can, however, be used for a null test for systematic errors, and
motivate scale cuts.
We then stack up the tangential and cross signal across galaxies
in each lens-source tomographic bin combination. Finally, a field
geometry correction is applied by subtracting the tangential signal
around randomly placed points (Singh et al. 2017). This ultimately
makes our galaxy-galaxy lensing estimator
〈𝛾𝑡/×〉 = 〈𝛾𝑡/× (\)𝑔〉 − 〈𝛾𝑡/× (\)𝑟 〉 (11)
where 𝑔 (𝑟) is for the galaxy (random) field.
The measured tangential shear signals are shown in Figure
3 as solid blue points. The top left corner of each panel contains
two integers which indicate the lens and source bins are being
correlated together (e.g. 00 shows where the galaxy positions of L0
cross correlate with galaxy shapes in S0, and 12 shows L1 positions
correlated with shapes from S2. Note, when the first integer is larger
than the second, the source population’s mean redshift is lower than
the lens population’s. Depending on the degree of overlap of the
lens and source bins, we anticipate small or no lensing signal in the
ideal case.
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Figure 3.Measured galaxy-galaxy lensing signal (blue points) where posi-
tions from the lens sample are correlate with shapes from the source sample.
The solid lines show the theory prediction using the best fit cosmology from
our cosmology inference. Numbers in the upper right indicate which lens
bin (left number) is correlated with which source bin (right number). Again,
we caution the reader from doing a "chi-by-eye" fit since the data points and
their errors are correlated.
5 CORRECTIONS TO 𝑁 (𝑍) FIRST AND SECOND
MOMENTS
Validating the estimated redshift disrtibution derived from photo-
metric redshifts for a galaxy sample requires knowledge of the true
𝑛(𝑧) of that sample. The SHELS and VVDS data provide a sample
of spec-𝑧s, however they are used to tune template sets and train
the prior for our BPZ analysys. Consequently, they cannot provide
unbiased metrics for photo-𝑧 performance. Instead, we use galaxies
with secure spectroscopic redshifts from the PRIsm MUlti-object
Survey (PRIMUS Coil et al. 2011), which were not used to train
the photo-𝑧s. PRIMUS partially overlaps with F5 but does not cover
the DLS footprint completely. Because SHELS and VVDS over-
laped with F2, PRIMUS provides a distinct sample in a region on
the sky widely separated from training galaxies. PRIMUS is depth
complete to 𝑅 = 22.8 and additionally observed 30% of galaxies
with magnitudes 22.8 ≥ 𝑅 ≥ 23.5, which were chosen at random.
Thus, the lens sample has complete coverage in terms of apparent
magnitude, while the source sample is incomplete in terms of depth
and magnitude range. We also note that properties of galaxies in
F5 (even galaxies that are depth complete) are not guaranteed to
be fully reflective of galaxies in F1-F4. Recall that the fields are 2
square degrees, and widely separated on the sky; sample variance
may make one field unrepresentative of the others.
5.1 Photo-𝑧 mean
To assess the impact of error in the mean redshift of the stacked
photo-𝑧s, we define the 𝑧−shift parameter, Δ𝑧, as the difference
between the true 𝑛(𝑧)mean andmean of stacked 𝑝(𝑧). By translating
the estimated 𝑛(𝑧) by Δ𝑧
𝑝𝑖 (𝑧) → 𝑝𝑖 (𝑧 + Δ𝑧𝑖) (12)
(Yoon et al. 2019; Hikage et al. 2018) the estimated mean is made
to match the true 𝑛(𝑧) mean for the training data selected in the
same manner. We will define Δ𝑧𝑖 for the 𝑖th tomographic bin for
both lenses and sources. Later in Section 6 we will treat all of these















Figure 4. PIT histograms for galaxies in our sample for which we have
an accompanying spec-𝑧s from PRIMUS. For each galaxy in the DLS-
PRIMUS sample, we calculate the cumulative distribution functions of their
photo-𝑧 PDF up to the true redshift. If the ensemble of PDFs were an
accurate description of the true underlying 𝑛(𝑧) , the histogram of all such
values would be uniform (dashed black line). The orange distribution is the
PIT histogram of DLS-PRIMUS galaxies before they are broadened with
an optimal filter. The ’pile up’ at the edges indicates the PDFs are overly
narrow. The blue histogram shows the distribution after each individual
PDF is convolved with a Gaussian. The width of the Gaussian kernel is
calculated by splitting the galaxy sample into 4 roughly equal magnitude
bins, and minimizing the Kullback-Leibler divergence for each magnitude
bin. The optimal smoothing is able to broaden individual 𝑝 (𝑧)s so they form
a more representative description of the true 𝑛(𝑧) of galaxies considered.
Regardless, a persistent bias is evident in the blue histogram as it trends
upwards from left to right, indicating the right 𝑝 (𝑧) tails truncate faster
than the left tails, suggesting the 𝑝 (𝑧)s may not capture the 𝑛(𝑧) .
parameters as nuisance parameters and marginalize over themwhen
performing our cosmology inference.
5.2 Photo-𝑧 width
In equation 3 the amplitude of the galaxy clustering power spectrum
is not only affected by the linear galaxy biases, but also the tails of
the tomographic bin redshift distributions. In effect, an error in the
𝑛(𝑧) width can imitate a cosmological signal that may erroneously
be attributed to the galaxy bias or 𝑛(𝑧) mean. This is potentially
problematic for cosmological inference: the joint combination of
galaxy clustering and galaxy-galaxy lensing is meant to interlock
such that the bias is constrained and removed. However, if degen-
eracies arising from 𝑛(𝑧) errors are unchecked, obtaining a high
fidelity galaxy bias may not be achievable. It is therefore crucial to
ensure that the characterization of overlap in the wings of the 𝑛(𝑧)
is accurate. The ultimate impact on cosmology inference will be
addressed in section 6.
We empirically adjust the widths of the 𝑛(𝑧) for each tomo-
graphic bins by adjusting the widths of the individual 𝑝(𝑧) for the
galaxies that are included in said tomographic bin. To do so we
require a metric to evaluate how faithfully the ensemble of 𝑝(𝑧)s
stacked together represents the underlying 𝑛(𝑧). The Probability In-
tegral Transform (PIT) (Tanaka et al. 2018) can be used to evaluate
if the set of redshift PDFs for galaxies is a reasonable description
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of their true underlying 𝑛(𝑧). Formally, the PIT for a single galaxy,





where 𝑧𝑡 is the true redshift and 𝑝(𝑧) is a galaxy’s PDF. If the
𝑝(𝑧) values accurately reflect the likelihood of observing a galaxy as
a function of redshift, then the histogram of PIT values is expected
to be consistent with a uniform distribution. By extension, if the
𝑝(𝑧) are accurate, then we expect the stacked 𝑛(𝑧) estimate to also
be accurate. If the PDFs are overly broad, the PIT histogram is
expected to have a peak near its center and a deficit of values at the
extremes. On the other hand, if the PDFs are overly narrow or suffer
from many catastrophic outliers, the PIT histogram will ’pile up’ at
the limits of the histogram range and have a deficit of values near
0.5. Calculating the PIT requires knowledge of the true redshift, so
we are restricted to calculating it for the sub sample of DLS data
that have spec-𝑧s from PRIMUS.
In Figure 4 we show the PIT histogram of the PRIMUS-DLS
sample in solid orange before any adjustments are made to individ-
ual photo-𝑧 PDFs. The build up at the limits of the PIT histogram is
indicative of overly narrow PDFs. One possible explanation is that
the photometric errors used in BPZ were underestimated; Source
Extractor used for flux and flux error measurements in DLS pro-
cessing, and was suspected of underestimating photometric errors.
Additionally, Wittman, Bhaskar & Tobin (2016) demonstrate that
absence of uncertainty in BPZs SED templates lead to overconfi-
dent 𝑝(𝑧)s. Under-predicted and unaccounted photometric errors
subsequently yield overly confident individual PDFs.
Following the method of Hoyle et al. (2018) and Wittman,
Bhaskar & Tobin (2016), we posit that the widths of the stacked
photo-𝑧 PDFs can be made more reflective of their 𝑛(𝑧) by convolv-
ing their individual photo-𝑧 PDFs by a Gaussian filter
𝑝(𝑧)‘ −→ 𝑁 (𝜎) ⊗ 𝑝(𝑧) (14)
where 𝑁 (𝜎) is a Gaussian with width 𝜎 . To find an optimal
width, we minimize the Kullback-Leibler divergence between the
PIT and uniform case. For two discrete distributions, 𝑃(𝑥) and𝑄(𝑥),
the Kullback-Leibler divergence is defined as∑︁
𝑖
𝑃(𝑥𝑖) log[𝑃(𝑥𝑖)/𝑄(𝑥𝑖)] (15)
and quantifies the difference between the distributions. We let
𝑄 be a uniform distribution, and fit for a Gaussian width which min-
imizes the divergence when convolved with the photo-𝑧 PDF before
the PIT is calculated. A Kullback-Leibler divergence value of 0.0 in
this case would indicate the PIT histogram is identical to a uniform
distribution. We partition our spectra sample into 4 bins by 𝑅 band
magnitude,where each bin has roughly the same number of spec-𝑧’s.
The bins are [20 - 21.65), [21.65 - 22.27), [22.27 - 22.7), and [22.7 -
23.5]. The optimal 𝑁 (𝜎) widths obtained for the individual training
bins are 0.045, 0.0695, 0.0896, and 0.128 respectively. Convolving
the remaining 𝑝(𝑧) curves with their appropriate 𝑁 (𝜎) filter results
in a Kullback-Leibler divergence for the whole sample of 0.053, a
decisive improvement over the 0.276 before convolution. The re-
sulting PIT histogram from broadening PDFs is shown in Figure 4
in the unfilled blue histogram. The post-colvolution PIT histogram
is much closer to the uniform distribution (dashed black line) than

























Figure 5. Comparison of the 𝑛(𝑧) distributions for a sub sample of DLS
galaxies for which spec-𝑧s are known. Galaxy selection and tomographic
binning follows the procedure outlined in 3.3. Solid gray shaded regions
indicate the redshift range that defines the tomographic bins. From top to
bottom, the panels are for Source bins 0, 1, and 2. The orange curves show
the 𝑛(𝑧) from stacking 𝑝 (𝑧)s, as outlined in 3.3. The blue histograms show
the corresponding 𝑛(𝑧) using spec-𝑧s. Discrepancies between the 𝑝 (𝑧) and
spec-𝑧 𝑛(𝑧) mean and width are evident by eye. We attempt to mitigate
the differences by convolving individual 𝑝 (𝑧)s with an optimal filter before
stacking them, as discussed in 5.2, giving the solid green curves. The width
correction techniquesmake the stacked 𝑝 (𝑧) more true to the true underlying
𝑛(𝑧)-as measured by the blue histogram-vary considerably from bin to bin.
The impact these 𝑛(𝑧) errors have on cosmology inference outlined in 6
Additionally, we train the widths for each individual tomo-
graphic bin. The per bin training yielded a Kullback-Leibler diver-
gence of 0.0627. Aside from being sub-optimal to the magnitude
training, this raises concerns about over-training. The widths for
bins in the F5 sample may be completely different than those in the
other fields. A common technique to check for over training is to
set aside part of the data for validation, and part for training. The
dearth of galaxies with spec-𝑧s in this sample makes this pursuit im-
practical. Splitting the sample would produce lower fidelity fits in
addition to giving noisy validation results. Thus, we proceed using
convolution widths from the magnitude training.
Once we have determined the optimal filtering width as a func-
tion of 𝑅 band magnitude, we iterate over our PDFs, convolving
them with their appropriate Gaussian filters according to the train-
ing model. The individual broadened PDFs are then assigned to
tomographic bins such that their bin membership is identical to that
before the PDFs were broadened. Finally, PDFs in the same bins are
summed to create an estimated 𝑛(𝑧) for each tomographic bin.
In Figure 5 we show the effect of stacking fiducial 𝑝(𝑧)s (or-
ange curve), stacking broadened 𝑝(𝑧)s (green curve) and the true
underlying 𝑛(𝑧) using spec-𝑧s (blue curves) for three different tomo-
graphic bins. Differences in the means of the curves are evident by
eye. Additionally, the overall shapes-and notably the widths-of the
stackedfiducial 𝑝(𝑧)s differ considerably from the true distributions.
Although this PRIMUS sample is not necessarily representative of
the entire DLS sample, the differences in the means and widths of
the inferred 𝑛(𝑧) obtained by stacking fiducial 𝑝(𝑧)s and the true
𝑛(𝑧) are substantial, and may potentially introduce systematic er-
rors. The extent that the mean and width errors in tomographic 𝑛(𝑧)
bins impact cosmology inference will be examined in the following
section.
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6 JOINT ANALYSIS AND COSMOLOGY INFERENCE
6.1 Co-variance estimation
Cosmology inference requires a covariance matrix in addition to
the data vector. Calculating the covariance for the cosmological
probes is still an active area of research (see Krause et al. 2017,
and references therein for a full summary). There are several fam-
ilies of techniques that have been used in the literature to obtain
a robust covariance matrix in weak lensing studies. These include
internal estimators, analytically calculated covariances, and numeri-
cal simulations. Internal estimators like the Jackknife and Bootstrap
technique re-sample the observed data set in order to calculate co-
variances. This allows for effects like depth, field geometry, field
masking, shape noise, and other survey specific systematics to be
considered while calculating the covariance. Jackknifing has been
found to be accurate provided the scales of the jackknife regions
are the size of or smaller than the scales being probed. There are
competing needs when using the jackknife: on one hand we have
the need for the number of jackknife regions to exceed the number
of data points, and on the other we would like to make the regions
smaller to allow for more regions (Singh et al. 2017). Indeed, the
small survey footprint of the DLS makes jackknifing intractable.
The small area does not permit a sufficient number of jackknife
regions while simultaneously keeping the regions large enough to
be bigger than the angular scales being considered by our two point
probes.
Analytic covariances often involve the assumption of a Gaus-
sian density field. This assumption is valid in the linear regime on
large scales. Analytic covariances are computationally less expen-
sive to calculate and do not contain statistical noise the other two
strategies are susceptible to (Krause et al. 2017). However, because
of the small, complex, footprint of the DLS and the small shape
noise of the survey, a Gaussian covariance matrix may not be best
suited to this survey (Chang et al. 2019).
Simulations can allow for some survey specific systematics-
like field geometry, an approximate description of shape noise, ex-
clusion regions due to bright stars etc to be considered. If many
mock surveys are created, the covariance matrix can be obtained by
calculating the covariance of the data vectors from each mock. A
caveat to bear in mind is that super-survey modes will not be cap-
tured by these simulations. We use the publicly available package
Full Lognormal Astro-fields Simulation Kit (FLASK) to simulate
549 mock realizations of the DLS (Xavier et al. 2016). By providing
input power spectra for all possible combinations of convergence
and matter density fields, cosmological parameters, and angular
and radial selection functions, FLASK can simulate the DLS at
a catalogue level. The catalogues include galaxy angular position
on the sky, redshift, and galaxy shape after gravitational lensing.
This enables us to measure galaxy clustering, and galaxy-galaxy
lensing, using the same pipeline used for the real DLS catalogues.
The covariance of these data vectors is calculated and used as the
covariance matrix for our cosmological probes. In Figure 6 we show
the resulting covariance matrix we derive.
6.2 Likelihood analysis
Ultimately, we wish to obtain constraints on cosmological param-
eters that define a cosmological model. We will proceed by using
a Bayesian framework, which will allow us to produce a posterior












Figure 6. Estimated covariance matrix for the DLS data vector, created by
simulating the DLS 549 times and measuring galaxy clustering and galaxy-
galaxy lensing on the simulations
Table 2. Summary of nuisance, astrophysical, and cosmological parameters
wemarginalize over in our likelihood analysis. The photo-𝑧mean parameters
are determined by comparing photo-𝑧’s from subset of our data for which
we we have spec-𝑧s. Photo-𝑧 biases have Gaussian priors, and remaining
parameters have uniform priors. For Gaussian priors, the third column rep-
resents the mean and standard deviation of the prior. For uniform priors the
column represents the edges of the flat tophat prior.
parameter prior parameters
Nuisance Parameters
L0 photo-𝑧 bias 0 0.2
L1 photo-𝑧 bias 0 0.2
L2 photo-𝑧 bias 0 0.2
S0 photo-𝑧 bias 0 0.2
S1 photo-𝑧 bias 0 0.2
s2 photo-𝑧 bias 0 0.2
shear calibration -.03 .03
Astrophysical Parameters
I.A. Amplitude -5 5
Galaxy bias 0.8 3.0
Cosmological Parameters
Ω𝑚 matter density .05 .9
𝑛𝑠 spectral index 0.8 1.2
Ω𝑏 baryon density .03 .06
𝜎8 power spectrum normalization .20 1.4
ℎ Hubble parameter .50 .85
distribution for cosmological parameters of interest. Formally, the
posterior is defined as
𝑃(Y(\) |X) = 𝑃(X|Y(\))𝑃(Y(\))
𝑃(X) (16)
where Y is the a model with parameters \, X is the observed
data, P(X|Y(\)) is the likelihood, 𝑃(\) is the prior, and P(Y(\)|X)
is the posterior
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In principle one can use this framework to calculate posteriors
for parameters in different cosmological models. Indeed, Albrecht
et al. (2006) argue that a joint combination of several cosmological
probes is a promising avenue to measuring dynamic dark energy
and modified gravity. Here we will restrict our attention to the case
of flat ΛCDM.
Given a model cosmology with parameters \ the likelihood




exp[−.5(X − Y(\))TC−1 (X − Y(\))] (17)
where X is the data vector, Y(\) is the predicted data value
assuming aΛCDMcosmology,𝑚 is the dimension of the data vector,
and C is the covariance matrix. In practice, it is more practical to
use the log likelihood to avoid computational problems, and this is
true in our work as well. As a consequence, 𝑃(X) will become an
additive constant we may neglect.
We will consider two cases, the uncorrected case where the
model has the fiducial 𝑛(𝑧) bins, and the corrected case, where
the model has our broadened 𝑛(𝑧) bins. We will then compare the
constraints obtained in both cases and examine them for significant
differences to assess if 𝑛(𝑧) widths errors can introduce systematic
errors.
We use the publicly available code COSMOSIS (Zuntz et al.
2015) to carry out a Monte Carlo Markov Chain to sample the pos-
terior. At a high level, the predicted data vectors Y are generated
by first assuming values of \, which are sampled from their priors.
The \ are used to calculate the full three dimensional non-linear
matter power spectrum using CLASS (Kilbinger, et al. 2009)and
HALOFIT (Takahashi, Sato, Nishimichi, Taruya & Oguri 2012). Af-
ter, the limber approximation is applied to the 3 dimensional matter
power spectrum to make it two dimensional. The power spectrum






and depend on the normalized 𝑛(𝑧) of the tomo-
graphic bins being considered. A Hankel Transform is applied to
the power spectra to generate prediction values in real space, which
are arranged to form the predicted data vector Y(\).
6.3 Priors
We define several nuisance parameters which we marginalize over
during our likelihood analysis. We use Gaussian priors for all 𝑛(𝑧)
priors, defined by their mean and standard deviation. The mean and
standard deviation are set to 0 and 0.02 respectively, for these priors.
The standard deviation are determined by comparing a sample of
photometric redshifts from galaxies which also have spectroscopic
redshifts from PRIMUS, where the typical scatter is found to be
approximately 0.02 (Schmidt & Thorman 2013).
The multiplicative galaxy bias, 𝑏𝑖 for each lens bin is of partic-
ular importance to our study. In addition to its high degeneracy with
Ω𝑚 and 𝜎8 (Prat et al. 2018), we are examining any degeneracy it
may have with 𝑛(𝑧) shape errors. We use uniform priors from 0.8
to 3.0 for each galaxy bias. The large range in prior values avoids
any prior bias in our likelihood analysis.
We use a flat prior in the range of -0.03 to 0.03 to marginalize
over shear calibration errors with a uniform prior, following the
method ofYoon et al. (2019) and Jee et al. (2016). Themultiplicative
shear bias for the 𝑖th source bin, 𝑚𝑖 , is defined as 𝛾
′
𝑡 = (1 + 𝑚𝑖)𝛾𝑡
We also define several astrophysical parameters to marginalize
over. Intrinsic alignments of galaxies can mimic a coherent align-
ment of galaxy shapes, contaminating the shear signal, and are a key
systematic is weak lensing studies (Mandelbaum 2018). We adopt
an intrinsic alignment model which has amplitude dependence. We
marginalize over 𝐴 with flat priors in the range -5 to 5.
Finally, we marginalize over cosmological parameters, all
with uniform priors which encompass values obtained from re-
cent studies. The ranges for these flat priors are 0.1 ≤ Ω𝑚 ≤
1.0; 0.5 ≤ ℎ ≤ 0.85; 0.2 ≤ 𝜎8 ≤ 1.4; 0.8 ≤ 𝑛𝑠 ≤ 1.2;
0.02 ≤ Ω𝑏 ≤ 0.06
7 RESULTS
7.1 Effect of broadening 𝑛(𝑧)
In Figure 7 we show the parameter constraints on the cosmological
parameters Ω𝑚, 𝜎8 and the derived parameter 𝑆8 ≡ 𝜎8 (Ω𝑚/.3).5
for a flat ΛCDM cosmology using our DLS data. The degeneracy
between Ω𝑚 and 𝜎8 motivates the definition of 𝑆8, which splits
this degeneracy, as can be seen in the Figure. 𝑆8 is also useful for
comparing the results from different studies.
The results for the uncorrected set up, wherewe use the original
𝑛(𝑧) distribution before broadening with a trained filter, are shown
in the blue contours where the darker region shows the 1-𝜎 interval
and the lighter shaded region shows the 2-𝜎 region. The results for
the corrected case, where we have broadened the 𝑛(𝑧) in the method
discussed in 5.2, are shown in cyan. For the corrected setupwe arrive
at the following constraints: 𝑆8 = 0.739+0.054−0.050, Ω𝑚 = 0.412
+0.113
−0.094
and 𝜎8 = 0.601+0.088−0.067
The corrected and uncorrected results are consistent with one an-
other at the 1-𝜎 level. It warrants noting, however, that the value
of 𝑆8 is lower for the corrected case. Particularly, the uncorrected
case is in good agreement with the previous DLS results for cosmic
shear 𝑆8 = 0.818+0.034−0.026 (Jee et al. 2013) and the DLS results for
power spectrum space galaxy clustering + galaxy-galaxy lensing
𝑆8 = 0.810+.039−.031 (Yoon et al. 2019). The corrected result is still
consistent with the previous DLS results at the 1-𝜎 level.
7.2 Effect of angular scale cuts
In our analysiswe implicitlymade a choice on our angular scale cuts.
The minimum scale is determined by model uncertainties such as
baryonic physics and the accuracy of the non-linear power spectrum.
The maximum scale is set by the footprint of the five fields in the
DLS. In Jee et al. (2013) and Chang et al. (2019) the effects of
how angular scale cuts on the DLS cosmic shear data impacted the
cosmological constraints are presented. For example, when using
conservative angular scale cuts where the minimum angular scale
corresponds to 1.3 comoving Mpc in each redshift bin, the DLS
constraint moves to a large values of Ω𝑚 and 𝑆8 to greater than .8
and .9 respectively.
With an eye towards this, we investigate the effect of angular
scale cuts on our work presented here. We compare three cases
wherewe have unified angular scales to all probes: the corrected case
where the minimum angular scale is 2 arcminutes, an intermediate
case where we take the corrected data vector and impose aminimum
angular scale cut is 6 arcminutes, and a conservative case where we
take the corrected data vector and impose a minimum cut of 20
arcminutes. All maximum scale cuts are set to 90 arcminutes.
In Figure 8 we present the constraints of the different scale
cut cases. The corrected case (2 - 90 arcminutes), intermediate case
(6 - 90 arcminutes), and conservative case (20 - 90 arcminutes)
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Figure 7. We present two cosmological constraints from combined galaxy
clustering and galaxy-galaxy lensing probes. The uncorrected case, in blue,
shows constraints where we have not attempted to correct the widths of
the 𝑛(𝑧) distributions in our samples. The corrected case, in cyan, shows
constraints after we have corrected the widths of the 𝑛(𝑧) distributions in
our tomographic bins. The two cases are consistent at the 1𝜎 level, although
the result of correcting the 𝑛(𝑧) is for the confidence interval to ’slide down’
in the 𝑆8 − Ω𝑚 plane, ultimately shifting the constraint on the growth of
structure parameter 𝑆8 to slightly lower values.
are shown in cyan, orange, and purple/blue respectively. Several
comments are in order. The conservative case noticeably loses con-
straining power relative to the other two cases. This is to be expected
given the dramatic reduction in data that is being used in cosmol-
ogy inference. Enlarged contours in the Ω𝑚 − 𝑆8 planes are also
presented in Chang et al. (2019) when conservative angular scale
cuts are used on other surveys. However, in addition to broadening,
the conservative case moves the contour up to higher values of 𝑆8,
exceeding 1. The intermediate case, on the other hand, seems to
follow the direction of the ’banana’ in the Ω𝑚 − 𝑆8 plane, sliding
down to high values of Ω𝑚 and small values of 𝜎8.
While the corrected case and intermediate case ultimately con-
strain 𝑆8 values that are consistent with one another, we point out
that the constrained values of Ω𝑚 and 𝜎8 differ at the 1𝜎 level.
Further more, the intermediate case gives values that are drastically
different than those presented in the recent literature.
As noted above, the conservative case presents as an outlier in
the parameter 𝑆8, constraining values between approximately 1 and
1.25 at the 1𝜎 level. This value is in significant tensions with the
other cases, and other values presented in the modern literature.
Ultimately, the key take away from Figure 8 is that different an-
gular scale cuts lead to different cosmological constraints. This is a
troubling observation, as it indicates some as of yet uncharacterized
systematics still remain in the data. For a truly robust data set, the
anticipated outcome of progressively moving the minimum angular
scale to higher angles would be looser-but consistent constraints.
That is, in the absence of uncharacterized systematics we expect

































Figure 8. We present 3 cosmological constraints, each using different an-
gular scale cuts in our galaxy clustering and galaxy-galaxy lensing data
vector. The angular scale cuts are uniform across probes. Specifically, the
corrected case (2-90 arcminutes), intermediate case (6-90 arcminutes) and
conservative case (20-90 arcminutes) are shown in cyan, orange, and pur-
ple/blue respectively. The constraints are highly sensitive to angular scale
cuts. Namely, different scale cuts on the same data vector produce different
cosmological constraints. This likely indicates unresolved systematic effects
in the data remain.
observe with different angular scale cuts. This implies that there are
un-modeled scale dependent systematics in the data.
8 COMPARISON OF DLS 𝑆8 WITH OTHER STUDIES
We compare our results to those of DES Year 1 (Abbott et al. 2018),
KiDS 1000 (Heymans et al. 2020), HSC Year 1 (Hikage et al. 2018;
Hamana et al. 2020), Planck (Planck Collaboration et al. 2020), as
well as previous studies from the DLS. In Figure 9, we show the
resulting 𝑆8 constraints from these studies. The first thing that draws
the eye is the relative lack of constraining power in this work relative
to the other studies presented. This is somewhat expected, as our
especially conservative treatment of photo-𝑧s lead to us discarding
many galaxies in our sample. Our study relies on approximately a
third of one million galaxies. Other DLS studies use approximately
a million galaxies, and HSC, DES, and KiDS use several millions
of galaxies, by comparison.
Overall we find good agreement between our study and other
weak lensing studies. The lack of constraining power in our result,
however, means that we cannot weigh in on the so called "𝑆8 ten-
sion", the tension in results for 𝑆8 between some low redshift weak
lensing surveys and Planck. For example, in Figure 9, the KiDS-
1000 3x2 point result is in significant tension with the Planck result,
while the previous DLS results are in fair agreement with Planck.
The result presented here, on the other hand, has large enough uncer-
tainty that it can straddle the Planck result and other weak lensing
results simultaneously. The shift between the DLS corrected and
uncorrected 𝑛(𝑧) uses the same underlying model, whereas some of
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Figure 9. We show marginalized constraints on the growth of structure
parameter 𝑆8 ≡ 𝜎8 (Ω𝑚/.3) .5 for our study, previous DLS cosmology
studies, and recent constraints in the literature. While not as constraining
as other studies, we nonetheless find agreement within 1𝜎 of other weak
lensing results and Planck.
the other surveys shownmarginalize over different parameters (such
as feedback) or have different sample selections (angular cuts). It
is also worth emphasizing that we use a different sample selection
in this work compared to other DLS studies: the previous cosmic
shear result utilizes a low 𝑧 < .4 and high 𝑧 > 1 redshift bin, and
uses galaxies as faint as 27 in the 𝑅 band. The previous result from
Yoon et al. (2019) uses magnitude cuts similar to ours, but uses a
low redshift bin that is recalibrated using overlapping spectroscopic
redshifts from Sloan, and does not use the 𝑛(𝑧) width correction we
discuss here. None the less, all DLS results are agree within 1𝜎.
9 CONCLUSIONS
Weutilize a Rubin Observatory LSST precursor, the Deep Lens Sur-
vey, to investigate how methods to mitigate errors on the 𝑛(𝑧) shape
can impact cosmology constraints when using the combination of
galaxy clustering and galaxy-galaxy lensing probes. To correct for
the width of the 𝑛(𝑧), we use a validation set of data for which we
have spectroscopic data, and empirically broaden individual photo-
𝑧 𝑝(𝑧) with a best-fit Gaussian filter. The width of the Gaussian
filter is selected by minimizing the Kullback-Leibler divergence be-
tween the probability integral transform of the photo-𝑧 PDFs and the
uniform distribution. We find that correcting the DLS 𝑛(𝑧) in this
manner results in a shift in the constraint on the growth of structure
parameter 𝑆8 to lower values, though not at a statistically significant
level. The dependence of cosmology parameters on correct knowl-
edge of the tomographic bin widths shown in this analysis confirms
the stringent requirements on these parameters shown in forecasts
for Stage IV surveys (Ma, Hu, & Huterer 2006). While our result is
not as constraining as other weak lensing measurements of 𝑆8, we
find good agreement with them and Planck for our fiducial set of
spatial scales.
While our data set presents us with realistic photometric errors
and photo-𝑧 errors, they are also subject to many systematic effects,
some of which may contribute to the 𝑛(𝑧) galaxy bias degeneracy.
Truly understanding the impact that these degeneracies impose on
cosmology inference requires they be examined in isolation of all
other sources of error. This is perhaps intractable in experimental
data and requires a realistic simulation to fully evaluate. This will
be the focus of our next paper, where we will repeat the analysis
presented in this paper on the Dark Energy Science Collaboration
Data Challenge 2 truth galactic catalogue. Simulated data will also
enable us to examine techniques to mitigate the effects of photo-𝑧
width and skew in isolation of all other effects. Additionally, we
may include a third constraint from adding cosmic shear together
with our galaxy clustering and galaxy-galaxy lensing constraints.
We do not expect the 𝑛(𝑧) width corrections to play a large role
in the cosmic shear data, because of the broadness of the lensing
kernel. Nonetheless, it is possible the inclusion of a third joint
constraint may mitigate errors which arise in the galaxy clustering
+ galaxy-galaxy lensing constraint alone.
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