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Abstract
This study uses advanced modeling and simulation to explore the effects of external events such as radiation interactions on the synaptic devices in an electronic spiking neural network. Specifically, the networks are trained using the
spike-timing-dependent plasticity (STDP) learning rule to recognize spatio-temporal patterns (STPs) representing 25 and
100-pixel characters. Memristive synapses based on a TiO2 non-linear drift model designed in Verilog-A are utilized, with
STDP learning behavior achieved through bi-phasic pre- and post-synaptic action potentials. The models are modified
to include experimentally observed state-altering and ionizing radiation effects on the device. It is found that radiation
interactions tend to make the connection between afferents stronger by increasing the conductance of synapses overall, subsequently distorting the STDP learning curve. In the absence of consistent STPs, these effects accumulate over
time and make the synaptic weight evolutions unstable. With STPs at lower flux intensities, the network can recover and
relearn with constant training. However, higher flux can overwhelm the leaky integrate-and-fire post-synaptic neuron
circuits and reduce stability of the network.
Keywords Neuromorphic circuits · Non-linear memristor model · Radiation · Spike-timing-dependent plasticity (STDP) ·
Leaky integrate-and-fire (LIF) neuron · Spatio-temporal pattern learning

1 Highlights

2 Introduction

• Interactions between memristive synapses and radia-

Artificial neural networks (ANNs) are densely connected
computing systems inspired by the topology of biological
neural networks. ANNs are adept at processing massive
amounts of information in parallel and have the ability to
derive meaning from complicated or imprecise data by
recognizing complex patterns and trends. Trained ANNs
are able to perform visual recognition [1], character recognition [2], voice-activated assistance [3], stock market
forecasting [4], and are used in self-driving cars [5]. Industry pioneers are designing ANNs that can also be used
in solar radiation forecasting, object classification and
matching, event filtering, facial recognition, combat automation, target identification and weapon optimization

tion alters the spike-timing-dependent plasticity
(STDP) learning mechanism.
• Without presentation of spatio-temporal patterns
(training), radiation effects build up and destabilize the
spiking neural network.
• Constant network training with spatio-temporal patterns overcomes radiation effects at low flux, but not
at higher flux intensities.
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[6]–[8]. The next generation of systems are expected to
be even more deeply biologically inspired, using pulses
or spikes to transfer data between elements as opposed
to continuous variables and activation functions. Customized hardware implementations will enable these spiking
neural networks (SNNs) to be not only highly efficient but
also incredibly robust and fault-tolerant. As such, they
may find numerous applications in harsh, radiation-filled
environments such as space or at nuclear and military
installations. Practical examples include deployment of
autonomous robots for nuclear waste handling, nuclear
reactor maintenance, or space vehicle repair that contain
onboard video processing, simultaneous localization and
mapping (SLAM), and integration with numerous other
sensing systems. For the sake of creating robust designs
in the future, it is critical to understand just how resilient
these electronic SNNs can be when subjected to disturbances from ionizing radiation.
While shielding and hardening are common practice
to protect devices and circuits from radiation, these techniques are unable to block all particles from interacting
with underlying electronics [9, 10]. This article aims to
analyze the effect of radiation on the spatio-temporal pattern recognition (STPR) capability of SNNs with memristive
synapses. At present, there are no known studies in the literature using modeling and simulation to investigate SNN
radiation effects at the network level. However, the spike
timing-dependent plasticity (STDP) learning mechanism
and corresponding network training approaches have
been broadly employed. For simplicity, biphasic shaping
of the action potential pulses is used to realize STDP [11,
12], and STPR is achieved through repetitive presentation
of correlated pattern windows [13, 14].
Although network-level investigations are limited, there
are numerous reports detailing the effect of radiation on
memristive devices themselves. Section 2 of this paper
discusses various types of memristors, their use in spiking
neural networks, and provides an overview of how radiation affects memristive devices with appropriate citations.
Section 3 then details the experimental methodologies
employed in this study, starting with the neural network
topology and the components used and followed by a
description of the modified memristor model that includes
radiation effects. Specifically, a modified non-linear memristor drift model is used to induce effects of radiation in
the circuit. Section 4 shows the simulation results and
discusses subsequent analysis approaches. The memristor model is verified with and without radiation, and the
effect of initial state and radiation on the STDP learning
curve are presented. Networks with 5, 25, and 100 neurons are simulated to observe the effect of radiation at a
different intensity, flux, and period. Changes in network
learning capability and system stability are statistically
Vol:.(1234567890)

analyzed. Although networks with only one or a few output neurons and two layers are not generally useful, the
results are broadly relevant. For example, these results
can provide insight into the operation and response of
filters within hidden layers of deep convolutional neural
networks to radiation [15]. Section 5 concludes the paper,
with the primary result being that when the network is
not undergoing training, the effects of radiation build up
as the deposited energy is not dissipated and the network
becomes less stable. On the other hand, it is likely possible
for the network to overcome larger amounts of radiation
exposure when undergoing continuous on-line training
or periodic re-training.

3 Background
The concepts, components, and terminologies regarding
the neural networks and models used throughout the
remainder of the paper are given in this section. Types of
memristors, SNNs, and an overview of experimental radiation effects on memristors from the literature are provided.

3.1 Memristors
Memristors are two-terminal devices that will change
resistance state when a sufficient external bias is applied
as dictated by their physical properties. Memristors can
also hold their resistance state in the absence of an external active source. The electrical properties of a memristor depend on the physical mechanism or resistance
switching, which could be due to metal ions forming a
conductive bridge (CBRAM), movement of oxygen ions
(RRAM), phase change of the active material (PCM) or
self-directed channel (SDC) [16]. PCM memristors usually
acquire only two states, one of high resistance (RESET or
off-state) and another of low resistance (SET or on-state).
This property enables PCM devices to be used as a digital
memory element. On the other hand, SDC and CBRAM
memristors can reliably acquire multiple intermediate
states and this property make them a viable candidate as
synapses in electronic SNNs [16]. Essentially all memristor
designs can be densely integrated into crossbar or crosspoint architectures [17, 18]. Although disadvantages to
this approach sometimes exist (such as sneak path currents), they are overall a promising candidate specific SNN
implementations.

3.2 Spiking neural networks (SNNs)
Compared to most ANNs, SNNs are more biologically realistic and potentially powerful. They are designed using
spiking neurons that transfer information via precise
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timing or sequences of neural action potentials [19]. Neurons in biological neural networks are electrically excitable
and communicate with each other by electrochemical
signaling via synaptic connections. The strength of the
connections between biological neurons is referred to as
the synaptic weight, which changes over time depending
on the pre- and post-synaptic neuron activity. Spike-timing-dependent plasticity (STDP) is one biological process
that alters the weight depending on pre- and post-synaptic neuron firing time. One way to implement STDP in
electronic SNNs is to modify the time, shape, and magnitude of the action potentials in the appropriate manner.
3.2.1 Software‑based spiking neural networks
In software-based SNNs, weight change, topology, and
learning are defined using software algorithms implemented using a digital, or von Neumann architecture. Time
differences between pre- and post-synaptic neurons are
detected and synaptic weights are modified accordingly
using the STDP rule. Many multi-layer SNN algorithms have
been successfully implemented in software to solve practical problems like speech recognition [20], face recognition
[21], handwriting recognition [22] and robot control [23].
Software-based SNNs lead to the tradeoff among
accuracy, memory, and processing speed. The need for
non-volatile synaptic weight storage becomes a concern
as continuous updates and fetch-decode-execute cycles
require significant power consumption. Another concern
is the implementation of multilayer networks that need
readout of synaptic weights in each epoch. These are complicated to implement and add mismatches and communication errors into the network [24–26].
3.2.2 Hardware‑based electronic neural networks
On the other hand, the physical realization of synapses
using memristors are becoming a reality as they have the
potential to solve many of the above-mentioned issues
[27, 28]. Most memristors are non-volatile and do not lose
their state, thus eliminating the need for readout of synaptic weights and reducing communication overhead across
the network. Unlike other non-volatile memories, memristors do not need to be refreshed to maintain their state,
and this decreases the power consumption of the system.
Hardware implementation of SNNs will not require complex algorithms and their scalability will solve the issue of
chip area [26].
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materials, stack configurations, and physical modes of
operation [29–34]. Such radiation studies have an enormous number of variables such as radiation source energy
and exposure trajectory, the thickness of active and other
layers, and device shielding and packaging techniques
used. Thus, the results vary considerably and make cumulative studies inconclusive. However, some characteristic
device changes are predominantly noted, including how
radiation interaction events can change the present resistive state (state-altering radiation), induce e −h+ pair current (ionizing radiation), and alter the off-state resistance
of the device (typically observed as long-term degradation
of Roff ).
A state-altering radiation event will change the present
conductive state of the device. Such radiation effects have
been experimentally observed in TiO2 devices following
alpha and proton irradiation, resulting in more current
through the device [29, 30]. No detectable change in on
and off resistance of the device was reported after radiation. Similar state altering effects were also noted in [31]
due to proton irradiation. The memristive device can be
ionized by Gamma rays and high energy Bi ions, generating multiple e−h+ pairs in the device thus increasing
current [30]. However, no change in on and off resistance
of the device was observed in either of the cases. Similar
ionization effects were also experimentally observed in ref.
[35]. Change in off-state resistance of the device is experimentally observed when the chalcogenide phase change
devices were exposed to gamma and electron radiation
[36]. Such radiation potentially decreases the read-window
of the device and increases the leakage current due to new
defects as observed in Cu filament based ReRAM devices
following proton exposure [37]. Refs. [35, 38] also show
changes in R
 off because of silicon ion and alpha irradiation.
The wide variation in these results make it infeasible to
model extremely specific situations in larger circuits and
necessitate a more general approach that points toward
broader conclusions.

4 Experimental approach
This section details the configuration of two networks
used for simulations in this work and their components
and associated behavioral models. It also describes the
modified memristor model used to include radiation
interactions. Radiation profiles are quantified at the end
to provide a comparison with experimental studies.

3.3 Radiation effects on memristors

4.1 Neural network topology

The literature contains many experimental radiation
studies done on memristive devices with different active

Neural networks in this study have three basic components: pre-synaptic neurons, post-synaptic neurons, and
Vol.:(0123456789)
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memristive synapses connecting afferents to the output
layer. This study uses two types of network topologies. The
first is shown in Fig. 1a and represents a fully connected
network in which all three pre-synaptic neurons ( N1, N2,
and N3) are electrically connected to two post-synaptic
neurons (N4 and N5) via five memristors (M1 to M5). This
network only uses square digital pulses as the action
potentials. The second topology is represented by a spiking neural network in Fig. 1b is a single layer perceptron
network with either 25 or 100 pre-synaptic afferents (N1 to
N25 or 100), each connected to a single post-synaptic neuron
(LIF post N) via single memristors (M1 to M
 25 or 100).
The post-synaptic neuron in the biphasic spiking neural
network of Fig. 1b is designed in Verilog-A representing
a leaky integrate-and-fire (LIF) circuit behavior governed
by Hodgkin-Huxley equations. The LIF circuit fires a bidirectional biphasic spike (toward the dendritic and axonic
synapses) when a certain threshold is reached. Both networks follow STDP learning where the conductivity of the
memristive synapse (the connection between two neurons) is modified interdependently due to the presence
of pre- and post-synaptic pulses. For simulation purposes,
dependent voltage supplies are used to mimic neuron
 5/25/100.
behavior in N1 to N

4.2 Non‑linear drift memristor model
As discussed in Sect. 2.1, researchers have developed
memristors using numerous types of materials and working mechanisms. A wide variety of memristor models are
present in literature to mimic a range of behaviors [39–41].
Mathematical models have many parameters to choose
from and represent their respective device characteristics very closely, but their accuracy is limited since input
parameters need to be modified for each given shape

Fig. 1  Memristor-based electronic SNNs used in this study. a Three
pre-synaptic neurons each connected to two post-synaptic neurons via memristors used as synapses. This network uses randomly
occurring digital square pulses to modify the synaptic weights. b
Vol:.(1234567890)

and frequency of the input [39, 42, 43]. A physical model
called a non-linear memristor drift model by Chua et al.
[26] is used in this work and is motivated by TiO2 memristive devices. Depiction of the TiO2 memristive device is
presented in Fig. 2a where TiO2 insulator layer of thickness
D (presented by resistance R
 off ) is between two conductive top and bottom electrodes. As potential is applied
across the device, oxygen vacancies are created resulting
in the formation of a conducting channel of width w. As
the width w of this channel varies, the state and conductivity of the device also changes. Thus, the device sees a
change in the magnitude of the current flowing through
it at a given voltage. The model uses a window function
represented by the auxiliary circuit in Fig. 2b to capture
the non-linearity presented by memristive devices while
using the physical characteristics of the device. Figure 2b
(grey area) is the electrical representation of the behavioral
model that includes the main circuit with E mem (dependent voltage source) and Roff (Off resistance of device) and
auxiliary circuit with dependent current source (Gx), 1 F
capacitor (Cx) and window function f(x). More details
about model physics, implementation in Verilog-A and
parameter used can be found in ref. [44]. The ratio w/D is
called a state variable and is a unitless representation of
the conductivity of the device at any given time. The ratio
w/D is bounded between zero (very resistive, Rmem = Roff )
and one (very conductive, R
 mem = Ron). Parameters used in
the model are R
 on = 1 kΩ, Roff = 100 kΩ, μ = 10 fm2/V and
D = 10 nm, so as to mimic the characteristics of HP Labs
memristor.

4.3 Memristor model with radiation
The non-linear memristor drift model is modified to
include the widely observed effects of radiation including

25 or 100 pre-synaptic neurons are connected to one post-synaptic
leaky integrate-and-fire (LIF) neuron via single memristors. The network uses bi-phasic shaped pulses to achieve pair-based STDP for
pattern learning

SN Applied Sciences (2021) 3:555 | https://doi.org/10.1007/s42452-021-04553-0
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Fig. 2  a TiO2 RRAM. The TiO2 insulator layer of thickness D (Roff ) is
between two conductive electrodes. Presence of oxygen vacancies
resulted in the formation of varying conducting channel of width
w as Emem in model. b Non-linear drift memristor model implemented in Cadence Virtuoso Specter using Verilog-A. The grey box
represents the memristor behavioral model including the auxil-

iary circuit that controls voltage source Emem in the main circuit.
State-altering radiation (Iradsc) is added to the auxiliary circuit to
modify the state of device instantaneously and Ionizing radiation
(Iradeh) is induced in the circuit such that it adds to the memristor
current (Imem) without affecting the memristor state directly

state-alteration, ionization, and off-state resistance change
discussed in Sect. 2.3. State-altering radiation and ionizing
radiation is induced in the circuit using current sources
I radsc and Iradeh. The state-altering radiation current
source adds charge directly to the auxiliary circuit thus
effectively changing the state of the device as needed. On
the other hand, the ionizing radiation current is added to
the memristor circuit current ( Imem) and does not modify
the state variable directly. The resulting full schematic is
shown in Fig. 2b. In the absence of radiation, the model
reverts to the non-linear memristor drift model. Model
parameters can be modified to mimic the behavior of different types of memristors making it essentially agnostic
to the type of materials used in the memristive device.
Current sources mimicking the radiation behavior provide
the correct observable response as noted in the literature
and can be modified to expected energy source thus the
model is also agnostic to an exact source of radiation. Further details about the model can be found in [44].

cm2 respectively. Similar changes can be induced in the
designed memristor model when 10, 20, 25, and 30 Iradsc
current pulses of magnitude μ = 25 μA and σ = 12.5 μA are
applied. Thus, model results are comparable to the experimental studies performed in the TiO2 memristors. For this
work, simulation of the networks is performed at different radiation flux or intensity, obtained by modifying the
pulse interval (following a random Poisson distribution)
and magnitude [44]. Synaptic weight change (Δw/D) of
memristive synapses increases as the mean magnitude
and frequency (flux) of state-altering radiation current
increases. Flux calculations in the study are based on an
assumed 100 nm × 100 nm interaction size for the memristive devices.
A physical non-linear memristor drift model used in
this study is used in well-read publications such as Chua
et al. [26], Strukov et al. in 2008 [46], and Jogelkar and Wolf
[47]. The memristor model is modified to include radiation
effects. The radiation model is designed and implemented
such that model results are comparable to the experimental studies performed in the TiO2 memristors [29, 31, 32,
34, 45]. The published work on radiation effects on spiking neural network implementations is extremely limited.
There are radiation studies on specific device technologies
and more traditional architectures like CMOS structures at
multiple technology nodes [48]–[50], MOS oxide [51, 52],
rectifier circuits [53] and diodes [54].

4.4 Quantifying radiation
Current sources Iradsc and Iradeh artificially induce radiation in the circuit using pulses of 1 ms duration. Current
pulse train magnitude follows a random Gaussian distribution with mean μ and standard deviation σ, and time
intervals follow a Poisson process similar to radiation patterns observed in real sources. In the model, one current
pulse does not necessarily represent one radiation particle
or interaction event.
In the literature, experimental studies using memristors have observed 30% [34], 77% [29, 32], 90% [45], and
95% [31] change in resistance (from off-state) when bombarded with radiation of a total fluence of 7.7 × 1015 350keV proton/cm2, 1.4 × 1011 1-meV alpha/cm2, 4.9 × 1012
14.1-meV neutrons/cm2, and 7.75 × 1016 10-keV x-rays/

5 Simulation results and analysis
The following section presents the characteristics of the
memristor (Fig. 1) model and its behavior in the presence
of radiation. The effect of initial memristor state and radiation on the STDP learning curve are also presented, followed by network response to radiation in the absence of
Vol.:(0123456789)
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patterns. Finally, the effect on the spatio-temporal pattern
learning ability of the networks (Fig. 1) in the presence of
radiation of different flux, duration, and intensity is examined. All the following simulations are performed using the
Spectre transient simulation tool in the Cadence Virtuoso
design suite.

5.1 Memristor model characteristics
Figure 3 shows the electrical characteristics of the memristor model. To analyze the non-linearity in the device,
a train of 125 + 1 V pulses followed with 125 − 1 V pulses
are applied with a pulse period (PP) of 1 ms and a pulse
width (PW) of 0.9 ms. Figure 3a, b plot the conductivity
and synaptic weight (w/D) of the memristor versus pulse
count and device current, respectively. Non-linearity is
obvious in Fig. 3a when the device reaches off-state (lowest conductivity) and the slight change is linearity of w/D
is also present as the device reaches the on-state (highest conductivity). The similar pattern can be observed in
Fig. 3b where a logarithmic change in conductance versus
current is almost linear, representing a logarithmic change
in conductance with device current.
Figure 3c, d show the current–voltage characteristic of
the device when 0.6 V sinusoidal and triangular periodic
voltage is applied to the memristive device at varying
frequency (respectively). At higher device threshold of
0.5 V in Fig. 3d, the memristor could not change the state
completely as the frequency increases. At lower threshold
of 0.25 V in Fig. 3c, the device switches state completely
before reaching the threshold at higher frequencies. Figure 3c, d also shows the stability of model at different
resistance state. Note the I-V curve displays a pinched hysteresis loop and the hysteresis lobe area decreases as input
frequency increases, finally reducing to a line at a higher
frequency. These are necessary characteristics of the I-V
curve of a memristive device [55]. More model verification
characteristics can be found in [44].

Fig. 3  The memristor device shows a non-linear change in conductance and synaptic weight (w/D) when a train of 125 + 1 V
pulses followed with 125 − 1 V are applied (PW = 0.9 ms, PP = 1 ms).
a Conductance and w/D versus pulse count and b versus device
Vol:.(1234567890)

5.2 Verifying memristor radiation model
Figure 4 shows the changes in the synaptic weight
(w/D), device current (IRoff ) and circuit current (I mem) in
a transient simulation as state-altering ( Iradsc) and ionizing (Iradeh) radiation is induced in the circuit in form
of current pulses. In Fig. 4a, a pulse train of − 0.5 V is
applied due to which synaptic weight (w/D) and thus
conductivity is decreasing. As 5 mA (1 ms) state-altering
radiation spike is presented synaptic weight suddenly
increases leading to an undesirable increase in device
conductivity followed by an increase in device and circuit current. On the contrary, when ionizing radiation
pulse arrives, Imem sees the decrease in the current to
compensate but device current ( IRoff ) and w/D are not
affected. Similar results are experimentally recorded in
[29] where no detectable effect of ionization is observed
after the event. Figure 4b shows similar effects of radiation on the device even when input is a pulse train of
40 mV (positing pulse) resulting in increased w/D. More
effects of radiation events on model characteristics can
be found in ref. [44].

5.3 Pair‑based STDP curves
As mentioned in Sect. 2.2, STDP is a biological process
that changes the strength of the connection based on
pre- and post-synaptic neuron firing time. STDP is also
deemed responsible for brains ability to form memories,
locate sounds and respond to threats and many shapes
of STDP are biologically observed in different areas of
brains in different species [56, 57]. In memristive devices,
different shape of pre- and post-synaptic neuron spike
can be used to obtain the desired STDP shape [12, 58].
Often, a simple pair-based STDP implementation is used,
although frequency-dependent effects are typically
observed in neuroscience experiments as in [59].

current. The I-V curve of the memristor as c 0.6 V sine input is
applied with 0.25 V threshold and d 0.6 V triangle input applied
with 0.5 V threshold, showing the characteristic decrease in
pinched hysteresis lobe area as the frequency increases

SN Applied Sciences (2021) 3:555 | https://doi.org/10.1007/s42452-021-04553-0

Research Article

Fig. 4  State-altering and ionizing radiation effects on the memristive device. Input voltage (Vmem) applied in a, b is a train
of − 500 mV (40 mV) pulses with duration 150 ms, which leads to
decrease (increase) in synaptic weight of the device. When a statealtering radiation spike occurs, w/D sees a sudden undesirable

change increasing the conductivity and current within the device
(IRoff ) and circuit (Imem). On the other hand, when ionizing radiation
spike occurs, it is compensated by a significant decrease in circuit
current (Imem) without affecting the device synaptic state itself

5.3.1 Effect of initial w/D

compared to if the device was initially at 90% w/D, i.e. in a
highly conductive state. This was due to the non-linearity
present in the device as discussed in Sect. 4.1.

Different pre- and post-synaptic neuron spike shapes
are used to obtain different STDP shapes using the given
memristor model as shown in Fig. 5. STDP in Fig. 5a is
obtained using exponential bi-phasic spikes and Fig. 5b
used triangular bi-phasic spikes as shown in the respective insets. In Fig. 5, the magnitude of change in synaptic
weight (Δw/D) at any given time will depend on the initial
synaptic state of the device. When the device was initially
in a less conductive state (lower w/D, 10% on), about 6 to
10 times larger change in synaptic weight was observed

5.3.2 Effect of radiation
Figure 6 shows the change in STDP learning curve as the
memristive device is exposed to a state-altering radiation
event before pre- and post-synaptic afferent biphasic
pulses arrive. Figure 6a shows the STDP curve resulting
from the exponential bi-phasic spike and Fig. 6b resulted
from triangular bi-phasic spike as shown in the respective

Fig. 5  Different STDP shapes obtained using a exponential and b triangular bi-phasic pulses. The magnitude of change in synaptic weight
(w/D) also increases if the device was initially in the lower conductive state that is due to the non-linearity of the memristor model
Vol.:(0123456789)
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Fig. 6  STDP plot after a state-altering radiation event for a exponential and b triangular bi-phasic pulses. STDP curve shifts upward due to
radiation that brings asymmetry in the STDP curve and thus tends to favor an increase in synaptic weight

insets. Radiation is observed to shift the whole curve
upward making it asymmetric. Thus, learning will undesirably favor a stronger correlation and this could potentially
make the system unstable. Unfortunately, unless the radiation is perfectly consistent, the action potential signals
cannot be engineered to mitigate this asymmetry because
doing so changes the shape of the STDP curve and affects
the learning capability of the network.

5.4 Radiation effects in the absence of patterns
Figure 7 represents the simulation results obtained
using the fully connected pulsed neural network shown
in Fig. 1a. Each afferent in the network generates a train
of 500 mV (1 ms) square pulses at Poisson distributed
inter-spike intervals representing pure noise (no patterns or correlations). The system is irradiated for the first
10 s with state-altering radiation of different magnitude

Fig. 7  Synaptic weight (w/D) of memristor (M1 to M5) of the fully
connected pulsed neural network represented in Fig. 1a source not
found. a The network is simulated using 0.5 V, 1 ms square pulses,
radiated for 10 s with state-altering radiation of different mean
Vol:.(1234567890)

(μ = 1 μA to 100 μA and σ = 0.5 μA to 50 μA) and flux up
to 5 × 1010 cm−2 s−1. Figure 7 plots w/D of each memristor (M1 to M6) after 50 s of simulation. Although the system is irradiated only for the first 10 s, radiation effects
accumulate over time and at higher radiation intensity,
the weights have considerably diverted. Some will even
saturate, as is the case of M4, M5, and M6 at the higher
flux of 5 × 1010 cm−2 s−1. This could lead to pattern learning and recognition challenges in neural networks. Additional results obtained using the pulsed neural network
can be found in [44].
In this case, the network is exposed to radiation after
already learning the pattern and is seeing random noisy
input. It is observed that in the presence of radiation,
synaptic weights drift away from the desired weight
distribution, disrupting the pattern recognition capability of network. On the other hand, if the network is in

magnitude and flux and w/D values are noted after 50 s of simulation. Radiation effects seem to cumulate over time, especially from
stronger radiation events

SN Applied Sciences (2021) 3:555 | https://doi.org/10.1007/s42452-021-04553-0

Research Article

learning and evolving its state, it is able to recover from
the disturbances caused by the radiation events.

5.5 Pattern learning
Pre-synaptic afferents (N1 to N25 or 100) in the bi-phasic
spiking neural network of Fig. 1b are firing at an average
rate of 5 Hz for the 100 s simulation time. Afferents that
are part of the pattern (a 10-pixel ‘B’) as shown by Fig. 8b
(light color) are firing mutually correlated spikes at regular interval as shown in Fig. 8a, N12 and N
 13 [60, 61]. Conversely, non-participating afferents Fig. 8b (dark color) fire
uncorrelated spikes with Poisson distributed intervals as
shown by Fig. 8a N14 and N15. This same firing pattern is
used in generating 100-pixel ‘B’ patterns in larger 100 afferent networks of the next section. Pre- and post-synaptic
afferents fire a biphasic triangular spike for 10 ms, which
potentiates to a peak voltage of + 1 V and depression tail
reaches a max of − 0.25 V as shown in the inset in Fig. 9.
All the memristors in the spiking neural networks are initially kept in a conductive state with resistance distribution
varying from 20 kΩ and 35 kΩ as can be noted in Fig. 8b
(Initial State). For training and testing purposes, the networks use biphasic triangular spikes as the learning and
synaptic weight change evolution was linear. Linear learning is presented by the STDP learning curve in Fig. 6. Note
that 25 or 100 correlated and uncorrelated afferents are
arranged such that the data set represents the letter “B”.
Active afferents that are part of the pattern in letter “B”
fire mutually correlated spikes, unlike, non-participating
afferents that fire Poisson distributed uncorrelated spikes
as shown in Fig. 8a.
Figure 8b shows the synaptic weight evolution of all
 25) as the network tries to learn
the memristors (M1 to M
the 25-pixel pattern representing a letter ‘B’. Starting
around 30 s, the network was able to depress most of the
uncorrelated neurons by decreasing the conductivity of
their corresponding memristors and the desired pattern
is very recognizable. At 60 s, the network is in a stable
state with post-synaptic neuron firing at a constant rate

as the un-correlated neurons are completely depressed
and thus not contributing any current to LIF circuit of the
post-synaptic neuron. Figure 8c shows the synaptic weight
distribution of the memristor and decrease in weight of
uncorrelated synapses can be clearly noted at 30 s. In the
following simulations, the input signals of 100 (or 25) presynaptic neurons were the same, and only the state-altering radiation flux and magnitude were changed.
The STDP learning curve in Fig. 9 shows changes in
the synaptic weights of all 25 memristors over a period of
100 s as a function of the time difference between postand pre-synaptic spike firing. When a post-synaptic neuron
fires after a pre-synaptic neuron (time difference > 0 ms),
the network considers them correlated and the synaptic
weight of the respective memristor increases making the
synaptic connection more conductive (and vice-versa).
The STDP curve shows much strong depression than
potentiation, meaning the network is able to depress the
uncorrelated afferents faster. Asymmetrical STDP curves
are obtained using different potentiation for pre- and
post-synaptic spike as shown in the inset in Fig. 9. More
simulations of the 25-pixel network can be found in refs.
[62] and [63].

Fig. 8  a Scatter plot of the spike times of two correlated afferents
N12 and N13 (participating in the pattern) and two non-participating, uncorrelated afferents (N14 and N15). b The initial synaptic
weight distribution and evolution of the pattern over time as the

system is in the process of learning 25-pixel letter ‘B’. c A histogram
of the synaptic weight distributions in weight bins that are 0.05
wide. After 30 s, uncorrelated neurons are separated and moved to
lower weight

Fig. 9  STDP plot obtained from weight changes due to nearestneighbor pairs in the 100 s simulation of the network with 25
pre-synaptic bi-phasic spiking neurons of Fig. 1Err or ! Reference
source not found.(b). Inset shows the pre- and post-synaptic neuron inputs used. STDP has much stronger depression than potentiation, generally leading to faster learning in the network

Vol.:(0123456789)

Research Article

SN Applied Sciences (2021) 3:555 | https://doi.org/10.1007/s42452-021-04553-0

Figure 10 plots the evolution of all 25 memristors in biphasic spiking neural network in presence of state-altering
radiation as the network is in the process of learning
25-pixel spatio-temporal pattern. In Fig. 10a, s of radiation exposure (grey area) starts at 30 s at mean magnitude
μ = 25 μA and σ = 12.5 μA, dotted grey lines represent the
weight evolution of all 25 synapses at 1 × 1010 cm−2 s−1 flux.
In Fig. 10b, the network is irradiated for a longer period of
time up to 40 s (colored region), but at the lower magnitude of μ = 5 μA and σ = 2.5 μA, each at 3 × 1010 cm−2 s−1
flux. In both the cases, after irradiation ceases, the mean
synaptic weight tends to evolve toward the control trace
(with no radiation). It is notable that in Fig. 10b, 40 s of
irradiation does not saturate the average weight as it does
in Fig. 10a where the radiation exposure only lasted 10 s.
Figure 11 shows the synaptic weight distribution and
pattern evolution, as the spiking neural network is the process of learning a 100-pixel spatio-temporal pattern letter ‘B’.
Again, the network is exposed to 10 s of state-altering radiation (magnitude μ = 25 μA and σ = 12.5 μA, starting at 30 s) at
increasing flux. It is observed that as the flux increases, the
pattern distortion also increases. This is because radiation is
changing the state of the memristive synaptic devices and
forcing them to be more conductive as indicated from the
STDP curves in Sect. 4.3.2. As the weights move toward more
conductive states, the LIF post-synaptic neuron observes
stronger correlation and the system becomes unstable.
For a neural network to be stable, synaptic weight distributions should look more like Fig. 8b at 30 s or 11a at 100 s,

where correlated weights are not completely saturated and
therefore not over-simulating the LIF post-synaptic neurons, but are contributing to the pattern. After the end of
the 10 s state-change radiation event, the system tries to
relearn the pattern but recovery does not necessarily result
in the same pattern or a stable system. In the case of Fig. 11
at 5 × 1010 cm−2 s−1 flux, the pattern is indistinguishable at
40 s. During the post-radiation period, the pattern is mostly
recovered, but has lost several pixels that should be participating in the pattern (Fig. 11d at 100 s). The network essentially depressed those pixels to gain stability and balance
following instability induced by the radiation exposure.
Figure 12 shows a detailed analysis of data obtained
from the network simulation in Fig. 11. Figure 12(a) plots
the average synaptic weight evolution of all correlated
and uncorrelated synapses separately over the 100 s
period. During the radiation event (highlighted by the
salmon color), uncorrelated synapses saw more deviation than correlated synapses. This effect is due to the
non-linearity of the device as discussed in Sect. 4.3.1 and
Fig. 5. When it is less conductive, there is a larger change
in synaptic weight compared to a highly conductive state.
It is also observed that the system became stable only
after the average weight of uncorrelated afferents slid
lower than 0.1 w/D (note dashed vertical lines). Due to
this, all the correlated synapses do not average out at the
same value and result in a slightly different learned pattern as noted in Fig. 11 at 100 s. This observation is clearer
in Fig. 12b where the cumulative variance in a change
of synaptic weight of correlated synapses stabilized after
vertical dashed lines confirming the system stability. As
expected the cumulative variance in weight change is

Fig. 10  Average synaptic weight evolution of all memristors as the
system is in the process of learning spatio-temporal pattern letter ‘B’. a Evolution as system is radiated for 10 s with state-altering
radiation at different flux (magnitude μ = 25 μA and σ = 12.5 μA).
b Evolution as system is radiated with state-altering radiation

(3 × 1010 cm−2 s−1 flux, magnitude μ = 5 μA and σ = 2.5 μA) time
increasing from 10 to 40 s (colored area). In both the case after
the end of the radiation event, average synaptic weight evolves
towards the non-radiated weight curve, thus the network is trying
to relearn the pattern

5.6 Pattern learning subject to radiation
with limited duration
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Fig. 11  The synaptic weight distribution and pattern evolution
over time as the system is exposed to 10 s (starting at 30 s) statealtering radiation (magnitude μ = 25 μA and σ = 12.5 μA) at increasing flux. Spiking neural network is the process of learning 100-pixel
spatio-temporal pattern letter ‘B’. As the flux increases, pattern

distortion also increases. At 5 × 1010 cm−2 s−1 flux, the pattern is
completely indistinguishable at 40 s. Although the system tries to
relearn the pattern after the end of radiation exposure, the recovery does not result in the same pattern or a stable system

Fig. 12  Network stability analysis of from the simulation in Fig. 11.
a Average and b Cumulative variance in the change of synaptic
weight evolution of all correlated and uncorrelated synapses over
100 s period. In a during the radiation event (salmon color), uncorrelated synapses saw more deviation than correlated synapses and

the system became stable only after the average weight of uncorrelated afferent slid lower than 0.1 w/D (dashed vertical lines). This
observation can be made more clearly in b where the cumulative
variance in synaptic weight of correlated synapses stabilized after
the vertical dashed lines
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higher for uncorrelated synapse and for higher flux. Formulas used in the calculations are given as:

Average weight(n) =

)
1 ∑n (
(w∕D )i
i=1
n

Cumulative Variance of

d( wD )
dt

Mean Squared Error (n) =

(n) =

)
∑n ( ( w )
|
− (p)i |
i=1
D i

)2
1 ∑n (
(w∕D )i − (p)i
n i=1

where n is the total number of synaptic memristor under
analysis (uncorrelated, correlated or all) and p is the
desired weight of the corresponding synaptic device.
A box plot of mean squared error (MSE) of post-radiation data (after 40 s) obtained from network simulation
in Fig. 11 is plotted in Fig. 13 at different radiation flux for
the synaptic weight of uncorrelated, correlated and all
memristors (M1 to M100). As expected, the average MSE
increases as the radiation increases and the box-whisker
spread is significantly noticeable in the uncorrelated data
set because it saw the most deviation during radiation as
in Fig. 12a. It is notable that the median of radiated correlated data set is much closer to zero as this data set did
not see much deviation during radiation due to STDP w/D
non-linearity.

5.7 Pattern learning in the presence of constant
radiation

Fig. 13  Error analysis of network from the simulation in Fig. 11. Box
plot of mean squared error post-radiation (after 40 s) of uncorrelated, correlated and all synaptic weights. Note the increase in the
average MSE and spread, as the radiation flux increases. Spread is
more notable in uncorrelated synapses

Fig. 14  Synaptic weight
distribution and pattern
evolution over time as the
system is exposed to statealtering radiation (magnitude
μ = 0.5 μA and σ = 0.25 μA) at
increasing flux throughout the
learning process of 100 s. Spiking neural network is in the
process of learning 100-pixel
spatio-temporal pattern letter
‘B’. As the flux increases, system
instability increases but at
lower flux, the system was able
to maintain stability
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Figure 14 shows the synaptic weight distribution and pattern evolution, as the spiking neural network is the process
of learning the 100-pixel spatio-temporal pattern letter ‘B’.
The network is exposed to state-altering radiation (magnitude μ = 0.5 μA and σ = 0.25 μA) at increasing flux up to
5 × 1010 cm−2 s−1 throughout the learning process of 100 s.
It can be noted in Fig. 14 at 5 × 1010 cm−2 s−1 flux at 100 s,
correlated weights are pushed to the extreme. This again
over-excites the LIF post-synaptic neuron and the system
becomes unstable and does not recognize the expected
pattern. On the other hand, at 0.5 × 1010 cm−2 s−1 flux, the
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system is very stable as the correlated weights are not saturated (LIF post-synaptic neuron is not over-stimulated)
and the radiation is absorbed in the network.
Figure 15 shows the detailed analysis of data obtained
from network simulation in Fig. 14. Figure 15a plots the
average synaptic weight evolution of all correlated synapses over 100 s period. At higher radiation, a deflection
point can be observed (represented by the dotted horizontal black line). As the average correlated synaptic weight
evolves to this point, the system becomes unstable. This
observation can also be verified when the cumulative
variance in the change of synaptic weight of correlated
afferent is plotted in Fig. 15a. Note that the cumulative

variance in weight keeps increasing after the deflectionpoint even though the system was relatively stable for flux
3 × 1010 cm−2 s−1 and 4 × 1010 cm−2 s−1 before deflection.
The MSE of w/D data obtained from network simulation in Fig. 14 is plotted in Fig. 16 at different radiation
flux for synaptic weights of uncorrelated, correlated, and
all memristors. Figure 16a plots the evolution of MSE overtime. As discussed in Sect. 4.5, all synapses are initialized
to a fairly high conductance. Thus, uncorrelated synapses
started with the most error (MSE = 0.7) and as the network
suppressed them the MSE reduced to 0. On the other
hand, correlated synapses started with nearly zero MSE
that increased over time as the system depressed while

Fig. 15  Stability analysis of network from the simulation in
Fig. 14. a Average synaptic weight and b Cumulative variance in
the change of synaptic weight of correlated synapses over 100 s
period. In a at higher radiation deflection-point can be observed

represented by dotted horizontal black line system become unstable. This observation is clearer in b where the cumulative variance
in weight of correlated synapses destabilizes after the vertical
dashed lines representing the respective deflection-points

Fig. 16  Error analysis of network from the simulation in Fig. 14.
a MSE overtime and b Box plot of MSE for 100 s of uncorrelated,
correlated and all synaptic weights. On average, MSE decreases at
lower radiation flux in a but as radiation flux increases, correlated

synapses became unstable and MSE increases. Note the average
MSE in b does not increase for lower flux and spread increases only
at much higher radiation flux
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potentiating a few of the correlated synapses to attain
stability. On average, MSE decreased from 0.35 to 0.5 stably without or at lower radiation flux. On the other hand,
as radiation flux increased, correlated synapses became
unstable and MSE increased. Figure 16b compares the distribution of MSE as state-altering radiation flux increases
from no radiation to 5 × 1010 cm−2 s−1. As expected, the
MSE increases as the radiation increases and box-whisker
spread is significantly noticeable 4 × 1010 cm−2 s−1 and
5 × 1010 cm−2 s−1 as the system becomes more unstable
due to weight saturation and LIF over-simulation. It is
notable that the mean of radiated correlated data set is
almost stable until 3 × 1010 cm−2 s−1 thus system was able
to absorb the radiation for 100 s until that flux.

To conclude, radiation does affect the learning capability of the spiking neural networks, but the pattern
deterioration is negligible and generally recoverable at
lower radiation flux and intensity even for longer period
of exposure. Although the networks used in this study contain only two layers and relatively few neurons, they are
representative of portions of larger networks. Specifically,
the results could have implications for the fault-tolerance
and reliability of future hardware implementations of deep
spiking neural networks. In particular, filtering and convolution layers may learn slightly different functions when
exposed to radiation. However, since MSE on a single layer
was not significant at lower flux, larger networks may be
able to overcome such effects.

6 Conclusion

Funding Supported by the Defense Threat Reduction Agency (DTRA)
Grant HDTRA1-17–1-0036.

The effects of state-altering and ionizing radiation interaction events on the spatio-temporal pattern learning ability
of memristor-based spiking neural networks are studied.
Feed-forward neural networks are analyzed under irradiation at different flux, intensity, and duration as they are in
the process of learning the 100- or 25-pixel character ‘B’.
A fully connected network is also analyzed for radiation
effects in the absence of any pattern. Synaptic memristors
in the networks use the STDP learning rule achieved using
biphasic neural spikes to modify the conductivity between
the two afferents. Effect of radiation events on STDP learning curves, pattern evolution, and synaptic weight evolution is analyzed throughout the paper. Network stability
is subsequently compared by calculating cumulative variance in the change of synaptic weights and the meansquared error (MSE).
It is observed that radiation events bring asymmetry
to the STDP curve, artificially forcing the network to favor
a stronger correlation between the afferents. If the network is exposed to higher state-altering radiation flux
4 × 1010 cm−2 s−1 or 5 × 1010 cm−2 s−1 for example) even
for a shorter period such as 10 s, the network destabilizes
and takes a relatively long time to stabilize and relearn
the pattern. In such cases, the system might suppress a
few of the correlated synapses thus resulting in a slightly
different learned pattern. When exposed to smaller flux
(1 × 1010 cm−2 s−1), the system was very quickly (within 20
to 30 s) able to relearn the expected pattern and cope with
the effect of radiation. In absence of a pattern (input is random Poisson noise), radiation effects accumulate over time
and the network was never able to overcome them. At the
same time, the system was able to learn and separate the
uncorrelated afferents when a pattern was presented but
the network was subjected to state-altering radiation at
low flux.
Vol:.(1234567890)
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