Increased power consumption is a critical concern for smartphone users. While multi-core processors in smartphones have already emerged in market, current applications are yet to take full advantage of this new architecture, particularly in the area of managing power consumption. This paper addresses the issue of managing power consumption in multicore smartphones via a middleware layer that schedules optimal number of cores for currently running applications taking into account the tradeoff between power consumption, performance and user experience. The paper first describes a simple and accurate method to measure the overall power consumption and then studies the impact of scheduling seven different popular applications over one to four cores on the overall power consumption. Based on this study, the paper proposes three new power-aware scheduling algorithms that dynamically schedule optimal number of cores as well as dynamically adjust the voltage frequency of each online core to achieve the best tradeoff between power consumption, application performance and user experience under the current context. Evaluation from a prototype implementation of the middleware on a quad-core HTC One shows that these algorithms result in significant reduction in power consumption while ensuring good performance and user experience.
INTRODUCTION
Mobile use cases such as HD video playback, streaming video and audio, multitasking, browsing the web, 3D gaming and 3D interfaces have become feasible with the availability of multi-core architectures in mobile devices.
High performance computing components in mobile devices, however, consume significant amount of power reducing battery life, which is one of the most critical concern mobile users have. Although multi-core processors are meant to be energy efficient units, increasing the number of cores can drain the battery much more rapidly than low power, single-core embedded processors, particularly if the cores are run at high voltage frequencies. Since more and more applications are being developed as multi-threaded and users are increasingly executing multiple tasks concurrently, the issue of managing the overall power consumption in multicore smartphones is of paramount importance.
Techniques to reduce the overall power consumption in smartphones can be divided into three high level categories. The first category deals with designing power-aware applications, wherein utilization of power hungry hardware resources is minimized and power efficient alternatives to power hungry scenarios are incorporated while recognizing trade-offs between extended battery life and user experience or performance. Examples include [5] and [7] . The second category deals with dynamic voltage and frequency scaling (DVFS), wherein voltage or frequency of processor is dynamically adjusted "on the fly" to conserve power. Examples include [17] . The third category deals with efficient utilization of the multiple CPUs of a device. When a smartphone is idle or lightly used, some cores may be turned off. Techniques such as hot plugging turn off one or more cores when not needed and thus save power. These three categories of power management techniques are complimentary with one another. This paper takes a holistic view of managing the overall power consumption in multi-core smartphones. While reducing the overall power consumption is certainly an important aspect of managing power, there are several other issues that must be considered as well. First, there are technical issues that include how to accurately measure the overall power consumption in modern smartphones, and understanding how the overall power consumption is affected by the number of cores that are online at any point in time and the frequencies at which these online cores are running. Second, there are three quality indicators that must be considered together: power consumption, application performance and user experience. Under some circumstances, it may be reasonable to sacrifice application performance or user experience to save power, while at other instances, it may be reasonable to improve performance at the expense of increased power consumption. It is important to understand the tradeoffs between power consumption, application performance and user experience. Finally, contextual issues such as the current battery level or expected time interval before next phone charge have an impact on the relative importance of reducing power consumption and performance. This paper proposes a middleware layer that addresses all these issues to manage power in modern, multi-core smartphones. It dynamically schedules an optimal number of cores online and dynamically adjusts the frequencies of each of the online cores based on the current CPU load and a balance factor. Balance factor is used to determine the right tradeoff between power, performance and user experience, and the CPU load is then used to determine the right number of cores and their frequencies to realize that tradeoff.
The paper first describes a simple and accurate method to measure the overall power consumption in smartphones, and then studies the impact of scheduling seven different popular smartphone applications over one to four cores on the overall power consumption. Next, the paper discusses the important issue of tradeoff between power, performance and user experience as well as the impact of remaining battery life and expected time interval for charging the phone next. This tradeoff is then abstracted via balance factor. The paper then proposes three new power-aware scheduling mechanisms that dynamically schedule optimal number of cores and then determine the optimal frequency for each core based on the balance factor and current CPU load. These mechanisms have been implemented on Android HTC One smartphone, which is quad-core. Prototype evaluation from seven popular applications shows that these mechanisms can reduce the overall power consumption of the smartphone by as much as 40% over the current default Android scheduler.
RELATED WORK
To prolong battery life, most off-the-shelf smartphones and tablets adopt power management schemes that make use of dynamic voltage and frequency scaling (DVFS) [16, 18] and processor hot plugging [17] . In [13] , the authors have analyzed the effectiveness of various power management schemes for multi-core smartphone systems in terms of energy efficiency and user-perceived response latency. In [14] , the authors have created an application framework that allows execution of different types of threads, comparing their efficiency and measuring power consumption on mobile devices. In [15] , the authors have created an online power estimation technique for multi-core smartphones with advanced display components. However, none of these prior work propose new scheduling mechanisms for multi-core smartphones.
Measurement of power consumption in smartphones has also been extensively addressed. PowerBooter is an automated power model construction technique that uses built-in battery voltage sensors and knowledge of battery discharge behavior to monitor power consumption while explicitly controlling the power management and activity states of individual components [4] . AppScope, an Android-based energy metering system that monitors application's hardware usage at the kernel level and accurately estimate energy consumption is proposed in [5] . A tool to profile the energy usage of applications is proposed in [6] . Finally, a new, system-callbased power modeling approach that gracefully encompasses both utilization-based and non-utilization-based power behavior is proposed in [8] . Besides software measurements, MonSoon [9] provides accurate hardware-based measurement. However, all these prior research in power modeling apply to single-core smartphones.
The default scheduler for Linux kernel since the 2.6.23 release is CFS (Completely Fair Scheduler). Android kernel uses CFS with slight changes to the CPU process scheduler and time-keeping algorithms. Linux kernel also has a number of CPU frequency governors that vary CPU frequencies based on certain criteria. The default CPU governor for Android kernel 3.4.10 is OnDemand. This governor has a hair trigger for boosting clock speed to the maximum speed set by the user. If the CPU load placed by the user abates, the OnDemand governor slowly steps back down through the kernel's frequency stepping until it settles at the lowest possible frequency. The Performance governor locks the phone's CPU at maximum frequency aimed to maximize performance. The Powersave governor on the other hand locks the CPU frequency at the lowest frequency set by the user aimed to minimize performance consumption.
POWER MEASUREMENT
Power measurement using external metering such as MonSoon is expensive and require opening the battery compartment, which is not allowed in newer smartphones. We propose a software approach that is simple to use and highly accurate. Newer Android phones provide current and voltage information in system files that are regularly updated. Current value is provided in the system file: /sys/classes/ power supply/battery/bat current now, and the voltage value is provided in another system file: /sys/classes/power supply/ battery/bat voltage now. So, it is straightforward to measure power consumption by reading the current and voltage values from these files and calculating the power (P ower = V oltage × Current). However, it is not clear how accurate these current and voltage values in the system files are.
So, to assess the accuracy of power measurement using this software approach, we developed an Android service to log these values at regular intervals in a file. Android OS updates both of these files regularly at the same time interval. However, the time interval rate differs between different hardware. The test phone we used was Google Nexus One. The reason for using this phone is that it is easy to open the battery chamber of this phone, and so it allows us to compare the power measured via our software approach with the power measured via the hardware approach such as MonSoon, which has been shown to be highly accurate. In Google Nexus One, the battery information is updated nearly every 50 seconds. So, we logged the current and voltage values very minute for 30 minutes. In addition, we used Agilent 34411 A Multimeter to measure the current draw. To measure the voltage, we used a Fluke 45 Dual Display Multimeter, in which the sense resistors are connected via twisted-pair wiring. We wrote a program to control the two instruments to sample data per minute and saved the current and voltage values with time stamp in a second log file.
Accuracy of Software Approach
Power measurement using both the software approach and the hardware approach was done at the same time. Figure 1 
IMPACT OF NUMBER OF CORES
To understand the impact of running different number of cores on the overall power consumption, we have experimented with running a variety of applications and measuring power consumption along with CPU load and performance. Earlier research has shown that display, GPS and network consume the most amount of power in smartphones. So, we have chosen applications that use one or more of these components quite extensively and are very popular at present among Android phone users. In particular, we have chosen seven applications: Facebook, Pandora, Facebook Pandora, Candy Crush, Google Maps, YouTube and MPEG Convertor. In all of our experiments, we used Wi-Fi connection for all applications. Table 1 shows the details of the sequence of actions for each of the seven applications that we used in all experiments.
All experiments were done on HTC One developer edition, which is quad-core and has 2 GB DDR2 RAM and 64 GB storage. The Android version is 4.2.2 and the Kernel version is 3.4.10. Current and voltage values are updated on this phone every 50 ms, which is much higher than the update rate on Google Nexus One. We mainly focus on application performance and thread distribution using CPU load as the main parameter. CPU load information is read from the system file /proc/stat. We have reported the overall CPU load resulting from all cores, ranging from 0.00 to 1.00.
Application Performance
We ran each application on one core, two cores, three cores and four cores respectively. On-Demand governor was used in each of these runs. We measured current, voltage, overall CPU load, CPU load for each core, and power consumption. Each application was run for five minutes and measurements were taken every second. Table 2 shows the results of running Pandora. We can see that the voltage values decrease as the number of online cores increases. However, current and power values do not have this linear property. All other applications also provided similar behavior. For Pandora, the least power consumption occurs under two-core scenario. Table 3 shows the CPU load and power consumption for each application. Here, the top line for each application shows the CPU load and the second line shows power consumption.
# of online
We can see that for Facebook, Pandora, YouTube, Facebook Pandora and MPEG Convertor, power consumption is lowest when using one or two cores. Power consumptions difference between one core and two core scenarios is relatively small in these applications. However, for Google Maps, and Candy Crush, power consumption is lower when running three or four cores. We also notice that there is high correlation between power consumption and overall CPU load. Lower CPU load generally implies lower power consumption.
Based on this observation of high correlation between CPU load and power consumption, our guiding scheduling principle is: as the CPU load increases beyond some threshold value, start a new core, and similarly, as the CPU load decreases below some threshold value, shut down one core. To determine these threshold values, we need to take a closer look at the relation between the number of cores, power consumption and CPU load. One problem is that CPU load caused by each application changes over the application duration, i.e. an application may incur high CPU load at one point in time and a low load at another point in time. To determine the threshold values, we need an application that exhibits steady CPU load variation with a user-controlled knob to steadily increase or decrease the CPU load incurred. We address this issue in Section 6.
POWER, PERFORMANCE AND USER EXPERIENCE TRADEOFF
The proposed power management middleware needs to achieve a balance among three important goals: minimizing power consumed by the application, maximizing the performance it exhibits and providing a good user experience. These goals of course may conflict with one another. For example, power consumed by an application is generally lowest when the cores are run at the lowest frequency. However, running cores at the lowest frequency worsens application performance and may negatively impact user experience. So, it is important to incorporate a tradeoff mechanism to achieve an optimal balance among these three goals.
There are two important factors that have an impact on this tradeoff: application type and current context. Application type determines which of the three goals is more important than the others. For some applications, such as gaming and video streaming, user experience is the most important goal. For such applications, the middleware tries to maintaimaintain a good user experience at minimal power consumption. On the other hand, for high performance applications such as mpeg encoding and FFT calculation, performance is the most important goal. For such applications, the middleware tries to maintain an acceptable performance at minimal power consumption. In addition, relative importance of power, performance and user experience depends on at least two contextual features: remaining battery level and the expected time interval before the next charge. For example, if the remaining battery level is low and the next time to charge the phone is not too close, reducing power consumption at the expense of application performance or user experience is a reasonable tradeoff.
To arrive at an appropriate balance between power, performance and user experience, our middleware incorporates a balance factor. This balance factor can take one of seven values: +3, +2, +1, 0, -1, -2, -3. Positive values mean performance is more important and negative values mean reducing power consumption is more important. A balance factor of +3 means the performance is the most important goal and the system must be configured to achieve the best performance, no matter what the power cost is. On the other hand, a balance factor of -3 means power consumption is the most important goal and the system must be configured to minimize power consumption, no matter what the performance or user experience cost is. A value of +2 (or +1) means that the performance is important, but up to 5% (or 10%) of the performance may be sacrificed if that helps in reducing some power consumption. Similarly, a value of -2 (or -1) means that reducing power consumption is important, but up to 5% (or 10%) of power may be sacrificed if that helps in improving some performance. Finally, a balance factor of 0 means up to 10 % of power and performance may be sacrificed. The choice of 5% or 10% is arbitrary, and can be adjusted as needed. Compute a balance factor for an application under a particular contexual scenario is discussed in Section 7.4. To understand the relationship between total CPU load, number of online cores, power consumed and performance, we implemented a simple application that exhibits steady CPU load throughout its run, and the value of this load is user-controlled. This application consists of two nested loops and has three parameters, loop counts for the two loops and the number of threads created to execute these loops. These three parameters can be adjusted to vary the CPU load from 2% to 100% in steps of 2%. In other words, there are fifty versions of this application exhibiting CPU loads of 2%, 4%, 6%, ..., 100% respectively. For each CPU load ranging from 2% to 100%, we obtained power consumed and performance exhibited if the application is run on one core, two cores, three cores and four cores. The entire table is too large to include here. Table 4 illustrates one entry of this table.
DESIGN AND IMPLEMENTATION 6.1 Optimal Number of Online Cores
From this table, we calculated the optimal number of cores for each CPU load and balance factor. For example, for a balance factor of −3, the optimal number of cores for a given CPU load corresponds to the one that consumes least power for that CPU load. For a balance factor of +3, the optimal number of cores for a given CPU load corresponds to the one that provides the best performance for that CPU load. For a balance factor of −2 (or −1), the optimal number of cores for a given CPU load corresponds to the one whose performance is the best among those entries whose power consumption is with in 5% (or 10%) of the least power consumed for that CPU load. For a balance factor of +2 (or +1), the optimal number of cores for a given CPU load corresponds to the one whose power consumption is least among those entries whose performance is with in 5% (or 10%) of the best performance for that CPU load. Finally, for a balance factor of 0, the optimal number of cores for a given CPU load corresponds to the one where both the power onsumption and the performance are with in 10% of the best power consumption and best performance respectively. In a few cases, where there is no such entry, we gradually increased the percentage by one until we got an entry that satisfied this requirement. Figure 3 illustrates the optimal number of online cores for each CPU load and balance factor. We can see from this figure that the optimal number of online cores for each balance factor starts at a lower number and generally increases as the CPU load increases. For example, for balance factor of −3, the optimal number of cores is one for CPU loads up to 46%, two for CPU loads between 48% and 70%, three for CPU loads between 72% and 82%, and four for CPU loads higher than 82%. Similarly, for a balance factor or +3, the optimal number of cores is generally three for CPU loads up to 38%, and four for CPU loads higher than 38%. We also notice that the optimal number of online cores for performance-oriented balance factors (+3, +2 or +1) is higher than or equal to the optimal number of online cores for power-oriented balance factors (−3, −2 or −1) for the same CPU load. This is expected, since smaller number of online cores in general result in lower power consumption but poorer performance.
Another observation we make is that the transition of the optimal number of online cores to the next higher number takes place at smaller CPU loads as we move from balance factors −3 to +3. For example, this transition from one to two cores for balance factor −3 occurs at 46 − 48%, while it occurs at 36−38% for balance factor −2, 32−34% for balance factor −1, and so on. This is expected, since smaller number of online cores in general result in lower power consumption but poorer performance.
We expect that for any given balance factor, the optimal number of online cores for a given CPU load will be higher than or equal to the optimal number of online cores for a lower CPU load. This holds true for almost all cases in Figure 3 with a few exceptions. There are a few instances in this figure where the optimal number of cores is actually lower than the one for a lower CPU load, e.g. CPU load 52% and balance factor +3. Also, there are a few instances where the optimal number of cores is actually higher than the one for a higher CPU load, e.g. CPU load 64% and balance factor −3. These are unexpected results. A closer examination of these unexpected values shows that there is very little difference (less than 1%) in power consumed or performance from the optimal number of online cores for adjacent CPU loads. For example, the performance value for 52% CPU load for three online cores is 6.71 sec while it is 6.69 sec for CPU load of 50% and four online cores or 6.73 sec for CPU load of 54% and four online cores. So, we attribute these unexpected results to the slight variations in operating conditions of different experiments.
Since there is some cost associated with bringing a new core online or shutting off a current online core, we ignore these unexpected transitions in order to minimize the number of transitions as CPU load changes. Table 5 shows the optimal number of online cores for different balance factors and CPU loads, calculated from the results shown in Figure 3 and ignoring the unexpected transitions.
Balance One Two Three Four factor core cores cores cores +3 <=38% >=40% +2 <=18% 20% -42% 44% -58% >=60% +1 <=28% 30% -54% 56% -72% >=74% 0 <=28% 30% -54% 56% -72% >=74% -1 <=34% 36% -60% 62% -82% >=84% -2 <=38% 40% -60% 62% -82% >=84% -3 <=46% 48% -70% 72% -82% >=84% Figure 4 illustrates the optimal frequency for each CPU load and balance factor. Comparing this figure with Figure 3 , we see that the variation of optimal frequency with increasing CPU loads and different balance factors follows a similar pattern as the variation of optimal number of online cores. Table 7 shows the optimal frequencies for different balance factors and CPU loads. This table is based on the results from Figure 4 and ignoring the unexpected transitions.
Balance 384000 918000 1350000 1728000 factor Hz Hz Hz Hz +3 <=38% >=40% +2 <=18% 20% -38% 40% -58% >=60% +1 <=28% 30% -64% 66% -82% >=84% 0 <=28% 30% -56% 58% -72% >=74% -1 <=38% 40% -60% 62% -82% >=84% -2 <=46% 48% -58% 60% -82% >=84% -3 <=52% 54% -70% 72% -82% >=84% 
Scheduling Mechanisms
We now propose three new scheduling mechanisms for multicore Android devices. Thees mechanisms are based on current CPU load and balance factor, and dynamically change the number of online cores as well as the frequency of each online core to maintain a balance between power consumption and performance. They operate in two stages. First, based on the overall CPU load and balance factor, they schedule the optimal number of cores to run using Table  5 . Next, for each online core, they schedule the optimal frequency using Table 7 based on the CPU load on that core and the balance factor.
Threshold based scheduling: The first mechanism is threshold based scheduling mechanism. This mechanism strictly follows the optimal number of cores and optimal frequencies of Tables 5 and 7 . For example, suppose two cores are online at present and the current CPU load goes to 44% and the balance factor is +2. The threshold based scheduling mechanism will bring in a third core online in this case. On the other hand, if the current CPU load comes down to 18%, the scheduling mechanism will shut off one of the current online core. A similar strategy is used for determining the frequency for each online core based on the CPU load on that core and the balance factor.
While this mechanism ensures that the number of online cores is always optimal, there is a potential problem for applications that exhibit frequent changes in CPU loads. For such applications, the scheduler will result in frequent core switching, which in turn will lead to increased power consumption resulting from increased thread migrations between different cores. The next two scheduling mechanisms attempt to reduce the number core switching while keeping an optimal number of cores online.
Time interval based scheduling:
The time interval based scheduling mechanism relies on a preset time interval, time int. For a given balance factor, whenever the CPU load crosses one of the thresholds for a change in the optimal number of cores, the middleware turns on or off a core only if the CPU load remains in the new threshold interval for at least time int time units. A similar strategy is used for determining the frequency for each online core based on the CPU load on that core and the balance factor and a time interval.
Threshold interval based scheduling: The threshold interval based scheduling mechanism relies on a preset threshold interval, thresh int to prevent frequent core switching. For a given balance factor, when the CPU load goes up, a new core is turned on only if the CPU load crosses threshold for a change in the optimal number cores plus thresh int. Similarly, when the CPU load goes down, a core is turned off only if the CPU load crosses a threshold value for a change in the optimal number cores minus thresh int. A similar strategy is used for determining the frequency for each online core based on the CPU load on that core and the balance factor and a threshold interval.
EVALUATION
Our evaluation of the three scheduling mechanisms consists of three parts. First, time interval based scheduling and threshold interval based scheduling mechanisms depend on the values of time int and thresh int. We have conducted several experiments to determine optimal values of these thresholds. Second, we evaluate the three scheduling mechanisms for individual applications with respect to the overall power consumption and performance for various values of balance factor. Finally, we explore the question of how to compute an appropriate value of the balance factor for a given application under various contextual scenarios.
Time Interval
Time interval based scheduling mechanism relies on time interval time int. To determine an optimal time interval, we experimented with four different time intervals. Since the highest update rate for HTC One is 50 ms, we experimented with time intervals of 50 ms, 200 ms, 500 ms and 1 second. For each time interval, we ran the seven applications using the time interval based scheduling mechanism for five minutes and recorded their power consumption with a balance factor of zero. Figure 5 shows the power consumption for seven applications under the four different scenarios.
Figure 5: Power consumption for different time intervals
From this figure, we can see that the 200 ms time interval results in the lowest power consumption among the four time intervals. Also, we can already see that the time interval based scheduling mechanism does result in saving power when compared to the default Android scheduling mechanism (See Table 3 ). Based of these results, we decided to use time int = 200 ms for all our experiments.
Threshold Interval
Threshold interval based scheduling mechanism relies on the threshold interval value threshold int. Based on Table 5 , we observe that a switch in the optimal number cores can occur over a CPU load difference of as low as 15%, which means there would be overlap if we set the threshold interval to be more than 7.5%. So, we experimented with threshold intervals of 1%, 3%, 5%, and 7% to avoid this overlap. For each threshold interval, we ran the seven applications using the threshold interval based scheduling mechanism for five minutes and recorded their power consumption for a balance factor of zero. Figure 6 shows the power consumption for seven applications under the four different scenarios. From the figure, we can see that the 5% threshold interval results in the lowest power consumption among the four threshold intervals. Also, we can already see that the threshold interval based scheduling mechanism does result in saving power when compared to the default Android scheduling mechanism (See Table 3 ). Based of these results, we decided to use thresh int = 5% for all our experiments.
Scheduling Mechanisms Evaluation
We have measured power consumption from running the seven popular applications under the three scheduling mechanisms for all values of balance factors. To get a better fine-grained understanding of our three schedulers, we have experimented with two variations. In variation one, we measured power consumption for each application under the three scheduling mechanisms when each of these scheduling mechanism schedule the optimal number cores but the frequency of each core is determined by the OnDemand governor. In variation two, we measured power consumption for each application under the three scheduling mechanisms when each of these scheduling mechanisms schedule the optimal number cores as well as the optimal frequency for each core. For comparison purposes, we also ran each of these applications using the default OnDemand governor, Performance governor and the Powersave governor.
Results are shown in Figures 7 and 8 for Facebook, Candy crush, Google Maps, YouTube, Pandora and MPEG converter. In both of these figures, the three horizontal lines show the power consumption under OnDemand governor (middle horizontal line), Performance governor (upper horizontal line) and the Powersave governor (lower horizontal line). The three vertical bars for each balance factor show the power consumption under variation two (optimal number of core and optimal frequency) of the three scheduling mechanisms. Finally, the symbols on top of each bars that are connected using lines show the power consumption under variation one (Optimal number of cores and OnDemand governor) of the three scheduling mechanisms.
The first important observation we make is that the three scheduling mechanisms provide significant reduction in power consumption compared to the current state of the art schedulers on Android. Even compared to the Powersave governor that provides the lowest power consumption in Android today, all three proposed scheduling mechanisms consume less power when balance factor is −3. Similarly, if the performance is important (balance factor +3), the three proposed scheduling mechanisms result in significantly lower power consumption than Performance governor. Table 8 provides the range of power savings for the seven applications as the balance factor is varied from +3 to −3 compared to the power consumption under OnDemand governror. We can see that maximum power saving is as high as 40.5%. However, it is important to note that this power saving comes at a cost to the application performance or user experience. This issue is further evaluated in the next subsection.
The second important observation we make is that both stages of the three scheduling algorithms, scheduling of optimal number of online cores in the first stage and scheduling optimal frequency in each online core in the second stage contribute to power saving. This is true for all values of balance factors in all applications. The third important observation we make is that both the time interval based and the threshold interval based scheduling mechanisms provide higher power savings than threshold based scheduling mechanism. This indicates that there is power cost associated with bringing in new cores online or taking cores offline. For most cases, the threshold interval based scheduling mechanism consumes slightly lower power than the time interval based scheduling mechanism. However, this difference is quite small, and in fact the time interval based scheduling mechanism does consume less power in a few cases. So, based on our current experiments, there isn't suffcient evidence to definitely choose one mechanism over the other.
Finally, power savings is different for different applications. For example, there is greater power saving in case of Google Maps than Candy Crush. This is related to the variance in the CPU load as an application runs. When the CPU load changes frequently as an application is running, the new scheduling mechanisms ensure that the number of online cores is always optimal and the frequency of each online CPU remains optimal, resulting in increased power savings. When the CPU load is steady, switching between different number of cores or frequencies is not needed as frequently. Thus the power saving is relatively low for such applications.
It is interesting to note that even for applications such as Candy Crush where the CPU load is mostly steady, the new scheduling mechanisms save significant power 27.6%. This indicates that the default Android scheduler does a poor job in allocating the optimal number of cores even for applications that have relatively steady CPU load.
Balance Factor
We now consider the issue of balance factor. The key question is how do we determine a reasonable value of the balance factor for a given application being used under a specific context. Among the seven applications that we have experimented with, performance is likely the most important goal for Mpeg converter, while user experience is the most important goal for Facebook, Candy crush, Google Maps, YouTube, Pandora and Facebook+Pandora. So, to determine the right balance factor for these applications, we need to look at the performance exhibited by Mpeg under the seven different balance factor values, and user experience for the other applications under the seven different balance factor values. Figure 9 shows the performance of Mpeg converter for different balance factors under the three scheduling algorithms. The test converts one 4-min, 4.64 MB avi format file to mp4 format. For comparison purposes, we also measured the performance of this application using the Performance governor (horizontal line in Figure 9 ). The three vertical bars for each balance value in this figure show the power consumption under the three scheduling mechanisms. We can see from this figure that all three scheduling mechanisms with balance factor +3 provide better performance than the performance governor. The threshold interval based scheduling mechanism provides the best performance in this case. Furthermore, from Figure 8 , we can see that the power consumption under all three scheduling mechanisms is much lower than the power consumption under performance governor for balance factor of +3.
To understand the impact of our scheduling mechanisms on user experience, we conducted a user study among 35 smartphone users. Each user installed our middleware and ran seven applications under four different scheduling mechanisms (default OnDemand governor, Threshold based scheduler, Time Interval based scheduler, and Threshold Interval based scheduler). For our three schedulers, users ran each application for seven different values of balance factor. Thus, each user ran a total of 156 apps. After running each application, each user filled out a survey form (See Table 9 for a sample survey form). For Facebook, we mainly focus on the response time, for YouTube and Pandora, we mainly focus on the loading time, and for Google Maps and Candy Crush, we focus on both loading time and response time. The entire survey results are too large to fit in the paper.
Here we report a summary of our findings. The survey results showed that even though we can save significant power with balance factor −3, the performance in most cases was We now consider the impact of current context on determining a right value of balance factor for an application. We consider two contextual features, remaining battery power and the expected time to charge the phone next. We consider three possible values of remaining batter power: less than 30%, between 30% and 60%, and greater than 60%. Similarly, we consider two possible values of the expected time to charge the phone next, "soon" and "not so soon". Here "soon" implies that the charging facilities are immediately available, e.g. the user is in or close to his/her home or office. "Not so soon" implies that the user may not be able to charge his/her phone for at least another hour. Table 11 provides suggestions for the appropriate values of balance factor for different types of applications under different contexts. These suggestions are based on the results reported in Table 10 and how critical the available power situation is in the smartphones. If the user can charge his/her phone soon, the remaining battery power has no impact on balance factor value. Otherwise, the choice of balance factor progressively moves towards increased power savings (towards −3) as the remaining battery power is reduced. 
CONCLUSION AND FUTURE WORK
Power management in smartphones is a key issue that requires balancing three important goals, reducing power consumption, maximizing application performance and providing good user experience. With mobile device transition to multicore architecture, this paper addresses the issue of power management in multicore smartphones via a middleware layer that dynamically schedules optimal number of cores running at optimal frequencies to realize a good tradeoff between power consumption, performance and user experience. A prototype evaluation on Android HTC One smartphone shows that the proposed scheduling mechanisms result in significant power savings over the default Android scheduling mechanisms while ensuring good performance and user experience. These power savings hold across a range of popular smartphone applications.
Our first future direction is related to balance factor. In this paper, our choice of balance factor ranging from −3 to +3 and the meaning of each balance factor value are arbitrary. There are several issues that need to be considered here. How does a shorter or longer range of balance factor impact finding an appropriate balance factor value for a given application running under a particular context? What impact does it have in managing power consumption? Another issue related to balance factor is that its value is related the application. This poses a problem when multiple applications with different requirements are running at the same time, e.g. Mpeg converter where performance is an important goal and Pandora where user experience is an important goal. What should be the right balance factor in this case? We plan to conduct additional experiments with different ranges of balance factor and also conduct additional user studies to address these issues. Finally, our current schedulers operate in two stages. An interesting question is can these two stages be combined so that a decision about the optimal number of cores and optimal frequency for each core is taken in one step based on the CPU load and balanced factor, and will this result in additional power savings? We plan to explore this approach in our future work.
