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Abstract
We examine several challenges associated with the analysis of clustered or correlated
data.
First, multiple maxima can occur in posterior distributions or likelihoods for mixed
linear models, though they are sparsely noted in the literature. For those problems with
covariance structures that are diagonalisable in a specific sense, we present the restricted
likelihood as a generalised linear model with gamma errors, identity link and a prior
distribution on the error variance. The generalised linear model portion of the restricted
likelihood can be made to conflict with the portion of the restricted likelihood that
functions like a prior distribution on the error variance, and in doing so we demonstrate
that multiple maxima can occur in the restricted likelihood as well. Adding an explicit
conjugate prior distribution to variance parameters permits a second local maximum
in the marginal posterior distribution even if the likelihood contribution has a single
maximum. Moreover, reparameterisation from variance to precision can change the
posterior modality; the converse also is true. Modelers should beware of these potential
pitfalls when selecting prior distributions or using peak-finding algorithms to estimate
parameters.
Second, Gaussian copula regression models provide a flexible, intuitive framework
in which to model dependent responses with a variety of marginal distributions. The
time required to compute the likelihood directly grows exponentially with sample size.
Instead, we conduct inference for Gaussian copula regression models of non-continuous
outcomes using three distinct approaches in a Bayesian setting: the continuous exten-
sion, the distributional transform, and the composite likelihood. The latter two include
curvature correction. Using frequentist methods, we evaluate the inference resulting
from these three approaches for several types of non-continuous data. We consider
iii
the computational performance as well. In most cases, the distributional transform
with curvature correction has acceptable but considerably faster performance, making
it attractive for evaluating models of mutually dependent non-continuous responses.
Finally, we extend the Gaussian copula regression model to ordinal outcomes. The
setting is femoroacetabular impingement (FAI), a condition in which subtle deformities
of the femoral head and acetabulum (hip socket) result in pathologic abutment during
hip motion. We apply a proportional odds model to relate T2* mapping data (an inves-
tigational, objective MRI sequence) to Beck’s scale of cartilage damage, with adjustment
for spatial proximity of responses. Each hip in the study is assigned its own parameter
to describe the degree of association among the spatially grouped responses. A Dirichlet
process allows clustering of these spatial association parameters. Using the fitted model,
a patient-specific map of the entire acetabular cartilage displays gradations of cartilage
quality with six colors representing the six grades of cartilage quality on Beck’s scale.
Such a map will facilitate patient education and clinical decision-making.
iv
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Chapter 1
Introduction
In this work we examine several challenges associated with the analysis of clustered or
correlated data.
Our first challenge arises in the mixed linear modeling approach to analyzing such
data. Multiple local maxima can arise in both restricted likelihoods and posterior
distributions of variance (or precision) parameters. A fairly large class of such models
can be written in scalar terms, which we exploit to understand the mechanism by which
multiple maxima can arise.
The second area of research explores techniques for Gaussian copula regression mod-
els applied to non-continuous data. Gaussian copula regression models provide the abil-
ity to define an association among observations while allowing flexibility in the choice
of marginal distributions of the observations. This combination makes these models a
powerful and versatile tool applicable to a wide range of settings and response types.
Analysis of non-continuous data with copula models necessitates the use of alternate ap-
proaches for likelihood-based inference. We consider frequentist performance of Bayesian
analyses of three such approaches in three settings for non-continuous data.
Our third challenge concerns prior distributions for association parameters in Gaus-
sian copula regression models. When the data favor association parameter values near
the bound of 1, Bayesian analyses of such models can be stymied. Few continuous
distributions can be parametrized intuitively such that the majority of its mass is clus-
tered in this range. A Dirichlet process prior distribution for these parameters allows
a finite number of candidate parameter values in this range to arise from a continuous
1
2distribution and additionally provides a mechanism for the data to reveal clustering.
The latter attribute can be especially attractive to clinicians seeking to group patients
into treatment regimes based on current disease state. We illustrate the application
of this Dirichlet process prior distribution with a proportional odds model of disease
progression in the cartilage lining the acetabulum of the hip joint.
The rest of this dissertation proceeds as follows: Chapter 2 shows how multiple max-
ima can occur with restricted likelihood and with posterior distributions. In Chapter 3,
we examine the performance of three approximation approaches for the likelihood of
Gaussian copula regression models applied to non-continuous data. Chapter 4 applies
one of the approximation approaches for the likelihood of Gaussian copula regression
models to clinical data and explores the use of a Dirichlet process prior distribution for
the association parameters. The collection of this data as well as preliminary modeling
is the work of several collaborators named there. Finally, Chapter 5 summarizes the
findings.
Chapter 2
Multiple Local Maxima in
Restricted Likelihoods and
Posterior Distributions for Mixed
Linear Models
In this chapter, Section 2.1 provides the background to the challenge of multiple local
maxima in restricted likelihoods and posterior distributions in mixed linear models.
Section 2.2 establishes the notation for this work. Section 2.3 details the class of models
of interest and how the restricted likelihood can be viewed as the likelihood for a GLM
with an informative prior distribution on the variances, with examples showing the
scope of this class of models. Section 2.4 demonstrates multiple maxima in a restricted
likelihood, while Section 2.5 considers multiple maxima in the posterior distribution and
explores performance under reparameterisation. Section 2.6 provides some guidance on
detecting multiple maxima. Section 2.7 concludes.
Material in this chapter also appears in Henn and Hodges (2014).
3
42.1 Introduction
Maxima of functions or probability distributions play a central role in inference. The
analyst may have intuition about the location of a maximum, particularly with gener-
alised linear mixed models, or there may be very little intuition, necessitating a broad
search through the parameter space. Most instruction concerns simple exponential fam-
ily models with canonical links, which have a single maximum. Because most training
is with single maximum cases, analysts may not look for other local maxima.
Multiple maxima are relatively common in likelihoods, which can be viewed as proper
posterior distributions resulting from flat prior distributions. Little is known, however,
about multiple maxima in restricted likelihoods, which are marginal posterior distribu-
tions for certain prior distributions.
Many procedures, such as the expectation-maximisation algorithm, guarantee con-
vergence only to a local maximum. Woodard and others (2009) identified conditions
under which chains for multimodal distributions constructed by parallel or simulated
tempering mix slowly. Common convergence diagnostics, e.g. the Gelman-Rubin statis-
tic, fail to detect the slow mixing. Second maxima may not be detected under those
circumstances. Approximations for the likelihood, restricted likelihood or posterior dis-
tribution emerge from a central limit theorem regarding a maximum. Again, intuition
concerning such an approximation arises from familiarity with canonical exponential
families, which may not apply to other cases such as mixed linear models, which this
work discusses.
Even within mixed linear models, the phenomenon of multiple maxima is subtle,
and it appears that what little is known is not widely known. The existing literature
is sporadic in coverage and thus produces an incomplete picture. This work shows that
second local maxima can occur in posterior distributions and in restricted likelihoods
from mixed linear models, and it discusses how they occur. They happen commonly in
posterior distributions, the second local maximum arising most readily from the prior
distribution. Because most prior distributions are intended to be non-informative, the
posterior distribution’s susceptibility to multiple maxima suggests a prior distribution
that does not conform to the analysts intuition.
5This work proposes an idea that unifies a large class of mixed linear models to illu-
minate the multiple maxima problem. Within this class, a restricted likelihood can be
interpreted as the likelihood for a generalised linear model (GLM) with the canonical
parameter being a function of the unknown variances, along with an informative inverse
gamma prior distribution for the error variance. This class includes all two-variance
models, described subsequently, and many other models. Tools for GLMs, then, fa-
cilitate understanding of multiple maxima in the restricted likelihood and posterior
distribution. We use this formulation to show how restricted likelihoods with multiple
maxima can occur and to create examples in which modality changes with reparame-
terisation from variance to precision or vice versa, the first time this has been reported.
We provide some suggestions for detecting multiple maxima in posterior distributions
and restricted likelihoods as well, although this is by no means a comprehensive list.
2.2 Notation
The mixed linear model for an observation vector y of length n has the form
y = Xβ + Zu+ , with  ∼ N (0, R) the vector of error terms, (2.1)
X the n× p design matrix for the p fixed effects β, and
Z the n×m design matrix for the m random effects u, or
y | β, u,R ∼ N (Xβ + Zu,R) ,
u | G ∼ N (0, G) .
Unconditionally with respect to u, we have y | β, V ∼ N (Xβ, V ), V = ZGZT + R,
which specifies a well-defined likelihood for β and unknowns in G and R. While a non-
zero mean could be specified for the random effects u, it is more common to set it equal
to zero. Without loss of generality, we do so.
The restricted likelihood often is defined from a frequentist perspective, transforming
the observations using a contrast that renders the mean structure equal to zero. It also
can be defined from a Bayesian perspective. As shown in Searle and others (2006), if a
flat prior distribution is used for the fixed effects β and for the unknowns in the variance
structure, the result is mathematically the same as the restricted likelihood arising from
transforming the observation y.
62.3 Unifying Idea
The unifying idea is that for a certain class of models, the restricted likelihood can be
interpreted as a generalized linear model, with the canonical parameter a function of
the unknown variances, and an informative inverse gamma prior distribution for the
error variance. Members of this class of models have covariance structures that are
diagonalizable in a sense described below. We introduce this unifying idea and class of
models using the two-variance model. Then we show this class includes more general
models.
Reich and Hodges (2008) and subsequently Welham and Thompson (2009) decom-
posed the restricted likelihood by diagonalizing the variance-covariance matrices. As a
result, the restricted likelihood can be presented in scalar rather than matrix terms.
Following Reich and Hodges (2008), the mixed linear model with two unknown
variances can be formulated as follows, with the normal distributions written in terms
of their precision matrices instead of covariance matrices.
y | β1, σ2 ∼ N
(
X1β1,
1
σ2
In
)
(precision formulation), (2.2)
β1 | β2, τ2 ∼ N
(
Z1β2,
1
τ2
P
)
(precision formulation), P a precision matrix
β2 ∼ flat.
Integrating β2 out of this model results in the following prior distribution for β1:
β1 | τ2 ∼ N
(
0,
1
τ2
[P − PZ1(ZT1 PZ1)−1Z1P ]
)
(precision formulation) (2.3)
Define
Υ = (XT1 X1)
−1/2[P − PZ1(ZT1 PZ1)−1Z1P ](XT1 X1)−1/2
= ΓDΓT , D diagonal, Γ orthogonal
As Υ is real-valued and symmetric, this model’s restricted likelihood decomposes as
desired. Further, define
X2 = X1(X
T
1 X1)
−1/2ΓT
γ = Γ(XT1 X1)
1/2β1
7The model in Equation (2.2) then becomes
y | γ, σ2 ∼ N
(
X2γ,
1
σ2
In
)
(precision formulation), (2.4)
γ | τ2 ∼ N
(
0,
1
τ2
D−1
)
(precision formulation).
Adding and subtracting the product of X2 and the unshrunk estimate of γ, γˆ =(
XT2 X2
)−1
XT2 y to the observations y and defining SSE = (y−X2γˆ)T (y− ΓTX2γˆ), the
restricted likelihood becomes
p(σ2, τ2 | y) ∝ (σ2)− (n−m)2 exp
(
− 1
2σ2
SSE
) (m−p)∏
i=1
[(
di
σ2di + τ2
) 1
2
exp
(
−1
2
γˆ2i
di
σ2di + τ2
)]
,
(2.5)
where m is the number of columns of Z and di are the diagonal elements of D.
The first two terms of Equation (2.5),
(σ2)−
(n−m)
2 exp
(
− 1
2σ2
SSE
)
, (2.6)
can be called “free” terms, as they are free of τ2. They fit the form of an inverse gamma
distribution. The remaining terms of Equation (2.5),
(m−p)∏
i=1
[(
di
σ2di + τ2
) 1
2
exp
(
−1
2
γˆ2i
di
σ2di + τ2
)]
, (2.7)
can be called “mixed” terms because both σ2 and τ2 appear in each term. As Welham
and Thompson (2009) noted, these mixed terms can be viewed as a generalized linear
model with gamma errors and an identity link, as we now make explicit.
In a generalized linear model (McCullagh and Nelder, 1989), the responses y have
an exponential family distribution of the form
fY (y; θ, φ) = exp
{
yθ − b(θ)
a(φ)
+ c(y, φ)
}
,
with θ being the parameter of interest. Other components include y, the observations;
the function b(θ), a function only of θ; a(φ), a scaling function (the dispersion function);
and c(y, φ), the remaining components that are functions solely of y and φ. The mean
8of y is related to the linear model Xγ through a link function η. The resulting log-
likelihood is then
l(θ; y, φ) =
yθ − b(θ)
a(φ)
+ c(y, φ).
From Equation (2.7) above, we have for a constant κ,
pGLM (σ
2, τ2 | w) ∝
m−p∏
i=1
(
di
σ2di + τ2
) 1
2
exp
(
−1
2
γˆ2i
di
σ2di + τ2
)
≡
m−p∏
i=1
Li
log(pGLM (σ
2, τ2 | w)) = 1
2
m−p∑
i=1
(
log
(
di
σ2di + τ2
)
+ γˆ2i
( −di
σ2di + τ2
))
+ κ.
In terms of the GLM form,
the data yi = γˆ
2
i , i = 1, . . . ,m− p
the canonical parameter θi =
−di
σ2di + τ2
,
E(yi) = η(σ2, τ2, di) = µi =
−1
θi
= σ2 +
1
di
τ2,
b(θi) = − log(−θi) = − log
(
di
σ2di + τ2
)
, and
a(φ) = 2.
The free terms have the same form as a prior distribution on the error variance σ2,
specifically, an Inverse Gamma distribution as noted above, and can be viewed as a
prior distribution as a convenience for the purpose of evaluating the contribution of the
free terms to the restricted likelihood.
Alternatively, the free terms also can be viewed as another observation in the gen-
eralized linear model with gamma errors and identity link. To see this, rewrite a single
mixed term as follows:[(
di
σ2di + τ2
) 1
2
exp
(
−1
2
γˆ2i
di
σ2di + τ2
)]
=
[(
1
σ2 + τ2/di
) 1
2
exp
(
−1
2
γˆ2i
1
σ2 + τ2/di
)]
.
(2.8)
As di →∞, this mixed term becomes[(
1
σ2
) 1
2
exp
(
− 1
2σ2
γˆ2i
)]
, (2.9)
9which has the same form as Equation (2.6). Conversely, Equation (2.6) can be written
in the GLM form by setting
the data y =
SSE
(n−m) ,
the canonical parameter θ =
−1
σ2
,
E(y) = η(σ2) = µ =
−1
θ
= σ2,
b(θ) = − log(−θ) = − log
(
1
σ2
)
, and
a(φ) =
2
(n−m) .
Sometimes it can be advantageous to consider the free terms as contributing another
“observation” in the GLM with gamma errors and identity link, while at other times, it
may be fruitful to think of these terms as functioning as if they were a prior distribution
on the error variance σ2. For example, considering the free terms of Equation (2.6) as
if it were a prior distribution on the error variance σ2, it is easy to see how free terms
and mixed terms can be set in conflict with one another through manipulation of the
data values comprising the SSE and mixed terms, producing multiple maxima in the
restricted likelihood.
Wedderburn (1976) surveyed maximum likelihood estimates for generalized linear
models. He identified conditions yielding unique or finite estimates in the parameter
space’s interior and cataloged these attributes according to error model and link function
combinations. For gamma likelihoods, it suffices for uniqueness that each likelihood term
Li be a strictly concave function of the observation yi, in this case γˆ
2
i . For a gamma
likelihood and identity link, the maximum likelihood estimate is finite and in the interior,
but its uniqueness is not established by this sufficient condition. Considering the free
terms instead as an observation in the GLM with gamma errors and identity link, in the
event that we produce multiple maxima in the restricted likelihood, as we do in Section
2.4 below, this provides an example in which this particular GLM in fact has multiple
maxima.
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2.4 Multiple Local Maxima in Restricted Likelihood
Since the restricted likelihood can be interpreted as a generalized linear model with a
gamma likelihood with a prior distribution on the error variance, two local maxima can
be produced by making the observations γˆ2i conflict with this prior distribution. We will
use this insight to generate an example where the restricted likelihood has two maxima.
An intrinsic conditionally autoregressive (spatial) model (ICAR) illustrates. The model
is as follows.
yij = β0 + β1x1i + β2x2i + ςi + i, where i
i.i.d.∼ N (0, σ2) ,
f(ς | σ2s) ∝
(
σ2s
)(N−S)/2
exp
(
− 1
2σ2s
ςTQς
)
an ICAR model, with Q given below.
An ICAR model for spatial clustering uses a proximity matrix Q of the form
qii = a region’s number of neighbors (2.10)
qij =
{
−1 if regions i and j are neighbors
0 otherwise.
For this example, the proximity matrix Q was randomly generated for 341 observa-
tions at 339 sites; only two sites have repeat observations. The spatial map is connected,
forming precisely one “island”. The matrix size and the fixed effects were chosen to use
all the observations from the insurance premium data set described in Hodges (1998)
though discarding that data set’s actual clustering of plans within jurisdictions.
Hodges (1998) modeled health maintenance organization (HMO) insurance premium
data using Equation (2.2) and a Bayesian analysis with a flat prior distribution on
the fixed effects β and a Gamma(1.1, 0.1) prior distribution on the group precision
1/τ2. The Gamma(a, b) prior distribution was parameterized with mean equal to a/b.
As described in Hodges (1998), the HMO data set describes 341 health maintenance
organizations located in 45 states or similar political jurisdictions. Each jurisdiction had
between 1 and 31 plans with a median of 5 plans. The data set originally was analyzed
to assess the cost of moving military retirees and dependents from a Department of
Defense health plan to plans serving the US civil service. In Hodges (1998), the data
set was used to demonstrate a number of proposed diagnostic techniques for hierarchical
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models. Specifically, the model is
yij = αi + ij (2.11)
αi = %0 + %1x1i + %2x2i + ςi,
where the fixed effects in αi include an intercept, jurisdiction-average hospital expenses
per admission (x1i), and an indicator for plans in New England states (x2i). The
restricted likelihood has the same form as for Equation (2.2).
The resulting model based on this insurance premium data set had a large num-
ber of observations n but had a small difference between number of observations and
number of groups, n−m. The maximum number of neighbor pairs qii was 321, the min-
imum, 22. This ICAR model yields eigenvalues di that are considerably greater than 1,
ranging from 21.9 to 322.1. The estimate for σ2 arising from the restricted likelihood’s
implicit gamma GLM can be made to conflict with the restricted likelihood’s implicit
“prior” distribution on the error variance. The maximizing value from the latter is
σˆ2 = SSE/(n−m); to produce a conflict, SSE was made quite small relative to γˆ2i .
Figures 2.1 and 2.2 depict the result. Figure 2.1 shows the mixed terms without
the implicit “prior” distribution, maximized at approximately σ2 = 160, τ2 = 6800
(marked by a dot). The implicit “prior” distribution is maximized at approximately
σ2 = 2 × 10−3. Figure 2.2 shows the full restricted likelihood, which has two peaks
arising from the conflict between the mixed and free terms. This is directly analogous
to the familiar conflict between the likelihood and the prior distribution.
While most instruction concerns exponential families with canonical links, the struc-
ture of this GLM, now with a non-canonical link, may permit two or more maxima within
the GLM portion alone. Wedderburn (1976) shows that the likelihood for the gamma
GLM with identity link is not necessarily a strictly concave function of the parameter
and therefore the uniqueness of the maximum is not assured. For definiteness, consider
the estimation of a grand mean; call it β0. The second partial derivative for this model,
derived from the chain rule, is
∂2 logL
∂β20
=
n∑
i=1
[
yiθ
3
i +
1
2
θ2i
]
(2.12)
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Figure 2.1: ICAR Model, 341 observations, 339
groups, gamma GLM terms only. Contours in
1 log increments. Axes have logarithmic scales.
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Figure 2.2: ICAR Model, 341 observations, 339
groups, gamma GLM terms and implicit prior
distribution. Contours in 1 log increments.
Axes have logarithmic scales.
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with, in the case of the two-variance model,
θi =
−di
σ2di + τ2
and
yi = γˆ
2
i in the nomenclature of Equation (2.5).
This second partial derivative is less than zero, and the gamma GLM likelihood is
strictly concave, if |θi| > 1 and yi > 12 for all i. This is sufficient but not necessary.
Thus multiple maxima could occur in cases for which the second partial derivative is
not less than zero.
As described in Section 2.3, the free terms of Equation (2.6) also can be considered
as an element in the GLM with gamma errors and identity link. The present example
thus demonstrates that such GLM’s can themselves have multiple maxima. This fact
suggests that it may be possible to produce two or more maxima among the mixed
terms alone, so that considering the entire restricted likelihood with both mixed and
free terms could result in three or more maxima in a two-variance model.
2.5 Modality Changes
Section 2.4 showed how to make restricted likelihoods with multiple local maxima. Do-
ing so with posterior distributions is easier; for a flat prior distribution on the fixed
effects, a posterior distribution is merely the restricted likelihood multiplied by explicit
prior distributions for the variance components. In the following real example, bimodal-
ity occurred unexpectedly. Disconcertingly, the number of maxima in the posterior
distribution is sensitive to whether it is a posterior distribution for variances or preci-
sions. Here we consider only two-variance models and continue to assume a flat prior
distribution on any fixed effects. While unnecessary, this yields some simplification.
If the restricted likelihood of Equation (2.5) is multiplied by an explicit Inverse
Gamma(c, d) prior distribution of the form
p(σ2) ∝ (σ2)−(c+1) exp(−1
2
d
σ2
)
,
the first two terms of the resulting posterior distribution have the form
(σ2)
−
[
(n−m)
2
+c+1
]
exp
(
−1
2
[
SSE
σ2
+ d
])
.
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Effectively, the restricted likelihood’s implicit ”prior” distribution absorbs the explicit
prior distribution on σ2. In most cases, n−m dominates c and the SSE term dominates
d, making the explicit prior distribution’s effect modest.
By contrast, the restricted likelihood has no terms with the form of a prior distri-
bution for the variance τ2. An explicit prior distribution for τ2 can thus have more
influence on the shape of the posterior distribution.
These explicit prior distributions for σ2 and τ2 are independent of one another, so
their product necessarily is unimodal. Thus, if the gamma GLM portion of the restricted
likelihood has only one maximum, a posterior distribution of this form cannot have more
than two local maxima. Other prior distributions for (σ2, τ2) may produce more maxima
in the posterior distribution.
Hodges (1998) modeled health maintenance organization (HMO) insurance premium
data using the form of Equation (2.2). A discussant of that paper, Jon Wakefield, ana-
lyzed the same data. Figure 2.4 shows the restricted likelihood for this problem, which
has only one maximum. No change in contour shape indicative of a local maximum
could be found in the flat σ2 × τ2 region of (500, 600) × (10−3, 1), regardless of con-
tour resolution. Figure 2.3, showing the Gibbs sampler draws, also indicates only one
maximum. (For this and the other Gibbs sampler results in Figures 2.5, and 2.7, 13,000
samples total were acquired, and the first 3,000 were discarded as “burn-in”.)
Wakefield used an Inverse Gamma(1.1, 0.1) prior distribution for the group variance
τ2 parameterized such that the mean is equal to b/(a−1). Figures 2.5 and 2.6 reproduce
his analysis. Two local maxima appear here. Comparing these figures to Figures 2.3 and
2.4, the prior distribution for the group variance clearly induces the second local maxi-
mum. Figures 2.7 and 2.8 reproduce Hodges’ analysis, which parameterized the model
in terms of precisions 1/τ2 and 1/σ2 and used a Gamma(1.1, 0.1) prior distribution for
the group precision 1/τ2 and a flat prior distribution on 1/σ2. The Gamma(a, b) prior
distribution is parameterized such that the mean is equal to a/b. This last analysis
shows only one maximum, again confirmed by increasing the contour density in the flat
portion of the plot, in this case the 1/σ2 × 1/τ2 region of (0.0015, 0.0020) × (0.1, 10).
The second local maximum in the (σ2, τ2) parameterization (Figures 2.5 and 2.6),
generated by the inverse gamma prior distribution for the group variance, has a higher
peak than the primary local maximum, which arises from the restricted likelihood. Thus,
15
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Figure 2.3: Gibbs sampler, variance
parametrization, flat prior distribution.
Axes have logarithmic scales.
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Figure 2.4: Contour plot, log restricted likeli-
hood, variance parametrization, flat prior dis-
tribution. Contours have 1 log increments.
Axes have logarithmic scales.
16
400 600 800
1e
−0
3
1e
−0
1
1e
+0
1
1e
+0
3
σ2
τ2
Figure 2.5: Gibbs sampler, variance
parametrization, inverse gamma prior dis-
tribution. Axes have logarithmic scales.
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Figure 2.6: Contour plot, log posterior distribu-
tion, variance parametrization, inverse gamma
prior distribution. Contours have 1 log incre-
ments. Axes have logarithmic scales.
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Figure 2.7: Gibbs sampler, posterior distribu-
tion, precision parametrization, gamma prior
distribution. Axes have logarithmic scales.
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Figure 2.8: Contour plot, log posterior distri-
bution, precision parametrization, gamma prior
distribution. Contours have 1 log increments.
Axes have logarithmic scales.
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the maximum created by the prior distribution is the global maximum. This is true
both for the Inverse Gamma(1.1, 0.1) distribution used by Wakefield (1998) and for the
popular Inverse Gamma(0.001, 0.001) distribution (not shown). For both of these prior
distributions, this second peak is taller but narrower, so it encompasses less volume
than the peak arising from the restricted likelihood. A Gibbs sampler would mostly
draw samples near the latter peak. This tendency, while agreeing with the data, might
provide conditions under which the second maximum could easily be missed. Second
maxima in posterior distributions therefore may be more common than reports in the
literature would suggest.
Figures 2.5 through 2.8 show results from alternate parameterizations of the same
problem using prior distributions Gamma(1.1, 0.1) and Inverse Gamma(1.1, 0.1) that
are identical apart from the change of variables. The posterior distribution in Figures
2.5 and 2.6 have two local maxima, but in Figures 2.7 and 2.8, there is only one. When
reparameterizing the density from variance to precision using the inverse gamma/gamma
pairing, without changing anything else, the second local maximum, created by the prior
distribution, spreads out over a wide range and become a shoulder rather than a local
maximum.
The same phenomenon can appear in the reverse direction. Figure 2.9 depicts the
posterior distribution for precisions. The gamma prior distribution on the error precision
has parameters a = 3, b = 1; two local maxima are apparent. But if we simply change
variables from precision to variance, there is only one local maximum, as shown in
Figure 2.10.
2.6 Guidance for Diagnosing Multiple Local Maxima
The phenomenon of multiple maxima is subtle, occurring only under certain combina-
tions of circumstances. No simple heuristic will identify all cases that display multiple
maxima. Indeed, there is no known method for identifying multiple maxima. We of-
fer some suggestions based on this paper’s findings. Propitious strategies include the
following.
1. In the case of a posterior distribution, use at least two sets of starting values for
the Markov chain Monte Carlo algorithm. Potential candidates include the mode
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Figure 2.9: Precision parameterization, HMO
data. Prior distribution for error precision has
a = 3, b = 1. Contours have 1 log increments.
Axes have logarithmic scales.
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Figure 2.10: Variance parameterization, HMO
data. Prior distribution for error variance has
a = 3, b = 1. Contours have 1 log increments.
Axes have logarithmic scales.
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of the prior distribution and the mode of the function resulting when the actual
prior distribution is replaced by a flat prior distribution.
2. In the case of the restricted likelihood, select somewhat extremely high and low
values for each variance parameter and consider all the high-low combinations of
the variance parameters as starting points. If this results in an excessive number
of cases relative to the computational resources, use a fractional factorial design
with a fraction small enough to reduce the number of starting values considered
among all variance parameters to be less than 10. The idea is to start in very
disparate locations in the parameter space.
3. Also in the case of the restricted likelihood, use starting values including the
solution indicated by the free terms of the GLM formulation as well as one or
more based on the mixed terms.
4. If feasible, run the analysis both for variance parameterization and precision pa-
rameterization.
2.7 Discussion
The literature has few results regarding multiple local maxima, particularly for mixed
linear models. While many authors have reported multiple local maxima in posterior
distributions, we have found only one precedent of multiple maxima in a restricted
likelihood.
This work introduces the unifying idea of representing a restricted likelihood as a
generalized linear model with a gamma distribution and identity link and an informative
“prior” distribution for the error variance. The two-variance model and other more
general models fit this form. The “data” in the generalized linear model can be made
to conflict with the free terms, which have the form of a prior distribution on the error
variance, or with an explicit prior distribution on the other variance component to
produce two local maxima. We demonstrated this phenomenon with an ICAR model.
The fact that the free terms for the error variance can also be viewed as part of the
likelihood from a generalized linear model with gamma errors and identity link shows
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that the GLM portion itself can have multiple maxima. That creates the possibility
that restricted likelihoods in this class could have more than two maxima.
When a posterior distribution has multiple local maxima, the global maximum need
not encompass more volume than a secondary maximum. In that case, a Gibbs sampler
could draw more samples near the secondary local maximum. Moreover, when the den-
sity is reparameterized from variance to precision, the posterior distribution can change
from bimodal to unimodal or vice versa. Simulated or parallel tempering algorithms
also can mix slowly in the presence of multiple modes.
These findings underscore the need to choose data models and prior distributions
carefully and to examine resulting posterior distributions critically. Otherwise, modelers
may be misled by peak-finding algorithms.
Chapter 3
Alternate Likelihood-Based
Inference for Gaussian Copula
Regression Models of
Non-continuous Data
This chapter is organized as follows. Section 3.1 describes motivation for this work.
Section 3.2 presents Gaussian copula regression models and the forms of the likelihood
for various types of outcome. Section 3.3 describes the three approaches to inference
with Gaussian copula regression models for the non-continuous outcomes under con-
sideration. Section 3.4 describes the simulation studies, the results of which appear in
Section 3.5. Section 3.6 describes the application of these techniques to real data sets.
Section 3.8 concludes.
3.1 Motivation for Alternate Likelihood-Based Inference
Mutually dependent data arise seemingly everywhere, from agriculture, economics, so-
cial science, medicine, finance, health services research, transport studies, geoscience,
insurance, and dentistry. The copula regression model deftly handles them all with
one straightforward structure. Copula-based models offer flexibility because they define
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separately the specifications of the dependence structure and the marginal distribution
of the responses. This malleability facilitates any combination of response types, con-
tinuous and non-continuous. Interpretation of the regression coefficients is natural as
well—the same as it would be were the given marginal model fit treating the responses
as uncorrelated. Use of a Gaussian copula in particular has well-known properties and
provides a familiar and intuitive framework for the dependence structure. These fea-
tures make the Gaussian copula regression model attractive compared to alternatives
such as generalized estimating equations. The latter has difficulty in, for example, in-
corporating multiple outcomes of mixed type and moreover does not provide a fully
parametric model (Song and others, 2009).
Song (2000) is the foundation for the Gaussian copula regression approach, with
Song and others (2009) following in the same vein. Kazianka and Pilz (2010) use a
Gaussian copula for geostatistical modeling. All these works generate the multivariate
distribution for non-continuous data by considering the Radon–Nikodym derivative of
the copula with respect to the counting measure. This approach results in a nested sum
of a total of 2n terms, where n is the number of observations. For all but the smallest
data sets, the likelihood can be computationally infeasible.
To circumvent this limitation without resorting to a latent variable assumption,
there is a need for alternate likelihood-based inference for use with larger data sets
in Gaussian copula regression models with non-continuous responses. We apply three
such approaches in a Bayesian framework to three settings using both real and simulated
data. We use frequentist methods to evaluate the inference resulting from this work. The
approaches are continuous extension, distributional transform with curvature correction,
and composite marginal likelihood with curvature correction. The settings are a spatial
model with Poisson marginal distributions, a model of incident disease counts over
time using the negative binomial distribution, and a longitudinal model with Bernoulli
marginal distributions. The marginal distributions were chosen to represent nearly all
types of commonly used non-continuous data. The frequentist metrics are the proportion
of highest posterior density credible sets that cover the true parameter and the Type
II error rate, the proportion of such sets that cover zero. This effort is the first, to our
knowledge, to consider these approaches to inference for parameters in Gaussian copula
regression models for non-continuous data in a Bayesian framework.
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3.2 Gaussian Copula Regression Models
A copula is a distribution function for the joint distribution of several random variables
with standard uniform marginal distributions. Marginal distributions can then be in-
corporated into the model using the probability integral transform, i.e., for a random
variable Y with a continuous distribution function F , the variable U = F (Y ) ∼ U(0, 1),
the standard uniform distribution (see, for example, Casella and Berger (2002)). The
copula relates several variables thusly transformed using the dependence structure de-
fined by the copula.
A Gaussian copula specifically has the form
CV (u) = ΦV
(
Φ−1 (u1) , . . . ,Φ−1 (un)
)
, (3.1)
where Φ denotes the univariate standard normal distribution function and ΦV denotes
the distribution function of a multivariate normal random variable with mean zero and
covariance matrix V (Madsen and Fang, 2011). The variables ui follow the uniform
distribution. In most cases, V must be a correlation matrix to ensure identifiability.
For continuous marginal distributions, if Θ is a vector of unknown parameters ap-
pearing in the marginal distribution functions Fi for the observations yi, i = 1 . . . n, the
likelihood can be expressed, per Song and others (2009), as
L (Θ | y) ∝ c (F1 (y1) , . . . ,Fn (yn))
n∏
i=1
fi (yi) , (3.2)
where c (·) is the density corresponding to the copula C (·), i.e.,
c (u) = ∂
nC (u)
(∂u1 . . . ∂un)
,
and the fi are densities corresponding to the Fi.
If the marginal distributions are not continuous, the uniqueness of the copula is not
assured, although a unique representation can be determined on the Cartesian product
of the ranges of the marginal distributions, R (F1)×· · ·×R (Fn). The likelihood in this
case must be expressed as follows:
L (θ | y) =
1∑
j1=0
· · ·
1∑
jn=0
(−1)l C (u1j1 , . . . , unjn) , for l =
n∑
i=1
ji (3.3)
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(Song and others, 2009). In the above, ui0 = Fi (yi) is the cumulative distribution
function value for the observed datum, and ui1 = limy↗yi Fi (y) = Fi
(
y−i
)
is the limit
of the cumulative distribution function as its argument approaches the datum from
below.
Evaluating the summation in (3.3) can be infeasible for all but the smallest data sets
because the number of summands grows exponentially with sample size. Also, the multi-
variate normal distribution function can be numerically unstable in high dimensions. In
this work, we evaluate in detail three viable alternative approaches to likelihood-based
inference for non-continuous observations.
3.3 Bayesian Inference
In this section we outline the three approaches for inference in a Bayesian framework
for copula regressions with non-continuous outcomes. The continuous extension and
distributional transform have the advantage of enabling the use of (3.2) to form the
likelihood, thus averting the computational limitations of (3.3). This shared feature
makes them both suitable for use in the copula regression models considered here.
Each of these two approaches, along with the third approach, the composite likelihood,
has attributes that confer an advantage over the other approaches for certain kinds of
models.
3.3.1 Continuous Extension
Denuit and Lambert (2005) proposed the continuous extension. It associates a variable
that takes integer values with a continuous variable. The non-continuous variable is
“extended” by subtracting from it a continuous random variable with support on the
unit interval, which Denuit and Lambert (2005) called a perturbation. By its nature,
the associated continuous variable can make use of (3.2) for its likelihood.
For a random variable Y taking values on the set of non-negative integers, define
Y ∗i = Yi − Ui, (3.4)
where Ui is a continuous random variable on (0, 1). Most commonly, Ui ∼ U (0, 1) and
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is independent of Yi. Then Y
∗
i is continuous with distribution function
F ∗i (y) = Fi (byc) + (y − byc) fi (by + 1c) . (3.5)
The corresponding density is
f ∗i (y) = P (Yi = by + 1c) . (3.6)
In the above, byc is the largest integer not greater than y. Madsen (2009) further noted
that, because of (3.6), parameters of the extended variables’ marginal distributions are
the same as those of the marginal distributions of the original non-continuous variables.
This fact makes it a suitable alternative for inference in models for non-continuous data.
Because Y ∗i depends on the extending variable Ui, the likelihood formed with Y
∗
necessarily depends on U . The exact likelihood of Yi is the expectation of the likelihood
for Y ∗i with respect to U , i.e.,
LCE (Θ | y) ∝ EU
(
c (F ∗1 (y∗1) , . . . ,F ∗n (y∗n))
n∏
i=1
fi (yi)
)
. (3.7)
The fact that (3.7) is the exact likelihood makes this approach a natural standard
of comparison for the others. To estimate (3.7), Madsen and Fang (2011) drew m
values from the uniform distribution for each observation Yi. The resulting Ui, termed
a “jitter vector”, is a vector of length m , and thus Y ∗i also is of length m . Averaging
the m estimates of (3.7), one per jitter draw, approximates the expectation at Yi and is
more efficient than computing an integral. The jitter vector must be sufficiently large
to approximate adequately the expectation. A jitter vector that is too long, however,
taxes computational resources.
3.3.2 Distributional Transform
As Ru¨schendorf (2009) observed, the distributional transform allows us to treat general
distributions with non-continuous components in largely the same way as distributions
for continuous variables. In particular, we can use (3.2) to form the likelihood for a
non-continuous variable whose distribution is thusly transformed. The expression for
the distributional transform, shown below, can be seen as “extending” the distribution
function of a non-continuous variable to one that covers the entire range of [0,1] in a
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manner analogous to the way that the continuous extension “extends” a non-continuous
variable to one that can assume non-integer values. Because the transformed distribu-
tion function is continuous over [0,1], it too can be used in (3.2).
Specifically, the marginal distribution of a non-continuous variable Y can be trans-
formed as follows. If Y is non-continuous and Y ∼ F , let U ∼ U (0, 1) independently
of Y . Then the distributional transform is
G (U, Y ) = (1− U)F (Y −)+ UF (Y ) . (3.8)
The distributional transform has two useful properties. The first is that G (U, Y ) ∼
U (0, 1). This fact enables the use of the distributional transform with a copula. The
second property is that F −1 (B = G (U, Y )) = Y (Ru¨schendorf, 2009). The implication
of this property is that parameters estimated with the distributional transform are
consistent. As with the continuous extension, U is a nuisance parameter, removed by
taking the expectation. For i = 1, . . . , n,
ui = E (Gi (Ui, Yi) | Yi = yi) =
(
Fi
(
y−i
)
+ Fi (yi)
)
/2 = (ui1 + ui0) /2. (3.9)
In the above, ui0 = Fi (yi) is the cumulative distribution function value for the observed
datum, and ui1 = limy↗yi Fi (y) = Fi
(
y−i
)
is the cumulative distribution function value
for the limit from below for the datum.
The resulting approximate likelihood using the distributional transform has a form
analogous to that of (3.2):
LDT (Θ | y) = c (E (G1 (U1, Y1) | Y1 = y1) , . . . ,E (Gn (Un, Yn) | Yn = yn))
n∏
i=1
fi (yi) ,
= c (u1, . . . , un)
n∏
i=1
fi (yi) . (3.10)
This transform requires evaluation of the distribution function for far fewer terms
than either the continuous extension or the composite likelihood. It therefore runs
considerably faster than the other two approaches, making it especially attractive for
use in large problems.
3.3.3 Composite Likelihood
Lindsay (1988) described the composite likelihood as a “likelihood type object formed by
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adding together individual component log likelihoods”. The component log-likelihoods
are formed for subsets of the full observation vector. Most commonly, pairs of observa-
tions are used. Because the composite likelihood uses subsets of the observation vector,
the elements of the score function associated with the composite likelihood are valid
score functions and, under regularity conditions listed in, e.g., Molenberghs and Ver-
beke (2005), define unbiased estimating equations for the true parameter values. The
resulting parameter estimate is thus consistent. Lindsay (1988) also provided a formula
for the asymptotic variance of the estimator. The approach is analogous to that of
generalized estimating equations.
That the composite likelihood uses subsets of the observation vector means it is mis-
specified in comparison to the exact, full likelihood. To compensate for this deficiency,
Chandler and Bate (2007), in the context of independence estimating equations, pro-
posed a curvature correction to composite likelihood, which we describe in Subsection
3.3.4. We apply composite likelihood with curvature correction to Bayesian inference,
following Ribatet and others (2012). In this sense, composite likelihood with curvature
correction can be considered an approximate likelihood.
For a set of marginal or conditional events {Ae : e ∈ I}, I ⊂ N, the general form of
the composite likelihood is a weighted product:
LCL (θ; y) =
∏
e∈I
f (y ∈ Ae; θ)ze (3.11)
for weights ze and densities f (y; θ). As with most applications in the literature, we use
pairwise Gaussian copulas to construct a composite likelihood. The (gh) elements of
the overall Gaussian copula correlation matrix V form the correlation matrix for each
pair (gh); we denote this matrix V gh. The composite log-likelihood is then
`CL (θ | y) =
∑
g∈{1,...,n−1}
h∈{g+1,...,n}
log
 1∑
j1=0
1∑
j2=0
(−1)l ΦV gh (ugj1 , uhj2)
 , (3.12)
for l = j1 + j2 (Song and others, 2009). In the above, ug0 = Fg (yg), the cumulative
distribution function value for the observed datum, and ug1 = limy↗yg Fg (y) = Fg
(
y−g
)
is the cumulative distribution function value for the limit from below for the datum.
For this approach to be valid, any posterior distribution resulting from this applica-
tion of the composite likelihood with a chosen prior distribution must be integrable. As
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we use proper prior distributions in this analysis, it is sufficient, following the argument
set forth by Ribatet and others (2012), that for each term in the composite likelihood
(3.11) there exists a finite be such that supθf (y ∈ Ae; θ) ≤ be. Then∫
LCL (θ; y)pi (θ) dθ =
∫ ∏
e∈I
f (y ∈ Ae; θ)ze pi (θ) dθ ≤
∏
e∈I
bzee <∞.
Inspection of (3.12) reveals that be = 1 is a suitable bound. The posterior distribu-
tion thus is well-defined and can be used in the Bayesian analysis described below.
Ribatet and others (2012) also addressed the question of convergence of the MCMC
algorithm when the composite likelihood is used in this way. We return this point in
Subsection 3.3.4.
Even for modest sample sizes, (3.12) has the largest number of terms to evaluate
among the approaches considered here, making it the slowest. But in some cases, it
may be the only viable option. For the continuous extension, Madsen and Fang (2011)
referenced informal studies suggesting that a smaller jitter vector length m could be
used when the sample size was large or when dependence was weak, implying the con-
tinuous extension would struggle with binary data in modest sample sizes and jitter
vector lengths. But long jitter vectors lead to slow computational times, undermin-
ing the approach. Kazianka (2013) found that the distributional transform performed
poorly with binary data unless a large sample of observations is available. These limi-
tations are concordant with our preliminary work with the continuous extension in the
longitudinal setting. For binary data of modest sample size, among the approaches
we considered, only composite likelihood with curvature correction (described below in
Subsection 3.3.4) produces suitable parameter estimates.
3.3.4 Curvature Correction
The pairwise composite likelihood is mis-specified in comparison to the exact likelihood.
It considers the pairings that make up the terms of the composite likelihood as events
independent of one another when, in general, they may not be. Correlation between
variables implies similarity in observed values. Treating the pairings as independent fails
to account for those similarities. Doing so tacitly regards the data as more informative
than they actually are, resulting in estimates of variance that likely understate the
30
uncertainty of some parameters.
Kazianka and Pilz (2010) observed that the distributional transforms works well so
long as the marginal variance is not too small, i.e., when the distribution function is not
too coarse. But if the marginal distribution is quite coarse, the distributional transform
can be mis-specified as well.
To mitigate the possibility of overly optimistic inference, we apply a curvature cor-
rection both to the composite log-likelihood and the distributional transform. The
correction, described by Chandler and Bate (2007), approximates the quadratic com-
ponent of the exact log-likelihood by evaluating, in this study, either the composite
log-likelihood or the distributional transform approximation, at a proxy value for the
parameter vector; `curv (θ; y) = `CL (θadj; y) or `curv (θ; y) = `DT (θadj; y). The proxy for
θ is determined through the relation θadj = θˆCL + B
(
θ − θˆCL
)
(Chandler and Bate,
2007), with a B matrix to be described presently and with θˆCL being the estimate re-
sulting from evaluating the composite log-likelihood. (In the case of the distributional
transform, θˆDT takes the place of θˆCL.)
The matrix B ensures the expected Hessian of the modified parameter vector equals
the Godambe information of the original vector, that is to say,
B = M −1MA, where (3.13)
M TAMA = −H (θ0) J (θ0)−1H (θ0) and
M TM = H (θ0) .
In (3.13), H (θ0) is the Hessian of the original parameter vector for either `CL (θ0; y)
or `DT (θ0; y) and J (θ0) is the variance of the score function for the original param-
eter vector, again evaluated with either `CL (θ0; y) or `DT (θ0; y). The technique thus
effectively modifies the information of the original parameter vector, incorporating into
the evaluation of `CL (θ0; y) or `DT (θ0; y) the robust variance estimate needed in the
presence of clustering.
In practice, θ0 is unknown. An estimate of the matrix H (θ0) is H
(
θˆCL
)
for com-
posite log-likelihood, H
(
θˆDT
)
for distributional transform. The matrix J (θ0) can be
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approximated by J
(
θˆCL
)
or J
(
θˆDT
)
as the case may be, which we estimate via parallel
parametric bootstrap. As Chandler and Bate (2007) noted, the matrix square roots MA
and M are not unique. We use the singular value decomposition to calculate MA and
M to preserve any asymmetry that might be present.
Ribatet and others (2012) also noted an MCMC algorithm based on the curvature-
corrected composite likelihood must be shown to converge to the correct target distri-
bution. They argued that the conditions for Theorem 7.2 of Robert and Casella (2004)
that establish detailed balance for the Metropolis-Hastings algorithm are valid for apply-
ing the algorithm to the composite likelihood with curvature correction. The proposal
distribution fits the same criteria as (7.3) of Robert and Casella (2004). Theorem 7.2
of Robert and Casella (2004) builds upon Theorem 6.46 of that work and requires the
target to be a distribution. As established in Subsection 3.3.3, while the composite
likelihood is not the exact likelihood, it nevertheless is integrable and thus the posterior
distribution is well-defined.
The same argument using Theorem 7.2 of Robert and Casella (2004) can be made
for the Metropolis-Hastings algorithm applied to the distributional transform with cur-
vature correction.
3.4 Settings for Simulation Studies
The continuous extension, distributional transform with curvature correction, and com-
posite likelihood with curvature correction were evaluated in three settings. Those set-
tings are a spatial copula model called “copCAR” (Hughes, 2015) with Poisson marginal
distributions, a model of incident disease counts over time using the negative binomial
distribution, and a longitudinal setting with Bernoulli marginal distributions. For the
copCAR and negative binomial settings, the distributional transform with curvature
correction was applied and results were compared to those from the continuous exten-
sion. For the longitudinal setting, as noted in subsection 3.3.3, neither of these methods
performed satisfactorily. For example, point estimates for the correlation are biased
toward zero. Instead, the composite likelihood with curvature correction was applied.
Section 3.5 describes the results of these simulation studies. Additionally, Section 3.6
describes the results of applying these methods to the real data sets that motivated
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these simulation settings. Descriptions of these settings appear here; details regarding
the Markov Chain Monte Carlo setup appear in Appendix A.
3.4.1 The copCAR Spatial Model
The copCAR model (Hughes, 2015) combines a Gaussian copula with a Conditionally-
Autoregressive (CAR) areal spatial model. Spatial models mathematically relate obser-
vations that are proximal to one another; doing so ensures smooth, continuous transition
along the surface of interest. An areal model describes the association between data
summarized over areas, with spatial association represented as similarity of adjacent
areas. A CAR model defines the distribution of an observation as a function of its
neighbors
The distribution of an observation Yg, conditional on the observations of its neigh-
bors, takes the form
Yg | yh, g 6= h ∼ N
(∑
h
hghyh, τ2g
)
, g = 1, . . . , n (3.14)
(Banerjee and others, 2004). Algebraic manipulation and a technical lemma transform
(3.14) into the corresponding joint distribution, having the form
p (y1, . . . , yn) ∝ exp
− 12τ2 ∑
g 6=h
yT (D − ξW ) y
 . (3.15)
In a CAR model, the matrix Q = D − ξW describes the association between pairs
of observations g and h. The diagonal matrix D has the gth diagonal term equal
to the number of neighbors that observation g has, with ξ describing the strength of
association between observations g and h. The parameter ξ ensures the precision matrix
is invertible. Finally, W is a proximity matrix, with diagonal elements zero and ghth
elements equal to 1 if observations g and h are neighbors. The form of Q ensures only
neighboring observations are associated.
The parameter ξ ∈ [0, 1), called the propriety parameter, is a range parameter
and ensures Q is non-singular. Writing Q as D− ξW , where D consists of the diagonal
terms of Q and W includes the off-diagonal terms, ξ ∈ (1/λ(max), 1/λ(min)), where λ(min)
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and λ(max) are the minimum and maximum eigenvalues, respectively, of D
−1/2WD−1/2
(Banerjee and others, 2004).
In the copCAR model, we have observations Y = (Y1, . . . , Yn)
T and marginal dis-
tribution functions F1, . . . ,Fn, with ui = Fi (Yi). The Gaussian copula, (3.1), for the
CAR then becomes:
CQ−1 (u) = ΦQ−1
(
Φ−1
σ21
(u1), . . . ,Φ−1σ2n (un)
)
, (3.16)
with copula density
cQ−1 (u) ∝ |Q|1/2 |Σ|1/2 exp
(
−1
2
rT
(
Q− Σ−1) r) , (3.17)
where ri = Φ
−1
σ2i
(ui) = Φ−1σ2i (Fi (Yi)) and Σ = diag
(
σ21, . . . , σ
2
n
)
. The variances in (3.16),
the diagonal terms of Σ, can be approximated efficiently as described in Hughes (2015),
making it unnecessary to compute Q−1.
The spatial association among the observables is thus described using the precision
matrix Q. Their marginal distributions can be described flexibly through the distri-
bution functions Fi, and they are linked by the Gaussian copula. By eliminating the
random effect by means of which CAR models are usually included in a model, copCAR
eliminates any collinearity between the spatial random effect and fixed effects, which
can create spatial confounding (e.g., Reich and others (2006)).
3.4.2 Negative Binomial Count Time Series
The negative binomial model generalizes the Poisson model when the observations are
counts exhibiting overdispersion. We parametrize the negative binomial distribution as
follows:
P (Yi = y) =
Γ (y + µi)
Γ (µi) Γ (y + 1)
(
µi
k + µi
)µi (µi
k
)y
, (3.18)
with E (Y ) = µ = exp (Xβ) , and var (Y ) = µ+
µ2
k
.
The negative binomial model allows the variance to take on a value different from
the mean and thus account for overdispersion.
The copula for this model is (3.1), with copula density
cV (u) ∝ |V |−1/2 exp
(
−1
2
rT
(
V −1 − In
)
r
)
, (3.19)
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where again ri = Φ
−1
σ2i
(ui) = Φ−1σ2i (Fi (Yi)). The matrix V is block diagonal, with each
block represented the association among repeated measurements.
For this class of models, we consider the first-order auto-regressive correlation struc-
ture in which the terms in each block have the form vi,gg = 1, vi,gh = ξ
D(g,h) for ξ ∈
(0, 1) and D (g, h) = distance between measurements g and h.
3.4.3 Longitudinal Model
Generally in longitudinal models, y | β, V ∼ N (Xβ, V ). As with the negative binomial
model, V is block diagonal, each block representing the association among repeated
measurements of the same individual. Often the longitudinal model is written as a
mixed linear model, in which case V = ZGZT +R.
The copula describing the association among the observations is the same as for the
negative binomial data, (3.19) above. The association matrix V is the same as well,
first-order auto-regressive.
3.5 Simulation Study Results
3.5.1 copCAR Setting
For this study, the marginal distribution was Poisson. We simulated data on a 20× 20
square lattice with Poisson rates li = exp
(
xi + yi
)
with xi and yi the coordinates of
vertex i. We counted as neighbors those observations immediately adjacent to a given
point along the x and y axes. Points on the interior thus have four neighbors, and the
neighborhood forms the shape of a “plus” sign. Three values of ξ, {0.8, 0.975, 0.995},
were chosen to represent moderate, strong, and very strong dependence.
Table 3.1 shows the results. Both metrics concern the highest posterior density inter-
val’s coverage of the true parameter value or of zero, respectively. For the distributional
transform with curvature correction, performance at all levels of dependence is almost
universally good. The Type II error rate for the two β parameters for the ξ = 0.995
case can be understood to reflect the relatively low level of information available about
these two parameters implied by ξ having such a high true value. The good coverage
carries with it inflated Type II error rates. The distributional transform technique is by
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far the faster technique, an important consideration.
For moderate and strong spatial dependence, the continuous extension has good to
excellent performance. At ξ = 0.975, the performance for ξ is better than for the fixed
effects β. For very strong spatial dependence, the performance falls short. Performance
might have been improved with an even longer jitter vector, but computation time with
such a vector is prohibitive. The Type II error rate for the two β parameters is elevated
for ξ = 0.995. While the effect is less pronounced than with distributional transform
with curvature correction, that might simply be a reflection of the lower coverage rate;
were the coverage rate higher, the Type II error rate might be higher as well.
Table 3.1: Results for copCAR Setting
Distributional Transform,
True Continuous Extension Curvature Correction
Parameter Value Coverage Type II Coverage Type II
β1 1 93.00 0.00 94.00 0.00
β2 1 93.75 0.00 94.50 0.00
ξ 0.8 95.25 0.00 95.75 0.00
β1 1 89.50 2.25 95.25 5.00
β2 1 92.00 2.00 96.25 6.50
ξ 0.975 94.75 0.00 95.25 0.00
β1 1 89.75 7.75 93.25 16.50
β2 1 87.75 11.75 94.00 21.25
ξ 0.995 86.00 0.00 93.5 0.00
We also evaluated the L1 norm for the difference in posterior distributions arising
from the continuous extension and distributional transform with curvature correction
(results not shown). In calculating this metric, we re-centered the posterior distributions
resulting from the distributional transform with curvature correction to align them with
those from the continuous extension method. Because of this re-centering, L1 norm
values measure differences in tails and overall distributional shape.
The L1 norm values for comparisons of fixed effects posterior distributions in cases
with moderate association (ξ = 0.8) were low. For the association parameter ξ, the
L1 norms are elevated. The same is true for all parameters at true association values
of 0.975 or 0.995. These findings demonstrate that in most cases, the distributional
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transform with curvature correction method gives rise to different posterior distribu-
tions for the estimated parameters compared with those arising from the continuous
extension method. As noted above, distributional transform with curvature correction
is an approximation to the log-likelihood, whereas the estimate under continuous ex-
tension approaches the exact form with a sufficiently large jitter vector. This difference
in posterior shape is one trade-off in using an approximation to yield a considerably
shorter run time.
3.5.2 Negative Binomial Setting
The negative binomial simulation is based on incidence of malaria over a five-year period
in two villages in Kenya reported in Noland and others (2012). Fixed effects include an
intercept, β0, the year, β1, treated as a continuous regressor, and two seasonal effects,
sine and cosine of the month, β2 and β3 respectively, with the period of each wave being
one year.
We first fit simple generalized linear models using the R function glm.nb() to ob-
tain starting values for the Markov Chain Monte Carlo (MCMC) scheme for continuous
extension as well as the variance-covariance matrix used in β’s proposal distribution. In
the case of distributional transform with curvature correction, glm.nb() also supplies
the initial parameter estimates to optim(), used to compute θˆDT in the curvature cor-
rection. We chose a simulated sample size of 240 observations and magnitudes of the
true fixed effect sizes to ensure sufficient non-zero entries to stabilize glm.nb().
Tables 3.2 and 3.3 show that the results for the negative binomial setting under the
distributional transform with curvature correction are generally good, with coverage at,
near, or even exceeding 95% for all parameters.
The Type II error rate for β3 is very large for both levels of k and all levels of ξ.
As discussed in Subsection 3.4.2, we chose the true values to ensure a large number
of non-zero observations to stabilize results from glm.nb(). The true value for β3 is
close to zero, and its posterior variance is large relative to the size of the effect. Most
confidence intervals therefore span zero. This effect is the cosine term, a higher order
effect than either the slope or intercept. Less information is available for it, leading to
the higher variance. The variance for this effect is relatively large even in the fit for
glm.nb() (not shown), which does not account for correlation.
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The Type II error rate is high for ξ estimation when its true value is 0.2 for a similar
reason—the true value of ξ is close to zero and its posterior variance is large relative to
the size of the effect.
The Type II error rate for β1, the slope parameter for year, also falls short of
expectation for the two ξ = 0.8 cases, likely affected by the poor β3 performance. A
high association level means effectively less information in the observations on which to
estimate parameters. Its Type II error rate increases as ξ increases both for k = 0.5
and for k = 1. The magnitude of the error is less for the k = 1 case compared to the
corresponding k = 0.5 case. The k = 0.5 level is the more adverse of the two. As can
be seen in (3.18), the variance is larger for values of k less than unity. The fact that
the Type II error rate for β1 at ξ = 0.8 is worse for k = 0.5 than for k = 1 reveals the
sensitivity of the parameter’s estimation to the effective amount of information in the
data sets at these levels of k and ξ.
In the main, performance of the distributional transform with curvature correction
is quite similar to that of continuous extension. The distributional transform with
curvature correction has better coverage for ξ when its true value is 0.8 and k = 0.5.
Note that for this case with the continuous extension, we used a sub-optimal length for
the jitter vector, as explained in Subsection A.3. The association parameter appears
in (3.7) only in the copula term, as does the jitter vector. So the estimation of ξ is
especially sensitive to the jitter vector length. The data are not very informative about
k , either, so its estimate also is sensitive to imprecision in the log-likelihood estimation.
As with the copCAR setting, L1 norms mostly were low when comparing posterior
distributions of either fixed effects or k at the low association value of ξ = 0.2. Fixed
effect L1 norm values were low at ξ = 0.4 for k = 1 as well. For fixed effects at
ξ = 0.4 for k = 0.5 and at ξ = 0.8, the fraction of distribution pairs with low L1
norm values deteriorated. For k and ξ posterior distributions, L1 norms almost always
were elevated regardless of k or ξ true values. The data convey little information about
these parameters compared to the fixed effects and they are therefore harder to estimate
precisely. By extension we can expect differences in estimates of posterior distributions
for these parameters. The posterior distributions are sufficiently close to one another
only for fixed effects at lowest association values, reflecting the relative abundance of
information about those parameters at those parameter levels.
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Table 3.2: Results for Negative Binomial, k = 0.5
Distributional Transform,
True Continuous Extension Curvature Correction
Parameter Value Coverage Type II Coverage Type II
β0 3 94.50 0.00 96.25 0.00
β1 -0.1 94.00 0.00 95.00 0.50
β2 0 96.00 N/A 97.25 N/A
β3 0.1 95.00 87.25 95.75 88.25
k 0.5 93.25 0.00 93.75 0.00
ξ 0.2 95.00 17.00 96.50 20.00
β0 3 95.00 0.00 96.75 0.00
β1 -0.1 95.50 0.75 97.25 1.75
β2 0 95.75 N/A 98.00 N/A
β3 0.1 93.50 89.00 94.5 90.75
k 0.5 95.00 0.00 97.75 0.00
ξ 0.4 94.75 0.00 98.00 0.00
β0 3 89.50 0.00 97.75 0.25
β1 -0.1 91.75 6.00 97.50 27.00
β2 0 92.25 N/A 96.00 N/A
β3 0.1 93.75 90.50 96.75 93.00
k 0.5 74.50 0.00 93.25 0.00
ξ 0.8 52.00 0.00 95.75 0.00
Thus, with the exception of fixed effects comparisons at low association parameter
values, results for the L1 norm of the difference in posterior distributions for parameters
estimated with the two approaches show that the posterior distributions arising from
the continuous extension method cannot be considered comparable to those arising from
the distributional transform with curvature correction method.
3.5.3 Longitudinal Setting
The longitudinal simulation uses fixed effects from the so-called toenail data originally
reported by de Backer and others (1996), and analyzed by Molenberghs and Verbeke
(2005) as well as Madsen and Fang (2011), concerning a trial of two treatments of
dermatophyte onychomycocis. Fixed effects include an intercept, treatment indicator,
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Table 3.3: Results for Negative Binomial, k = 1
Distributional Transform,
True Continuous Extension Curvature Correction
Parameter Value Coverage Type II Coverage Type II
β0 3 94.25 0.00 94.5 0.00
β1 -0.1 94.75 0.00 96.00 0.00
β2 0 94.25 N/A 95.00 N/A
β3 0.1 95.00 83.75 95.00 84.25
k 1 96.75 0.00 96.75 0.00
ξ 0.2 94.00 18.25 95.75 18.00
β0 3 95.25 0.00 96.00 0.00
β1 -0.1 94.50 0.00 96.50 0.00
β2 0 93.25 N/A 94.75 N/A
β3 0.1 95.75 85.25 96.25 86.25
k 1 92.00 0.00 95.00 0.00
ξ 0.4 94.00 0.25 94.00 0.25
β0 3 90.50 0.00 96.00 0.00
β1 -0.1 90.75 2.25 95.75 11.00
β2 0 95.25 N/A 96.75 N/A
β3 0.1 94.75 82.75 95.5 85.25
k 1 94.00 0.00 96.50 0.00
ξ 0.8 84.25 0.00 98.00 0.00
time in weeks, and time-treatment interaction.
The continuous extension method produces severely biased estimates of ξ. Table 3.4
shows results from maximizing the approximate likelihood from the continuous exten-
sion method for the four hundred simulated data sets and jitter vector lengths of 100.
Verification studies of jitter vector length, described in detail in Subsection A.3, showed
the jitter vector length of 100 to be wholly inadequate; adjusted standard errors were
larger than unadjusted standard error by factors as high as 1.75. Yet it was impossible
to run longer jitter lengths due to resource constraints. Binary data are the least infor-
mative of data types, and correlation parameters require numerous observations to be
estimated well in any setting, so this poor performance is not surprising. Because the
bias is so severe, the full Bayesian analysis was not attempted for this method in this
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setting.
Table 3.4: Estimates for Continuous Extension in Longitudinal Setting, Based on 400
Data Sets
Parameter True Value Expected Point Estimate 95% Confidence Interval
β0 -0.5 -0.5019 (-0.7553, -0.2485)
β1 -1 -1.0117 (-1.4359, -0.5875)
β2 0 -9E-04 (-0.0393, 0.0375)
β3 1 1.0138 (0.8310, 1.1966)
ξ 0.2 0.1314 (0.0793, 0.1834)
β0 -0.5 -0.4995 (-0.7720, -0.2271)
β1 -1 -1.0159 (-1.5035, -0.5284)
β2 0 -0.0017 (-0.041, 0.0377)
β3 1 1.0075 (0.8063, 1.2087)
ξ 0.4 0.2077 (0.1611, 0.2543)
β0 -0.5 -0.5174 (-0.8647, -0.1700)
β1 -1 -0.9616 (-1.5077, -0.4155)
β2 0 -3E-04 (-0.0408, 0.0402)
β3 1 0.9895 (0.7964, 1.1827)
ξ 0.8 0.3923 (0.3408, 0.4439)
Table 3.5 shows results for the composite likelihood with curvature correction using
the posterior mean as the point estimate. Coverage is excellent.
The Type II error rates for β0 are elevated. Intercepts too can be difficult to estimate.
In this case, the data are not centered, contributing to the difficulty. Moreover, the
Type II error rates increase as the correlation increases. A higher correlation implies a
smaller effective sample size, detracting from the ability of the method to estimate the
parameter.
3.6 Application to Real Data
In this section, we apply the three methods studied in simulation to real data.
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Table 3.5: Results for Composite Likelihood with Curvature Correction in the Longitu-
dinal Setting
Composite Likelihood,
Curvature Correction
Parameter True Value Coverage Type II
β0 -0.5 94.75 1.25
β1 1 96.25 0.75
β2 0 94.25 N/A
β3 -1 95.00 0.00
ξ 0.2 95.00 4.50
β0 -0.5 93.50 6.00
β1 -1 94.50 0.75
β2 0 94.75 N/A
β3 1 94.75 0.00
ξ 0.4 94.00 0.00
β0 -0.5 95.25 14.75
β1 -1 94.50 2.25
β2 0 95.00 N/A
β3 1 95.00 0.00
ξ 0.8 94.00 0.00
3.6.1 Slovenia Stomach Cancer
The first data set describes incidence of stomach cancer by municipality in Slovenia.
At the time of the data collection, Slovenia had 192 municipalities, two of which were
not contiguous. We considered the non-contiguous zones as separate areas, resulting in
194 spatial areas for analysis. We applied a Poisson model in the copCAR setting. In
addition to an intercept, the model adjusts for centered and scaled socioeconomic status,
a five-level indicator determined by Slovenia’s Institute of Macroeconomic Analysis and
Development. We applied all three techniques to these data. Details of the MCMC
implementation are described in Appendix A.
All three techniques required 60,000 iterations for convergence. In each analysis,
the MCMC standard error was more than two orders of magnitude smaller than the
corresponding point estimate.
42
Results appear in Table 3.6. The continuous extension and distributional trans-
formation with curvature correction techniques both estimated fixed effects that were
smaller in absolute value than the corresponding estimate from composite likelihood
with curvature correction. All were roughly similar to one another, however. Highest
posterior density interval widths were slightly shorter for the first two techniques, but
not notably so.
Table 3.6: Parameter Estimates (95% Highest Posterior Density Interval) for Slovenia
Stomach Cancer Data by Technique
Technique β0 β1 ξ
Continuous Extension 0.1524 -0.1277 0.2772
(0.1095, 0.1916) (-0.1702, -0.0858) (0.0505, 0.5005)
Distributional Transform, 0.1542 -0.1316 0.2555
Curvature Correction (0.1132, 0.1992) (-0.1789, -0.0866) (0.0500, 0.4330)
Composite Likelihood, 0.1696 -0.1524 0.2436
Curvature Correction (0.1262, 0.2120) (-0.2005, -0.1046) (0.0474, 0.4153)
For estimates of the association parameter, the trend was reversed. Continuous
extension and distributional transform with curvature correction produced estimates
somewhat higher than that for composite likelihood, though not substantially so. The
widths of their highest posterior density intervals were slightly longer than the one from
composite likelihood with curvature correction.
Posterior densities for ξ using a random walk proposal exhibited an interesting at-
tribute. The result from the distributional transform with curvature correction provides
an example in Figure 3.1. The second peak near zero is an artifact of the proposal tech-
nique. It arises as follows. Our MCMC routine proposes values using a Gaussian random
walk on the transformed scale, centered initially at the transformed value corresponding
to the solution from optim(). Near-zero values have reasonable probabilities of being
proposed. The data are somewhat ambiguous regarding the true peak, so there is a
reasonable chance that the near-zero proposal is accepted. The random walk then re-
centers the proposal distribution around the transform of this near-zero value. Values
of nearly zero for ξ correspond to nearly independent observations; the contribution to
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the likelihood from the copula in any of (3.7), (3.10), or (3.12) is negligible. The log-
likelihood value estimated for each proposal near zero is thus dominated by the terms
from the marginal densities of the observations, and the estimated log-likelihood value
in turn dominates the numerator or denominator of the Metropolis-Hastings ratio. As
a result, nearly every proposal near zero is accepted.
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Figure 3.1: Density Estimate for Slovenia Data Set Analyzed with Distributional Trans-
form with Curvature Correction.
When the random walk chain is replaced with an independence chain, a normal dis-
tribution centered about the point estimate from optim(), this peak near zero is nearly
eliminated, confirming that its presence with the random walk proposal is an artifact
of that approach. Results in Table 3.6 arose from analyses using this independence
proposal distribution, though the estimates and intervals differ only slightly from those
resulting from use of the original random walk proposal distribution.
While all three techniques produce similar estimates, distributional transform with
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curvature correction has a decisive advantage in its run time, 22 minutes, faster than
its nearest competitor, the continuous extension, by more than an order of magnitude.
Complete run time comparisons appear in Section 3.7.
3.6.2 Toenail Ringworm Data
We analyzed the toenail data that provided the motivation for the longitudinal study.
As noted above, it concerns a trial of two treatments of dermatophyte onychomycocis,
a ringworm infection. We used composite likelihood with curvature correction. Fixed
effects include an intercept, treatment indicator, time in weeks, and time-treatment
interaction. Note that whereas the longitudinal simulation used an auto-regressive as-
sociation structure, for these data, we use an exchangeable structure for comparison to
results from Madsen and Fang (2011), who present results from generalized estimating
equations.
Results appear in Table 3.7. Estimates and intervals were quite comparable to those
from Madsen and Fang (2011). The highest posterior density intervals were somewhat
shorter than the corresponding confidence intervals in the Madsen and Fang (2011)
analysis.
Table 3.7: Parameter Estimates (95% Interval) for Toenail Data with results from
Madsen and Fang (2011) for comparison. Madsen and Fang (2011) did not report an
association parameter.
Parameter Estimate (95% Interval)
Parameter Composite Likelihood, Madsen & Fang
Curvature Correction Analysis (GEE)
β0 -0.6302 (-0.9645, -0.3091) -0.6472 (-1.055, -0.2393)
β1 0.0010 (-0.4867, 0.4588) 0.0019 (-0.5994, 0.6032)
β2 -0.2084 (-0.2631, -0.1497) -0.2166 (-0.3003, -0.1329)
β3 -0.0320 (-0.1097, 0.0498) -0.0486 (-0.1834, 0.0862)
ξ 0.7726 (0.7066, 0.8375) N/A (N/A)
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3.7 Run Times
Table 3.8 shows typical run times for each setting and method; these estimates do not
include post-processing time. The distributional transform with curvature correction
has far better run times than the other methods in all settings in which it could be
used.
Table 3.8: Typical Run Times for Each Setting and Method
Setting Approach Typical Run Time
copCAR Continuous Extension 12 – 74 hours
copCAR Distributional Transform, 1.1 hours
Curvature Correction
Longitudinal Composite Likelihood, 30 hours
Curvature Correction
Negative Binomial Continuous Extension 20.3 hours
Negative Binomial Distributional Transform, 2.9 hours
Curvature Correction
Slovenia Continuous Extension 5.5 hours
Slovenia Distributional Transform, 22 minutes
Curvature Correction
Slovenia Composite Likelihood, 10.8 hours
Curvature Correction
Toenail Data Composite Likelihood, 17.8 hours
Curvature Correction
3.8 Discussion
The distributional transform with curvature correction performs quite well on data other
than binary. For binary data, composite likelihood is the only viable option because
binary data is especially uninformative about the parameters. The substantially faster
running times for the distributional transform with curvature correction as compared
to other techniques make it quite attractive in suitable settings. This advantage is
especially pronounced at high levels of association, in which the continuous extension
method requires a long jitter vector. While the continuous extension makes use of
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the exact form for the likelihood, resource limitations on implementation mean that in
practice, its performance can fall short of the distributional transform with curvature
correction. Even if sufficiently long jitter vectors could be used, the resulting poste-
rior distribution may not have nominal coverage. The distributional transform with
curvature correction is a viable alternative for parameter inference.
Chapter 4
Dirichlet Process Prior
Distribution for Association
Parameter Inference
This chapter describes the application of a Dirichlet process as a prior distribution for
association parameter inference in Gaussian copula regression models. The setting is a
proportional odds model relating T2* mapping data (an investigational, objective MRI
sequence) to Beck’s scale of cartilage damage, with adjustment for spatial proximity
of responses. The clinical data motivating this study is femoroacetabular impingement
(FAI), a condition in which subtle deformities of the femoral head and acetabulum (hip
socket) result in pathologic abutment during hip motion. The data suggest a high
degree of association among the observations. The challenge in this case is that few
continuous distributions can be parametrized intuitively such that the majority of its
mass is clustered near 1. The Dirichlet process can be parameterized more intuitively
and also allows for clustering.
The first section of this chapter describes the clinical data providing the motivation
for the analysis. It represents the work of several collaborators, namely John Hughes and
Eleena Iisakka in the Division of Biostatistics, School of Public Health; Jutta Ellermann
at the Center for Magnetic Resonance Research, Department of Radiology; Shabnam
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Mortazavi and Mikko J. Nissi at the Center for Magnetic Resonance Research, Depart-
ment of Radiology, Department of Orthopaedic Surgery; and Connor Ziegler and Patrick
Morgan, Department of Orthopaedic Surgery; all of the University of Minnesota.
The second section describes the analysis of the femoroacetabular impingement
(FAI). In Subsection 4.2.1 we present models and results of the statistical analyses.
Note that the analysis of the random intercept model of this subsection originally ap-
peared in Iisakka (2014). We repeated the random intercept model analysis, and the
result of that replication appears here. The repeat of the analysis was performed in sup-
port of the spatial analysis work also described in Subsection 4.2.1. Preliminary spatial
work also was performed and described by Iisakka (2014) as noted in the text. The
application of the Dirichlet process prior distribution described in Subsection 4.2.1 is
novel to this work. In Subsection 4.2.2 we apply the predictive models to unaggregated
patient T2* data.
We conclude with a discussion in Section 4.3.
4.1 Clinical Motivation
4.1.1 Introduction
Femoroacetabular impingement (FAI), a common cause of hip pain, is a condition char-
acterized by abnormal peri-articular morphology that results in pathological abutment
between the head–neck junction of the femur and the acetabular rim (Ganz and others,
2003; Leunig and others, 2009). FAI has been shown to cause labral (edge, rim) and
chondral (of or relating to cartilage) lesions and is a strong risk factor for osteoarthritis
(Beck and others, 2005; Dudda and others, 2009; Allen and others, 2009; Ganz and
others, 2008). For FAI patients with symptoms unresponsive to non-operative manage-
ment, joint preservation surgery can be considered if cartilage damage is not significant
(Philippon and others, 2007, 2009; Beck and others, 2004). But joint preservation pro-
cedures are contraindicated for patients with moderate to advanced cartilage changes
because more severe cartilage abnormality is associated with early conversion to total
hip replacement (Larson and others, 2011; Guanche and others, 2012). Unfortunately,
moderate cartilage damage can be challenging to diagnose (Byrd and Jones, 2011).
Radiographic evaluation with use of To¨nnis grading (assignment of an ordinal score
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in {0, 1, 2, 3, 4} based on inspection) is the standard of care but has been shown to
have poor inter-observer reliability (Clohisy and others, 2009; Carlisle and others, 2011;
To¨nnis and others, 1987). Magnetic resonance (MR) image evaluation seems a sensi-
ble alternative, but the accuracy of MR imaging and MR arthrography for detecting
chondral damage in FAI is poor (Byrd and Jones, 2011; Anderson and others, 2009;
Pfirrmann and others, 2008; Blankenbaker and others, 2011; Gold and others, 2012;
Zlatkin and others, 2010).
The identification of cartilage damage in FAI may be difficult owing to the pattern
of damage particular to the condition (Pfirrmann and others, 2006). In FAI, cartilage
damage frequently is limited to the acetabulum and may occur initially deep within
the tissue as a debonding of articular cartilage from acetabular bone (Beck and others,
2005). Since the superficial cartilage remains intact and traditional MR imaging is best
suited for revealing damage at the articular surface, this pattern of damage hinders di-
agnosis. Thus investigators have turned to quantitative MR mapping techniques such as
delayed gadolinium-enhanced MR imaging of cartilage (Kim and others, 2003; Mamisch
and others, 2011; Zilkens and others, 2010; Lattanzi and others, 2012) and T2 mapping
(Watanabe and others, 2007; Nishii and others, 2008, 2010; Mosher and Dardzinski,
2004). Delayed gadolinium-enhanced imaging is the most widely applied technique,
but it can be time-consuming and logistically difficult to perform, and, due to limited
resolution, currently does not allow segmentation of femoral and acetabular cartilage
(Gold and others, 2009). Furthermore, use of gadolinium agents is contraindicated in
patients with limited renal function. T2 relaxation time measurements (Watanabe and
others, 2007; Nishii and others, 2008, 2010; Mosher and Dardzinski, 2004) and, more
recently, T2* mapping have also been reported for the hip (Bittersohl and others, 2009,
012a,b; Apprich and others, 2012). T2* has the advantages that it (1) can be acquired
quickly, (2) does not require contrast material (which must be injected in the joint or
intravenously), and (3) has sufficient resolution to differentiate between femoral and
acetabular cartilage.
The aim of our study was to determine whether quantitative T2* mapping can be
used for routine cartilage assessment in FAI. To do this, we first developed an anatom-
ically precise technique for extracting T2* data. Then we compared extracted and
aggregated T2* data with a surgical gold standard. To link T2* measurements to the
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cartilage’s surgically revealed condition, we proposed two models. One model includes a
simple hip-specific adjustment along with the predictors of interest. The other accounts
for spatial proximity of the measurements in a given hip by assigning to each hip in the
study an association parameter, the magnitude of which corresponds to the strength of
influence of the adjacent observations. The tendency of association parameter estimates
to cluster around a few values is modeled using a Dirichlet process. The resulting pre-
dictive models will allow clinicians to assess quickly the pattern, severity, and extent of
damage.
In the remainder of this section, we describe the collection of our T2* data and
corresponding arthroscopic data as well as provide some basic demographic information
about the data set.
4.1.2 Collection of T2* Data and Corresponding Arthroscopic Data
Patients
We collected our data between February, 2010 and March, 2012. The study group
included 26 patients (28 hips) who exhibited clinical and radiographic signs of FAI,
showed no evidence of osteoarthritis, underwent the study imaging protocol, were diag-
nosed with a labral tear, and subsequently underwent hip arthroscopy after conservative
treatment failed. The clinical diagnosis of FAI was established by the presence of mod-
erate to severe persistent hip or groin pain that limited activity and worsened with
flexion activity, and positive impingement sign (i.e., sudden pain at 90◦ hip flexion
with adduction and internal rotation, or with extension and external rotation). Ra-
diographic confirmation of FAI was based on findings such as α angle (angle between
femoral neck and line through center of the head and point where the head becomes
aspherical) greater than 50◦, pistol grip deformity (nonspherical femoral head), coxa
profunda (a too-deep socket), and acetabular retroversion (the mouth of the acetabu-
lum inclines posterolaterally). Exclusion criteria included osteoarthritis as evidenced
by To¨nnis grade > 1 (To¨nnis and others, 1987), previous hip surgery, or diagnosis of
other abnormalities to which the patient’s hip pain could be attributed. All patients
were examined by Dr. Morgan, who specializes in hip arthroscopy, and evaluated with
standardized radiographs per published protocol (Clohisy and others, 2008).
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There were nineteen female and seven male patients. There were twenty female hips
and eight male hips. The mean age for all patients was 29.0 (range 12–53). The mean
age for females was 28.9 (range 12–46). The mean age for males was 29.1 (range 16–53).
All hips had a To¨nnis grade of 0 or 1, indicating at most mild signs of osteoarthritis.
Imaging
A 3T clinical imaging protocol (Trio; Siemens Medical Solutions, Erlangen, Germany)
was used. The protocol required approximately 45 minutes to complete, with the T2*
data obtained during the final seven minutes to control for time dependence of T2*
values after unloading (Apprich and others, 2012). T2* maps were generated using
software provided by the scanner vendor (Mapit; Siemens Medical Solutions).
Region of interest (ROI) analyses were performed by Dr. Ziegler, a second-year
orthopaedic resident, who was blinded to the patients’ clinical information. Acetabular
orientation was standardized on sagittal images by using a line passing through the
center of the femoral head, perpendicular to the transverse acetabular ligament, defin-
ing the 12-o’clock position (Figure 4.1). Case regions of interest (ROI) were defined
in the anterosuperior acetabulum because this area has the highest reported incidence
of damage in patients with FAI (Beck and others, 2005; Anderson and others, 2009;
Larson and Giveans, 2009). Using the image processing application OsiriX (Rosset and
others, 2004), acetabular cartilage in this region was divided into five ROIs between
the 12-o’clock position and the chondrolabral junction (Figure 4.1). This was done for
three consecutive sagittal sections, yielding a total of fifteen case ROIs. Four control
ROIs were defined in the posteromedial acetabulum, where articular cartilage damage
is infrequent in FAI. Note that this landmark-based extraction resulted in ROIs compa-
rable between the patients even though the volume (and number of voxels) varied from
patient to patient.
Arthroscopy
To evaluate the utility of T2* for assessing cartilage damage, we needed a reference
assessment. For our study, the reference assessment was obtained through arthroscopic
surgery. All arthroscopic examinations were performed by Dr. Morgan, who was blinded
to the T2* data. Dr. Morgan was presented with a patient-specific, flattened anatomical
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Figure 4.1: Selection of ROIs in acetabulum. (A) Gradient recalled echo image of
hip, sagittal view. (B) Transverse ligament (T) used to find 12-o’clock position (12);
angular guides for case ROIs in anterior superior labrum between 12-o’clock position
and chondrolabral junction (CLJ); and angular guides for control ROIs (clockwise from
12-o’clock). (C) Magnified portion of panel B shows the dark line that delineates the
boundary between acetabular and femoral cartilage.
map of the acetabulum (an example of which is shown in Figure 4.2), on which simple,
obvious bony landmarks could be co-located during surgery. Once located, individual
ROIs were measured relative to a flexible probe measuring 2 mm in diameter, which
served as a ruler. Dr. Morgan recorded his surgical findings on the patient-specific
acetabular projection. A modified Beck scale (Beck and others, 2005) (described in
Table 4.1) was used to characterize the degree of articular cartilage damage. Both case
and control ROIs were assessed (532 ROIs in all, 19 per hip).
Table 4.1: The modified Beck scale.
Score Description Criteria
1 normal macroscopically sound cartilage
2 early changes softening; fibrillation; cartilage remains adhered to
bone
3 debonding loss of fixation to bone; “carpet” phenomenon
4 cleavage loss of fixation to bone; frayed edges; thinning of
cartilage; flap
5 defect, fibrous base full-thickness loss of cartilage; thin fibrous tissue-
covered base
6 defect, eburnated base full-thickness loss of cartilage; base of eburnated
bone
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Figure 4.2: A flattened imaging slice and ROI map of acetabular cartilage.
The data are summarized in Table 4.2. Note that the T2* values for a given ROI
were aggregated by taking the sample mean over all voxels in the ROI, and so the sample
quantities given in the table are for samples of sample means. Box plots of T2* by Beck
score are shown in Figure 4.3.
Table 4.2: Summaries, by Beck score, of the aggregated T2* values from our data set.
Beck Score Frequency Sample Sample Sample
First Quartile Median Third Quartile
1 172 22.1 28.7 33.5
2 160 16.7 21.1 27.6
3 112 16.1 20.0 23.9
4 59 14.8 18.9 22.7
5 21 13.8 17.3 19.5
6 8 14.2 16.4 18.5
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Figure 4.3: Box plots of aggregated T2* values by Beck score.
4.2 Dirichlet Process Prior Distribution
4.2.1 Development and Validation of the Predictive Models
We posit Beck scores as ordinal multinomial outcomes that satisfy the proportional odds
assumption (Agresti, 2012). Specifically, we suppose that
γk(xij) = P(Yij ≤ k | xij) = exp(αk − β
′xij)
1 + exp(αk − β′xij) , i = 1, . . . , 28 ; j = 1, . . . , 19 ;
k = 1, . . . , 5, (4.1)
where Yij is the Beck score for the jth ROI in the ith hip, k is the Beck category, αk is the
intercept (or threshold) for category k, xij is a vector of predictors associated with ROI
ij, and β are regression coefficients. The sequence of intercepts αk is non-decreasing.
Equivalently,
logit γk(xij) = αk − β′xij (4.2)
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or
pik(xij) = P(Yij = k | xij) =

γ1(xij) k = 1,
γk(xij)− γk−1(xij) k ∈ {2, 3, 4, 5}, and
1− γ5(xij) k = 6.
(4.3)
Having no subscript on β implies that the predictors have the same effects for all
categories. This assumption and the use of the logit link function together characterize
the proportional odds model, the most common of the so-called cumulative link models
for ordinal outcomes.
We also assume that Beck scores are dependent within a patient. We took two
approaches to implementing this assumption. The first adds a simple random offset to
the exponent in the model described in (4.1). The second provides an explicit model
for the similarity between spatially proximate observations. It thus more closely mimics
the physical conditions at the site of interest. This model additionally incorporates a
Dirichlet process to describe similarities in the spatial association from hip to hip, which
results in shrinkage of their estimates toward common cluster means. We elaborate on
these two models in the next three subsections. All analyses were performed in R version
2.15.2 (R Core Team, 2014).
Random Intercept Model
First, as described in Iisakka (2014), we modeled the intra-patient dependence of Beck
scores using a random intercept. That is, we assumed the outcomes for a given hip to
be independent conditional on a shared random effect:
logit γk(xij ,Wi) = αk − β′xij + Wi, (4.4)
where the Wi follow a Gaussian distribution located at 0. This dependence model,
although rudimentary, proved reasonably effective.
In addition to T2*, we included age, weight, and sex as predictors, as well as
quadratic and cubic terms for the continuous predictors and two-way interactions among
all predictors. Both weight and T2* were centered at their respective mean values. Cor-
responding quadratic and cubic terms were calculated from these centered values. We
fit each candidate model using the function clmm() of the R (R Core Team, 2014)
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package ordinal (Christensen, 2013). Since the random intercepts imply an analyti-
cally intractable likelihood (the likelihood contains an integral over R28), the likelihood
must be approximated. Function clmm() approximates the integral using the Laplace
approximation (Laplace and others, 1986) or adaptive Gaussian–Hermite quadrature
(Abramowitz and Stegun, 2012). The number of quadrature points can be specified
using the argument nAGQ. We found that ten quadrature points yielded sufficiently ac-
curate maximum likelihood estimates. Two other arguments of interest are link and
threshold. We initially chose the logit link function and flexible thresholds (i.e., the
only constraint on the thresholds was that they be strictly increasing).
The coefficient and threshold estimates for the most parsimonious model are given
in Table 4.3. The best model among those considered, determined by backward elimi-
nation, is quadratic in both T2* and weight, has a significant effect for sex, and has a
different effect of T2* for males and females. The inclusion of weight is justified because
body mass index is known to be an independent risk factor for FAI (Kumar and Ag-
garwal, 2011; Clohisy and others, 2013). More specifically, a decrease (increase) in T2*
(weight) is associated with larger Beck scores, and males have larger Beck scores than
females on average. Males are considerably more likely to have cam-type FAI (Byrd,
2010), which is more damaging, and young, active males with FAI tend to have more
severe damage (Clohisy and Nepple, 2013; Nawabi and others, 2014). The random ef-
fects are necessary, for the independence model lacks fit (LRT; p value < 0.001). The
estimated standard deviation of the random effects was 1.640, a significant fraction of
the effective range for parameter estimates on the logit scale. This implies very high
within-hip correlation of observations. We found no evidence against the proportional
odds assumption, nor did we find that a different link function or structure for the
thresholds (symmetric or equidistant) would be more appropriate.
Figure 4.4 shows the estimated cumulative logits (as functions of centered T2* but
without estimates of random effects) for females and males, with patient weights fixed
at the sex-specific sample means (151.68 lbs and 180.75 lbs, respectively).
During a recently completed followup study we collected data for an additional 27
hips. We then applied the predictive model to the new data, and found that it performed
well. The results are shown in Table 4.4.
We also combined the two data sets and repeated our analyses with the model
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Table 4.3: Coefficient and threshold estimates for the most parsimonious mixed-effects
proportional odds model.
Covariate Estimate P Value
T2* -0.146 < 0.001
(T2*)2 -0.005 0.002
Weight 0.015 0.197
Weight2 0.001 0.005
Sex (Male) 1.534 0.050
T2* × Sex -0.089 0.003
Threshold Estimate 95% CI
α1 -0.517 (-1.538, 0.503)
α2 1.912 (0.8774, 2.947)
α3 4.037 (2.953, 5.122)
α4 6.626 (5.349, 7.903)
α5 8.636 (7.130, 10.141)
Table 4.4: Out-of-sample predictive performance. Prediction errors are given in Beck
units.
Prediction Error Percentage
0 29%
-1, 0, 1 76%
-2, -1, 0, 1, 2 95%
of Table 4.3. We found that the parameter estimates changed little, which suggests
that our initial sample was probably large enough to yield stable estimates of model
parameters.
Spatial Modeling of Beck Scores
With this data set, we may reasonably expect that the shorter the distance between
measurement points, the more alike the measurements. Mathematically relating neigh-
boring observations ensures smooth, continuous transition along the surface of interest.
A spatial model describes the association between such observations, and we believe it
is well-suited to this case.
In this data set, we have aggregated the T2* predictor over all the voxels in the
ROI, and the evaluator-assessed Beck score applies to the ROI as a whole. An areal
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Figure 4.4: Estimated cumulative logits for females and males, as functions of centered
T2* and with patient weights fixed at the sex-specific means. Points on the plots
correspond to γk values from (4.1) for a given value of centered T2*. For example, for
females at the mean T2* value (centered T2* = 0), γ1 through γ5 values are 0.387,
0.878, 0.984, 0.999, and 1.000 respectively.
model describes the association between data summarized over areas of this sort. For
each hip, we use the copCAR model (Hughes, 2015) described in Subsection 3.4.1 with
the proportional odds model of (4.1) for the marginal distributions.
Specifically, the precision matrix Q is block diagonal, one block for each hip of the
form
qi,gg = a region’s number of neighbors
qi,gh =
{
−ξi if regions g and h are neighbors
0 otherwise,
with ξi = Association parameter for hip i.
We analyze it in a Bayesian framework using the composite likelihood with curvature
correction described in Subsection 3.3.4.
In our analysis of Beck score data, we count as neighbors to an ROI those ROIs
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immediately anterior and posterior to the ROI as well as those ROIs in the same position
in adjacent sagittal sections, a total of four neighbors for observations in the interior of
the measurement region. A trace on Figure 4.1 in Chapter 4 of a neighborhood so defined
would take the shape of a “plus” sign. Clearly, other definitions of neighborhoods are
possible as well, for example, one whose trace on Figure 4.1 would form the shape of a
square, encompassing as many as eight neighbors.
The association parameters ξi take values in [0, 1). The form of the curvature correc-
tion has the potential to place adjusted association parameters outside this range. To
avoid this difficulty, in the bootstrap used to compute the curvature-correction matrix
and in the Markov Chain Monte Carlo (MCMC) routine used for a Bayesian analysis,
we generated values for the association parameter on a transformed scale, described
below, instead of on the original scale.
We analyzed this model in a Bayesian framework using the Metropolis-Hastings al-
gorithm. We re-parameterized the thresholds αk for k > 1 to the form ∆k = αk−αk−1 to
ensure, in conjunction with the prior and proposal distributions, that the corresponding
αk parameter proposals are non-decreasing. We applied a N
(
0, 106
)
prior distribution
to α1 and the β parameters, and we applied a Gamma(2,1) prior distribution to the ∆k
terms. The parameters of these gamma prior distributions place most of the mass in
the range (0, 4), corresponding to results from earlier analyses. To propose α1 and β
values, we used random walks with normal distributions centered at the most recently
accepted value. For the ∆k parameters, we first proposed values using normal distribu-
tions centered at the log of the most recently accepted value. Then we exponentiated
the values to transform them to ∆k parameter proposals.
We used the same predictors as in the most parsimonious model listed in Table 4.3
from Section 4.2.1 in order to compare the two approaches. The prior distributions on
these fixed effects were diffuse normal distributions centered at zero. We use random
walks with normal distributions to propose parameter values.
For all random walk proposals, we used the variance-covariance sub-matrices from
a proportional odds model fit without random intercepts. We scaled these sub-matrices
to obtain acceptance rates in the range of 20%–50%.
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Clustering of Spacial Association Parameters
In a preliminary spatial analysis of this data set, Iisakka (2014) found that a model
with a single association parameter for all hips yielded implausible parameter estimates,
whereas allowing a different association parameter for each hip resulted in a model for
which the analysis was numerically unstable. A Dirichlet process prior distribution
provides a compromise between these two extremes, allowing association parameter
values to cluster. This is one mechanism by which the estimation process for a given
hip’s association parameter can “borrow strength” from the estimation for other hips.
We envision the association parameters, one for each hip, as arising from several
members of a family of distributions. A Dirichlet process is a prior distribution for
the mixing distribution of these family members. We therefore can think of it as a
“distribution of distributions.” Using it obviates the need to know a priori how many
members of the family to use.
One characterization for the Dirichlet process is as a generalization of a beta distri-
bution. A beta distribution can model proportions, the distribution of propensities to
be in one of two categories. The Dirichlet distribution generalizes this idea to a mixture
among t categories. The Dirichlet process generalizes further. It is the form resulting
when t → ∞. Each realization of the Dirichlet process is a Dirichlet distribution, dis-
crete with probability one (Ferguson, 1973). As Escobar and West (1995) point out,
there is a positive probability of coincident values in each realization of the Dirichlet
process. These characteristics enable the Dirichlet process to model an arbitrary number
of clusters. Each realization contains a finite number of elements, describing (non-zero)
proportions in each of a number of categories not specified ahead of time. Sufficient sam-
pling from a given realization inevitably results in repeats of values previously obtained.
Such sampled values thus form clusters in particular categories.
The number of categories with non-zero proportions can change from realization to
realization. Each category can be a parameter value. Alternately, each category can be
an identifier for a member in a family of distributions, with the implication that each
realization of the Dirichlet process describes a mixture of these distributions.
The Dirichlet process is specified by two attributes, a base distribution and a con-
centration parameter. As Neal (2000) writes, the Dirichlet process prior distribution
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mathematically has the following form:
yi | θi ∼ F (θi),
θi | G ∼ G,
G ∼ DP (G0, a),
where G0 is the base distribution and a is the concentration parameter. The base distri-
bution represents the prior expectation of the specific realization G. The concentration
parameter describes how closely the mass of a given realization concentrates around
this expectation. For a measurable set A , as a →∞, G(A)→ G0(A) (Teh, 2010). The
smaller the concentration parameter, the fewer the clusters there likely are to be among
the parameters of interest. (Ferguson, 1983)
Since we performed the MCMC analysis using a transformation of ξi, vξi = Φ−1(ξi)
instead of ξi, the specific choice of base distribution is arbitrary. In this analysis, we used
a N (0.85, 0.0225) distribution as the base distribution. The concentration parameter’s
prior distribution was a Gamma(4,1), which applies most of the mass in the range (0,
10). Preliminary studies in which we fixed the concentration parameter to single-digit
integer values showed, through the acceptance rates, that the data favor low values of a.
See Neal (2000) and Escobar and West (1995) for details on the Markov chain sampling
methods.
Several metrics informed our assessment of the MCMC routine’s convergence. They
include stability of parameter estimate as a function of sample size, the ratio of the
MCMC standard error to the estimated posterior mean, visual inspection of trace plots,
qualitative assessment of the empirical distribution for spurious peaks, and review of
acceptance rates.
For this analysis, we ran the chain for 120,000 iterations. With independent prior
distributions, Markov chains for certain association parameters struggled to propose
acceptable candidate values. With the Dirichlet Process prior distribution, all estimated
parameters showed excellent acceptance rates.
Results appear in Table 4.5. Note that we constructed the α2 to α5 values from
α1 and ∆k results at each iteration of the MCMC analysis. Means presented are the
posterior means from the resulting vectors of values.
In this analysis, only centered T2* and the square of centered weight have intervals
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that exclude zero, though the latter only barely so. The interpretation of the estimates
is the same as with the random intercept model; a decrease in T2* is associated with
higher Beck scores, as is an increase in the squared centered weight. The estimated
αk values were somewhat lower than their counterparts in the random intercept model,
likely reflecting the smaller effect size for centered T2* estimated here. The interval
widths are shorter or the same for this analysis as compared with the random intercept
model. A side study showed that the estimates for α1 values in particular changed if
the number of neighbors for each observation was increased by changing the definition
of neighbor pairs.
The posterior mean for the concentration parameter is approximately 1, indicating
that the data strongly favor realizations featuring few distinct values of the association
parameter. Indeed, the mean of the number of categories in each iteration was approxi-
mately 1.5, though the exact association parameter values in use changed from iteration
to iteration.
All estimated association parameters were at least as large as 0.965. A review of
Beck scores on a hip-by-hip basis showed very strong association among scores within a
given hip. In some cases, all measurement locations showed the same Beck score. Large
association parameter values clearly are appropriate for this data. The large standard
deviation in random effects indicated this as well, as discussed in Section 4.2.1.
As will be seen in the next section, while the specific effect sizes differ somewhat
between the two models, both models seem to fit the data reasonably well. The spatial
model, since it accounts for the influence of neighbors of the observations, is the more
intuitive model.
4.2.2 Application to Patient T2* Data
In this section we will present and interpret two maps of predicted Beck scores for one
patient from the study.
Figure 4.5 shows the patient’s predicted Beck map using the fits of the random
intercept model and the spatial association model. We chose this color scheme for two
reasons: (1) people with color vision deficiency can distinguish these colors, and (2) the
colors for adjacent Beck values are sufficiently different that one can easily distinguish
the various Beck values, whereas a gradient would make it difficult to distinguish the
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Table 4.5: Coefficient and threshold estimates for areal model with Dirichlet Process
prior distribution.
Covariate Posterior Mean 95% Highest Posterior Density Interval
T2* -0.0534 (-0.0819, -0.0249)
(T2*)2 -0.0014 (-0.0033, 5e-04)
Weight 0.0113 (-0.0037, 0.0255)
Weight2 6.522E-4 (2.241E-4, 1.095E-3)
Sex (Male) 0.7403 (-0.2668, 1.759)
T2* × Sex -0.0366 (-0.0841, 0.0086)
Threshold Posterior Mean 95% Highest Posterior Density Interval
α1 -0.1145 (-0.7865, 0.5347)
α2 1.4357 (0.7489, 2.1273)
α3 2.8555 (1.974, 3.7099)
α4 4.6793 (3.4184, 6.0124)
α5 6.0494 (4.4793, 7.6323)
values. We see from the map that this patient’s cartilage damage is significant in several
regions, with large bands of red and blue present. There are, however, two large regions
of relatively healthy tissue, colored in black and white. We see mostly 1s and 2s in those
regions, which suggests that the tissue there exhibits only minor damage. The spatial
association model’s prediction is slightly more conservative than that of the random
intercept model in the sense that the predicted Beck scores are lower in some regions.
Both models broadly indicate the same regions as damaged, providing confirmation as
to the suitability of both models.
4.3 Discussion
Clinical MR imaging has significant limitations for providing the orthopaedic surgeon
with the most relevant information on cartilage integrity. The limitations are threefold.
First is the inadequate visualization of a thin, approximately spherical 3D structure by
an imaging format comprising consecutive two-dimensional slices. Even when data are
acquired with three-dimensional sampling, the resulting images occupy a 3D Cartesian
grid composed of imaging planes. The obliquity of planes for viewing can be variable,
but the visualization of the cartilage is possible only when such planes intersect with
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Figure 4.5: Predicted Beck maps of the patient’s acetabulum (a) random intercept
model (b) spatial association model
the approximately spherical shape. Second, the grayscale intensities in clinical images
do not provide information for quantitative cartilage assessment. Finally, such clinical
images do not predict probability of disease for therapy stratification.
In this work we developed two predictive models useful for assessing cartilage dam-
age in femoroacetabular impingement. Given a patient’s sex, weight, and T2* data, our
models can be used to produce predictive maps of the acetabulum. The maps provide
a non-invasive means of assessing the pattern, degree, and extent of articular cartilage
damage, which can help clinicians to decide among non-operative management, joint
preservation surgery, or joint replacement in FAI. The spatial model in particular facil-
itates representation of the physical configuration of the data and allows estimation of
parameters to “borrow strength” across participants. It is more conservative than the
random intercept model.
The Dirichlet process is an especially strong candidate for a prior distribution for
inference on the association parameters in this data set. Few continuous distributions
can be parameterized intuitively such that the majority of the mass is clustered in the
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range just smaller than 1. Some hips had log-likelihood values that dropped off steeply
as the association parameter value decreased, whereas for others, the decline was nearly
flat. The implication of this shape difference is that it would be difficult to find a single
proposal distribution that would yield good MCMC acceptance rates for all hips.
One potential way to redress this difficulty would be to define different proposal
distributions for different groups of hips. But the small data set provides little infor-
mation to suggest natural clustering. The Dirichlet process, by contrast, allows clusters
to emerge from the data. Moreover, the mechanism by which values are sampled from
realizations of the Dirichlet process facilitates good MCMC acceptance rates across all
hips despite this difference, providing more flexibility in choice of base distribution.
We also can develop analogous models for dichotomized outcomes, i.e., diseased
or not. Such models necessarily discard information, namely, the degree of articular
cartilage damage. For that reason, we recommend the full models presented here.
Several aspects of the study constrain the ability of the composite log-likelihood
and the copCAR model to capture fully the variation in the acetabulum. Twenty-eight
hips comprise this data set. Estimates via composite log-likelihood are consistent as
the sample size becomes large. This data set may not have sufficient replicates to yield
good estimates via composite likelihood.
Second, each hip has nineteen measurement locations. Having a relatively small
number of spatial locations in the grid limits the achievable resolution for spatial effects.
Moreover, each spatial measurement represents the aggregation of numerous raw T2*
values. Such averaging also reduces variability. The ROIs were defined to match the
measurement resolution of the flexible probe, which is 2 mm in diameter. This physical
dimension imposes a coarseness on the resolution of the response variable.
Finally, as described in Section 4.1.2, data collection focused on a small section of
the antero-superior acetabulum in which damage commonly is reported. This practice
tended to yield relatively homogeneous Beck scores. With little variation in response,
it is hard to estimate well the effect of predictors.
Chapter 5
Conclusion
Few reports exist in the literature concerning multiple maxima, especially for mixed
linear models. We have shown how a restricted likelihood can be represented as a GLM
with a gamma distribution and identity link, and an informative prior distribution for
the error variance. The components of this model, the “data” and the free terms, which
have the form of a prior distribution on the error variance, can create multiple maxima
when they conflict with one another. The same phenomenon occurs when the “data”
conflict with an explicit prior distribution on the second variance component.
In the posterior distribution, the global maximum need not encompass more volume
than the secondary maximum. This means that the Gibbs sampler might draw from
the secondary maximum more frequently. Additionally, the multiple maxima may not
manifest under reparameterization of the variance components.
Modelers should choose data models and prior distributions carefully as well as
scrutinize posterior distributions to minimize the chance of being misled by peak-finding
algorithms.
For Bayesian inference with the Gaussian copula regression models of non-continuous
outcomes discussed in Chapter 3, the distributional transform with curvature correction
performs well in most circumstances, the exception being binary data. With such data,
composite likelihood is the only viable alternative due to the fact that binary data
is especially uninformative about the parameters. The substantially faster running
times for the distributional transform with curvature correction as compared to other
techniques make it particularly attractive in suitable settings. This is the case especially
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at high levels of association in which a long jitter vector would be required for the
continuous extension method. The continuous extension, while conceptually the better
approach due to its use of an exact form for the likelihood, in practice often falls short
due to computing resource limitations. Moreover, it may not produce intervals with
good frequentist properties even with sufficiently long jitter vectors. While the shape of
its posterior distribution generally is not the same as that for continuous extension, the
distributional transform with curvature correction is a viable alternative for parameter
inference.
When a data set favor very strong spatial association, such as the one in Chapter
4, the Dirichlet process is an especially good candidate for a prior distribution for
the distribution of association parameter values. Few continuous distributions can be
parameterized intuitively in this range. The fact that realizations of the Dirichlet process
are discrete allows high association parameter values to emerge without the need to
fine-tune a prior distribution for high values. The clustering property of the Dirichlet
process facilitates high acceptance rates even when the data in different sub-groups
favor different association parameter values. This attribute can be especially attractive
to clinicians seeking to group patients into treatment regimes based on current disease
state. This property additionally provides more flexibility in choice of base distribution.
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Appendix A
Gaussian Copula Regression
Models Markov Chain Monte
Carlo Implementation Notes
A.1 Sampling Schemes
In all settings, we sampled ξ and k (if applicable) individually, and the β vector as a
block. In each Metropolis-Hastings scheme described below, L(·) is the likelihood, q(·)
is the proposal distribution, and pi(·) is the prior distribution.
For the copCAR and longitudinal settings, the parameter vector is θ = (β, ξ). For
these settings, the acceptance probabilities are as follows:
probability for β =
L
(
β∗, ξ(t−1) | y)pi (β∗)
L
(
β(t−1), ξ(t−1) | y)pi (β) × 100%
probability for ξ =
L
(
β(t−1), ξ∗ | y)pi (ξ∗)
L
(
β(t−1), ξ(t−1) | y)pi (ξ(t−1)) × 100%
Note that for techniques using curvature correction, the log-likelihood uses the ad-
justed theta proposal θ∗adj and previous adjusted theta θadj. All other terms in the
acceptance probability expression use the unadjusted theta proposal θ∗ or previous un-
adjusted theta θ.
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For the negative binomial setting, the parameter vector is θ =
(
β, ξ, k
)
. The accep-
tance probabilities are as follows:
probability for β =
L
(
β∗, ξ(t−1), k (t−1) | y)pi (β∗)
L
(
β(t−1), ξ(t−1), k (t−1) | y)pi (β) × 100%
probability for ξ =
L
(
β(t−1), ξ∗, k (t−1) | y)pi (ξ∗)
L
(
β(t−1), ξ(t−1), k (t−1) | y)pi (ξ(t−1)) × 100%
probability for k =
L
(
β(t−1), ξ(t−1), k ∗ | y)pi (k ∗)
L
(
β(t−1), ξ(t−1), k (t−1) | y)pi (k (t−1)) × 100%
Again when using the curvature correction, the log-likelihood uses the adjusted theta
proposal θ∗adj and previous adjusted theta θadj. All other terms in that expression use
the unadjusted theta proposal θ∗ or previous unadjusted theta θ.
A.2 Distributional Forms
All combinations of likelihood approaches and copula choice use the prior distribution
pi (β) = N (0, 106Ip).
The association parameter ξ takes values in [0, 1) for spatial models—the copCAR
simulations and the analysis of Slovenia data—and it takes values in [−1, 1] in the nega-
tive binomial and longitudinal settings. The form of the curvature correction described
in Subsection 3.3.4 has the potential to place adjusted association parameters outside
these ranges. To avoid this difficulty, in the bootstrap used to compute the curvature-
correction matrix and in the Markov Chain Monte Carlo (MCMC) routine used for a
Bayesian analysis, we generated values for the association parameter on a transformed
scale instead of the original scale.
For the spatial models, the transformation is vξ = Φ−1 (ξ). For negative binomial
and longitudinal settings, the transformation is
vξ = Φ−1
(
ξ + 1
2
)
.
The prior distribution we use for parameters proposed on transformed scales is sim-
ply the standard normal distribution. A variable following this distribution on the
transformed scale would, by the probability integral transform, follow the uniform dis-
tribution on the natural scale of ξ. It is thus well-suited for use as a prior distribution
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in this study.
We generated values for the overdispersion parameter k , used in the negative bino-
mial setting, on a transformed scale as well. The transformation is
vk = log(k ). (A.1)
We used the standard normal distribution as the prior distribution for the transformed
k parameter as well, the rationale for which we now present.
Figure A.1 shows a sample from the standard normal distribution transformed in
this manner. This prior distribution places most of the mass in the range of (0.3, 1) on
the natural scale of k . This not only agrees well with the simulation settings of {0.5, 1},
but represents common values of the overdispersion parameter in various applications.
More specifically, 50% of its values are less than 1, 94.5% of its values are less than
5, the mean is 1.65, and the mode is approximately 0.33. It thus represents relative
equipoise about values understood via prior knowledge to be likely values.
Chandler and Bate (2007) note that the curvature correction “lacks invariance to
reparameterization.” They advise avoiding excessively skewed log-likelihoods. Our pilot
studies with a test case suggest the transformations we employ here perform satisfacto-
rily.
We use Gaussian random walks for all proposals except in the analysis of the Slovenia
data. While a random walk can help ensure the chain fully and efficiently explores the
parameter space, we found that, as described in Subsection 3.6.1 regarding analysis
of the Slovenia data set, it gave rise to a spurious peak near zero in the posterior
distribution. Instead, in that case we use a normal distribution centered about the
point estimate for ξ found by optim().
For Gaussian random walk proposals, the proposing distribution for the β param-
eters use the inverse of the observed Fisher information matrix for the corresponding
generalized linear model fit without the correlation structure:
Ξ =
(
−∇2`n
(
βˆn
))−1
. (A.2)
Different scaling factors were used with Ξ to yield acceptance rates in the range of 20%–
50%. The variance in the proposal distributions for transformed k and transformed ξ
also were scaled to tune the acceptance rates.
Table A.1 shows copula particulars and marginal distributions for each model setting.
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Figure A.1: Sample from the Standard Normal Distribution Transformed to the Natural
Scale of k via (A.1)
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Table A.1: Marginal Distributions and Copula Parametrization for Use with Sampling
Schemes of Section A.1
Setting σ2i Fi
copCAR as per Poi
(
li
)
Hughes (2015)
Longitudinal 1 Bern (piij)
Negative Binomial 1 N egBin
(
µi, k
)
A.3 Simulation Setup
In each setting, we analyzed 400 simulated datasets for each level of the association
parameter as well as, in the case of the negative binomial simulation, each value of the
overdispersion parameter k . To identify an appropriate length for the jitter vector Ui
used with the continuous extension method, we compared performance of one analysis
of one data set using one U -vector to the performance of 1000 analyses of the same data
set using 1000 realizations of the U -vector. We made this comparison with a data set
generated at each level of association parameter ξ and each level of overdispersion pa-
rameter k from the negative binomial setting, analyzing it with the maximizer optim().
Adding the variance among the parameter estimates, the MCMC variance, to the mean
of the variances calculated in each realization yields what Madsen and Fang (2011) calls
an adjusted variance. They called the variance from a single realization the unadjusted
variance. The ratio of the corresponding standard errors served as a metric to evaluate
the length of the jitter vector. The adjusted standard error should not be much larger
than the unadjusted standard error.
Table A.2 displays this ratio by true value of association parameter at both the
starting jitter vector length of 100 and the final value used in simulation. Higher as-
sociation parameter values required longer jitter vectors to achieve the same precision.
This trend reflects the fact that observations with greater similarity to one another are
less informative concerning variability.
Table A.3 shows the same metric in the negative binomial setting at the initial
U -vector length of 100 for both k = 0.5 and k = 1. In most cases, 100 proved to
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Table A.2: Ratios of Adjusted Standard Error to Unadjusted Standard Error for Initial
and Final Lengths of Jitter Vector U , by True ξ Value for copCAR Setting
True ξ Value Initial U Final U
# U ’s Adj. SE : Unadj. SE # U ’s Adj. SE : Unadj. SE
0.8 100 β1 1.004 100 β1 1.004
β2 1.004 β2 1.004
ξ 1.001 ξ 1.001
0.975 100 β1 1.098 800 β1 1.050
β2 1.088 β2 0.975
ξ 1.050 ξ 0.978
0.995 100 β1 1.123 1000 β1 1.047
β2 1.179 β2 0.963
ξ 1.042 ξ 0.976
be a sufficient length for the U -vector. The exception is the k = 0.5, ξ = 0.8 case.
But increasing the length of the U -vector to 1000 did nothing to ameliorate this ratio.
Longer U -vectors are unwieldy, as even with a jitter vector of length 100, a given case
requires 20 hours to run. The k = 0.5, ξ = 0.8 case was run with a jitter vector length
of 100 so that some comparison could be made, even if the implementation this case is
suboptimal.
Finally, a jitter vector length of 100 proved to be sufficient for the Slovenia data set.
Ratios ranged from 0.997 to 1.002.
Other settings for each simulation are reported in Table A.4 below.
A.4 Convergence
Several metrics informed our assessment of the MCMC routine’s convergence. They
include stability of parameter estimate as a function of sample size, the ratio of the
MCMC standard error to the estimated posterior mean, visual inspection of trace plots,
qualitative assessment of the empirical distribution for spurious peaks, and review of
acceptance rates.
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Table A.3: Ratios of Adjusted Standard Error to Unadjusted Standard Error for Initial
Jitter Vector U Length of 100, by True ξ Value for Negative Binomial Setting
True ξ Value k = 0.5 k = 1
Adj. SE : Unadj. SE Adj. SE : Unadj. SE
0.2 β0 1.000 β0 1.001
β1 0.998 β1 1.000
β2 1.005 β2 1.000
β3 1.000 β3 0.999
k 1.006 k 1.000
ξ 1.003 ξ 0.992
0.4 β0 1.009 β0 0.993
β1 1.007 β1 0.990
β2 1.009 β2 1.000
β3 1.006 β3 0.997
k 1.037 k 1.004
ξ 1.062 ξ 1.014
0.8 β0 1.031 β0 0.929
β1 1.036 β1 0.988
β2 0.996 β2 0.997
β3 1.005 β3 0.991
k 1.180 k 1.059
ξ 1.165 ξ 1.068
A.5 Hardware and Software
Three machine configurations supported this work. They are described in Table A.5.
Software configurations for each machine appear in Table A.6.
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Table A.4: Simulation Settings. Overdispersion parameter k in Negative Binomial
setting has true values of (0.5, 1)
Setting Fixed Effects β Dependence ξ Chain Length
copCAR (1, 1) (0.8, 0.975, 0.995) 60,000
Longitudinal (−0.5, 1, 0, 1) (0.2, 0.4, 0.8) 120,000
Negative (3,−0.1, 0, 0.1) (0.2, 0.4, 0.8) 166,000 for CE,
Binomial 360,000 for DT/CC
Slovenia Data N/A N/A 60,000
Toenail Data N/A N/A 60,000
Table A.5: Hardware Configurations
Machine # Configuration Purposes
1 64-bit Intel i5-3210M Software development
Some pilot runs
Some checks of jitter vector length
2 64-bit Apple running Darwin Some pilot runs
Some checks of jitter vector length
Analysis of real data sets
3 HP Linux cluster, Intel Xeon Simulations
X5560 (Minnesota Super- Post-processing
computing Institute)
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Table A.6: Software Configurations
Version
R Package Citation Machine 1 Machine 2 Machine 3
base R Core Team (2014) 2.15.2 3.1.2 3.1.1
rlecuyer Sevcikova and Rossini (2012) 0.3-3 0.3-3 0.3-3
Rmpi Yu (2002) (N/A) (N/A) 0.6-5
mvtnorm Genz and others (2014) 0.9-9994 1.0-2 1.0-0
MASS Venables and Ripley (2002) 7.3-22 7.3-40 7.3-33
snow Tierney and others (2013) 0.3-10 0.3-13 0.3-13
Matrix Bates and Maechler (2014) 1.0-9 1.1-4 1.1-4
spam Furrer and Sain (2010) 0.29-2 1.0-1 1.0-1
numDeriv Gilbert and Varadhan (2012) 2012.9-1 2012.9-1 2012.9-1
TeachingDemos Snow (2013) 2.9 (N/A) 2.9
batchmeans Haran and Hughes (2012) 1.0-1 (N/A) 1.0-2
modeest Poncet (2012) 2.1 (N/A) 2.1
rgl Adler and Murdoch (2013) 0.93.935 (N/A) (N/A)
matrixStats Bengtsson (2015) (N/A) (N/A) 0.14.2
