Introduction
Boundary-value problems for linear second order ordinary differential equations were initiated by Il'in and Moiseev [17] and studied by many authors; see the textbooks [1, 16] , the papers [9, 26, 27] , and the references therein.
In recent years, many authors have studied the existence of positive radial solutions for elliptic systems in annular/exterior domains, which is equivalent to that of positive solutions for the corresponding systems of ordinary differential equations (see [12-15, 19, 20] and the references therein). The usual method used is the fixed point theorems of cone expansion/compression type, the upper and lower solutions method, and the fixed point index theory in cones.
In [10, 23] , the following system and its special case were discussed:
[ϕ p (u ′ (t))] ′ + λh 1 (t)f (t, u(t), v(t)) = 0, t ∈ (0, 1), Studies on boundary value problems (BVPs) for second order nonlinear ordinary differential equations on a whole line were addressed in [2-8, 21, 24, 25] . Prototypes of equations of such problems are as follows:
t)g(t, u(t), v(t)
(a(t)ϕ p (x ′ (t))) ′ + f (t, x(t)) = 0, t ∈ IR, (a(t)ϕ p (x ′ (t))) ′ + f (t, x(t), x ′ (t)) = 0, t ∈ IR, (a(t, x(t), x ′ (t))ϕ p (x ′ (t))) ′ + f (t, x(t), x ′ (t)) = 0, t ∈ IR.
The theory of impulsive differential equations describes processes that experience a sudden change in their state at certain moments. Processes with such a character arise naturally and often, for example, phenomena studied in physics, chemical technology, population dynamics, biotechnology, and economics. For an introduction to the basic theory of impulsive differential equations, we refer the reader to [18] .
In [22] , the following boundary value problem for a second order singular differential system on the whole line with impulse effects was studied: 
t, x(t), y(t)) = 0, a.e. t ∈ IR, [ϱ(t)Φ q (y ′ (t))] ′ + g(t, x(t), y(t)
This paper is a continuation of [22] . We consider the following boundary value problem for a second order singular differential system on the whole line with impulse effects:
where
(ii) Φ(x) = |x| p1 x and Ψ(x) = |x| p2 x are one-dimensional p-Laplacians, (iii) IR is the set of all real numbers, Z Z the set of all integers, · · · < t k < t k+1 < t k+2 < · · · with 
The purpose of this paper is to establish sufficient conditions for the existence of at least one solution of BVP (1.4). The technical tool used in this paper is the well-known Schauder fixed point theorem. For applying Schauder fixed point theorem, the most crucial thing to prove is operator compactness. Since the problem is considered on the whole line, we need to prove the operator compactness by showing the equi-continuity of the image of the bounded set on each subinterval (there are infinitely many subintervals), the equi-convergence as t → t i (i = 0, ±1, ±2, . . . ), and the equi-convergence as t → −∞ and as t → +∞ . One sees that (1.5) (more general) is different from (1.3). Thus this paper is a continuation of [22] .
By a solution of BVP (1.4) we mean a couple of functions (x, y) with x, y ∈ C
are measurable on IR, and the limits
exist (finite), and all equations in (1.4) are satisfied.
The remainder of this paper is organized as follows: the preliminary results are given in Section 2 and the main results are presented in Section 3. An example is given in Section 4.
Preliminary results
In this section, we present some background definitions in Banach spaces and state an important fixed point theorem. The preliminary results are given as well. Denote 
Definition 2.1 h : IR × IR × IR → IR is called a sub-Carathédory function if it satisfies
Definition 2.4 [11] 
.
Lemma 2.6 X is a Banach space with the norm ||·|| X and Y a Banach space with the norm ||·||
is also a Banach space with the norm
Proof In fact, it is easy to see that X is a normed linear space. Let {x n } be a Cauchy sequence in X . Then
For s ∈ Z Z, define
We know that t →
uniformly converges to
Then x 0 is defined on IR and is continuous on (t s , t s+1 ] and the limit lim
we have lim
σ(t) = x 0 (t) for every t ∈ IR. We need to do the following two steps:
Step 1. Prove that σx 0 ∈ X .
In fact, it is easy to see that σx 0 ∈ C 0 (t s , t s+1 ](s ∈ Z Z) and the limit lim
For each ϵ > 0, there exists N such that
< ϵ for ∀m, n > N and ∀t ∈ IR. Let m → ∞ .
We get
Since lim
So both lim
For ∀ϵ > 0, choose n sufficiently large such that
Fixed this n , there exists T > 0 such that
Hence lim
Step 2. Prove that
From the above discussion, we know that X is a Banach space.
Similarly we can prove that Y is a Banach space. Therefore, E = X × Y is a Banach space. The proof is complete. 2
Lemma 2.7 M ⊂ X is relatively compact if and only if the following items are valid:
(ii)
Proof " ⇐". From Lemma 2.2, we know X is a Banach space. In order to prove that the subset M is relatively compact in X , we only need to show M is totally bounded in X , that is for all ϵ > 0, M has a finite ϵ-net. For any given ϵ > 0, by (i)-(iii), there exist constants A > 0, δ > 0 , and positive integer s 0 such that
Similarly to Lemma 2.2, we can prove that X [t−s 0 ,ts 0 ] is a Banach space with the norm || · || s0 .
. Thus, there exist
Therefore, for x ∈ M , we have that
, sup
We have that
Similarly we can prove that . sup
Hence M is relatively compact in X .
⇒ . Assume that M is relatively compact; then for any ϵ > 0 there exists a finite ϵ-net of M . Let the
It follows that {||x|| : x ∈ M } is uniformly bounded. Then (i) holds.
Since the limit lim
is continuous on [t s , t s+1 ]. Thus for any ϵ > 0 there exists δ > 0 such that
. It follows that (ii) holds.
Now we prove that (iii) holds. It is easily seen that there exists a positive integer s 0 such that 
Proof The proof is similar to Lemma 2.3 and is omitted. 2
if and only if
Proof Fix x, y ∈ X ; then
Since f is a sub-Carathédory function, we know that there exists nonnegative function ϕ r ∈ L 1 (IR) such that
Then there exist nonnegative constants M s,r , N s,r ≥ 0 such that
Suppose that u ∈ X is a solution of (2.1). Then from the boundary conditions we get that
) .
It follows that
Hence u satisfies (2.2). We now prove that u ∈ X . In fact, we see that u| ( 
I0(ts,x(ts),y(ts)) σ(t)
= 0 . We have
It follows that lim
On the other hand, if u satisfies (2.2), we can prove that u ∈ X is a solution of BVP (2.1) easily. The proof is completed. 2
Lemma 2.10 Suppose that (x, y) ∈ E . Then v ∈ Y is a solution of BVP
Proof The proof is similar to that of Lemma 2.2 and is omitted. 2
Define the operator T on E by T (x, y)(t) = (T 1 (x, y)(t), T 2 (x, y)(t)) with
and
(2.8)
Lemma 2.11
The following results hold:
(ii) (x, y) ∈ E is a solution of BVP (1.4) if and only if (x, y) is a fixed point of T in E .

(iii) T : E → E is completely continuous.
Proof From Lemma 2.2, E is a Banach space. From Lemma 2.5 and Lemma 2.6, we know that (i) and (ii)
hold. Note Lemma 2.3 and Lemma 2.4, the proof of (iii) is similar to that of Lemma 2.4 in [22] and is omitted. 2
Main theorems
In this section, the main results on the existence of solutions of BVP (1. 
Theorem 3.1 Suppose that (A) holds. Then BVP (1.4) has at least one solution if
has a positive solution r 0 .
Proof We will apply Lemma 2.1 to show the results. Let X, Y, E , and T be defined in section 2. From Lemma 2.7, T : E → E is a completely continuous operator and (x, y) ∈ E is a solution of BVP (1.4) if and only if (x, y) is a fixed point of T in E .
For (x, y) ∈ E , we have ||(x, y)|| = r < +∞ . Then (B) implies that
|g(t, x(t), y(t))| ≤ ψ(t)Ψ (G(||x||, ||y||)) , a.e. t ∈ IR,
Then (2.7) implies that
|T1(x,y)(t)| σ(t) ≤ ∑ ts ≤t
|I0(ts,x(ts),y(ts))|
Similarly from (2.8), we have
It follows that
By the assumption in Theorem 3.1, we know that
T has at least one fixed point (x, y) ∈ Ω 0 . Then (x, y) is a solution of BVP (1.4). The proof is completed. 2 
(B) there exist nonnegative constants
We denote
Theorem 3.2 Suppose that (B) holds. Then BVP (1.4) has at least one solution if
(ii) σ = 1 and B < 1 or
, a.e. t ∈ IR, and
|I0(ts,x(ts),y(ts))|
One knows that
Similarly from (2.8), we get
It follows from (3.1) and (3.2) that
Hence T Ω 0 ⊂ Ω 0 . Thus Lemma 2.1 implies that the operator T has at least one fixed point in Ω 0 and so BVP (1.4) has at least one solution.
(ii) σ = 1.
(iii) σ > 1.
It is easy to show from
Hence T Ω 0 ⊂ Ω 0 . Thus Lemma 2.1 implies that the operator T has at least one fixed point in Ω 0 and so BVP (1.4) has at least one solution. 
For σ > 1, then BVP (1.4) has at least one solution for all sufficiently small
Theorem 3.4 Suppose that (C) holds. Then BVP (1.4) has at least one solution.
Proof In Theorem 3.1, choose
. Then (C) implies that (A) holds. It is easy to see that
has positive solution r 0 . Hence Theorem 3.1 implies that BVP (1.4) has at least one solution. 
Examples
In this section, we present some examples to illustrate the main theorems. where Φ(x) = |x| 2 x, Ψ(x) = |x| 4 x, σ(t) = e t , τ (t) = ) σ2,1 ) 5 .
