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a b s t r a c t
An edge-coloured graph G is a vertex set V(G) together with m edge sets distinguished
by m colours. Let pi be a permutation on {1, 2, . . . ,m}. We define a switching operation
consisting of pi acting on the edge colours similar to Seidel switching, to switching classes
as studied by Babai and Cameron, and to the pushing operation studied by Klostermeyer
and MacGillivray. An edge-coloured graph G is pi-permutably homomorphic (respectively
pi-permutably isomorphic) to an edge-coloured graph H if some sequence of switches on G
produces an edge-coloured graph homomorphic (respectively isomorphic) to H. We study
the pi-homomorphism and pi-isomorphism operations, relating them to homomorphisms
and isomorphisms of a constructed edge-coloured graph that we introduce called a colour
switching graph. Finally, we identify those edge-coloured graphs H with the property that
G is homomorphic to H if and only if any switch of G is homomorphic to H. It turns out that
such an H is precisely a colour switching graph. As a corollary to our work, we settle an
open problem of Klostermeyer and MacGillivray.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
An edge-coloured graph G = (V(G), E1(G), E2(G), . . . , Em(G)) is a set of vertices V(G) together with m edge sets each of
which is a symmetric binary relation on V(G). We say that G has multiplicity m, and we call the elements of Ei(G) the edges of
colour i. We allow loops, but parallel edges of the same colour are not considered. There may be, however, edges of different
colours between a given pair of vertices. An edge {u, v}will be normally denoted by uv, and a loop on u denoted by uu.
Given edge-coloured graphs G and H of multiplicity m, a homomorphism of G to H is a function f : V(G)→ V(H) such that
for all u, v ∈ V(G) and for all i, 1 ≤ i ≤ m, if uv ∈ Ei(G), then f (u)f (v) ∈ Ei(H), i.e. f preserves edges and their colours. We write
G→ H to indicate the existence of a homomorphism of G to H.
Let H be a fixed edge-coloured graph of multiplicity m. The decision problem HOMH is defined as follows:
HOMH
Instance: An edge-coloured graph G of multiplicity m.
Question: Does G admit a homomorphism to H?
Of course, HOMH can also be defined in general for relational systems (where we have m relations of various arities),
and in particular for classical graphs, and digraphs. The general HOMH problems for relational systems are also known as
Constraint Satisfaction Problems or CSPs.
In the case of graphs, the computational complexity of HOMH is completely determined in [5]: the problem is polynomial
time solvable if H is bipartite or contains a loop, and NP-complete otherwise. Such a dichotomy theorem for the class of all
CSPs has been conjectured in [4]. However, even in the case of digraphs the existence of such a dichotomy is not known. An
insight into the richness of the digraph homomorphism problems was discovered when in [4] it was shown that for each CSP
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Fig. 1. An example of a (φ,pi)-colour switching graph under the permutation pi = (1 2 3).
Π there is a digraph D such that HOMD and Π are polynomially equivalent problems. Thus the family of problems HOMD
where D is a digraph captures the computational complexity of all of the CSP problems.
In the same spirit, the authors of [2] reduce a CSP, concerning the recognition of the so-called bound quivers, to HOMH′
where H′ is a particular edge-coloured graph of multiplicity two. This transformation is not one-to-one, but rather one-
to-many. That is, given an instance B of the bound quiver recognition problem, there are choices when applying the
transformation of B into an instance of HOMH′. Thus, from B there is a set G of instances of HOMH′ that can be formed.
However, all instances in G (of the HOMH′ problem) that arise from B are related in the following sense: one can be
transformed to the other by successive applications of the following procedure. Choose a vertex u (in some member of
G); change all edges of colour 1 incident with u to colour 2; and vice versa. The new edge-coloured graph thus obtained is
also a member of G. This is similar to Seidel switching, [3], switching classes as studied by [1], and the concept of pushing
introduced in [7,8]. Finally, the collection G has the property that one graph in the collection admits a homomorphism to H′
if and only if all graphs in the collection admit a homomorphism to H′.
From this work on switching edge colours and the invariance of homomorphisms to H′ under the switching operation, we
obtain the launching point for this paper. In Section 2 we generalize this concept of switching to edge-coloured graphs with
more than two edge colours. In Section 3 we introduce the so-called colour switching graphs, and in Section 4 we relate the
study of homomorphisms and isomorphisms when switching is allowed to standard homomorphisms and isomorphisms
of these colour switching graphs. Finally, in Section 5 we characterize the edge-coloured graphs H with the property that
G→ H if and only if G′ → H where G and G′ are equivalent under our switching operation. It turns out that the edge-coloured
graphs H with this property are precisely the colour switching graphs from Section 3. As a corollary to our work, we settle
an open problem of Klostermeyer and MacGillivray.
2. The edge-switching operation
Let G and H be edge-coloured graphs of multiplicity m. We introduce a switching operation consisting of local
permutations of the edge colours under some (fixed) permutation of {1, 2, . . . ,m} denoted by pi.
Definition 1. Let pi be a permutation of {1, 2, . . . ,m}, and φ : V(G)→ Z be a function. The graph G(φ,pi) is defined by:
• V(G(φ,pi)) = V(G);
• for each i, 1 ≤ i ≤ m, and for each uv ∈ Ei(G), add the edge uv to the edge set Epiφ(u)+φ(v)(i)(G(φ,pi)).
The process of obtaining G(φ,pi) from G is called the edge-switching operation.
Thus G(φ,pi) is the edge-coloured graph obtained from G by applying the permutation pi, φ(v) times to the colours of edges
incident at v for each vertex v in G. Alternatively, we may view pi as acting on each edge uv exactly φ(u) + φ(v) times. In
particular, for a loop, say uu, the permutation is applied φ(u) + φ(u) times. See Fig. 1 for an example. The values of φ are
written beside the vertices in G, and the (fixed) permutation pi = (123). The edge colours 1, 2, 3 are drawn as solid, dashed,
and dotted lines respectively in the figure, and edges in the drawing ofpi are labelled with their colour namely, (1), (2), or (3).
Note that the graph G(φ,pi) depends on both φ and pi. However, we typically think of pi as a fixed permutation and observe
what graphs can be constructed asφ varies over all functionsφ : V(G)→ Z. Specifically, for a fixedpi, we may view two edge-
coloured graphs G and H as φ-related, or simply related, if there exists a function φ : V(G)→ Z, such that G(φ,pi) is isomorphic
to H. Clearly the relation is reflexive and symmetric. The composition of switching operations as described in the proposition
below shows that the relation is transitive. Thus, the edge-switching operation naturally defines an equivalence relation.
Proposition 2. Let φ1,φ2 : V(G)→ Z. Then (G(φ1,pi))(φ2,pi) = G(φ3,pi) where φ3 = φ1 + φ2.
Note the proposition implies that the order in which we apply pi to the edges of G is not important, rather G(φ,pi) is
determined simply by the number of times pi is applied to an edge, i.e. by the value φ(u)+ φ(v).
We are interested in understanding how allowing switching affects the existence of homomorphisms and isomorphisms
between edge-coloured graphs.
Definition 3. The graph G is pi-permutably homomorphic to H if there exists a mapping φ : V(G)→ Z such that G(φ,pi) → H.
We write G pi→ H. Similarly, G is pi-permutably isomorphic to H if there exists a mapping φ : V(G) → Z such that G(φ,pi) is
isomorphic to H.
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Fig. 2. An example of a pi-colour switching graph under pi = (1 2 3)(4 5).
As an example let us return to Fig. 1. Let H be the subgraph of G induced by {u2, u3, u4, u5}. Then G pi→ H. To see this, define
a new φ′ function by φ′(u1) = 2 and φ′(ui) = 0 for all other i, and define f : G(φ′,pi) → H by:
f (ui) =
{
u5 if i = 1
ui otherwise.
A key concept in the study of graph homomorphisms is that of a core. An edge-coloured graph which admits no
homomorphism to a proper subgraph (of itself) is a core. Every edge-coloured graph H contains a subgraph (unique up to
isomorphism) which is a core, denoted by core(H). For graphs G and H, it turns out G→ H if and only if core(G)→ core(H);
thus, when studying the HOMH problem, it suffices only to consider the problem when H is a core, see [6].
Definition 4. The graph G is a pi-permutable core if for every φ : V(G)→ Z, G(φ,pi) is a core.
The graph G in Fig. 1 is a core; however, as the homomorphism f above shows, G is not a pi-permutable core.
3. The colour switching graph Ppi (G)
For G in Fig. 1, adding±3 to φ(ui) (for any i) does not affect the edge-coloured graph G(φ,pi). Clearly this holds since pi has
order three. In general, we want to know for each vertex v ∈ V(G), the order of piwhen acting on the neighbourhood of v.
Let G be an edge-coloured graph of multiplicity m, and let v be a vertex in G. Define Ni(v) = {u|vu ∈ Ei(G)} and let
N(v) := (N1(v),N2(v), . . . ,Nm(v)). We call N(v) the colour-neighbourhood vector of v. We may view pi as a permutation
acting on N(v) by
pi(N(v)) = (Npi−1(1)(v),Npi−1(2)(v), . . . ,Npi−1(m)(v)).
Consider the vertex u1 in Fig. 1; N(u1) = ({u4}, {u2, u5}, {}) and consequently pi(N(u1)) = ({}, {u4}, {u2, u5}). We arrive at the
following definition.
Definition 5. Let G be an edge-coloured graph of multiplicity m. Let pi be a permutation of {1, 2, . . . ,m}. For each v ∈ V(G),
define L(v) to be the order of piwhen acting on N(v).
Note by Lagrange’s Theorem, L(v) divides the order ofpi, for each vertex v ∈ V(G). As an example, consider G in Fig. 2. Then
L(u1) = 3, L(u2) = 6, L(u3) = 2 and L(u4) = 1. Observe that N(u4) is invariant under pi; however, pi has order 3 when acting
on the three edges joining u4 to u3. That is, we are interested in action of pi on the colour-neighbourhood vector, rather than
the individual edges.
Having defined L(v)we observe that φ can be reduced as follows.
Proposition 6. Let G be an edge-coloured graph of multiplicity m and pi a permutation on {1, 2, . . . ,m}. Suppose φ : V(G)→ Z.
Define φ′ by φ′(v) = φ(v)mod L(v). Then G(φ,pi) = G(φ′,pi).
We now introduce an edge-coloured graph Ppi(G) that captures all possible edge switches of G under pi. This construction
is based on work in [7,8].
Definition 7. Let G be an edge-coloured graph of multiplicity m. Letpi be a permutation on the set {1, 2, . . . ,m}. Thepi-colour
switching graph Ppi(G) of G is defined as follows:
• For each u ∈ V(G) and each integer 0 ≤ x < L(u), add (u, x) ∈ V(Ppi(G)).
• For each uv ∈ Ei(G), and for all integers 0 ≤ x < L(u) and 0 ≤ y < L(v), add (u, x)(v, y) ∈ Epix+y(i)(Ppi(G)).
Theorem 8. Let G be an edge-coloured graph of multiplicity m and pi a permutation of {1, 2, . . . ,m}. Then:
(a) For any φ : V(G)→ Z, G(φ,pi) is an induced subgraph of Ppi(G).
(b) Ppi(G)
pi→ G.
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Proof. To prove (a), observe by Proposition 6 without loss of generality 0 ≤ φ(v) < L(v) for all v. It is straightforward to
verify that the mapping α : V(G(φ,pi))→ Ppi(G) defined by α(u) = (u,φ(u)) is the desired embedding.
To prove (b) we define φ : V(Ppi(G))→ Z by φ((u, x)) = −x. The mapping β : Ppi(G)(φ,pi) → G defined by β(u, x) = u is a
homomorphism. 
We now introduce a composition of pi-homomorphisms. The notation f : G → H is the standard notation for a
homomorphism; however, by definition f is a function from V(G) to V(H). Thus the composition φH ◦ f in the theorem
statement below is well defined.
Lemma 9. Let f : G→ H be a homomorphism, and φH : V(H)→ Z be a function. Let φG = φH ◦ f . Then f : G(φG,pi) → H(φH,pi) is a
homomorphism.
Proof. We show that f : V(G(φG,pi)) → V(H(φH,pi)) is a homomorphism. Let uv ∈ Ei(G(φG,pi)). Then uv ∈ Epi−φG(u)−φG(v)(i)(G).
Since f : G → H is a homomorphism, f (u)f (v) ∈ Epi−φG(u)−φG(v)(i)(H). By Definition 1, f (u)f (v) ∈ Ek(H(φH,pi)), where k =
piφH(f (u))+φH(f (v))−φG(u)−φG(v)(i) = i. 
Theorem 10. Let G,H, and Z be edge-coloured graphs of multiplicity m. If G pi→ H and H pi→ Z, then G pi→ Z.
Proof. Suppose f : G(φG,pi) → H and g : H(φH,pi) → Z are homomorphisms. By Lemma 9, (G(φG,pi))(φH◦f ,pi) → H(φH,pi), and thus
by Proposition 2, G(φG+φH◦f ,pi) → H(φH,pi) → Z. That is, G pi→ Z.
Corollary 11. Let G and H be edge-coloured graphs, and φ : V(G)→ Z and φ′ : V(H)→ Z be functions. If G(φ,pi) → H(φ′,pi), then
G
pi→ H.
Proof. G pi→ G(φ,pi) and H(φ′,pi) pi→ H. 
4. Main results
Our main results concern pi-permutable homomorphisms, pi-permutable isomorphisms, and pi-permutable cores.
Essentially we establish that these structures are fully described by the homomorphisms, isomorphisms, and the core
structure on pi-colour switching graphs. As a corollary to our work, we solve an open problem of Klostermeyer and
MacGillivray.
Theorem 12. Let G and H be edge-coloured graphs. Then G pi→ H if and only if Ppi(G)→ Ppi(H).
Proof. Suppose G pi→ H. Thus, there exist φ : V(G) → Z and a homomorphism f : G(φ,pi) → H. For each u ∈ V(G), define a
function ξu from {0, 1, . . . , L(u)− 1} to {0, 1, . . . , L(f (u))− 1} by
ξu(x) = (x− φ(u))mod L(f (u)).
Let α : V(Ppi(G))→ V(Ppi(H)) be the mapping defined by
α(u, x) = (f (u), ξu(x)).
We claim that α is a homomorphism. To this end, let (u, x)(v, y) ∈ Ei(Ppi(G)). Then uv ∈ Epi−x−y(i)(G) and uv ∈
Epiφ(u)−x+φ(v)−y(i)(G
(φ,pi)). Since f is a homomorphism, f (u)f (v) ∈ Epiφ(u)−x+φ(v)−y(i)(H), and thus (f (u), x − φ(u))(f (v), y − φ(v)) ∈
Ei(Ppi(H)). In the last line, we may without loss of generality, reduce x − φ(u) and y − φ(v) modulo L(f (u)) and L(f (v))
respectively by Proposition 6. That is,
α(u, x)α(v, y) = (f (u), ξu(x))(f (v), ξv(y)) ∈ Ei(Ppi(H)).
Conversely, suppose Ppi(G)→ Ppi(H). Then by Theorem 8 and composition we obtain:
G→ Ppi(G)→ Ppi(H) pi→ H. 
Theorem 3(b) of [7] is one direction of the following theorem (in the setting of digraphs). The converse is left as an open
problem. We settle the open problem in the affirmative for edge-coloured graphs from which the digraph result follows.
Theorem 13. Let G and H be edge-coloured graphs. Then G is pi-permutably isomorphic to H if and only if Ppi(G) is isomorphic to
Ppi(H).
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Proof. Suppose G is pi-permutably isomorphic to H. Then there exist φ : V(G) → Z and an isomorphism f : G(φ,pi) → H.
Define α : V(Ppi(G))→ V(Ppi(H)) by α(u, x) = (f (u), (x− φ(u))mod L(f (u))). Since f is an isomorphism, by the definition of L
it is clear that L(u) = L(f (u)). From this observation it is easy to see that α is a bijection. In the previous proof we established
that α is a homomorphism, from which the result follows.
Conversely suppose γ : Ppi(G)→ Ppi(H) is an isomorphism. We shall define a function φ : V(G)→ Z such that G(φ,pi) and
H are isomorphic.
Let (u, x) be a vertex in Ppi(G). Suppose γ(u, x) = (v, y). By construction of Ppi(G) the colour-neighbourhood vector of (u, x)
is invariant under piL(u). Since γ is an isomorphism the same is true of the colour-neighbourhood vector of (v, y). Hence, by
Lagrange’s Theorem, L(v)|L(u). However, γ−1 is also an isomorphism; hence, L(u)|L(v). Thus, L(u) = L(v). In particular the
row in Ppi(G) to which (u, x) belongs, i.e. {(u, 0), (u, 1), . . . , (u, L(u)− 1)}, has the same length as the row in Ppi(H) to which
(v, y) belongs.
From this observation we may conclude that the image under γ of any k rows in Ppi(G), where 1 ≤ k ≤ n, must contain
elements from at least k rows in Ppi(H). Consider row i in Ppi(G), and let Ui = {j : some vertex in row i of Ppi(G) maps to a
vertex in row j of Ppi(H) under γ }. Thus, the observation above states that the union of any k of the Ui’s contains at least k
elements. Hence, the collection of Ui’s admits a system of distinct representatives. Letting V(G) = {u1, u2, . . . , un}, the SDR
naturally corresponds to a collection of vertices from Ppi(G), one from each row of Ppi(G), say (u1, xs1), (u2, xs2), . . . , (un, xsn),
such that γ is injective on the first coordinates.
Define f : V(G)→ V(H) and φ : V(G)→ Z as follows: f (ui) = vj, where γ(ui, xsi) = (vj, ytj), and φ(ui) = xsi − ytj . To verify
that f is an isomorphism of G(φ,pi) toH, first observe that f is injective on the vertices. Next, consider uiuk ∈ Ec(G(φ,pi)). There are
vertices of Ppi(G), namely (ui, xsi) and (uk, xsk), coming from the SDR above. Let γ(ui, xsi) = (vj, ytj) and γ(uk, xsk) = (v`, yt`).
We have
uiuk ∈ Epi−xsi+ytj−xsk+yt` (c)(G),
thus,
(ui, xsi)(uk, xsk) ∈ Epixsi−xsi+ytj+xsk−xsk+yt` (c)(Ppi(G)),
and consequently
γ(ui, xsi)γ(uk, xsk) ∈ Epixsi−xsi+ytj+xsk−xsk+yt` (c)(Ppi(H)).
That is, (vj, ytj)(v`, yt`) ∈ Epixtj+xt` (c)(Ppi(H)) and vjv` ∈ Ec(H). i.e. f is homomorphism of G(φ,pi) → H. Finally G(φ,pi) and H have the
same number of edges (as Ppi(G) and Ppi(H) are isomorphic). Hence, f is edge surjective. In particular, f is a homomorphism
that is vertex injective and edge surjective, from which it follows that f is an isomorphism, see for example [6]. 
Lemma 14. Suppose r : Ppi(G) → Ppi(G) is a homomorphism such that for some u 6= v, r((u, i)) = (v, j). Then there is a
homomorphism r′ such that for each 0 ≤ k < L(u), r((u, k)) = (v, `) (where ` depends on k).
Proof. For 0 ≤ k < L(u), define r′((u, i+ k)) = (v, j+ k) where addition is modulo L(u) and L(v) respectively. For all w 6= u,
define r′((w, i)) = r((w, i)).
To see that r′ is a homomorphism it suffices to verify that (u, i + k)(w, z) ∈ Ec(Ppi(G)) implies r′((u, i + k))r′((w, z)) ∈
Ec(Ppi(G)) (note w 6= u).
(u, i+ k)(w, z) ∈ Ec(Ppi(G)) ⇒ (u, i)(w, z) ∈ Epi−k(c)(Ppi(G))
⇒ r((u, i))r((w, z)) ∈ Epi−k(c)(Ppi(G)) ⇒ (v, j)r((w, z)) ∈ Epi−k(c)(Ppi(G))
⇒ (v, j+ k)r((w, z)) ∈ Ec(Ppi(G)) ⇒ r′((u, i+ k))r′((w, z)) ∈ Ec(Ppi(G)). 
Lemma 15. If Ppi(G) is not a core, then there is a copy of core(Ppi(G)) that does not contain a vertex from each row of Ppi(G).
Proof. Suppose to the contrary that for any r : Ppi(G) → core(Ppi(G)), the image of r contains a vertex from each row of
Ppi(G). By Lemma 14, there do not exist vertices (u, i) and (v, j), with u 6= v in Ppi(G) such that r(u, i) = (v, i); otherwise, we
can obtain r′ : Ppi(G)→ Ppi(G)where the row containing (u, j) is not in the image of r′, contrary to our assumption.
Suppose r((u, j)) = (u, i) for some i 6= j. This implies L(u) > 1, and in particular, u is not isolated in G. Hence, (u, j) is not
isolated in Ppi(G). Consider a vertex (v, `) in Ppi(G) such that there are c ≥ 1 edges (of distinct colours) joining (u, j) and (v, `).
By the definition of Ppi(G), there are c edges joining u and v in G. Also, by the observation above r(v, `) = (v, k) for some k.
Again by the definition of Ppi(G), there are precisely c edges between (u, i) and (v, k). Since r is a homomorphism the c colours
of the edges between (u, j) and (v, `) are precisely the same c colours of the edges between (u, i) and (v, k). Moreover, there
are c edges between (u, i) and (v, `), again of precisely the same c colours as the edges between (u, j) and (v, `). However,
(v, `) is an arbitrary neighbour of (u, j). Hence (u, j) and (u, i) have the same colour-neighbourhood vector. This contradicts
the definition L(u), from which the result follows. 
Theorem 16. Let G be an edge-coloured graph. Then G is a pi-permutable core if and only if Ppi(G) is core.
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Proof. Suppose G is not api-permutable core. Then G pi→ H where H is a proper subgraph of G. By Theorem 12, Ppi(G)→ Ppi(H).
It is easy to verify that Ppi(H) is a proper subgraph of Ppi(G). Hence, Ppi(G) is not a core.
Conversely, suppose Ppi(G) is not a core and r is a homomorphism r : Ppi(G)→ core(Ppi(G)). By the proof of Lemma 14 we
may assume for any (x, i) ∈ V(Ppi(G)) either the entire row containing (x, i) is not in core(Ppi(G)) or part of the row is in the
core and r maps (x, i) to (x, j), for some (x, j) in core(Ppi(G)).
To define φ consider some vertex x ∈ V(G). Suppose r((x, 0)) = (u, i), and r((u, 0)) = (u, s) for some s. Define φ(x) = s− i.
(Observe that this implies φ(u) = 0 for a vertex (u, s) in core(Ppi(G)).)
Define r′ : G(φ,pi) → G(φ,pi) by r′(x) = u where r((x, 0)) = (u, j) for some u and j. We claim that r′ is a homomorphism of
G(φ,pi) to a proper subgraph (of G(φ,pi)). To this end let xy ∈ Ec(G(φ,pi)), and suppose r(x, 0) = (u, i), r(y, 0) = (v, j), r(u, 0) =
(u, s) and r(v, 0) = (v, t). By the definition of Ppi(G), (x, 0)(y, 0) ∈ Epii−s+j−t(c)(Ppi(G)). Thus r(x, 0)r(y, 0) ∈ Epii−s+j−t(c)(Ppi(G))
since r is a homomorphism. That is, (u, i)(v, j) ∈ Epii−s+j−t(c)(Ppi(G)), and (u, 0)(v, 0) ∈ Epi−s−t(c)(Ppi(G)). Hence, (u, s)(v, t) ∈
Ec(Ppi(G)), r(u, 0)r(v, 0) = (u, s)(v, t), and r is a homomorphism. Moreover, the number of edges from (u, 0) to (v, 0) equals
the number of edges from (u, s) to (v, t), forcing r to be a bijection on these edges. Thus, (u, 0)(v, 0) ∈ Ec(Ppi(G)). Also,
φ(u) = φ(v) = 0 as remarked above. Consequently, uv ∈ Ec(G(φ,pi)). That is, r′(x)r′(y) ∈ Ec(G(φ,pi)), i.e., r′ is a homomorphism.
By Lemma 15, there exists w such that for all i, (w, i) 6∈ r(Ppi(G)). Thus, the vertex w is not in the image of r′. Hence, r′ is a
homomorphism to a proper subgraph of G(φ,pi). Hence, G(φ,pi) is not a core. 
We conclude the section with a brief word on computational complexity. The three theorems above tell us that
testing for the existence of pi-homomorphisms, pi-isomorphisms, and pi-cores respectively are equivalent to the (classical)
homomorphism, isomorphism, and core testing problems respectively by using the graph Ppi(G). The complexity of these
classical problems is well studied.
5. Invariance
As remarked in the introduction, the original motivation for studying switching was to find a description of the following:
Definition 17. Let H be an edge-coloured core of multiplicity m and let pi be a permutation of {1, 2, . . . ,m}. Then H
is pi-permutably homomorphism invariant, or pi-phi for short, if for every edge-coloured graph G and for every mapping
φ : V(G)→ Z, G→ H if and only if G(φ,pi) → H.
As a simple example let H be a cycle of length four on the vertex set {w, x, y, z} with wx, yz colour 1 and xy, zw colour 2.
Let pi be the transposition of (12). Let G be an edge-coloured graph and suppose f : G → H is a homomorphism. Let u be a
vertex of G and suppose φ(u) = 1 and φ(v) = 0 for v 6= u. Without loss of generality f (u) = w. Defining
f ′(v) =
{
y if v = u
f (v) otherwise
gives a homomorphism f ′ : G(φ,pi) → H. Successive applications of pi to vertices of G shows that G(φ′,pi) → H for any φ′. The
key to H being pi-phi, is that given a vertex h in H, there is a vertex h′, such that N1(h) = N2(h′) and N2(h) = N1(h′). We show
that this is precisely the property that defines pi-phi edge-coloured graphs.
Theorem 18. Let H be an edge-coloured core of multiplicitym and letpi be a permutation of {1, 2, . . . ,m}. ThenH ispi-permutably
homomorphism invariant if, and only if, for every vertex u ∈ V(H), there exists a vertexψ(u) ∈ V(H) such that Ni(u) = Npi(i)(ψ(u))
for every integer 1 ≤ i ≤ m.
Proof. Assume H is pi-permutably invariant. Let u ∈ V(H). Define G to be the edge-coloured graph obtained from H by
adding a single vertex p and edges so that Ni(u) = Ni(p) for every integer 1 ≤ i ≤ m. Clearly, G→ H. Define φ : V(G)→ Z by
φ(p) = 1 and φ(u) = 0 for all u ∈ V(G)− {p}. Since H is pi-phi, there exists a homomorphism f : G(φ,pi) → H. Since f |G(φ,pi)−{p}
is a homomorphism of H to H, and H is a core, it must be the case that f |G(φ,pi)−{p} is an automorphism of H, say σ : H → H.
Thus, define g = σ−1 ◦ f and observe that g(v) = v for all v ∈ V(G)− {p}.
Consider the vertex p in G(φ,pi). Let ψ(u) = g(p). Since g is a homomorphism, and g(ψ(u)) = ψ(u), Ni(p) ⊆ Ni(ψ(u)), for
1 ≤ i ≤ m. Since φ(p) = 1, for 1 ≤ i ≤ m, Ni(u) = Npi(i)(p) and thus, Ni(u) ⊆ Npi(i)(ψ(u)). Repeat the same vertex copying
construction starting withψ(u), and call the new vertex p′. Take φ(p′) = −1 (and φ(v) = 0 for all v 6= p′). We obtain a vertex,
say ψ−1(u), such that Nj(ψ(u)) ⊆ Npi−1(j)(ψ−1(u)) for 1 ≤ j ≤ m. Hence,
Ni(u) ⊆ Npi(i)(ψ(u)) ⊆ Ni(ψ−1(u))
for 1 ≤ i ≤ m. If u 6= ψ−1(u), then u 7→ ψ−1(u), and v 7→ v for v 6= u, is a homomorphism of H to a proper subgraph of H, a
contradiction. Hence u = ψ−1(u) giving,
Ni(u) ⊆ Npi(i)(ψ(u)) ⊆ Ni(u),
which establishes the first direction of the theorem.
Conversely, suppose for each w ∈ V(H), there exists ψ(w) ∈ V(H) such that Ni(w) = Npi(i)(ψ(w)) for 1 ≤ i ≤ m. Suppose
f : G → H is a homomorphism and φ : V(G) → Z is a function. By Proposition 6 we may assume 0 ≤ φ(v) < L(v) for each
5546 R.C. Brewster, T. Graves / Discrete Mathematics 309 (2009) 5540–5546
v ∈ V(G). Thus by Proposition 2 we can express φ as φ = φ1 + φ2 + · · · + φk where each φ` has the form φ`(u) = 1 for some
u ∈ V(G) and φ`(v) = 0 for v 6= u. Suppose φ1(u) = 1. Then f ′ defined by
f ′(v) =
{
ψ(f (u)) if v = u
f (v) otherwise
is a homomorphism of G(φ1,pi) → H. Continuing, we easily obtain G(φ,pi) → H. Thus H is pi-phi. 
Lemma 19. If H is pi-phi, then the function ψ from Theorem 18 is a permutation of V(H).
Proof. Suppose ψ(u) = ψ(v). Then Ni(u) = Ni(v) for 1 ≤ i ≤ m. Since H is a core, we have u = v. 
We conclude the paper by connecting cores of colour switching graphs and pi-phi graphs.
Theorem 20. The graph H is a pi-phi core if and only if H = Ppi(G) for some pi-permutable core G.
Proof. Suppose H is api-phi core. By Theorem 18, there existsψ such that Ni(u) = Npi(i)(ψ(u)) for each u and for all 1 ≤ i ≤ m.
Moreover, by Lemma 19, ψ is a permutation. Thus ψ partitions V(H) into orbits. Let X ⊆ V(H) be constructed by taking one
vertex from each orbit of ψ. Suppose X = {u1, u2, . . . , uk}. It is straightforward to verify
V(H) = {u1,ψ(u1),ψ2(u1), . . . ,ψL(u1)−1(u1), u2,ψ(u2),ψ2(u2), . . . ,ψL(u2)−1(u2), . . . ,
uk,ψ(uk),ψ
2(uk), . . . ,ψ
L(uk)−1(uk)}.
Let G = H[X]. We claim that f : Ppi(G)→ H defined by f (u, x) = ψx(u) is an isomorphism.
First f is vertex injective since f (u, x) = f (v, y) implies ψx(u) = ψy(v). Thus ψx(u) and ψy(v) belong to the same orbit of
ψ. This implies u = v and x = y. Second f is edge surjective. Let rs ∈ Ei(H). Then r = ψx(u) and s = ψy(v) for some u, v, x and
y, where u, v ∈ X. It is easy to verify that f (u, x)f (v, y) is an edge in Ppi(G)which maps to rs.
Thus f is an isomorphism of Ppi(G) to H.
Conversely, if H = Ppi(G), then H is pi-phi by Theorem 18. For each (u, x) ∈ V(H), letψ((u, x)) = (u, x+ 1)where addition
is modulo L(u). 
6. Future work
As stated in the introduction our original motivation was to find a description of pi-phi edge-coloured graphs, and in
the process we developed the Ppi(G) construction, closely based on the work of Klostermeyer and MacGillivray [7]. Clearly,
in digraphs the only permutation pi available is a transposition. For edge-coloured graphs, we have the entire symmetric
group Sm available. In our work, we have considered the situation where we use a fixed permutation pi from Sm. A natural
question is what happens when more than one permutation is available (to act on the colour-neighbourhood vector)? We
have examined switching with just two permutations pi and pi′, but at this time it is not clear to the authors how to modify
the constructions G(φ,pi) and Ppi(G) to capture this situation. Moreover, it is not clear that there can be any permutation
homomorphism invariant graphs in the case where more than one permutation is used.
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