There is recently a trend to study linear system identification with high order finite impulse response (FIR) models using the regularized least-squares approach. One key of this approach is to solve the hyper-parameter estimation problem that is usually non-convex. Our goal here is to investigate implementation of algorithms for solving the hyper-parameter estimation problem that can deal with both large data sets and possibly ill-conditioned computations. In particular, a QR factorization based matrix-inversion-free algorithm is proposed to evaluate the cost function in an efficient and accurate way. It is also shown that the gradient and Hessian of the cost function can be computed based on the same QR factorization. Finally, the proposed algorithm and ideas are verified by Monte-Carlo simulations on a large data-bank of test systems and data sets.
Introduction
The linear least squares problem to estimate linear regressions is one of the most basic estimation problems, and there is an extensive literature around it, e.g. (Rao, 1973; Daniel & Wood, 1980; Draper & Smith, 1981) . The problem has a rich structure and new aspects keep being observed and investigated. A recent such trend is to use large linear regressions for estimating impulse responses and models of dynamical systems. This so called system identification problem has in itself an extensive literature mostly based on maximum likelihood techniques and non-convex optimization techniques, e.g. (Ljung, 1999; Söderström & Stoica, 1989; Ljung, 2010) .
It has been observed, (Pillonetto & Nicolao, 2010; Pillonetto, Chiuso & Nicolao, 2011; Chen, Ohlsson & Ljung, 2012; Chen, Zhao & Ljung, 2012) , that it may be beneficial to estimate a high order finite impulse response (FIR) model using regularized least squares, -or, equivalently, Bayesian regression -and perhaps treat this high order FIR model further to find a suitable and practical model. More specifically, consider a single input single output linear stable system
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The coefficients g 0 k , k = 1, ..., ∞ form the impulse response of G 0 (q). Assume we have collected M data points y(t), u(t),t = 1, · · · , M. We hope to estimate the impulse response g 0 k , k = 1, ..., ∞ as well as possible. Since the impulse response decays exponentially for linear stable G 0 (q), it is often enough to truncate it at certain order and consider
which is the nth order FIR model. In (Pillonetto & Nicolao, 2010; Chen, Ohlsson & Ljung, 2012) , the parameter vector θ is estimated in a linear relationship
where 
where | · | denotes the determinant of a matrix and I N denotes the N-dimensional identity matrix. This method is widely known as the empirical Bayes method (Carlin & Louis, 1996) . It is the maximum likelihood method to estimate α from (4) under the (Bayesian) assumptions that θ is Gaussian with zero mean and covariance matrix P(α) and V N is Gaussian with zero mean and covariance matrix σ 2 I N . The parameter vector α is typically called hyper-parameter vector in the Bayesian setting and the prior covariance matrix P(α) is also often called the kernel matrix in machine learning, e.g. (Rasmussen & Williams, 2006) .
The regularized least squares (5) including the empirical Bayes method (6), has been proven very successful in many different scenarios, like the Bayesian inference, e.g. (Carlin & Louis, 1996) , machine learning, e.g. (Rasmussen & Williams, 2006) and system identification, e.g. (Pillonetto & Nicolao, 2010; Chen, Ohlsson & Ljung, 2012) . One key of this approach lies in solving the marginal likelihood maximization problem (6) that is usually nonconvex. No matter what nonconvex optimization solver is used, the cost function in (6) has to be computed repetitively for different α. Various methods to compute the cost function in (6) (also the estimate (5b)) efficiently and accurately have been discussed extensively in machine learning, e.g. (Rasmussen & Williams, 2006; Quiñonero-Candela, Rasmussen & Williams, 2007) . However, those methods in (Rasmussen & Williams, 2006; Quiñonero-Candela et al., 2007) may not be well applied to the scenario of system identification because the considerations are very different in machine learning and system identification. For example, it is usually assumed n N in Gaussian process regression (Rasmussen & Williams, 2006) but it is typically assumed N n in system identification since it is preferable to have much more data points than the number of model parameters. That has prompted the current wish to study efficient and accurate algorithms to compute the cost function in (6) in the scenario of system identification. In particular, there are two major issues regarding the computation of the cost function in (6):
• computational complexity
The computational complexity of the cost function in (6) is determined by three integers, N (the number of observations used), n (the order of the FIR model (3)), m (the dimension of α) and the parameterization of the covariance matrix P(α). For the impulse response estimation, m often is small, 2 − 4 or so, the number of parameters n is typically quite large, a couple of hundred or so, and the algorithm should be able to deal with very large number of data N, certainly several thousands. We may note that the matrix inverse in (6) is of size N × N and thus has computational complexity of O(N 3 ). So straightforward computation of the cost function in (6) can be very timeconsuming for very large N. Here, we will focus on how to compute the cost function in (6) efficiently with very large N and N n.
• numerical accuracy
When seeking efficient algorithms to compute the cost function in (6) for very large N and N n, the numerical accuracy depends on the conditioning and the magnitude of the matrices P(α) and Φ N Φ T N . Both P(α) and Φ N Φ T N can be ill-conditioned and moreover, have very large magnitude compared to the noise level σ 2 I n . They may cause problems when computing the cost function in (6), which will be made clear in Section 2. So computation of the cost function in (6) (also the estimate (5b)) needs to be numerically accurate to handle these problems.
In the context of system identification, the numerical accuracy issue has not been studied before, but the computational complexity issue was recently studied in (Carli, Chiuso & Pillonetto, 2012) . The proposed approach therein, however, only works for the family of so-called stable spline kernels (Pillonetto & Nicolao, 2010) but not the other kernels for impulse response estimation (Chen, Ohlsson & Ljung, 2012; Chen, Ohlsson & Ljung, 2011) (See Remark 2.3 for more detailed discussions).
In this paper, we investigate implementation of algorithms to compute the cost function in (6) that can handle the two issues aforementioned. In particular, we propose a QR factorization based matrix-inversion-free algorithm. It is shown to have the computational complexity of O(n 3 ) and to be more accurate than a modification of Algorithm 2.1 in (Rasmussen & Williams, 2006) . We further show the gradient and Hessian of the cost function in (6) can be computed based on the same QR factorization. Finally, we verify the proposed algorithm and ideas by Monte-Carlo simulations on the databank used in (Chen, Ohlsson & Ljung, 2012) .
A straightforward implementation
By exploiting the structure of the cost function in (6), we can derive an efficient way to compute it accordingly, which can be seen as a straightforward modification of Algorithm 2.1 in (Rasmussen & Williams, 2006) . By matrix inversion lemma and Sylvester's determinant theorem, e.g., (Harville, 2008) , we can rewrite the cost function in (6) so that recomputation of the cost function in (6) for new values of α have a complexity independent of N.
The cost function in (6) 
Let us begin with some reformulations of (7). By Sylvester's determinant theorem e.g., (Harville, 2008) ,
On the other hand, by the matrix inversion lemma,
It can be seen from (8) and (9) that the computational complexity of (7) now becomes independent of N if the scalar ||Y N || 2 , the n × n matrix Φ N Φ T N and the n × 1 column vector Φ N Y N are computed and saved beforehand.
Nevertheless, (8) and (9) need to find P(α) −1 , which we should avoid to compute directly. This is because P(α) is often ill-conditioned for the impulse response estimation. This point will be made clear shortly. Note that with the Cholesky factorization of P(α):
(8) and (9) can be put into the form
In this way, we have avoided to compute P(α) −1 . Then, in light of Algorithm 2.1 of (Rasmussen & Williams, 2006) , we have the following way to compute the cost function in (6). (7) in (6):
Accordingly, the regularized least-squares estimateθ N can be computed according toθ
Remark 2.1 In practice, the noise variance σ 2 is not known and thus needs to be estimated from the data. As suggested in (Goodwin, Gevers & Ninness, 1992; Ljung, 1999) , a simple and effective way to estimate σ 2 is to first estimate an ARX model (Pillonetto & Nicolao, 2010; or an FIR model (Chen, Ohlsson & Ljung, 2012) (Quiñonero-Candela et al., 2007) . However, those methods may not be well applied to the scenario of system identification because the considerations are very different in machine learning and system identification. One exception is (Carli et al., 2012) where the infinite impulse response of linear stable systems is modeled as a zero mean Gaussian process with the so-called stable spline kernel (Pillonetto & Nicolao, 2010) . Instead of truncating the infinite impulse response to a finite one, the algorithm in (Carli et al., 2012) truncates the kernel representations of the stable spline kernel (Pillonetto & Bell, 2007) (Carli et al., 2012) , it is problem dependent regarding which one is more efficient (see (Carli et al., 2012, p. 5) for relevant discussions). However, the algorithm in (Carli et al., 2012) only works for the family of stable spline kernels but not the other kernels for impulse response estimation (Chen, Ohlsson & Ljung, 2012; Chen et al., 2011) . Moreover, the 
over 1000 data sets in the second experiment of Chen et al., 2011) . Here, we consider the stable spline kernel (Pillonetto & Nicolao, 2010) with the optimal hyper-parameter estimateα from solving (6).
numerical accuracy issue due to the possibly ill-conditioned Φ T N Φ N and P(α) is not addressed in (Carli et al., 2012 ).
Now we check the numerical accuracy of Algorithm 1. For given Φ N ,Y N and L, we find computation of the term in (12)
is important for the accuracy. Note that (14) can be seen as the solution of the following least squares problem
where x ∈ R n is the unknown,
Actually, the steps 3) to 5) of Algorithm 1 implicitly solves (15) with the Cholesky factorization method (also known as the method of normal equations, see e.g. (Golub & Van Loan, 1996, Algorithm 5.3 .1)) and gives the solution as
It is well-known, e.g. (Golub & Van Loan, 1996) , that the Cholesky factorization method to the least squares problem (15) is not accurate especially when A T A is ill-conditioned.
For the impulse response estimation problem, the matrix
can be ill-conditioned due to the following two problems:
• The matrix L T Φ N Φ T N L can be very ill-conditioned. On the one hand, P(α) is typically assumed to have an exponentially decaying diagonal and thus P(α) (so is L, recall (10)) can be ill-conditioned if the element of α that controls the decaying rate is very small. For example, consider the "DC" kernel (31c) where α = [c λ ρ] T , c ≥ 0 controls the magnitude of P(α), 0 ≤ λ ≤ 1 controls the decay of P(α) and |ρ| ≤ 1 controls the correlation between the impulse response coefficients. For the case n = 125, cond(P(α)) (independent of c) is 2.99 × 10 8 for λ = 0.9, ρ = 0.98 and 3.84 × 10 29 for λ = 0.6, ρ = 0.98. Here, cond(·) is used to denote the 2-norm condition number of a matrix and is computed with the command cond in Matlab.
On the other hand, the matrix Φ N Φ T N can be illconditioned too. For example, consider the band-limited input case Chen et al., 2011) . Set N = 500 and n = 125, and generate (using the command idinput(500,'rgs', [0 0.8]) in Matlab) the Gaussian random signal with the frequency band [0 0.8] where 0 and 0.8 are the lower and upper limits of the passband, expressed in fractions of the Nyquist frequency. For the instance we tried, cond(Φ N Φ T N ) is 3.63 × 10 13 .
• Second, the magnitude of σ 2 I n can be very small compared to that of
N L can be very large if the element of α that controls the magnitude of P(α) is large, which is often the case for the stable spline kernel (Pillonetto & Nicolao, 2010; . As for the magnitude of Φ N Φ T N , it can also be large because it depends on the input asserted to the system to be identified.
For illustration, consider the second experiment of Chen et al., 2011) which contains 1000 data sets. Moreover, consider the stable spline kernel (Pillonetto & Nicolao, 2010) with the optimal hyperparameter estimateα from solving (6). It can then be seen from the histogram plot of log 10 cond(σ 2 I n + L T Φ N Φ T N L) over 1000 data sets in the second experiment of Chen et al., 2011) in Fig. 1 that, the corre-
The above observations motivate the need to find a numerically more accurate implementation than Algorithm 1.
When QR factorization meets the marginal likelihood maximization
It is well-known, e.g. (Golub & Van Loan, 1996, Section 5) , that the least squares problem (15) can be solved more accurately with the QR factorization method than the Cholesky factorization method, when the condition number of A T A defined in (17) is ill-conditioned. In this section, we show the cost function in (6) can be computed with the help of QR factorizations.
Before we proceed, first recall the definition of thin QR factorization cf. (Golub & Van Loan, 1996, p. 230 
2) Assume all upper triangular matrices involved in the thin QR factorizations below have positive diagonal entries.
Now perform the thin QR factorization of
where Q is a (N + n) × (n + 1) matrix whose columns are orthogonal unit vectors such that Q T Q = I n+1 , and R is an (n + 1) × (n + 1) upper triangular matrix. Here, R is further partitioned into 2 × 2 blocks with R 1 , R 2 and r being a n × n matrix, a n × 1 vector and a scalar, respectively. Now noting Q T Q = I n+1 yields that
Therefore, the right-hand side of (11) can be computed as
and the right-hand side of (12) can be computed as
where the fact that R 1 is nonsingular has been used in deriving the second equation.
As a result, we have the following proposition regarding how to compute (7), i.e. the cost function in (6). 
Moreover, the regularized FIR estimate (5) for the given α can be computed according tô
Now we check the numerical accuracy of Algorithm 2 and consider the computation of (14) in (22), i.e., the solution of the least squares problem (15) again. As can be seen from Proposition 3.1, the least squares problem (15) is solved with QR factorization based method. More specifically, consider the QR factorization of
where A, b are defined in (16),Q is a (N + n) × (N + n) orthogonal matrix andR is a (N + n) × (n + 1) upper triangular matrix. Note that Q in (19) is the block matrix consisting of the first n + 1 columns ofQ and R in (19) is the block matrix consisting of first n + 1 rows ofR. From the QR factorization (25) and (19), the least squares problem (15) becomes
which yields the optimal
This way of solving the least squares problem (15) is standard, (Golub & Van Loan, 1996, Section 5.3.3) , and known, (Golub & Van Loan, 1996, Section 5.3.8) , to be more accurate than the Cholesky factorization method used in Algorithm 1, when A T A defined in (17) is ill-conditioned. In this sense, we have obtained a numerically more accurate way to compute the cost function (7) in (6).
On the other hand, let us consider the computational complexity issue. We can of course compute the cost function (7) according to Proposition 3.1. Clearly, the major computation cost relies on the QR factorization (19), which is dependent on N. It is however worthwhile to note that Φ T N and Y N are fixed when solving the marginal likelihood maximization problem (6) and the only varying thing is P(α) (and thus L in (10) The answer to the above question is definite. To see this, let us consider the thin QR factorization of the matrix
where Q d is an N × (n + 1) matrix whose columns are orthogonal unit vectors such that Q T d Q d = I n+1 , R d1 is a (n + 1) × n matrix and R d2 is a (n + 1) × 1 vector.
Now consider further the thin QR factorization of
where Q c is an (2n + 1) × (n + 1) matrix whose columns are orthogonal unit vectors such that Q T c Q c = I n+1 and R c is a (n + 1) × (n + 1) upper triangular matrix.
Then from (27) and (28), we have
Noting the two assumptions mentioned in the beginning of this section and positive definite L, comparing (19) with (29) and invoking the uniqueness of the thin QR factorization (Golub & Van Loan, 1996, p. 230, Thm 5.2 .2) yields that R and Q in (19) can be computed according to
In this way (using (28) and (30)), we find a more efficient way to compute the QR factorization (19) and get the following algorithm to compute the cost function (7) in (6). (Golub & Van Loan, 1996, p. 230) . When analyzing the computational accuracy issue in Section 4.1, we will assume S = R T 1 .
Computational accuracy and complexity
In this section, let us go back to the two implementation issues mentioned in the Introduction and check the two algorithms accordingly.
Computational accuracy
For convenience, the accuracy issue has been discussed in the text in a distributed manner. Here we will give a brief summary to highlight our findings.
For given Φ N ,Y N and L and with the assumption S = R T 1 , comparing (11) and (13) with (21) shows the computation of Algorithms 1 and 2 only differs in (12) and more specifically, it only differs in (14), i.e., the solution of the least squares problem (15), which becomes critical for comparison of the two algorithms in computational accuracy.
As mentioned in Sections 2 and 3, both of the two algorithms solve the least squares problem (15) implicitly:
• As can be seen from steps 3) to 5), (15) is solved in Algorithm 1 with the Cholesky factorization method, i.e., (Golub & Van Loan, 1996 , Algorithm 5.3.1).
• As can be seen from (22), (15) is solved in Algorithm 2 with the QR factorization method in (Golub & Van Loan, 1996, Section 5.3.3) .
It is known from (Golub & Van Loan, 1996, Section 5.3.8) and the references therein that for ill-conditioned A T A, compared to the Cholesky factorization method the QR factorization method can yield more accurate solution to the least squares problem (15), i.e. more accurate (14). Therefore, we conclude Algorithm 2 gives more accurate computation of the cost function in (6) than Algorithm 1. Also note that with
Accordingly, Algorithm 2 can also be used to yield more accurate computation ofθ N than Algorithm 1.
Computational complexity
Both of the two algorithms consist of two parts: the preprocessing and the evaluation of the cost function (7) in (6). So let us consider the two parts separately:
• preprocessing 6 For Algorithm 1, the scalar ||Y N || 2 , the n × n matrix Φ N Φ T N and the n × 1 column vector Φ N Y N need to be computed beforehand. They require 2N − 1, n 2 N + nN − N 2 /2 − N/2 and 2Nn − n flops, respectively. For Algorithm 2, the QR factorization (27) needs to be computed beforehand and requires 2(n + 1) 2 (N − (n + 1)/3) flops according to (Golub & Van Loan, 1996) .
• evaluation of the cost function (7) in (6) First note that the computational complexity of the steps 1) and 6) of Algorithm 1 is same as that of the steps 1) and 4) of Algorithm 2. According to (Hunger, 2007) , they require n 3 /3 + n 2 /2 + n/6 and 2n + 6 flops, respectively. The steps 2) to 5) of Algorithm 1 requires 2n 3 + n, n 3 /3 + n 2 /2 + n/6, n 3 /3 + 2n/3, and 2n 2 + 2n flops, respectively. The step 2) of Algorithm 2 requires n 2 (n + 1) flops and straightforward computation of the QR factorization (28) requires 2(n + 1) 2 (2n + 1 − (n + 1)/3) flops according to (Golub & Van Loan, 1996) .
For both of the two parts, we see Algorithm 2 requires more flops (about twice) than Algorithm 1.
Recommended algorithm
The FIR model (3) order n is assumed to be reasonably large here (typically a couple of hundred or so). For such size problems, the factor of about two in the computational complexity does not outweigh the difference in the computational accuracy, so Algorithm 2 is the recommended algorithm. (Chen, Ohlsson & Ljung, 2012) , we can first estimate, with the Maximum Likelihood/Prediction Error Method e.g. (Ljung, 1999) , a low-order "base-line model" that can take care of the dominating part of the impulse response. We then use regularized least squares (based on Algorithm 2) to estimate an FIR model with reasonably large n, which should capture the residual (fast decaying) dynamics (Chen, Ohlsson & Ljung, 2012) .
Remark 4.1 If the impulse response is decaying slowly, a very high order FIR model (with very large n) will be required. In this case, as discussed in

Remark 4.2 Both Algorithms 1 and 2 are based on the Cholsesky factorization of the kernel matrix P(α). However, what really matters is that P(α) can be decomposed into the form of P(α) = LL T where L is not necessarily its Cholesky factorization. This means it is possible to employ other decompositions of P(α) to compute L in both Algorithms 1 and 2, for example, the singular value decomposition (SVD).
Actually, SVD of the kernel matrix has been used in machine learning, see e.g., (Pelckmans, Brabanter, Suykens & Moor, 2005; Pelckmans, Suykens & Moor, 2006) . Note that the SVD of P(α): P(α) = UFU T = UF 1/2 F 1/2 U T where U ∈ R n×n is an orthogonal matrix, F is a diagonal matrix whose diagonal entries are singular values of P(α) and F 1/2 is the square root of F. Then L in Algorithm 1 can be computed as L = UF 1/2 . In contrast with the computation of L via Cholesky factorization, the computation of L via SVD requires 12n 3 + n 2 + n flops on average (Golub & Van Loan, 1996, p. 254) (Golub & Van Loan, 1996) For illustration, consider FIR model (3) with n = 125 and the four kernels studied in (Chen, Ohlsson & Ljung, 2012; Chen et al., 2011) :
where we usually have c ≥ 0, 0 ≤ λ < 1, |ρ| ≤ 1. Now, we impose the following extra constraints:
• For the " DI" kernel (31a) and "TC" kernel (31b) (Chen, Ohlsson & Ljung, 2012) , the Monte Carlo simulation results show that there is no performance loss with the above imposed extra constraints; see Section 6 for more details.
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For the impulse response estimation, the dimension of the hyper-parameter α is often small, 2 − 4, Chen et al., 2011) . So it is often quick enough to use some derivative-free nonlinear optimization solvers, such as the fminsearch in Matlab, to tackle the marginal likelihood maximization problem (6) (fminsearch is used in (Pillonetto & Nicolao, 2010; Chen, Ohlsson & Ljung, 2012) ). Now Algorithm 2 can be used to evaluate the cost function in (6) and then feed the result to the solver. On the other hand, there are many gradient and/or Hessian based nonlinear optimization solvers, which may be used to solve (6) in a faster way. In the following, we show how to compute the gradient of the cost function (7) in (6) based on QR factorization (28) and (30).
Let us denote the cost function (7) in (6) by l(α). Note that
where α i is the ith element of α and Tr(·) denotes the trace of a matrix. For simplicity, the dependency of P(α) on α and that of Φ N and Y N on N are omitted below. It follows from (7) to (9) that
From (33), (10) and (20), we thus have
where
As for the computation of the Hessian of l(α), we only provide the result below
since it may be less interesting to include the details. So if required, we can choose gradient and/or Hessian based nonlinear optimization solvers to tackle (6) with the gradient and Hessian computed according to (34) and (35).
Numerical Simulations
To test Algorithm 2 and the idea of constraining α mentioned in Remark 4.3, we use the data-bank in (Chen, Ohlsson & Ljung, 2012, Section 2) , which consists of four data collections:
• S1D1: fast systems, data sets with M = 500, SNR=10
• S2D1: slow systems, data sets with M = 500, SNR=10
• S1D2: fast systems, data sets with M = 375, SNR=1
• S2D2: slow systems, data sets with M = 375, SNR=1
Each collection contains 2500 randomly generated 30th order discrete-time systems and associated data sets. The fast systems have all poles inside the circle with center at the origin and radius 0.95 and the slow systems have at least one pole outside this circle. The signal to noise ratio (SNR) is defined as the ratio of the variance of the noise-free output over the variance of the white Gaussian noise. In all cases the input is Gaussian random signal with unit variance. For more details regarding the data bank, see (Chen, Ohlsson & Ljung, 2012 , Section 2).
For each data set, we aim to estimate FIR model (3) with n = 125 using the regularized least squares (5) including the empirical Bayes method (6). We consider the kernels (31) with the extra constraint mentioned in Remark 4.3. The command fmincon is used here to solve the nonconvex optimization problem (6) with the trust region reflective algorithm selected. Algorithm 2 is chosen to compute the cost function in (6), and (34) and (35) The average model fit over the corresponding data collections is calculated and the simulation results are shown in Table 1 , where an "h" is appended to the name of the kernel to denote that the extra constraint is used. Comparing the simulation results with the ones reported in (Chen, Ohlsson & Ljung, 2012 , Examples 5 and 6), we find the proposed Algorithm 2 and idea of constraining α work well. Table 1 Average model fit over 2500 data sets for four data collections in the data bank and for the kernels (31) 8 Table 2 Average total time required to compute the cost function in (6) while solving (6) with the DC kernel (31c) over the 2500 data sets in S1D1. The unit of all figures in the table is "second". Items for Algorithms 1 and 2 takes the form of "a+b", where a is the preprocessing time and b is the total time to compute the reformulated cost function while solving (6). It may be also interesting to compare the time to compute the cost function in (6) required by straightforward computation without reformulating it (referred to as Algorithm 0 below), and Algorithms 1 and 2. So we run tests on S1D1 and record the time required to compute the cost function in (6) while solving problem (6) with the DC kernel (31c) by Algorithms 0, 1 and 2. Here, we consider two cases with n = 125, N = 250 and n = 125, N = 375, respectively. For the former case, the first 375 data points for each data set in S1D1 are used. The simulation results are reported in Table 2 . As N increases, the time used by Algorithm 0 increases significantly. In contrast, the time required by both Algorithms 1 and 2 has just slight increase (about 10%), which is actually due to that the solver needs more iterations to find the optimal solution when there are more data points.
Conclusions
The importance and usefulness to employ regularization for a better Mean Square Error fit to impulse response estimates (and thus to linear models in general) have been made very clear recently. Often high order FIR models are required for a good fit, which places a great demand on numerical efficiency and accuracy. We have here discussed the implementation issues and found that important improvements in the numerical properties are obtained by dimension reductions and factorization techniques. Also, to secure reasonable conditioning of the constructed matrices, the hyper-parameters need to be supervised and constrained.
In the 2012b version of the System Identification Toolbox, (Ljung, 2012 ) the command impulseest has been equipped with options for using various kernels. The implementation of the code to estimate the hyper-parameter follows the ideas of Algorithm 2, Remark 4.3 and Section 5 of this article.
