GLOBAL GENE EXPRESSION ANALYSIS using DNA microarray technology makes it possible to simultaneously monitor the expression levels of a very large number of mRNAs in cells (16, 26) . Microarray analysis is particularly useful in studying hostpathogen interactions, because the levels of mRNAs from infected and uninfected cells can be compared. One pathogen that has been studied by this approach is human cytomegalovirus (HCMV), a member of the herpesvirus subfamily betaherpesvirinae. HCMV causes life-threatening disease in immunologically immature and immunocompromised people, including neonates, AIDS patients, and allogenic transplant recipients (65) .
Recent studies of global host gene expression using DNA microarrays show that HCMV infection dramatically changes the gene expression profile of the host cell (7, 77, 79, 100) . HCMV infection alters the expression of numerous host cell genes, including genes that regulate cell cycle progression, cellular proliferation, cell adhesion, and genes encoding transcription factors (7, 79, 100) . Human cells respond to HCMV infection by altering transcription in an attempt to antagonize viral replication and spread (7, 61) .
To go from raw gene expression data to meaningful results generally involves normalization, filtering, and analysis to identify patterns in expression level data (26) . In Affymetrix GeneChip experiments, the raw data consist of probe pair intensities. The purpose of normalization is to identify and remove systematic sources of variation in intensity values to allow between array comparisons. Filtering involves reducing the data by removing uninformative genes whose expression levels did not change or were below a user-defined threshold. The gene expression level is typically computed using a statistic that captures the response characteristic of a specific probe set. Many different commercial and free software packages can perform normalization and expression analysis of oligonucleotide arrays. Although there are too many packages to list here, a few examples include the DNA-Chip Analyzer (dChip; Ref. 43) , the Affymetrix GeneChip (1, 48, 75) , GeneSpring (http://www.silicongenetics.com), Cluster, and TreeView (17) . Each of the packages has different capabilities and limitations.
In this study, we compared the group of human genes that responded to HCMV infection in a previous study using GeneChip and a fold change approach (7) , to two clusters of coexpressed genes that we identified using dChip and singular value decomposition (SVD) analysis. The first cluster contained some of the genes identified in the previous study (7) , whereas nearly all genes in the second cluster were not identified previously.
MATERIALS AND METHODS
We analyzed probe-level time course data (from Affymetrix CEL files; NCBI Gene Expression Omnibus accession GSE675; http:// www.ncbi.nlm.nih.gov/geo/) pertaining to HCMV infection of human fibroblasts (7), using dChip (43, 44) to normalize the intensities of the array data and estimate the expression levels. SVD (32, 91) was employed to identify and visualize the two-dimensional subspace that captured most of the variance in the expression data. In this subspace, two clusters of coexpressed genes were identified. We annotated the genes comprising these clusters and grouped them into functional categories.
Normalization of probe-level data. To normalize microarray data, the GeneChip software calculates composite scores for intensity (or ratio) for each gene. To correct for nonspecific hybridization and background and generate an absolute intensity measure, the GeneChip algorithm subtracts the mismatch (MM) from the perfect match (PM) intensity for each probe pair, then averages these differences to obtain Article published online before print. See web site for date of publication (http://physiolgenomics.physiology.org).
the composite intensity for a gene after truncation of the largest and smallest values of the data (48, 75) .
The normalization technique used in dChip is more complex, accounting for nonlinear nonbiological effects (44) . This method is based on the assumption that a probe corresponding to a nondifferentially expressed gene should have a similar intensity rank in all of the arrays (44) . To normalize a set of arrays, dChip (43, 44) uses an iterative process to identify an invariant set of probes representing nondifferentially expressed genes. During each iteration, the intensities of the baseline array and the array to be normalized are compared (44) , the proportion rank difference is calculated for each point, and if it is below a certain threshold, the point is kept in the set for the next iteration. The iterative process continues until the number of points in the invariant set does not decrease. The normalization curve is a linear median line, calculated from the invariant set. The y-coordinates of this line are the normalized values of the array. After normalization, the baseline array and normalized array have similar overall signal intensities. Following normalization, both GeneChip and dChip compute estimates of the gene expression levels from the normalized data.
Expression level estimation. One key issue in expression level estimation is the way that probe-specific effects are handled. GeneChip uses the average difference as an expression index for the target gene. However, even using MM intensities as controls, the expression levels of the different probe pairs in a probe set are still highly variable (43) . dChip accounts for probe-specific effects in the computation of expression levels by using a probe-sensitivity index to capture the response characteristic of a specific probe pair and by calculating model-based expression indices (43) .
Expression level data analysis. SVD is a standard technique for dimensionality reduction and interpretation of data (32, 91) . Several studies have applied SVD to gene expression data (3, 30, 90, 91, 97) . When applied to a gene expression matrix consisting of the expression levels of m genes measured at n time points (assays), SVD can be viewed as a linear transformation of the expression data from an m ϫ n space to a number of characteristic modes that describe the temporal patterns of gene expression. As SVD is a standard function provided in many statistical packages and linear solvers, we refer interested readers to Refs. 28 and 91 for a more detailed mathematical description.
We performed SVD analysis of the dChip normalized data in the following way. The expression levels calculated by dChip were saved as a tab-delimited file, which was imported into R (http://www. r-project.org). Prior to performing SVD, each row (transcriptional response vector) of the input matrix was centered by subtracting its mean. We performed the SVD using the R function "svd," which provides an interface to the LINPACK routine DSVDC. Following SVD analysis, we calculated the correlations of the transcriptional response vectors with the modes, then visualized the correlations in a scatter plot (91) (Fig. 3) to show the projection of the transcriptional responses onto modes 1 and 2. This plot indicated a distinct cluster of genes correlated with each mode. We identified the set of genes in each cluster by visual inspection of the correlation plot and by manually drawing a boundary around the cluster.
The genes in our newly identified clusters were ranked by the magnitude of their expression variance and exported as a list to a file, where each gene was identified by its Affymetrix probe set ID. Since all genes in each cluster had similarly shaped transcriptional responses, the variance is a measure of the amplitude (or magnitude) of the transcriptional responses characterizing each cluster.
Annotation protocol. We functionally annotated the list of genes extracted from each cluster by creating a tab-delimited file containing the GenBank accession numbers of the genes. We uploaded this file to Stanford University's "sourceBatchSearch" (http://genome-www5. stanford.edu/cgi-bin/SMD/source//sourceBatchSearch) to obtain annotation information for each GenBank accession number. Figure 1 shows the plots of the residuals vs. the fitted intensity values for the statistical models used by the Affymetrix GeneChip and dChip applied to the data for the probe set "AFFX-Bio-C-3_at." The GeneChip model is additive and models the expression level of a given gene by the sum of the probe effect and gene effect plus a stochastic component, which gives the measurement error. The dChip model is multiplicative, modeling the expression level of a given gene as the product of the probe effect and gene effect plus a stochastic component (measurement error). In fitting each model, we have assumed that the data at least approximately satisfy the model. The fitted values give estimates of the expression levels (probe effect plus gene effect for the additive model and probe effect times gene effect for the multiplicative model). We calculated the residuals as the observed values minus the fitted values; the residuals represent elements of variation that remain unexplained by the fitted model. Figure 1 shows the relative variation (spread) in the residuals (experimental errors) and fitted values for each model. If a model fits relatively well, then we expect the spread in the residuals to be roughly constant as a function of the fitted values and symmetric about the x-axis. The GeneChip model (Fig. 1A) shows a strong, nonlinear dependence of the residuals on the intensities, indicating that this model is a bad fit to the data. The residuals in the dChip model (Fig. 1B) were smaller (note the different scale on the plots), with a more constant and symmetric spread as a function of the fitted values, and far less dependence on the intensity values; this indicated a better fit of this model with the data.
RESULTS

Normalization.
Estimation of expression. For most gene expression data, SVD analysis shows a decreasing singular value spectrum, with a leveling off after the first 3-5 modes. As the ordering of the modes is determined by high-to-low sorting of the corresponding singular values (91) , the first few modes account for most of the patterns in the data, while the rest mainly represent noise. This can aid in identifying the most prevalent signals in the data. The reduction of dimensionality provided by SVD analysis facilitates data visualization, and clusters of genes with similar transcriptional responses can be easily identified. Figure 2 shows the singular value spectrum and first two modes of the dChip modeled data. The modes represent unique orthogonal (or uncorrelated) gene expression patterns (64) ; the singular value squared indicates the variance captured by a mode. The expression data consisted of 12 time points (12 arrays), representing 0.5, 1, 4, 6, 10, 12, 14, 16, 18, 20, 24 , and 48 h after HCMV infection.
The first two modes captured most of the signal. Figure 2B shows a significant change in the pattern of the first mode over time. This mode contained most of the variance in the data. At 1 h after HCMV infection, the expression pattern of the first mode increased sharply, up to the level at 24 h, and then decreased slightly over the next 24 h. (Note that the decrease at 48 h was based on 1 data point; we did not have data points between 24 and 48 h, so an artifact in the 48 h array could have affected the results.) All genes that were highly correlated with the first mode showed a similar transcriptional response to the pattern of mode 1.
Orthogonal to the first mode, the second mode (Fig. 2C ) captured most of the remaining variance in the data. The pattern comprising the second mode decreased until about 12 h after infection, then generally increased and was somewhat higher at 48 h than for early time points. Genes highly correlated with this mode showed similar transcriptional responses (Fig. 2C) . Note that whereas cluster 1 genes seemed to be upregulated initially after HCMV infection, cluster 2 genes were downregulated. This suggests that genes in cluster 1 were activated by the host's immune response, whereas genes in cluster 2 were downregulated by the viral proteins in an attempt to evade the host's immune response.
The third mode captured less than 10% of the variance in the data ( Fig. 2A ). There were very few genes highly correlated with the third mode; therefore, it probably contained mostly noise.
Data visualization. Figure 3A shows a correlation plot of the gene transcriptional responses with modes 1 and 2. The closer the genes mapped to the periphery of the circle with radius 1, the more their transcriptional responses correlated with the first two modes. We identified two regions where the genes clustered more densely; both regions were close to the perimeter of the plot. One cluster was highly correlated with the first mode (right side of the plot in Fig. 3A) ; genes in that cluster showed similar transcriptional responses to the pattern of this mode (see Fig. 2 ). The second, smaller cluster (top left of Fig. 3A ) was highly correlated with the second mode and much less (anti-)correlated with the first mode. Figure 3B shows projections onto the first two modes of the HCMV-responsive mRNAs identified previously (7) . Analysis by the Affymetrix GeneChip software showed that these genes changed at two sequential time points after infection by a factor of 3 or more (7) . Many of the genes in this group were highly correlated (right side of plot in Fig. 3B ) or anticorrelated (left side of plot in Fig. 3B ) with the first mode. Note that the center of the plot in Fig. 3B is sparsely populated, indicating that the transcriptional responses of most of the genes identified in the previous study were also highly correlated (or anticorrelated) with the two modes.
The first mode represented the most dominant pattern in the data, with the most change in expression. Therefore it is not surprising that 377 (or 26%) of these genes were also selected by the fold change approach (7) . Figure 4A shows the green region of the plot, drawn manually to select genes in the first cluster. Figure 4B shows the transcriptional response pattern common to the 1,747 genes in this cluster. This pattern was similar to the pattern of the first mode (Fig. 2B) .
Genes in the second cluster, highly correlated with the second mode, were not well represented by the group of previously identified genes (7). Only 15 genes (or 1%) in the second cluster were selected by the original analysis. Figure 5A shows the red box identifying the second cluster of 462 genes, while Fig. 5B shows the transcriptional response pattern common to the 462 genes in the cluster. Note how the transcriptional response pattern was similar to the pattern of the second mode (Fig. 2C) .
To assess the statistical significance of the identified clusters, we randomly rotated the location of the cluster boundaries in the two-dimensional space. If the rotated cluster boundary did not overlap with the two identified clusters, then we counted the number genes inside the rotated cluster boundary. The mean and standard deviation of the number of genes inside the boundary was calculated from 100 samples. For the cluster 1 boundary, the mean was 337 genes with standard deviation of 98 genes; the number of genes that we identified in cluster 1 (1,747) was more than 5 times higher than the mean of the randomly rotated samples. Using the boundary of cluster 2, we found a mean of 76 genes with a standard deviation of 21; the number of genes identified in cluster 2 (462) was 6 times higher.
Biological functions of genes in clusters 1 and 2. We manually analyzed the tab-delimited SourceSearch files, which contained the annotated genes comprising each cluster, looking for genes that participate in biological processes relevant to the host cell response to HCMV infection. These processes included signal transduction, immune system regulation, apoptosis, cell cycle regulation, oncogenesis, cell adhesion, and transcription. These categories were obtained from the Gene Ontology Consortium biological process ontology (12) (see http://www.geneontology.org). . The 1,747 genes that were correlated with mode 1, which we termed cluster 1, were selected by drawing a box around the region of increased density (green area in A). The transcriptional response of the genes in this cluster shows a steady increase in expression starting at 6 hpi until 24 hpi. From 24 to 48 hpi, the expression level decreases but remains above 0.
The annotations of the 1,747 genes in the first cluster showed 82 genes involved in immune system regulation (Supplemental Table S1 ), 73 genes involved in apoptosis (Supplemental Table S2 ), 27 genes involved in cell adhesion (Supplemental Table S3 ), 277 genes involved in transcription regulation (Supplemental Table S4 ), 155 genes involved in oncogenesis and cell cycle regulation (Supplemental Table  S5 ), and 128 genes involved in signal transduction (Supplemental Table S6 ). (Supplemental Tables S1-S6 are available at the Physiological Genomics web site.) 1 Of the 462 genes in cluster 2, a search of the annotated gene list by biological process revealed 40 genes involved in immune system regulation (Supplemental Table S1 ), 17 genes involved in apoptosis (Supplemental Table S2 ), 20 genes involved in cell adhesion (Supplemental Table S3 ), 45 genes involved in transcription regulation (Supplemental Table S4 ), 20 genes involved in oncogenesis and cell cycle regulation (Supplemental Table S5 ), and 61 genes involved in signal transduction (Supplemental Table S6 ).
Some differences between the two clusters can be seen by comparing the proportion of genes in each category to the total number of biologically relevant genes in each cluster. Comparing these numbers between cluster 1 and cluster 2 (Table 1) revealed a noticeably greater percentage of genes in cluster 1 in the categories of transcription (37.3%) and oncogenesis/cell cycle regulation (20.9%) than in cluster 2 (22.2% and 9.9%). Cluster 2 contained a higher percentage of genes involved in signal transduction (30.0%), immune system regulation (19.7%), and cell adhesion (9.9%) compared with cluster 1 (17.3%, 11.1%, and 3.6%).
DISCUSSION
Biological relevance of genes. To investigate the biological significance of the clusters identified by dChip and SVD, and to discover differences in the biological functions of genes comprising these clusters, we annotated the genes in each cluster. We found genes that grouped similarly to those previously investigated (7) into classes representing immune system regulation, cell cycle regulation and oncogenesis, and apoptosis. However, within these broad categories, many of the genes in our newly identified clusters, and in many cases the networks to which they belonged, differed from those in the previous study. In addition, we identified genes in each cluster that fit into the category of cell adhesion, which was not reported previously.
Results (Supplemental Tables S1-S6) indicated that HCMV infection altered the expression of many components of the immune response. Active HCMV infection results in the expansion and activation of immune effector cells in the blood. These cells include cytotoxic cells, including CD8ϩ T lymphocytes and natural killer (NK) cells, monocytes/macrophages, antigen-presenting cells, and polymorphonuclear cells (neutrophils, basophils, eosinophils). In addition to their ability to kill infected cells, cytotoxic cells produce cytokines that stimulate cell differentiation, proliferation, and migration of other cytotoxic cells (25) and B cells, which produce antibodies to the virus.
HCMV employs a number of strategies to evade the host immune system and establish a life-long latent residence in the host. To accomplish this, the virus interferes with host defenses by escaping recognition by effector cells (6, 29, 49, 96) , which include CD4ϩ and CD8ϩ T cells and NK cells. Specific evasion tactics include disrupting antigen processing and presentation by host cells, affecting cytokine balance, effector cell Total number of genes in all categories for cluster 1 was 742. Total number of genes in all categories for cluster 2 was 203. A) . We also drew 3 control boxes of the same size in different regions of the plot (not shown) and found that the number of genes in the cluster was significantly higher than in the control regions. The expression profile of the genes in cluster 2 shows a decrease until about 12-16 h postinfection, followed by an increase beginning at about 18 h postinfection. By 48 h postinfection, the expression levels of genes in this cluster are higher than at earlier time points. http://physiolgenomics.physiology.org/ maturation, and cellular immune responses (6) , and blocking apoptosis of infected host cells (101) . HCMV infection also alters cell cycle regulation (27, 53, 54) , cell adhesion molecule (76) and transcription factor expression and activities (36) , and influences genes that can be involved in oncogenesis (7) . Each of the two clusters of host genes that responded to HCMV infection in the present study included genes encoding proteins that participate in each of these processes, which we discuss below.
Antigen processing and presentation. We expected the host response to HCMV infection to include an increase in the expression of genes encoding proteins involved in antigen processing and presentation. In fact, the genes that we identified in the first cluster did show increased expression over the first 24 h after infection; this cluster contained many genes whose products are integral to antigen processing and presentation, including 18 proteasome subunits, 4 MHC molecules, TAP1, itch homolog, CD83, and RFX5. Of these genes, several are specific to MHC class I antigen processing and presentation, while others are involved in MHC class II functions.
MHC class I proteins on the surface of infected host cells present virus-derived antigens to T cells, which create an antiviral response and enlist other participants in the immune response. The proteasome is a protease responsible for degrading proteins to produce antigenic peptides, which are presented by MHC class I molecules on the cell surface (86, 98) . Itch homolog is an E3 ubiquitin protein ligase, which is responsible for promoting ubiquitin ligation of proteins, which marks the proteins for recognition and consequent degradation by the 26S proteasome (68) . TAP1 is a component of the transporter associated with antigen processing, which brings the peptide antigens processed by the proteasome from the cytoplasm into the endoplasmic reticulum, where they are complexed with MHC class I molecules. Cluster 1 also included the gene encoding MHC class I molecule HLA-C, which is expressed on all nucleated cells and functions in presentation of peptide antigens that have been processed by the proteasome to effector cells as part of the cellular immune response (39) .
Cluster 1 also contained genes encoding proteins involved in MHC class II antigen processing and presentation; this group included the genes for legumain, an asparagine endopeptidase involved in MHC class II antigen processing (95); CD83, expressed on the surface of mature dendritic cells and stimulated T lymphocytes; and MHC class II molecules HLA-DPB1, HLA-DPA1, and HLA-DRA, expressed on immune system cells where they function to present peptide antigens to helper T cells, eliciting their activation and proliferation as part of the cellular immune response. In addition, RFX5 is essential for activation of MHC-II promoters (87) . An increase in the expression of these genes, whose protein products are instrumental in processing and presentation of viral antigens by infected cells, is not surprising.
HCMV itself produces gene products that disrupt antigen processing and presentation by class I and class II molecules of the MHC. These effects of HCMV include inhibition of MHC class I molecule expression by infected cells, production of a MHC class I homolog, and impaired MHC class II antigen presentation by macrophages. In cluster 2, we identified genes involved in antigen processing and presentation whose transcriptional responses were characterized by decreased expression over the first 24 h. These genes encoded endothelial protein C receptor and LIR-2. Endothelial protein C is homologous to MHC class I/CD1 family (46) and plays a role in the host anti-inflammatory response to infection (21) . LIR-2 is an MHC class I binding protein that inhibits monocyte activation signals (18) . Interfering with the functions of endothelial protein C receptor via a decrease in expression may help reduce the host anti-inflammatory response to infection and also help HCMV avoid early immune system recognition by T cells. Decreased expression of LIR-2 may release host immune cells from inhibition so they contribute to the immune response.
Although the genes in cluster 1 showed increased expression over the first 24 h as part of the host response to HCMV infection, our finding that the expression of the protein C receptor gene decreased over the same time period indicates that HCMV infection also impairs the host response, in this case by impairing one aspect of antigen presentation.
Cytokine balance. We expected expression of host genes for components of the cytokine system to increase as part of the response to HCMV infection. These include genes encoding cytokines and cytokine receptors, genes whose products are part of cytokine-induced signal transduction cascades, and transcription factors that either regulate the expression of cytokine and cytokine receptor genes or perpetuate the downstream changes in gene expression as a result of cytokine signaling. Both of our clusters contained genes whose products are involved in host cytokine balance.
In cluster 1, we found genes for several interferon response genes, transcription factors, and transcriptional regulators that influence cytokine gene expression in T cells, components of TNF signaling pathways, IL-15, and the class I cytokine receptor. Genes in cluster 1 whose products are part of interferon response included RI58 and G1P2, which are induced by IFN-␣; MX1, induced by IFN-␤; PRKRA, a protein kinase involved in mediating the antiviral actions of IFN; and IRF4, which binds to the interferon-stimulated response element (isre) of the MHC class I promoter.
Transcription factor genes whose products influence T cell expression of cytokines included ILF2, ILF3, NFATC3, and NFATC1. We also found several genes encoding regulators of NF-B function; NF-B stimulates the transcription of genes involved in immune and proinflammatory cytokine responses, as well as cell adhesion, apoptosis, differentiation, and growth (23) . These genes encode IKBA, which inhibits NF-B by complexing with and trapping it in the cytoplasm; CHUK/ IKK1, whose product phosphorylates inhibitors of NF-B (like IKBA), thus leading to the dissociation of the inhibitor/NF-B complex and activation of NF-B; and IKBKAP, which can bind NF-B-inducing kinase (NIK) and IB kinases (IKKs) through separate domains and assemble them into an active kinase complex.
Cluster 1 genes involved in TNF signaling included those for TNFSF9 cytokine and TRAF6; TRAF proteins are associated with, and mediate signal transduction from, members of the TNF receptor superfamily. TRAF6 also functions as a signal transducer in the NF-B pathway that activates IKK in response to proinflammatory cytokines. Last, IL-15 regulates T and NK cell activation and proliferation, whereas class I cytokine receptor (WSX-1) has homology to the IL-12 receptors, is expressed mainly in T cells, and is necessary for initiation of T helper responses (99) .
HCMV modulates the host immune response by altering the functions of cytokines and their receptors (38, 49, 83) . The ability of HCMV to slow cytokine production and interfere with cytokine functions is crucial to the survival of virusinfected cells. Our results for cluster 2 do indeed show a decrease in the expression levels of genes for cytokines, cytokine receptors, transcription factors, and an important member of the Jak/STAT signaling pathway that mediates cellular responses to cytokine stimulation. The genes in this group encode the chemokine MIP-1␤, IL-12b, IL-8 receptor-␣, IL-1 receptor-like 1, Burkitt lymphoma receptor 1 (BLR), lymphotoxin-␣ (TNF-␤), TNF receptor member 6, and STAT5B.
MIP-1␤, IL-12b, IL-8 receptor-␣, IL-1 receptor-like 1, BLR, TNF-␤, and TNF receptor 6 are important stimulators of cellular immune responses (13, 15, 22, 33, 37, 40, 45, 50, 51, 57, 69, 92) . STAT5B is a component of the Jak/STAT pathway, which is activated by cytokines, including IFN-␣, -␤, and -␥. Cytokine binding to cell surface receptors that are coupled to this pathway results in rapid (within minutes) activation of signal transducers and activators of transcription (STATs), which are already present in the cytosol; upon activation, STATs are phosphorylated by Janus family tyrosine kinases (Jaks). Phosphorylated STATs dimerize and translocate to the nucleus, where they modulate the expression of target genes (41) . Decreased expression of STAT5B, coupled with the HCMV-induced decrease in cytokine and cytokine receptor gene expression that we observed, may result in a reduction in the expression of target genes that are crucial to the immune response.
Effector cell maturation and cellular immune response. Many cluster 1 genes encode components of signaling pathways important for T cell activation. Two signaling events are required for T cell activation (20) . First, antigen binding to the T cell receptor results in the activation of intracellular protein tyrosine kinases, which activate three signaling pathways: the p21ras/MAP kinase, calcium/calcineurin, and protein kinase C pathways. Second, a costimulatory signal is transduced by one of CD28, CD2, LFA-1, CD5, or interleukin receptors. This signal is necessary for T cells to proliferate and produce cytokines IL-2, TNF-␣, IFN-␥, GM-CSF, and IL-3. Of these, IL-2 is critical for T cell-dependent immune response. IL-2 transcription is mediated by the AP-1 transcription factor, which is a c-Fos and c-Jun heterodimer. We found components of each of these signaling pathways in cluster 1, indicating that T cell IL-2 production is a prominent part of the host response to HCMV infection.
Genes in cluster 1 whose products are part of the p21ras/ MAP kinase pathway included Raf-1, MAP2K1, ELK1, MAP2K4, MAPK14/p38, and several members of the NFAT transcription factor family. Another member of cluster 1, CD58/LFA3, binds to the T cell CD2 molecule, which transduces the second signal required for IL-2 production. So, in cluster 1, we found genes encoding components of the first (MAP kinase signaling pathway) and second (CD2 stimulation) signals that lead to AP-1-mediated IL-2 transcription in T cells. The IL-2 promoter is also regulated by members of the NFAT transcription factor family; we found genes for several of these, as well as proteins that regulate NFAT, in cluster 1. These genes included NFATC1, NFATC3, ILF2, and ILF3 heterodimers that comprise NFAT, XPO1, which regulates NFAT and AP-1, and ILF1, which binds to NFAT-like motifs in the IL-2 promoter.
The calcium/calcineurin and protein kinase C pathways are also involved in transducing the first T cell stimulation signal, and we found genes encoding components of these pathways in cluster 1. These included PPP3CB, FK506 binding protein 5, and DCSR1 (calcium/calcineurin pathway); protein kinase C-␦, inositol hexaphosphate kinase 1 (IHPK1), the regulatory subunit for phosphoinositide 3-kinase (PIK3R3), diacylglycerol kinase-(DGKZ), phosphoinositide 3-kinase class 3 (PIK3C3), a PI3-kinase related kinase (SMG1), and phosphatidylinositol 4-kinase type II (protein kinase C pathway).
Increased expression of genes involved in effector cell functions, as our results for cluster 1 show, indicates a generalized host immune response to HCMV infection. In contrast, decreased expression of effector cell-related genes in cluster 2 in response to HCMV infection, as our results also indicate, would severely compromise the host immune response. These findings reflect a complex interplay between the host cellular immune response and viral immune subversion.
Apoptosis. Apoptosis, or programmed cell death, is a mechanism that eliminates cells that have outlived their useful life span or that have sustained irreparable injuries. Apoptosis of virus-infected cells is a critical process in the immune system, because it serves to limit the spread of intracellular pathogens (reviewed in Ref. 83) . Increased expression of genes involved in apoptosis, as we found in cluster 1, indicates that the host response to HCMV infection includes an increase in the killing of virus-infected cells. The genes in this category included those encoding transcription factors, components of tumor necrosis factor (TNF) signaling pathways, proteins involved in other signal transduction pathways, and other proteins with roles in various aspects of apoptosis.
Many genes in cluster 1 encode proteins involved in TNF/ Fas signaling pathways and caspase activation. The TNF/Fas system regulates immune defense and response to infection (92) through cellular phosphorylation regulation by kinases and phosphatases. T cells, B cells, and NK cells all undergo apoptosis in response to Fas receptor ligation (62, 94) . All three known MAPK cascades (SAPK1/JNK, SAPK2/p38, and ERK/ MAPK) are activated by both TNF and Fas systems. Genes in cluster 1 that are part of these systems include TNFSF9, BIRC2, TRIAD3, cytochrome c, caspase 7, caspase 3, RAD21 homolog, apoptotic activating factor 1 (APAF1), BH3 interacting domain death agonist (BID), PAK2, and modulator of apoptosis 1. Genes encoding other apoptosis-related proteins included PPAR binding protein and the magnesium-dependent phosphatases PPM1A and PPM1D, whose protein products regulate p53 activity.
Cluster 1 also contained genes encoding other signaling molecules that act in apoptosis-mediating pathways; these genes included MX1, Raf-1, growth factor receptor-bound protein 2, BAG1, BCL2-antagonist/killer 1, MAPK14 (p38), MAP3K7, dual specificity phosphatase 6, nonreceptor protein tyrosine kinase PTK2, Axin 1, estrogen receptor binding site associated antigen 9, CED-6, and IL-15. Other proteins that induce apoptosis, whose genes were present in cluster 1, include TIAL1, programmed cell death 2 and 10, BCL2/ adenovirus E1B interacting protein 3, adenylate cyclase 2, DED, FEM-1 homolog b, and magnesium-dependent phosphatase PPM1B. Genes encoding proteins that suppress apoptosis included apoptosis inhibitor 5 and macrophage erythroblast attacher.
Not surprisingly, many viruses, including HCMV, try to subvert the apoptotic process to create a favorable environment for viral replication (83) . While our results for cluster 1 show increased expression of many genes involved in apoptosis, results for cluster 2 fit with a subversive action of HCMV, in that many of the genes that we identified as part of this cluster, and whose expression decreased after HCMV infection, play a role in apoptosis. These genes included TNF and Fas family members TNF-␤, TNF receptor member 11/RANK, TNF ligand member 8/CD30L; MLK2, a component of TNF-activated SAPK1/JNK signaling cascade; Jak2, a tyrosine kinase that binds to the TNF receptor CD120a and activates STAT5; granzyme B, caspases 2, 8, and 9; and genes encoding NF-B regulators.
Cell adhesion. Cell adhesion molecules are key to several functions of the immune response, including T cell-antigenpresenting cell interactions, T cell-B cell interactions, cytotoxic T cell-NK cell interactions with infected target cells (60) , lymphocyte recirculation, leukocyte migration, and interactions between lymphocytes and endothelial cells. All of these are essential components in the generation of effective inflammatory responses and the development of rapid immune responses (80) . In contrast, HCMV induces changes in adhesion molecules that may influence inflammation, induce morphological alterations of infected cells, and reduce their ability to adhere to extracellular matrix molecules (93) .
Cluster 1 contained genes that fit into the categories of focal adhesion components, integrin-related proteins, and other proteins involved in various aspects of cell adhesion. Focal adhesion components included the protein tyrosine kinase substrate villin 2/ezrin, protein tyrosine kinase 2, nonreceptor protein tyrosine phosphatase 12, vasodilator-stimulated phosphoprotein, and PPFIA1. The integrin-related proteins in cluster 1 included integrin-␣6, EED, and ␣-integrin binding protein 63. CD58/LFA3 is a cell surface molecule, expressed by many cell types, involved in T cell activation (88) . Increased expression of proteins involved in cell adhesion, as we found in cluster 1, might aid lymphocyte migration to sites of infection during the inflammatory response.
Cluster 2 also contained genes encoding cell adhesion molecules and proteins that interact with cell adhesion molecules. This group included the integrin ␤1-and ␤4-subunits, ␤3-endonexin, and ICAM2. Cluster 2 also included genes for ELAM/selectin E and CECAM 1. Our results show that the expression levels of all of these genes decreased over the first 24 h postinfection. This observation fits with many previous studies showing that HCMV infection affects host cell processes that involve cell adhesion molecules; these cell-based functions include lymphocyte adhesion, migration, proliferation, differentiation, and activation and cell cycle progression. By negatively impacting these cellular functions in the immune system, decreased expression of adhesion molecules in response to HCMV infection would severely compromise the host response to the infection. Several studies support this idea; for example, HCMV infection of human endothelial cells (76) and human fibroblasts (93) altered the expression of the integrin ␤1-subunit. Another report showed that integrin activation of cyclin-dependent kinases 2 and 6 was necessary for cells to progress through G 1 of the cell cycle and also for the expression of cyclin D1 (24) . This suggests that a decrease in integrin expression may negatively impact the cell cycle.
Other cellular behaviors that involve adhesion molecules include cell invasion, metastasis, and tumor growth. Downregulation of integrin-␣3␤1 has been linked to malignancy in carcinoma cells, resulting in increased invasion, metastasis, and tumor cell growth (85) . The ␤4 integrin subunit is part of integrin-␣6␤4, which shows decreased expression in breast and prostate adenocarcinomas (34, 35, 63) ; this evidence suggests that tumor growth may be facilitated by the downregulation of integrin-␣6␤4. Since our results show decreased expression of both the ␤1 and ␤4 integrin subunits over the first 24 h after infection, they indicate that HCMV infection may contribute to the cellular changes involved in cancer.
Oncogenesis and cell cycle regulation. Both clusters 1 and 2 contained many genes encoding proteins implicated in oncogenesis and cell cycle regulation. Cluster 1 genes included many oncogenes, genes encoding tumor-associated proteins, kinases, cell cycle regulators, transcription factors, and transcriptional regulators, components of the Wnt signaling pathway, and other proteins involved in oncogenesis and/or cell cycle regulation.
Oncogenes in cluster 1 included RAB5A, REL, RELA, RAB1A, KRAS2, MEL, RAB14, RAB21, YES1, LYN, PIM2, RAB27A, BRAF, ERBB3, SKI, RAP1A, Raf-1, and CRKL. Most of these oncogenes encode kinases or related components of signaling pathways. Tumor-associated proteins encoded by genes in cluster 1 included ARMET, MAPRE1, Ewing sarcoma breakpoint region 1, PTTG1, HYOU1, and PPM1D. In addition to the oncogenes in cluster 1, other kinases and phosphatase genes of interest in cluster 1 were PTPN12, PTPN21, PTPN3, PTP4A1, and BCR. Protein-tyrosine phosphatase (PTPs) are signaling molecules that regulate a variety of cellular processes including cell growth, differentiation, mitotic cycle, and oncogenic transformation.
Many genes in cluster 1 encode cell cycle regulators. Cyclins and related proteins included cyclin-dependent kinase 2, CDC25A, CKS2, cyclin C, cyclin D2, cyclin D3, cyclin E1, cyclin E2, CDKN1B, CKS1B, CCRK, cyclin G associated kinase, and PPM1B. Other cell cycle regulators in cluster 1 were serine threonine kinase 6, nucleoporin 214 kDa, mortality factor 4 like 2, BTG3, RAD21 homolog, PPM1G, cell nuclear antigen, TERF1, retinoblastoma binding protein 8, MAPK6, DLEU1, CDC7L1, RAN binding protein 1, SMC1L1, MCM3, AKAP11, NOL1, PTPN3, and TERF2. Transcription factors and transcriptional regulators involved in oncogenesis and cell cycle regulation included TFE3, CBFP, promyelocytic leukemia, SKI interacting protein, Ret finger protein, zinc finger protein 151, MLLT2, ELK1 and ELK4, ATF5, E2F3, E2F4, E2F5, E2F6, RB1, CTCF transcriptional repressor, NOLC1, and BTRC. Components of the Wnt signaling pathway were casein kinase 2␣1, axin 1, and frizzled homolog 9 receptor. The Wnt signaling pathway functions in cell fate determination, cell polarity, cell adhesion, apoptosis, and tumorigenesis.
In terms of cell cycle regulation and oncogenesis, cluster 2 contained genes for several members of the Wnt signaling pathway, oncoproteins, kinases, cyclins, cyclin-dependent kinases, other cell cycle regulators, transcription factors, and other proteins involved in either oncogenesis or the cell cycle. Members of the Wnt pathway in cluster 2 included ICAT, wingless-type MMTV integration site family member 4 (Wnt-4), and secreted frizzled-related protein FRZB. ␤-Catenin interacts with the TCF/LEF family of transcription factors and activates transcription of Wnt target genes, which play an important role in development and tumorigenesis. ICAT inhibits the interaction of ␤-catenin with TCF and antagonizes Wnt signaling (81) . By reducing ICAT expression, HCMV infection may diminish the negative regulation of ␤-catenin, allowing it to form a transcriptional activation complex with LEF; this complex may promote tumor formation (4). Furthermore, as mentioned above, the decrease in expression of the transcriptional regulator ICAT that we found may result in inappropriate activation of the Wnt pathway, which plays an important role in human cancers (66, 78) . Transcriptional targets of the Wnt pathway include the cellular oncogene c-myc and cyclin D1.
The genes for cyclins and cyclin-dependent kinases in cluster 2 included cyclin A2 and cyclin G-associated kinase. Related is S-phase kinase-associated protein 2 (p45), which associates with cyclin A and CDK2 in transformed cells (100) . A decrease in the expression of these cell cycle regulators would most likely alter cell cycle progression. In fact, HCMV infection results in stimulation of cellular DNA synthesis (2), implying overriding of normal cell cycle control. HCMVmediated perturbations result in inhibition of cell cycle progression at multiple points (53) , including the G 1 to S transition (27, 53, 54) and G 2 /M (31).
Summary: A new method of analysis lead to different insights. The previous study by Browne et al. (7) using Affymetrix software to analyze GeneChip data found that the levels of 1,425 cellular mRNAs changed by threefold or greater in at least two consecutive time points during HCMV infection. The classes of genes affected included genes involved in immune system regulation, particularly interferonresponsive genes, genes involved in cell cycle regulation and oncogenesis, and genes whose protein products promote or inhibit apoptosis.
Our dChip and SVD analysis of the same expression data resulted in two separate clusters of coexpressed genes responding differently to HCMV infection. The original analysis (7) used GeneChip to preprocess and normalize the data and obtain expression values for the probe sets. In the analysis presented here, we used dChip to preprocess and normalize the data and obtain expression values for the probe sets. We found that dChip's multiplicative model for calculation of expression values led to lower residuals and less dependence of the residuals on the magnitude of the expression values. We then used SVD to analyze the data obtained with dChip. The SVD analysis produced two significant modes, which captured over 75% of the variance in the data. The correlation plot in Fig. 3A shows two statistically significant higher density regions (clusters) of coexpressed genes that were highly correlated with mode 1 and mode 2, respectively. Twenty-six percent of the genes selected by Browne et al. (7) fold change filtering were present in the first cluster, but only 1% were present in cluster 2. That cluster 2 was most likely due to a real biological response is supported by the fact that over 22% of the variance in the data was captured by mode 2. In addition, the density of genes in cluster 2 was significantly higher than in other regions of the space spanned by mode 1 and mode 2. The transcriptional response pattern of cluster 2 was very different from that of cluster 1. Cluster 2 genes showed a transient expression, first decreasing and then increasing again. This suggests that cluster 2 genes might be affected by the immune evasion strategies of the virus. This suggestion is supported by an observation by Browne et al. (7) that found many fewer downregulated genes in cells infected with an inactivated virus.
Our results indicate that the choice of analysis methodology for gene expression data is important. Although one method may work well for detecting one type of pattern in the data, it may miss another pattern altogether.
Discussion of why cluster 2 genes were missed by foldchange filter. As the previous study included only those genes that had a fold change of at least Ϯ3 at two consecutive time points, but did not have a difference call of "NC" (no change), we investigated each of these criteria as the reason why our second cluster was missed by the previous study.
Our initial hypothesis was that cluster 2 genes exhibited a more transient expression profile and were therefore less likely to exhibit consecutive threefold or greater changes in expression. A more detailed study of the original GeneChip data (available at http://www.molbio.princeton.edu/labs/ shenk/browneetal2001/HCMVTimeCourse.txt) revealed that this is not the case. Rather, the cause is the NC difference calls made by the GeneChip software; these expression values were not included in the original study by Browne et al. (7). When we ignored the difference calls and considered the GeneChip fold change values for all genes, we found that 184 of the 462 genes in cluster 2 (ϳ40%) exhibited consecutive changes of at least threefold. This is an even higher percentage than we found in cluster 1: 467 genes of the total 1,747 (ϳ27%). Clearly it is the NC calls that eliminated many large fold change values from the original study that we found in cluster 2.
As a portion of the original data set has been validated both by Northern blot analysis and by comparison with other published results (7, 100), we are confident in the reliability of the data. Therefore, the fundamental difference between the two methodologies is that in the original study (7) a difference call was made for each gene one time point at a time, and values that were called NC by GeneChip were not used further. In contrast, the SVD analysis considered the complete dChipnormalized two-dimensional data matrix (gene expression value vs. time for all arrays), focusing on extracting significant patterns from the data. With this approach we identified an additional statistically and biologically significant cluster of coexpressed genes.
Our results underscore the need for independent validation of the results of gene expression experiments and indicate that there are significant advantages to using more than one method to analyze gene expression data to understand complex biological phenomena, such as the immune system response to herpesvirus infection.
