Automatic photo aesthetic assessment is a challenging arti cial intelligence task. Existing computational approaches have focused on modeling a single aesthetic score or class (good or bad photo), however these do not provide any details on why the photograph is good or bad; or which attributes contribute to the quality of the photograph. To obtain both accuracy and human-interpretability, we advocate learning the aesthetic attributes along with the prediction of the overall score. For this purpose, We propose a novel multitask deep convolution neural network (DCNN), which jointly learns eight aesthetic attributes along with the overall aesthetic score. We report near-human performance in the prediction of the overall aesthetic score. To understand the internal representation of these attributes in the learned model, we also develop the visualization technique using back propagation of gradients. These visualizations highlight the important image regions for the corresponding attributes, thus providing insights about model's understanding of these attributes. We showcase the diversity and complexity associated with di erent attributes through a qualitative analysis of the activation maps.
INTRODUCTION
Aesthetics is the study of science behind the concept and perception of beauty. Although aesthetics of photograph is subjective, some aspect of its depends on the standard photography practices and general visual design rules. With the ever increasing volume of digital photographs, automatic aesthetic assessment is becoming increasingly useful for various applications, such as a personal photo assistant, photo manager, photo enhancement, image retrieval etc. Conventionally, automatic aesthetic assessment tasks have been modeled as either a regression problem (single aesthetic score) [7, 8, 27] or as a classi cation problem (aesthetically good or bad photograph) [2, 13, 14] . * Corresponding author Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). MAICS'17, Purdue University Fort Wayne © 2017 Copyright held by the owner/author(s). . DOI:
Intensive data driven approaches have made substantial progress in this task, although it is a very subjective and context dependent task. Earlier approaches used custom designed features based on photography rules (e.g., focus, color harmony, contrast, lighting, rule of thirds) and semantic information (e.g., human pro le, scene category) from low level image descriptors (e.g. color histograms, wavelet analysis) [1, 2, 4, 9, 12, 15, 16, 21, 24] and generic image descriptors [19] . With the evolution of deep learning based techniques, recent approaches have introduced deep convolution neural networks (DCNN) in aesthetic assessment tasks [8, 10, 13, 14, 26] .
Although these approaches give near-human performance in classifying whether a photograph is "good" or "bad", they do not give detailed insights or explanation for such claims. For example, if a photograph received a bad rating, one would not get any insights about the attributes (e.g., poor lighting, dull colors etc.) that led to that rating. We propose an approach in which we identify (eight) such attributes (such as Color Harmony, Depth of Field etc.) and report those along with the overall score. For this purpose, we propose a multi-task deep convolution network (DCNN ) which simultaneously learns the eight aesthetic attributes along with the overall aesthetic score. We train and test our model on the recently released aesthetics and attribute database (AADB) [10] . Following are the eight attributes as mentioned in [10] (Figure 1 We also develop attribute activation maps ( Figure 3 ) for visualization of these attributes. These maps highlight the salient regions for the corresponding attribute, thus providing us insights about the representation of these attributes in our trained model. In summary, followings are the main contributions of our paper: Figure 1 : Sample images taken from AADB for each attribute. top row: Highest rated images, bottom row: Lowest Rated Images. All images were padded to maintain aspect ratio for illustration purposes.
(1) We propose a novel deep learning based approach which simultaneously learns eight aesthetic attributes along with the overall score. These attributes enable us to provide more detailed feedback on automatic aesthetic assessment. (2) We also develop localized representation of these attributes from our learned model. We call these attribute activation maps ( Figure 3 ). These maps provide us more insights about model's interpretability of the attributes. [18] , proposed to learn aesthetic attributes from textual comments on the photographs using generic image features. Despite increased performance, many of these textual attributes (good, looks great, nice try) do not map to well-de ned visual characteristics. Lu et al. [13] proposed to learn several meaningful style attributes, and used these to ne-tune the training of aesthetics classi cation network. Kong et al. [10] proposed attribute and content adaptive DCNN for aesthetic score prediction.
RELATED WORK
However, none of the previous works report the aesthetic attributes themselves. These attributes are used as features to predict the overall aesthetic score/class. In this paper, we learn aesthetic attributes along with the overall score, not just as intermediate features but as auxiliary information. Aesthetic assessment is relatively easier in images with evident high and low aesthetics than in ordinary images with marginal aesthetics (Figure 2 ). For these images, attributes information would greatly supplement the quality of feedback from an automatic aesthetic assessment system. Recently, deep learning techniques have shown signi cant performance gains in various computer vision tasks such as object classi cation, localization [11, 23, 25] . In deep learning, non-linear features are learned in a hierarchical fashion in increasing complexity (e.g. colors, edges, objects). The aesthetic attributes can be learned as combinations of these features. Deep learning techniques have shown signi cant performance gains in comparison with traditional machine learning approaches for aesthetic assessment tasks [8, 10, 13, 14, 26] . Unlike traditional machine learning techniques, features are also learned during training in deep learning techniques. However these internal representations of DCNNs are still opaque. Various visualization techniques [5, 17, 22, [28] [29] [30] have been proposed to visualize the internal representations of DCNNs in an attempt to have a better understanding of their working. However, these visualization techniques have not been applied in aesthetic assessment tasks. In this article, we apply the gradient based visualization technique proposed by Zhou et al. [30] to obtain attribute activation maps. These maps provide localized representation of these attributes. Additionally we also apply similar visualization technique [22] to the model provided by Kong et al. [10] to obtain similar maps for qualitative comparison of our results with the earlier approach.
METHOD 3.1 Architecture
We use the deep residual network (ResNet50) [6] to train all the attributes along with the overall aesthetic score. ResNet50 has 50 layers which can be divided into 16 successive residual blocks. Each residual block contains 3 convolution layers followed by the batch normalization layer ( Figure 3 ). Each residual block is followed by a recti ed linear activation layer (ReLU) [20] . We take these recti ed convolution maps from the ReLU output of all these 16 residual blocks, and pool features from each of these 16 blocks with a global average pooling (GAP) layer. GAP layer gives the spatial average of these recti ed convolution maps. Then we concatenate all these pooled features and use this as a feature for a fully connected layer which produces the desired outputs (aesthetic attributes and the overall score) as shown in Figure 3 . We model the attribute and score prediction as a regression problem with mean squared error as loss function. Due to this simple connectivity structure, we are able to identify the importance of image regions by projecting the weights of the output layer on to the recti ed convolution maps, a technique we call attribute activation mapping. This technique was rst introduced by Zhou et al. [30] to get class activation maps for di erent semantic classes in image classi cation task.
Attribute Activation Mapping
For a given image, let f k (x, ) represent the activation of unit k in the recti ed convolution map at spatial location (x, y). Then, for unit k, the result of performing global average pooling is F k = x,y f k (x, ). Thus, for a given attribute a, the input to the regression layer, R a , is x w a k F k where w a k is the weight corresponding to attribute a for unit k. Essentially, w a k indicates the importance of F k for attribute a as shown in Figure 3 .
We also synthesized similar attribute maps from the model proposed by Kong et al. [10] . We did not have the nal attribute and content adapted model from [10] due to patent rights but Kong et al. shared the attribute adapted model with us. That model is based on alexnet architecture [11] consisting of fully connected layers along with convolution layers. In this architecture, outputs of convolution layers are separated from desired outputs by three stacked fully connected layers. The outputs from last FC layer are regression scores of attributes. In this architecture we compute weight of layer k for attribute a as summation of gradients ( a k ) of outputs with respect to k t h convolution layer w a k = x,y a k (x, ). This technique was rst introduced by Selvaraju et al. [22] to get class activation maps for di erent semantic classes and visual explanation (answers for questions).
Implementation Details
Out of 10000 samples present in the AADB dataset, we have trained our model on 8500 training samples. 500 and 1000 images have been set aside for validation and testing purposes, respectively. As the number of training samples (8500) is not adequate for training of such a deep network (23, 715, 852 parameters) from scratch, we used a pre-trained ResNet50. It was trained on 1000-class Imagenet classi cation dataset [3] with approximately 1.2 million images. We xed the input image size to 299 × 299. We used horizontal ip of the input images as a data augmentation technique. The last residual block gives convolution maps of size 10 × 10, so we reduce the sizes of the convolution maps from the previous Res-Blocks to the same size with appropriate sized average pooling. As ResNet50 has batch normalization layers, it is very sensitive to batch size. We xed the batch size to 16 and trained it for 16 epochs. We report our model's performance on test set (1000 images) provided in AADB. We have made our implementation publicly available 1 .
Dataset
As mentioned earlier, we have used the aesthetics and attribute database (AADB) provided by Kong et al. [10] . AADB provides overall ratings for the photographs along with the ratings on the eleven aesthetic attributes as mentioned in [10] (Figure 1 ). Users were asked to provide information about the e ectiveness of these attributes on the overall aesthetic score. example, if object emphasis is positively contributing towards the overall aesthetics of a photograph, user will give a score of +1 for the attribute, if object is not emphasized adequately and this is contributing negatively towards the overall aesthetic score of the photograph, user will give a score of -1 for the attribute (See Fig 5) . The users also rated the overall aesthetic score on a scale of 1 to 5, with 5 being the most aesthetically pleasing score. Each image was rated by at least 5 persons. The mean score was taken as the ground truth score for all attributes and the overall score. Figure 5 : Interface of data collection adopted by Kong et al. [10] .
If an attribute has enhanced the image quality, it was rated positively and if the attribute has degraded the image aesthetics it was rated negatively. The default zero (null) means the attribute does not a ect the image aesthetics. For example, positive vivid color means the vividness of the color presented in an image has a positive e ect on the image aesthetics; while the negative vivid color means the image has dull color composition. All the attributes except for Repetition and Symmetry are normalized to the range of [-1, 1] Repetition and Symmetry are normalized to the range of [0, 1], as negative values are not justi able for these two attributes. The overall score is normalized to the range of [0, 1].Out of these eleven attributes, we omit Symmetry, Repetition and Motion blur attributes from our experiment as most of the images rated null for these attributes (Figure 4) . We model the other eight attributes along with the overall aesthetic score as a regression problem.
RESULTS & DISCUSSION
To evaluate the aesthetic attribute scores predicted by our model, we report the Spearman's ranking correlation coe cient (ρ) between the estimated aesthetic attribute score and the corresponding ground truth score for the testing data. The ranking correlation coe cient (ρ) evaluates the monotonic relationship between estimated scores and ground truth scores, hence there is no need of explicit calibration between them. The correlation coe cient lies in the range of [-1, 1], with greater values corresponding to higher correlation and vice-versa. For baseline comparison, we also train a model by ne tuning a pre-trained ResNet50 and label it as ResNet50-FT. Finetuning here refers to modifying the last layer of the pre-trained ResNet50 [6] and training it for our aesthetic attribute prediction task. Table 1 lists the performance on AADB using the two approaches. We also report the performance of the model shared by Kong et al. [10] .
It should be noted that the spearman's coe cient between the estimated overall aesthetic score and the corresponding ground truth reported by Kong et al. [10] was 0.678. They did not report any metrics for the other aesthetic attributes. They used ranking loss along with mean squared error as loss functions. Their nal approach was also content adaptive. As can be seen from the results reported in Table 1 , our model managed to outperform their approach in overall aesthetic score in-spite of only being trained with mean square error and without any content adaptive framework . Our model signi cantly underperformed for Rule of Thirds and Balancing elements attributes. These attributes are location sensitive attributes. Rule of thirds deals with positioning of the salient elements, Balancing Elements deals with relative positioning of objects with each other and the frame. In our model, due to use of global average pooling (GAP) layers after activation layers we are losing location speci city. We selected GAP layer to reduce the number of parameters. The number of training samples (8500) allows learning of only small parameter space. We also warp the input images to the xed size input (299x 299), thus destroying the aspect ratio. These could be possible reasons for the under-performance of the model for these compositional and location sensitive attributes. Across all the attributes, our proposed method reports better results than ResNet50 ne-tuned model. Our model performs better than the model provided by Kong et al. [10] for ve-out-of-eight attributes. Aspects of aesthetic judgments are very subjective in nature. To quantify this subjectivity. In AADB the ground-truth score is the mean score of ratings given by di erent individuals. To quantify the agreement between ratings, ρ between each individual's ratings and the ground-truth scores was calculated. The average of ρ is reported in Table 2 . Our model actually outperforms the human consistently (as measured by ρ) averaged across all raters. However, when considering only the "power raters" who have annotated more images, human evaluators consistently outperform model's results.
VISUALIZATION
As mentioned above we generate attribute activation maps for di erent attributes, to get their localized representations. Here we omit the following attributes, namely, emphbalancing element and the rule of thirds, as our model's performance is very low for these attributes as shown in Table 1 . For each attribute, we have analyzed the activation maps and present the insights in this section. For illustration purposes, We have selected ten samples for each attribute. Out of these ten samples, rst ve are the highest rated by our model, and the next ve are the lowest rated. We have selected these samples from test samples (1000) and not from the train samples. We also have included the activation maps from model given by Kong et al. [10] (Kong's model). These activation maps highlight the most important regions for the given attributes. We de ne these activation maps as "gaze" of the model.
Object Emphasis
By qualitative analysis of activation maps of object emphasis, it was observed that model gazes at the main object on the image. Even when the model predicts negative rating, i.e. object is not emphasized, the model searches for regions which contain objects Figure 6 . In comparison, activation maps from Kong's model are not always consistent as can be seen in the second row of activation maps in Figure 6 . It showcases that our model has learned the object emphasis attribute as an attribute which is indeed related to objects.
Content
Interestingness of content is signi cantly subjective and is a context-dependent attribute. However, if a model is trained on this attribute, one would expect the model would have maximum activation at the content of the image while making this judgment. If there exists a well-de ned object in an image, then that object is considered as the content of the image, for e.g., 2 nd and 3 r d columns of Figure 7 . Further, it can be observed in these columns that our proposed approach is better at identifying the content than Kong's model. Without the presence of explicit objects, the content of the image is di cult to localize, for e.g. 1 s t and 5 t h columns of Figure 7 . As shown in Figure 7 , our model's activation maps are maximally active at the content of the image. In comparison activation maps from Kong's models are not consistent.
Depth of Field
On analyzing the representations of shallow depth of eld, it was observed that model looks for blurry regions near the main object of the image while making the judgment as showcased in Figure 8 . Shallow depth of eld technique is used to make the subject of the photograph stand out from its background. The model's interpretation of it is in that direction. The images for which model has predicted the negative score on this attribute, the activation maps are random. Activation maps from Kong's model also showcase a similar behavior, these maps are more active at the corner of the images.
Vivid Color
Vivid Color means the presence of bright and bold colors. The model's interpretation of this attribute seems to be along these lines. As shown in Figure 9 , model gazes at vivid color areas while making the judgment about this attribute. For example, in 2 nd column of the Figure 9 pink color of owers and scarf, and in 3 r d column butter y and ower were the most activated regions. Authors couldn't nd any pattern in activation maps from Kong's model.
Light
Good Lighting is quite a challenging concept to grasp. It does not merely depend on the light in the photograph, but rather how that light complements the whole composition. As shown in Figure 10 , most of the time model seems to look at bright light, or source of the light in the photograph. Although model's behavior is consistent, its understanding of this attribute is incomplete. This was also evident in the low correlation ratings of our proposed model for this attribute, as reported in Table 1 .
Color Harmony
Although model's performance is signi cant for this attribute, we could not nd any consistent pattern in its activation maps. As color harmony is of many types, e.g., analogues, complementary, triadic; it is di cult to get a single representation pattern. For example, in the rst example shown in Figure 11 , the green color of hills is in analogous harmony with blue color of water and sky; in the 3 r d example, brown sand color is in split complementary harmony with blue and green. The attribute activation maps for Color Harmony are shown in Figure 11 .
CONCLUSION
In this paper, we have proposed deep convolution neural network (DCNN) architecture to learn aesthetic attributes. Results show that estimated scores of ve aesthetic attributes (Interestingness of Content, Object emphasis, shallow Depth of Field, Vivid Color, and Color Harmony) correlate significantly with their respective ground truth scores. Whereas in the case of attributes such as Balancing Elements, Light and Rule of Thirds, the correlation is inferior. The activation maps corresponding to the learned aesthetic attributes such as object emphasis, content, depth of eld and vivid color indicate that the model has acquired internal representation suitable to highlight these attributes automatically. However, for color harmony and light, the visualization maps were not consistent.
Aesthetic judgment involves a degree of subjectivity. For example, in AADB the average correlation between the mean score and an individual's score for the overall aesthetic score is 0.67 2. Moreover, as reported by Kong et al. [10] , the model learned on a particular dataset might not work on a di erent dataset. Considering all these factors, empirical validity of aesthetic judgment models is still a challenge. We suggest that the visualization techniques presented in the current work is a step forward in that direction. Empirical validation could proceed by asking subjects to annotate the images (identifying the regions that correspond to di erent aesthetic attributes) and these empirical maps could in turn be compared with the predicted maps of the model. Such experiments need to be conducted in future to validate the current approach.
