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Abstract: In this article, we study a class of semilinear stochastic partial differential equations driven by
an additive space time white noise. We establish Harnack inequalities for the semigroup associated with
the solution by using coupling method, which implies the strong Feller property. Our results generalize
the results of Zhang [Potential Analysis 33 (2010), no. 2, 137-151.] and can be applied to some types
of SPDE, such as reaction-diffusion equation and transport-diffusion equation perturbed by space time
white noise.
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1 Introduction
In this paper, we are concerned with the following semilinear stochastic partial differential equations
driven by an additive noise:
∂u(t, x)
∂t
=
∂2u(t, x)
∂x2
+ b(t, x, u(t, x)) +
∂g(t, x, u(t, x))
∂x
+ W˙(t, x), (1.1)
with Dirichlet boundary condition
u(t, 0) = u(t, 1) = 0, t ∈ [0, T ]
and the initial condition
u(0, x) = f (x) ∈ L2([0, 1]),
where W(t, x) denotes the Brownian sheet on a filterd probability space (Ω,F , {Ft}, P) with expectation
E. The functions b = b(t, x, r) and g = g(t, x, r) are Borel functions of (t, x, r) ∈ R+ × [0, 1] × R. For the
convenience, we denote the above problem by Eq( f ; b, g). The conditions on b and g will be described
in the following Section 2.1.
Recently, there is an extensive literature about the semilinear SPDE (1.1). When b is of linear growth
on r and g is of quadratic growth on r, Gyöngy [4] obtained the global well-posedness of (1.1) driven
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by multiplicative space time white noise in C([0, T ]; L2([0, 1])). Based on [4], Foondun and Setayesh-
gar [3] proved that the large deviation principles for Eq( f ; b, g) hold uniformly on compact subsets of
C([0, T ]; L2([0, 1])). Moreover, Dong and Zhang established the ergodicity of the solution to Eq( f ; b, g)
in [2]. For the special case that b is of linear growth on r and g ≡ 0 in (1.1), Eq( f ; b, 0) is called a
reaction-diffusion equation driven by space-time white noise. This model has been studied by a lot of
pioneers. We mention some of them relevant to our work. Mueller [8] proved the existence and unique-
ness of invariant measures of Eq( f ; b, 0) on a finite interval by constructing suitable coupled solutions.
Zhang [12] established Harnack inequalities and strong Feller property of Eq( f ; b, 0) with reflection
by using coupling method introduced by Wang [9]. When g ≡ 0 is replaced by a general condition
that g(t, x, r) = g1(t, x)g2(t, x, r) with g1 ∈ L∞([0, T ] × [0, 1]) and g2 satisfying the linear growth on
r, Eq( f ; b, g) is called a transport-diffusion equation driven by space time white noise. The transport-
diffusion equation is a model can be used to describe two types of motions: diffusion current and drift
current in a semiconductor. This model also attracts a lot of people’s interests. We refer the readers to
[6], [7] and the references therein.
As far as we know, there is no results on the Harnack inequalities of the semilinear SPDE (1.1) under
the conditions that b is of linear growth on r and g(t, x, r) = g1(t, x)g2(t, x, r) with g1 ∈ L∞([0, T ]× [0, 1])
and g2 satisfying the linear growth on r. In the present paper, we will fill this gap. Motivated by [12], we
utilize the coupling method proposed by Wang [9] (for more information on the coupling method, see
[10]). However, the proof process of [12] can not be applied to our model. This is due to the fact that it is
impossible to make L2([0, 1])−norm estimates to judge whether two processes are coupled successfully
in the presence of an extra term ∂xg appeared in (1.1). To overcome this difficulty, we make the following
appropriate modifications. Firstly, based on the characteristics of our model, we construct a new coupling
process of (1.1). Secondly, instead of making L2([0, 1])−norm estimates, we employ L1([0, 1])−norm to
verify the constructed new process can couple successfully with (1.1) after a finite time. A suitable
approximation of L1([0, 1])−norm plays a key role in obtaining the successful coupling. Further, with
the help of Girsanov theorem, we show Harnack inequalities hold. Finally, the strong Feller property is
implied by Harnack inequalities. Last but not least, as introduced in the above, our framework contains
reaction-diffusion equation and transport-diffusion equation driven by space time white noise as special
cases.
This paper is organized as follows. The mathematical formulation of semilinear stochastic partial
differential equations is in Section 2. The main part of this paper is presented in Section 3, where
Harnack inequalities of semilinear SPDEs are proved.
2
2 Framework
Let Lp([0, 1]), p ∈ (0,∞] be the Lebesgue space, whose norm is denoted by | · |Lp . In particular, denote
H = L2([0, 1]) with the corresponding norm | · |H and inner product (·, ·)H .
Define an operator A := ∂
2
∂x2
. Let Gt(x, y) = G(t, x, y), t ≥ 0, x, y ∈ [0, 1] be the Green function for
the operator ∂t − A with the Dirichlet boundary conditions. Denote by {en(x)}n≥1 the eigenvectors of A
(equipped with the Dirichlet boundary conditions on [0, 1]), which constitutes an orthonormal system of
H. Set
βn(t) =
∫ t
0
∫ 1
0
en(x)W(dsdx),
then, {βn(t), n ≥ 1} is a sequence of independent Brownian motions. Define an H−cylindrical Brownian
motion by
W(t) =
∞∑
n=1
βn(t)en.
Then, we have
W˙(t, x)dtdx = dW(t),
which is the stochastic Itô integral against the H−cylindrical Brownian motion.
2.1 Assumptions
In this paper, we follow closely to the assumptions from [3] or [4]. The functions b = b(t, x, r), g =
g(t, x, r) are Borel functions of (t, x, r) ∈ R+ × [0, 1] × R satisfying the following conditions
(H1) The function g(t, x, r) = g1(t, x)g2(t, x, r) with ‖g1‖L∞([0,T ]×[0,1]) ≤ L0 < ∞. The functions b and
g2 satisfy the linear growth, i.e., for every T ≥ 0, there is a constant K > 0 such that for all
(t, x, r) ∈ [0, T ] × [0, 1] × R, we have
sup
t∈[0,T ]
sup
x∈[0,1]
|b(t, x, r)| ≤ K(1 + |r|),
sup
t∈[0,T ]
sup
x∈[0,1]
|g2(t, x, r)| ≤ K(1 + |r|).
(H2) The functions b and g2 are Lipschitz, i.e., for every T ≥ 0, there exists a constant L > 0 such that
for all (t, x, p, q) ∈ [0, T ] × [0, 1] × R2,
sup
t∈[0,T ]
sup
x∈[0,1]
|b(t, x, p) − b(t, x, q)| ≤ L|p − q|,
sup
t∈[0,T ]
sup
x∈[0,1]
|g2(t, x, p) − g2(t, x, q)| ≤ L|p − q|.
Definition 2.1. A random field u is called a solution to Eq( f ; b, g) if u = {u(t, x), t ∈ R+, x ∈ [0, 1]} is an
H−valued continuous Ft−adapted random field with initial value f ∈ H and satisfies that for all t ≥ 0,
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φ ∈ C2([0, 1]) with φ(0) = 0, φ(1) = 0,∫ 1
0
u(t, x)φ(x)dx =
∫ 1
0
f (x)φ(x)dx +
∫ t
0
∫ 1
0
u(s, x)
∂2φ(x)
∂x2
dxds +
∫ t
0
∫ 1
0
b(s, x, u(s, x))φ(x)dxds
−
∫ t
0
∫ 1
0
g(s, x, u(s, x))
∂φ(x)
∂x
dxds +
∫ t
0
∫ 1
0
φ(x)W(dsdx), P − a.s.. (2.2)
The following theorem can be extracted from Theorem 2.1 in [4].
Theorem 2.1. Assume assumptions (H1)-(H2) are in force. Then for any initial value f ∈ H, there
exists a unique solution u(·, f ) in the interval [0,∞). Moreover, {u(t, f )}t≥0 is an H−valued continuous
stochastic process satisfying that for any T > 0,
E sup
t∈[0,T ]
|u(t, f )|2H < ∞. (2.3)
Remark 1. Referring to Proposition 3.5 in [4], under conditions in Theorem 2.1, (2.2) is equivalent to
the following form: for all t ≥ 0 and almost surely ω ∈ Ω,
u(t, x) =
∫ 1
0
Gt(x, y) f (y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(s, y, u(s, y))dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(s, y, u(s, y))dyds +
∫ t
0
∫ 1
0
Gt−s(x, y)W(dsdy) (2.4)
for almost every x ∈ [0, 1].
2.2 Notations
Denote by B(H) the σ−field of all Borel subsets of H and by M(H) the set of all probability measures
defined on (H,B(H)). Let Bb(H) the space of all bounded measurable functions on H. The semigroup Pt
associated with the solution u(t, x, f ) to (1.1) is defined by
Ptψ( f ) = E[ψ(u(t, f ))], ψ ∈ Bb(H).
Now, we recall the following definition from [1],
Definition 2.2. Pt, t ≥ 0 is strong Feller, if Pt maps Bb(H) into Cb(H) for any t ≥ 0.
2.3 A lemma
Define the linear operator J by
J(v)(t, x) =
∫ t
0
∫ 1
0
H(r, t; x, y)v(r, y)dydr, t ∈ [0, T ], x ∈ [0, 1] (2.5)
for some v ∈ L∞([0, T ]; L1([0, 1])).
Referring to Lemma 3.1 in [4], it gives the following heat kernel estimate, which is very crucial to
our proof.
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Lemma 2.1. Let J is defined by H(s, t; x, y) = Gt−s(x, y) or by H(s, t; x, y) =
∂Gt−s(x,y)
∂y
in (2.5). Let
p ∈ [1,∞], q ∈ [1, p) and set κ = 1+ 1
p
− 1
q
. Then J is a bounded linear operator from Lγ([0, T ]; Lq([0, 1]))
into C([0, T ]; Lp([0, 1])) for γ > 2κ−1. Moreover, for any T ≥ 0, there are constants C1, C2 such that
|J(v)(t, ·)|Lp ≤ C1
∫ t
0
(t − s) κ2−1|v(s, ·)|Lqds ≤ C2t
κ
2
− 1
γ
( ∫ t
0
|v(s, ·)|γ
Lq
ds
) 1
γ
(2.6)
3 Harnack inequalities of semilinear SPDE
In this section, we devote to proving Harnack inequalities for the following semilinear SPDE:
∂u(t, f )
∂t
=
∂2u(t, f )
∂x2
+ b(t, x, u(t, f )) +
∂g(t,x,u(t, f ))
∂x
+ W˙(t, x),
u(0, x) = f (x) ∈ H.
(3.7)
According to Theorem 2.1, for any T > 0 and p ≥ 2, it gives that
sup
t∈[0,T ]
|u(t, f )|p
H
< ∞, P − a.s.. (3.8)
In order to establish Harnack inequalities of (3.7), we need an additional condition on b:
(H3) There exists a constant C3 > 0 such that (ξ1 − ξ2)(b(ξ1) − b(ξ2)) ≤ C3|ξ1 − ξ2|2, ∀ ξ1, ξ2 ∈ R.
Fix the solution {u(t, f )}t≥0 of (3.7), consider
∂η(t,g)
∂t
=
∂2η(t,g)
∂x2
+ b(t, x, η(t, g)) +
∂g(t,x,η(t,g))
∂x
+ W˙(t, x) +C3(u(t, f ) − η(t, g))
+sgn(u(t, f ) − η(t, g)) | f−g|L1
t
,
η(0, x) = g(x) ∈ H.
(3.9)
By similar argument as [4], it follows that (3.9) admits an H−valued continuous stochastic process η(t, g)
satisfying, for any T > 0,
E sup
t∈[0,T ]
|η(t, g)|2H < ∞. (3.10)
Recall that Pt, t ≥ 0 is the semigroup generated by equation (3.7). Now, we are in a position to state our
main result.
Theorem 3.1. Under assumptions (H1)-(H3), for any t ≥ 0, α > 1, ψ ∈ Bb(H) and f1, f2 ∈ H, we have
(Ptψ( f1))
α ≤ Pt(ψα)( f2) exp
{
α
2(α − 1)C(t)| f1 − f2|
2
H
}
, (3.11)
where
C(t) =
2
t
+ 2C23(t + 2t
3
2 ) exp{2(C23 + L2)t
3
2 + 16C41L
4
0L
4t
1
2 }.
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Proof. We will adopt the coupling method proposed by Wang in [9]. For r ∈ [0, t], f1, f2 ∈ H with
f1 , f2, consider u(r, f1) := u(r, x, f1) the solution of the following equation:
∂u(r, f1)
∂r
=
∂2u(r, f1)
∂x2
+ b(r, x, u(r, f1)) +
∂g(r, x, u(r, f1))
∂x
+ W˙(r, x), (3.12)
with u(0, x, f1) = f1(x) ∈ H. The equation (3.12) is either interpreted in the weak sense, namely,
applying test function ϕ ∈ C∞
0
([0, 1]) to both sides of (3.12), or interpreted as an equation in the
space of H−2([0, 1]), the dual space of H2([0, 1]) which is the completion of C∞
0
([0, 1]) under the norm
‖ϕ‖2
2
=
∫ 1
0
|ϕ′′(x)|2dx. Indeed, taking into account (3.8) and (H1), we deduce that the term ∂2u(r, f1)
∂x2
is in
H−2([0, 1]), ∂g(u(r, f1))
∂x
is in H−1−δ([0, 1]) with some 1
2
< δ < 1, hence,
∂g(u(r, f1))
∂x
is in H−2([0, 1]). The
remain terms b(u(r, f1)) and W˙(r, x) are both in H ⊂ H−2([0, 1]).
Let v(r, f2) := v(r, x, f2) be the solution of the following equation:
∂v(r, f2)
∂r
=
∂2v(r, f2)
∂x2
+ b(r, x, v(r, f2)) +
∂g(r, x, v(r, f2))
∂x
+ W˙(r, x) +C3(u(r, f1) − v(r, f2))I{r<τ}
+sgn(u(r, f1) − v(r, f2))
| f1 − f2|L1
t
I{r<τ}, (3.13)
with v(0, f2) = f2(x) ∈ H, where τ := inf{s ≥ 0 : u(s, f1) = v(s, f2)} and
sgn(x) =

+1, x > 0,
0, x = 0,
−1, x < 0,
The equation (3.13) is understood as (3.12) as the extra two terms are both in H ⊂ H−2([0, 1]). Moreover,
due to (3.10), it follows that
E sup
r∈[0,T ]
|v(r, f2)|2H < ∞.
Set z(r) = u(r, f1) − v(r, f2), then we claim that∫ r∧τ
0
|∂xz(s)|2Hds ≤ C(L0, L, | f1 − f2|L1 ) < ∞ P − a.s.. (3.14)
Indeed, from (3.12) and (3.13), we deduce that
∂z(r)
∂r
=
∂2z(r)
∂x2
+ b(r, x, u(r, f1)) − b(r, x, v(r, f2)) + ∂g(r,x,u(r, f1))∂x −
∂g(r,x,v(r, f2))
∂x
−C3z(r)I{r<τ} − sgn(z(r)) | f1− f2 |L1t I{r<τ},
z(0, x) = f1(x) − f2(x).
(3.15)
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The equations (3.15) is interpreted as equation (3.13). By the chain rule, we obtain
|z(r ∧ τ)|2H + 2
∫ r∧τ
0
|∂xz(s)|2Hds
= 2
∫ r∧τ
0
(
z(s), b(s, x, u(s, f1)) − b(s, x, v(s, f2))
)
H
ds
−2C3
∫ r∧τ
0
|z(s)|2Hds
+2
∫ r∧τ
0
(
z(s),
∂g(s, x, u(s, f1))
∂x
− ∂g(s, x, v(s, f2))
∂x
)
H
ds
−2
∫ r∧τ
0
| f1 − f2|L1
t
(z(s), sgn(z(s)))Hds
:= I1 + I2 + I3 + I4.
By assumption (H3), we get I1 + I2 ≤ 0. By integration by parts formula and assumptions (H1)-(H2), it
follows that
I3 ≤ 2
∫ r∧τ
0
∫ 1
0
|∂xz||g1(s, x)||g2(s, x, u(s, f1)) − g2(s, x, v(s, f2))|dxds
≤ 2L0L
∫ r∧τ
0
∫ 1
0
|∂xz||z(s)|dxds
≤
∫ r∧τ
0
|∂xz|2Hds +CL20L2
∫ r∧τ
0
|z(s)|2Hds,
where Young’s inequality is used. Moreover, it is easy to deduce that
I4 ≤
| f1 − f2|L1
t
∫ r∧τ
0
|z(s)|Hds
≤ r ∧ τ
t
| f1 − f2|L1 +
| f1 − f2|L1
t
∫ r∧τ
0
|z(s)|2Hds.
Combing the above estimates, we get
|z(r ∧ τ)|2H +
∫ r∧τ
0
|∂xz(s)|2Hds
≤ r ∧ τ
t
| f1 − f2|L1 +
(
CL20L
2
+
| f1 − f2|L1
t
) ∫ r∧τ
0
|z(s)|2Hds.
Applying the Gronwall inequality, we get
|z(r ∧ τ)|2H +
∫ r∧τ
0
|∂xz(s)|2Hds
≤ | f1 − f2|L1 exp
{
CtL20L
2
+ | f1 − f2|L1
}
,
which implies the desired result (3.14).
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In the following, we introduce a suitable approximation of L1([0, 1])−norm, which has been used in
[5]. Let 1 > a1 > a2 > · · · > an > · · · > 0 be a fixed sequence of decreasing positive numbers such that∫ 1
a1
1
ζ
dζ = 1, · · ·,
∫ an−1
an
1
ζ
dζ = n, · · ·
Let ψn(ζ) be a continuous function such that supp(ψn) ⊂ (an, an−1) and
0 ≤ ψn(ζ) ≤ 2
1
n
× 1
ζ
,
∫ an−1
an
ψn(ζ)dζ = 1.
Define
φn(y) =
∫ |y|
0
∫ s
0
ψn(ζ)dζds, for y ∈ R.
Then,
φ′n(y) =

∫ y
0
ψn(ζ)dζ, y ≥ 0,
−
∫ −y
0
ψn(ζ)dζ, y < 0.
Hence, we get
φn(y) ≤ |y|, |φ′n(y)| ≤ 1, 0 ≤ φ′′n (y) ≤ 2
1
n
× 1|y| , (3.16)
and
φn(y) → |y|, sgn(y)φ′n(y) → 1, for y ∈ R/{0}, as n→ ∞. (3.17)
Define a functional Φn : H → R by
Φn(γ) =
∫ 1
0
φn(γ(x))dx, γ ∈ H.
Then, we have
Φ
′
n(γ)(h) =
∫ 1
0
φ′n(γ(x))h(x)dx.
Applying the chain rule, we obtain
Φn
(
u(r ∧ τ, f1) − v(r ∧ τ, f2)
)
− Φn( f1 − f2)
=
∫ r∧τ
0
Φ
′
n(u(s, f1) − v(s, f2))d(u(s, f1) − v(s, f2))
=
∫ r∧τ
0
∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))
(∂2u(s, f1, x)
∂x2
− ∂
2v(s, f2, x)
∂x2
)
dxds
+
∫ r∧τ
0
∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))
(∂g(s, x, u(s, f1))
∂x
− ∂g(s, x, v(s, f2))
∂x
)
dxds
+
∫ r∧τ
0
∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))
(
b(s, x, u(s, f1, x)) − b(s, x, v(s, f2, x))
)
dxds
−C3
∫ r∧τ
0
∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))
(
u(s, f1, x) − v(s, f2, x)
)
dxds
−1
t
∫ r∧τ
0
| f1 − f2|L1
(∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))sgn(u(s, f1, x) − v(s, f2, x))dx
)
ds
:= J1(n) + J2(n) + J3(n) + J4(n) + J5(n).
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Clearly, we deduce from (3.16) that
J1(n) = −
∫ r∧τ
0
∫ 1
0
φ′′n (u(s, f1) − v(s, f2))|∂x(u(s, f1, x) − v(s, f2, x))|2dxds ≤ 0.
Using integration by parts formula and assumptions (H1)-(H2), it follows that
J2(n) = −
∫ r∧τ
0
∫ 1
0
φ′′n (u(s, f1) − v(s, f2))∂x(u(s, f1) − v(s, f2))g1(s, x)
(
g2(u(s, f1)) − g2(v(s, f2))
)
dxds
≤ L0L
∫ r∧τ
0
∫ 1
0
φ′′n (u(s, f1) − v(s, f2))|∂xz(s)||z(s)|dxds
≤ CL0L
n
∫ r∧τ
0
∫ 1
0
|∂xz|dxds
≤ CL0L
n
∫ r∧τ
0
|∂xz(s)|2Hds +
CL0Lr
n
.
Utilizing assumption (H2) and (3.16), it gives that
J3(n) ≤
∫ r∧τ
0
∫ 1
0
φ′n(u(s, f1, x) − v(s, f2, x))
(
b(s, x, u(s, f1, x)) − b(s, x, v(s, f2, x))
)
dxds
≤ L
∫ r∧τ
0
∫ 1
0
|u(s, f1, x)) − v(s, f2, x)|dxds
= L
∫ r∧τ
0
|u(s, f1) − v(s, f2)|L1ds.
Due to (3.16), it yields that
J4(n) ≤ C3
∫ r∧τ
0
|u(s, f1) − v(s, f2)|L1ds.
Moreover, we deduce from (3.17) that
sgn(y)φ′n(y) → 1, for a.e. y ∈ R, as n→ ∞.
Applying the dominated convergence theorem, we get
J5(n) → −
r ∧ τ
t
| f1 − f2|L1 , as n → ∞. (3.18)
Collecting all the above estimates, we get
Φn(u(r ∧ τ, f1) − v(r ∧ τ, f2)) − Φn( f1 − f2)
≤ CL0L
n
∫ r∧τ
0
|∂xz(s)|2Hds +
CL0Lt
n
+ (L +C3)
∫ r∧τ
0
|u(s, f1) − v(s, f2)|L1ds + J5(n).
Letting n → ∞ in the both side of the above equation, we deduce from (3.14), (3.17) and (3.18) that
|u(r ∧ τ, f1) − v(r ∧ τ, f2)|L1 ≤ | f1 − f2|L1 −
r ∧ τ
t
| f1 − f2|L1
+(L +C3)
∫ r∧τ
0
|u(s, f1) − v(s, f2)|L1ds.
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By Gronwall inequality, we arrive at
|u(r ∧ τ, f1) − v(r ∧ τ, f2)|L1 ≤ (| f1 − f2|L1 −
r ∧ τ
t
| f1 − f2|L1) exp
{
(L +C3)(r ∧ τ)
}
. (3.19)
This implies that τ ≤ t and u(t, f1) = v(t, f2). Otherwise, if t < τ, we deduce from (3.19) that u(t, f1) =
v(t, f2), which contradicts the definition of the stopping time τ. Note that P−a.s.,
u(r, x, f1) =
∫ 1
0
Gr(x, y) f1(y)dy +
∫ r
0
∫ 1
0
Gr−s(x, y)b(s, y, u(s, f1, y))dyds
−
∫ r
0
∫ 1
0
∂yGr−s(x, y)g(s, y, u(s, f1, y))dyds +
∫ r
0
∫ 1
0
W(dsdy), (3.20)
and
v(r, x, f2) =
∫ 1
0
Gr(x, y) f2(y)dy +
∫ r
0
∫ 1
0
Gr−s(x, y)b(s, y, v(s, f2, y))dyds
−
∫ r
0
∫ 1
0
∂yGr−s(x, y)g(s, y, v(s, f2, y))dyds +
∫ r
0
∫ 1
0
W(dsdy)
+C3
∫ r
0
∫ 1
0
Gr−s(x, y)(u(s, f1, y) − v(s, f2, y))dyds
+
∫ r
0
∫ 1
0
Gr−s(x, y)sgn(u(s, f1, y) − v(s, f2, y))
| f1 − f2|L1
t
dyds. (3.21)
Define
θ(r) =
∫ 1
0
|u(r, x, f1) − v(r, x, f2)|2dx = |u(r, f1) − v(r, f2)|2H .
Using assumption (H2), we deduce that
θ(r) ≤
∫ 1
0
∣∣∣∣ ∫ 1
0
Gr(x, y)( f1(y) − f2(y))dy
∣∣∣∣2dx
+(C23 + L
2)
∫ 1
0
∣∣∣∣ ∫ r
0
∫ 1
0
Gr−s(x, y)|u(s, y, f1) − v(s, y, f2)|dyds
∣∣∣∣2dx
+
∫ 1
0
∣∣∣∣ ∫ r
0
∫ 1
0
∂yGr−s(x, y)[g(u(s, y, f1)) − g(v(s, y, f2))]dyds
∣∣∣∣2dx
+
| f1 − f2|L1
t
∫ 1
0
∣∣∣∣ ∫ r
0
∫ 1
0
Gr−s(x, y)sgn(u(s, y, f1) − v(s, y, f2))dyds
∣∣∣∣2dx
:= K1 + K2 + K3 + K4.
Applying Lemma 2.1, we get
K1 ≤
∫ 1
0
dx
(∫ 1
0
Gr(x, y)dy
) (∫ 1
0
Gr(x, y)| f1(y) − f2(y)|2dy
)
≤
∫ 1
0
(∫ 1
0
Gr(x, y)dx
)
| f1(y) − f2(y)|2dy
≤ | f1 − f2|2H,
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and
K2 ≤ (C23 + L2)
∫ 1
0
dx
(∫ r
0
∫ 1
0
|Gr−s(x, y)|2dyds
) (∫ r
0
∫ 1
0
|u(s, f1) − v(s, f2)|2dyds
)
≤ (C23 + L2)
(∫ r
0
1√
r − sds
) (∫ r
0
|u(s, f1) − v(s, f2)|2Hds
)
≤ 2(C23 + L2)r
1
2
∫ r
0
θ(s)ds.
Under assumptions (H1)-(H2) and employing Lemma 2.1, it follows that
K3 ≤ C21
[∫ r
0
(r − s)− 34 |g(u(s, f1)) − g(v(s, f2))|1ds
]2
≤ C21
[∫ r
0
(r − s)− 34 |g1(s, x)(g2(u(s, f1)) − g2(v(s, f2)))|1ds
]2
≤ C21L20
[∫ r
0
(r − s)− 34 |g2(u(s, f1)) − g2(v(s, f2))|1ds
]2
≤ C21L20L2
( ∫ r
0
(r − s)− 34 ds
)( ∫ r
0
(r − s)− 34 |u(s) − v(s)|2Hds
)
≤ 4C21L20L2r
1
4
∫ r
0
(r − s)− 34 θ(s)ds.
Utilizing Hölder inequality, we obtain
K4 ≤ r
| f1 − f2|L1
t
∫ 1
0
dx
(∫ r
0
∫ 1
0
|Gr−s(x, y)|2dyds
)
≤ 2r 32 | f1 − f2|L1
t
.
Based on the above, we conclude that
θ(r) ≤ | f1 − f2|2H + 2(C23 + L2)r
1
2
∫ r
0
θ(s)ds
+4C21L
2
0L
2r
1
4
∫ r
0
(r − s)− 34 θ(s)ds + 2r 32 | f1 − f2|L1
t
.
Applying Gronwall inequality, we obtain
θ(r) ≤
(
| f1 − f2|2H + 2r
3
2
| f1 − f2|L1
t
)
exp
{
2(C23 + L
2)r
3
2 + 16C41L
4
0L
4r
1
2
}
. (3.22)
Set
ξ(s) =
(
C3(u(s, f1) − v(s, f2)) + sgn(u(s, f1) − v(s, f2))
| f1 − f2|L1
t
)
I{s<τ}.
We deduce from (3.22) that∫ t
0
|ξ(s)|2Hds ≤ 2C23
∫ t
0
θ(s)ds +
2
t
| f1 − f2|2L1
≤
(
2C23t| f1 − f2|2H + 4C23t
3
2 | f1 − f2|L1
)
exp
{
2(C23 + L
2)t
3
2 + 16C41L
4
0L
4t
1
2
}
+
2
t
| f1 − f2|2L1
≤
(
2C23t + 4C
2
3t
3
2
)
exp
{
2(C23 + L
2)t
3
2 + 16C41L
4
0L
4t
1
2
}
| f1 − f2|2H +
2
t
| f1 − f2|2H
:= C(t)| f1 − f2|2H , (3.23)
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where
C(t) =
2
t
+ 2C23(t + 2t
3
2 ) exp
{
2(C23 + L
2)t
3
2 + 16C41L
4
0L
4t
1
2
}
.
Define
W(r) =
∫ r
0
W(ds),
then W(r), r ≥ 0 is a H−cylindrical Brownian motion under P. Moreover, from (3.12), we have
∂u(r, f1)
∂r
=
∂2u(r, f1)
∂x2
+ b(r, x, u(r, f1)) +
∂g(r,x,u(r, f1))
∂x
+
˙
W(r),
u(0, f1) = f1.
(3.24)
Set Z(t) = exp
{
−
∫ t
0
(ξs, dW s)H − 12
∫ t
0
|ξs|2Hds
}
, and define a new probability measure Q as
dQ
dP
∣∣∣∣Ft = Z(t).
By the Girsanov Theorem, W˜(r) = W(r) +
∫ r
0
ξsds, r ≥ 0 is a H−cylindrical Brownian motion under Q.
According to (3.13), we deduce that
∂v(r, f2)
∂r
=
∂2v(r, f2)
∂x2
+ b(r, x, v(r, f2)) +
∂g(r,x,v(r, f2))
∂x
+
˙˜
W(r),
v(0, f2) = f2.
(3.25)
Hence, we deduce from (3.24) and (3.25) that for any r ∈ [0, t], the law of v(r, f2) under Q is the same
as that of u(r, f2) under P. To avoid confusion, we denote by EP the expectation under P and EQ the
expectation under Q. For any α > 1, by Hölder inequality and using the fact that u(t, f1) = v(t, f2), it
follows that
Ptψ( f1) = EP[ψ(u(t, f1))] = EP[ψ(v(t, f2))]
= EP
[
ψ(v(t, f2))Z
1
α
t Z
− 1
α
t
]
≤
(
EP(ψ
α(v(t, f2))Zt)
) 1
α
(
EP(Z
− 1
α−1
t )
) α−1
α
=
(
EQ(ψ
α(v(t, f2)))
) 1
α
(
EP(Z
− 1
α−1
t )
) α−1
α
=
(
EP(ψ
α(u(t, f2)))
) 1
α
(
EP(Z
− 1
α−1
t )
) α−1
α
=
(
Pt(ψ
α)( f2)
) 1
α
(
EP(Z
− 1
α−1
t )
) α−1
α
.
Taking into account (3.23), we deduce that(
EP(Z
− 1
α−1
t )
) α−1
α
≤
(
EP
[
exp
{ 1
α − 1
∫ t
0
(ξs, dW(s))H −
1
2
1
(α − 1)2
∫ t
0
|ξs|2Hds +
1
2
α
(α − 1)2
∫ t
0
|ξs|2Hds
}]) α−1α
≤ exp
{
C(t)
2(α − 1) | f1 − f2|
2
H
} (
EP
[
exp
{ 1
α − 1
∫ t
0
(ξs, dW(s))H −
1
2
1
(α − 1)2
∫ t
0
|ξs|2Hds
}]) α−1α
≤ exp
{
C(t)
2(α − 1) | f1 − f2|
2
H
}
,
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where we have used the fact that exp
{
1
α−1
∫ t
0
(ξs, dW(s))H − 12 1(α−1)2
∫ t
0
|ξs|2Hds
}
is a martingale.
Based on the above estimates, we conclude that
(Ptψ( f1))
α ≤ Pt(ψα)( f2) exp
{
α
2(α − 1)C(t)| f1 − f2|
2
H
}
.
We complete the proof.

Corollary 3.2. Assume assumptions (H1)-(H3) are in force, the semigroup Pt, t ≥ 0 generated by (1.1)
is strong Feller in H.
Proof. Fix t > 0 and ψ ∈ Bb(H). We aim to Ptψ( f ) is continuous in f ∈ H. Let fn be any sequence
functions in H satisfying fn → f . From Theorem 3.1, we have
(Ptψ( fn))
α ≤ Pt(ψα)( f ) exp
{
α
2(α − 1)C(t)| fn − f |
2
H
}
.
Let n → ∞, it follows that
lim supn→∞(Ptψ( fn))
α ≤ Pt(ψα)( f ).
Then, sending α ↓ 1, we get
lim supn→∞Ptψ( fn) ≤ Pt(ψ)( f ).
Again, by Theorem 3.1, we also have
Pt(ψ
α)( f ) ≥ (Ptψ( fn))α exp
{ −α
2(α − 1)C(t)| fn − f |
2
H
}
.
Let n → ∞ and sending α ↓ 1, we get
lim infn→∞Ptψ( fn) ≥ Pt(ψ)( f ).
Hence, we conclude that
lim
n→∞
Ptψ( fn) = Pt(ψ)( f ).

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