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a b s t r a c t
Antczak introduced vector-valued G-invex functions in 2009, which is a new class of
generalized convex functions for differentiable multiobjective programming problems. In
this paper, we extend the vector-valued G-invex functions to multiobjective variational
control problems. By using the new concepts, a number of sufficient optimality results
and Mond–Weir type duality results are obtained for multiobjective variational control
programming problems.
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1. Introduction
Optimal control problems are important problems, which have been widely used in industrial process control, flight
control design and other diverse fields. From 1964, a number of duality results for single objective control problem have
been obtained in the literature; see [1–3] and the references therein. In 1988, Mond and Smart [4] obtained duality
results for control problems under invex conditions. Bhatia and Kumar [5] extended the work of Mond and Hanson [3] to
multiobjective control problems and obtained duality results under ρ-invexity assumptions and its generalizations. Under
invexity conditions, Chen [6] studied duality theorems for multiobjective control problems.
In recent years, Nahak and Nanda [7] studied duality results for multiobjective variational control problems under
generalized (F , ρ)-convexity conditions. Under the same conditions as [7], Patel [8] formulatedWolfe andMond–Weir type
duals formultiobjective variational control problems and obtainedweak and strong duality theorems by using the concept of
efficiency. Nahak and Nanda [9] established sufficiency optimality criteria and duality results for multiobjective variational
control problems under V -invexity assumptions. Recently, Ahmad and Sharma [10] extended the concept of (F , α, ρ, θ)-V -
convexity to variational control problems and obtained sufficient optimality conditions, Wolfe type and Mond–Weir type
duality results for multiobjective variational control problems. Patel [11] extended the class of V -univex type I functions
and their generalizations to multiobjective variational control problems and established sufficiency and mixed type duality
results under generalized V -univexity type I conditions.
In very recent years, Antczak [12] introduced a new class of vector-valued G-invex functions and their generalizations.
Antczak also established some sufficiency conditions and several duality [13] results for multiobjective programming under
vector-valued G-invexity requirements.
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In this paper,we extend the concept of vector-valuedG-invexity in [12,13] tomultiobjective variational control problems.
We establish various sufficiency optimality criteria and duality results for multiobjective variational control programming
problems under the assumptions of vector-valued G-invexity and their generalizations.
2. Preliminaries
Let Rn be n-dimensional Euclidean space, and Rn+ be its nonnegative orthant. For any x = (x1, x2, . . . , xn)T , y =
(y1, y2, . . . , yn)T be in Rn. We define
(i) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(ii) x < y if and only if xi < yi for all i = 1, 2, . . . , n;
(iii) x 5 y if and only if xi ≤ yi for all i = 1, 2, . . . , n;
(iv) x ≤ y if and only if x 5 y and x ≠ y.
Let I = [a, b] be a real interval and f : I × Rn × Rn × Rm × Rm −→ Rp, g : I × Rn × Rn × Rm × Rm −→ Rm
and h : I × Rn × Rn × Rm × Rm −→ Rn be continuously differentiable functions. We denote M = {1, 2, . . . ,m} and
K = {1, 2, . . . , n}. Consider the function f (t, x(t), x˙(t), u(t), u˙(t)), where x : I → Rn with derivative x˙ and u : I → Rm
with derivative u˙, t is the independent variable, x is the state variable and u is the control variable. u(t) is related to x(t)
through the state equation h(t, x(t), x˙(t), u(t), u˙(t)) = 0. The symbol ()T denotes for the transpose. For a real function
f (t, x(t), x˙(t), u(t), u˙(t)), f it , f
i
x , f
i
x˙ , f
i
u and f
i
u˙ denote the partial derivative of fi, i ∈ P = {1, 2, . . . , p}with respect to t, x, x˙, u
and u˙, respectively. For example,
f ix =

∂ fi
∂x1
,
∂ fi
∂x2
, . . . ,
∂ fi
∂xn

, f ix˙ =

∂ fi
∂ x˙1
,
∂ fi
∂ x˙2
, . . . ,
∂ fi
∂ x˙n

f iu =

∂ fi
∂u1
,
∂ fi
∂u2
, . . . ,
∂ fi
∂um

, f iu˙ =

∂ fi
∂ u˙1
,
∂ fi
∂ u˙2
, . . . ,
∂ fi
∂ u˙m

.
Similarly, g jt , g
j
x, g
j
x˙, g
j
u, g
j
u˙ and h
k
t , h
k
x, h
k
x˙, h
k
u, h
k
u˙ can be defined.
Let S(I,Rn) denote the space of piecewise smooth functions xwith norm ∥x∥ = ∥x∥∞+∥Dx∥∞, where the differentiation
operator D is given by
u = Dx ⇐⇒ x(t) = α +
 t
a
u(s)ds,
where α is a given boundary value. Therefore, D = ddt except at discontinuities. Let X, Y denote the space of all piecewise
smooth functions x : I → Rn and u : I → Rm. Let F i : X × Y −→ R defined by Fi(x(t), u(t)) =
 b
a f
i(t, x(t), x˙(t), u, u˙(t))dt
be Frechet differentiable. For notational convenience, we use f (t, x, x˙, u, u˙) for f (t, x(t), x˙(t), u(t), u˙(t)).
In 2009, Antczak [12,13] introduced the concept of vector-valued G-invex function. Let f = ( f1, f2, . . . , fp) : C → Rp be
a vector-valued differentiable function defined on a nonempty open set C ⊂ Rn, and Ifi(C), i = 1, . . . , p, be the range of fi,
that is, the image of C under fi.
Definition 2.1 ([12]). Let f : C → Rp be a vector-valued differentiable function defined on a nonempty set C ⊂ Rn and
u ∈ C . If there exist a differentiable vector-valued function Gf = (Gf1 , . . . ,Gfp) : R → Rp such that any its component
Gfi : Ifi → R is a strictly increasing function on its domain and a vector-valued function η : C × C → Rn such that, for all
x ∈ C(x ≠ u) and for any i = 1, . . . , p,
Gfi( fi(x))− Gfi( fi(u))− G′fi( fi(u))∇fi(u)η(x, u) ≥ 0 (>),
then f is said to be a (strictly) vector Gf -invex function at u on C with respect to η. If the inequality is satisfied for each u ∈ C ,
then f is vector Gf -invex on C with respect to η.
From now onward, we establish some classes of new G-invex functions.
Definition 2.2. A vector function F = (F 1, F 2, . . . , F p) is said to be G-invex at (x∗, u∗) ∈ (X, Y ), if there exist differentiable
functions η(t, x, x∗, u, u∗) : I × X × X × Y × Y → Rn with η(t, x, x∗, u, u∗) = 0 at t if x(t) = x∗(t), ξ(t, x, x∗, u, u∗) :
I × X × X × Y × Y → Rm and a differentiable vector-valued function Gf = (Gf1 , . . . ,Gfp) : R → Rp such that any
its component Gfi : Ifi(C) → R is a strictly increasing function on its domain, for each x, x∗ ∈ X, u, u∗ ∈ Y , and for
i = 1, 2, . . . , p
Gfi(Fi(x, u))− Gfi(Fi(x∗, u∗)) ≥ G′fi(Fi(x∗, u∗))
 b
a

η(t, x, x∗, u, u∗)T ( f ix(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
f ix˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T ( f iu(t, x∗, x˙∗, u∗, u˙∗)−
d
dt
f iu˙(t, x
∗, x˙∗, u∗, u˙∗))

dt.
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Definition 2.3. A vector function F = (F 1, F 2, . . . , F p) is said to be G-(strictly) pseudoinvex at (x∗, u∗) ∈ (X, Y ), if there
exist differentiable functions η(t, x, x∗, u, u∗) : I × X × X × Y × Y → Rn with η(t, x, x∗, u, u∗) = 0 at t if x(t) = x∗(t),
ξ(t, x, x∗, u, u∗) : I × X × X × Y × Y → Rm and a differentiable vector-valued function Gf = (Gf1 , . . . ,Gfp) : R→ Rp such
that any its component Gfi : Ifi(C)→ R is a strictly increasing function on its domain, for each x, x∗ ∈ X, u, u∗ ∈ Y , and for
i = 1, 2, . . . , p
p
i=1
G′fi(Fi(x
∗, u∗))
 b
a

η(t, x, x∗, u, u∗)T ( f ix(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
f ix˙(t, x
∗, x˙∗, u∗, u˙∗))
+ ξ(t, x, x∗, u, u∗)T ( f iu(t, x∗, x˙∗, u∗, u˙∗)−
d
dt
f iu˙(t, x
∗, x˙∗, u∗, u˙∗))

dt ≥ 0
H⇒
p
i=1
Gfi(Fi(x, u))(>) ≥
p
i=1
Gfi(Fi(x
∗, u∗)),
or equivalently,
p
i=1
Gfi(Fi(x, u))(≤) <
p
i=1
Gfi(Fi(x
∗, u∗))
H⇒
p
i=1
G′fi(Fi(x
∗, u∗))
 b
a

η(t, x, x∗, u, u∗)T ( f ix(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
f ix˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T ( f iu(t, x∗, x˙∗, u∗, u˙∗)
− d
dt
f iu˙(t, x
∗, x˙∗, u∗, u˙∗))

dt < 0.
Definition 2.4. A vector function F = (F 1, F 2, . . . , F p) is said to be G-(strictly) quasiinvex at (x∗, u∗) ∈ (X, Y ), if there
exist differentiable functions η(t, x, x∗, u, u∗) : I × X × X × Y × Y → Rn with η(t, x, x∗, u, u∗) = 0 at t if x(t) = x∗(t),
ξ(t, x, x∗, u, u∗) : I × X × X × Y × Y → Rm and a differentiable vector-valued function Gf = (Gf1 , . . . ,Gfp) : R→ Rp such
that any its component Gfi : Ifi(C)→ R is a strictly increasing function on its domain, for each x, x∗ ∈ X, u, u∗ ∈ Y , and for
i = 1, 2, . . . , p
p
i=1
Gfi(Fi(x, u)) ≤
p
i=1
Gfi(Fi(x
∗, u∗))
H⇒
p
i=1
G′fi(Fi(x
∗, u∗))
 b
a

η(t, x, x∗, u, u∗)T ( f ix(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
f ix˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T ( f iu(t, x∗, x˙∗, u∗, u˙∗)
− d
dt
f iu˙(t, x
∗, x˙∗, u∗, u˙∗))

dt(<) ≤ 0,
or equivalently,
p
i=1
G′fi(Fi(x
∗, u∗))
 b
a

η(t, x, x∗, u, u∗)T ( f ix(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
f ix˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T ( f iu(t, x∗, x˙∗, u∗, u˙∗)−
d
dt
f iu˙(t, x
∗, x˙∗, u∗, u˙∗))

dt(≥) > 0
H⇒
p
i=1
Gfi(Fi(x, u)) >
p
i=1
Gfi(Fi(x
∗, u∗)).
We consider the following multiobjective variational control problem:
(MP) Minimize
 b
a
f (t, x, x˙, u, u˙)dt =
 b
a
f1(t, x, x˙, u, u˙)dt, b
a
f2(t, x, x˙, u, u˙)dt, . . . ,
 b
a
fp(t, x, x˙, u, u˙)dt

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Subject to x(a) = α, x(b) = β,
g(t, x, x˙, u, u˙) ≤ 0, t ∈ I,
h(t, x, x˙, u, u˙) = 0, t ∈ I.
Let Γ denote the set of all feasible solutions of (MP), i.e.,
Γ = {(x, u) ∈ (X, Y ) | x(a) = α, x(b) = β, g(t, x, x˙, u, u˙) ≤ 0, h(t, x, x˙, u, u˙) = 0, t ∈ I}.
Definition 2.5. A point (x∗, u∗) ∈ Γ is said to be an efficient solution of (MP), if there exists no other point (x, u) ∈ Γ such
that  b
a
fi(t, x, x˙, u, u˙)dt ≤
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P
and  b
a
fi0(t, x, x˙, u, u˙)dt <
 b
a
fi0(t, x
∗, x˙∗, u∗, u˙∗)dt, for some i0 ∈ P.
Definition 2.6 ([14]). A point (x∗, u∗) ∈ Γ is said to be a weakly efficient solution of (MP), if there exists no other point
(x, u) ∈ Γ such that b
a
fi(t, x, x˙, u, u˙)dt <
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P.
We also need the following results.
Lemma 2.1 ([10] Kuhn–Tucker Necessary Optimality Conditions). Let (x∗, u∗) solve the following single objective problem
Minimize
 b
a
f (t, x, x˙, u, u˙)dt
Subject to x(a) = α, x(b) = β,
g(t, x, x˙, u, u˙) ≤ 0, t ∈ I,
h(t, x, x˙, u, u˙) = 0, t ∈ I.
If the Frechet derivative [D−Hx(x∗, u∗)] is surjective and the optimal solution (x∗, u∗) is normal, then there exist piecewise smooth
function µ∗ : I → Rm and ν∗ : I → Rn satisfying the following for all t ∈ I,
fx(t, x∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)
= D

fx˙(t, x∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

,
fu(t, x∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)
= D

fu˙(t, x∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

,
(µ∗)Tg(t, x∗, x˙∗, u∗, u˙∗) = 0,
µ∗ ≥ 0.
Lemma 2.2 ([15]). (x∗, u∗) is an efficient solution for (MP) if and only if (x∗, u∗) solves
(MP)s Minimize
 b
a
fk(t, x, x˙, u, u˙)dt
Subject to x(a) = α, x(b) = β, b
a
fi(t, x, x˙, u, u˙)dt ≤
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, i ≠ k,
g(t, x, x˙, u, u˙) ≤ 0, t ∈ I,
h(t, x, x˙, u, u˙) = 0, t ∈ I,
for all i ∈ P.
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3. Sufficient optimality criteria
In this section, we present sufficient optimality criteria of the Kuhn–Tucker type for the problem (MP) under G-invexity
or generalized G-invexity assumptions.
Assumption 3.1. The every component Gfi : I ba fi(X) → R, Ggj : I ba gj(X) → R and Ghk : I ba hk(X) → R of vector-valued
functions Gf , Gg and Gh are all strictly increasing functions on its domain, G′fi ≠ 0, G′gj ≠ 0 and G′hk ≠ 0 for all of i ∈ P , j ∈ M
and k ∈ K respectively.
Assumption 3.2. For every component Ggj and Ghk of vector-valued functions Gg and Gh, if 0 ∈ I ba gj(X), then Ggj(0) = 0 for
all j ∈ M; if 0 ∈ I b
a hk
(X), then Ghk(0) = 0 for all k ∈ K .
Theorem 3.1. Let (x∗, u∗) be a feasible solution of (MP). Then, there exist λ∗ : I → Rp, µ∗ : I → Rm, and ν∗ : I → Rn, such
that
(a)

i∈P
λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)
= D

i∈P
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

,
(b)

i∈P
λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)
= D

i∈P
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

,
(c)
 b
a
µ∗j g
j(t, x∗, x˙∗, u∗, u˙∗)dt = 0, for all j ∈ M,
(d)
 b
a
ν∗k h
k(t, x∗, x˙∗, u∗, u˙∗)dt = 0, for all k ∈ K ,
(e) λ∗ ≥ 0, µ∗ ≥ 0.
If (
 b
a λ
∗
1f1,
 b
a λ
∗
2f2, . . . ,
 b
a λ
∗
p fp)(t, x, x˙, u, u˙)dt, (
 b
a µ
∗
1g1,
 b
a µ
∗
2g2, . . . ,
 b
a µ
∗
mgm) (t, x, x˙, u, u˙)dt and (
 b
a ν
∗
1h1,
 b
a ν
∗
2h2,
. . . ,
 b
a ν
∗
nhn)(t, x, x˙, u, u˙)dt are G-invex at (x
∗, u∗) with respect to Gf ,Gg ,Gh respectively, and Assumptions 3.1 and 3.2 hold,
then (x∗, u∗) is a weakly efficient solution of (MP).
Proof. Suppose contrary that (x∗, u∗) is not a weakly efficient solution of (MP); then there exists a feasible solution (x, u)
such that b
a
fi(t, x, x˙, u, u˙)dt <
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P,
By λ∗ ≥ 0⇒ λ∗ = 0 and λ∗ ≠ 0, we have b
a
λ∗i fi(t, x, x˙, u, u˙)dt ≤
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P,
and for some i0 ∈ P , such that b
a
λ∗i0 fi0(t, x, x˙, u, u˙)dt <
 b
a
λ∗i0 fi0(t, x
∗, x˙∗, u∗, u˙∗)dt.
From Assumption 3.1, we have
p
i=1
Gfi
 b
a
λ∗i fi(t, x, x˙, u, u˙)dt

<
p
i=1
Gfi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt

. (3.1)
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Using G-invexity of (
 b
a λ
∗
1f1,
 b
a λ
∗
2f2, . . . ,
 b
a λ
∗
p fp)(t, x, x˙, u, u˙)dt , then
p
i=1
Gfi
 b
a
λ∗i fi(t, x, x˙, u, u˙)dt

−
p
i=1
Gfi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt

≥
p
i=1
G′fi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T (λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt. (3.2)
Combining (3.1), (3.2) and G′fi > 0, we have
p
i=1
 b
a

η(t, x, x∗, u, u∗)T

λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0. (3.3)
By G-invexity of (
 b
a ν
∗
1h1,
 b
a ν
∗
2h2, . . . ,
 b
a ν
∗
nhn)(t, x, x˙, u, u˙)dt at (x
∗, u∗), then
n
k=1
Ghk
 b
a
ν∗k hk(t, x, x˙, u, u˙)dt

−
n
k=1
Ghk
 b
a
ν∗k hk(t, x
∗, x˙∗, u∗, u˙∗)dt

≥
n
k=1
G′hk
 b
a
ν∗k hk(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T
×

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt. (3.4)
From Assumption 3.2, G′hk > 0, (3.4) and
 b
a ν
∗
k hk(t, x, x˙, u, u˙)dt = 0, we have
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0. (3.5)
From hypothesis (a) and (b), we have
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt
+
p
i=1
 b
a

η(t, x, x∗, u, u∗)T (λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt +
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt = 0. (3.6)
844 J. Zhang et al. / Computers and Mathematics with Applications 63 (2012) 838–850
Combining (3.3), (3.5) and (3.6), we have
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt > 0. (3.7)
From G-invexity of (
 b
a µ
∗
1g1,
 b
a µ
∗
2g2, . . . ,
 b
a µ
∗
mgm)(t, x, x˙, u, u˙)dt , we have
m
j=1
Ggj
 b
a
µ∗j gj(t, x, x˙, u, u˙)dt

−
m
j=1
Ggj
 b
a
µ∗j gj(t, x
∗, x˙∗, u∗, u˙∗)dt

≥
m
j=1
G′gj
 b
a
µ∗i gj(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T
×

µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T (µ∗j g ju(t, x∗, x˙∗, u∗, u˙∗)−
d
dt
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗))

dt. (3.8)
Using hypothesis (c), Assumption 3.2,
 b
a µ
∗
j gj(t, x, x˙, u, u˙)dt ≤ 0 and G′gj > 0, we have
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0,
which contradicts (3.7). Hence, (x∗, u∗) is a weakly efficient solution of (MP). 
Theorem 3.2. Let (x∗, u∗) be a feasible solution of (MP). Then, there exist λ∗ : I → Rp, µ∗ : I → Rm, and ν∗ :
I → Rn, satisfying (a) to (e) . If ( ba λ∗1f1,  ba λ∗2f2, . . . ,  ba λ∗p fp)(t, x, x˙, u, u˙)dt is G-pseudo invex at (x∗, u∗) with respect to
Gf , (
 b
a µ
∗
1g1,
 b
a µ
∗
2g2, . . . ,
 b
a µ
∗
mgm)(t, x, x˙, u, u˙)dt and (
 b
a ν
∗
1h1,
 b
a ν
∗
2h2, . . . ,
 b
a ν
∗
nhn)(t, x, x˙, u, u˙)dt are G-quasi invex at
(x∗, u∗) with respect to Gg and Gh respectively, and Assumptions 3.1 and 3.2 hold, then (x∗, u∗) is a weakly efficient solution of
(MP).
Proof. Suppose contrary that (x∗, u∗) is not a weakly efficient solution of (MP); then there exists a feasible solution (x, u)
such that b
a
fi(t, x, x˙, u, u˙)dt <
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P.
By λ∗ ≥ 0⇒ λ∗ = 0 and λ∗ ≠ 0, we have b
a
λ∗i fi(t, x, x˙, u, u˙)dt ≤
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P,
and for some i0 ∈ P , such that b
a
λ∗i0 fi0(t, x, x˙, u, u˙)dt <
 b
a
λ∗i0 fi0(t, x
∗, x˙∗, u∗, u˙∗)dt
From Assumption 3.1, we have
p
i=1
Gfi
 b
a
λ∗i fi(t, x, x˙, u, u˙)dt

<
p
i=1
Gfi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt

. (3.9)
Using G-pseudoinvexity of (
 b
a λ
∗
1f1,
 b
a λ
∗
2f2, . . . ,
 b
a λ
∗
p fp)(t, x, x˙, u, u˙)dt and (3.9), we have
p
i=1
G′fi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T (λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)
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− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗))+ ξ(t, x, x∗, u, u∗)T (λ∗i f iu(t, x∗, x˙∗, u∗, u˙∗)
− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗))

dt < 0. (3.10)
By Assumption 3.1 and (3.10), G′fi > 0, for all i ∈ P , then
p
i=1
 b
a

η(t, x, x∗, u, u∗)T

λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0. (3.11)
From the hypothesis of (x∗, u∗) and (x, u) are all feasible solution of (MP), then b
a
ν∗k hk(t, x, x˙, u, u˙)dt =
 b
a
ν∗k hk(t, x
∗, x˙∗, u∗, u˙∗)dt,
and
n
k=1
Ghk
 b
a
ν∗k hk(t, x, x˙, u, u˙)dt

=
n
k=1
Ghk
 b
a
ν∗k hk(t, x
∗, x˙∗, u∗, u˙∗)dt

. (3.12)
Using G-quasi invexity of (
 b
a ν
∗
1h1,
 b
a ν
∗
2h2, . . . ,
 b
a ν
∗
nhn)(t, x, x˙, u, u˙)dt and (3.12), we obtain
n
k=1
G′hk
 b
a
ν∗k hk(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0. (3.13)
By Assumption 3.1 and (3.13), G′hk > 0, for all k ∈ K , then
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0. (3.14)
Summing (3.11) and (3.14), we have
p
i=1
 b
a

η(t, x, x∗, u, u∗)T

λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt
+
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0. (3.15)
Inequality (3.15) along with (3.6) gives
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt > 0,
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which by the G-quasi invexity of (
 b
a µ
∗
1g1,
 b
a µ
∗
2g2, . . . ,
 b
a µ
∗
mgm)(t, x, x˙, u, u˙)dt at (x
∗, u∗) and Assumption 3.1, G′gj > 0,
we obtain
m
j=1
Ggj
 b
a
µ∗j gj(t, x, x˙, u, u˙)dt

>
m
j=1
Ggj
 b
a
µ∗j gj(t, x
∗, x˙∗, u∗, u˙∗)dt

.
By Assumption 3.1, Ggj is strictly increasing function for all j ∈ M , then
m
j=1
 b
a
µ∗j gj(t, x, x˙, u, u˙)dt >
m
j=1
 b
a
µ∗j gj(t, x
∗, x˙∗, u∗, u˙∗)dt,
which contradicts to
m
j=1
 b
a
µ∗j gj(t, x, x˙, u, u˙)dt ≤
m
j=1
 b
a
µ∗j gj(t, x
∗, x˙∗, u∗, u˙∗)dt.
Hence, (x∗, u∗) is a weakly efficient solution of (MP). 
Theorem 3.3. Let (x∗, u∗) be a feasible solution of (MP). Then, there exist λ∗ : I → Rp, µ∗ : I → Rm, and ν∗ : I → Rn,
satisfying (a) to (e). If (
 b
a λ
∗
1f1,
 b
a λ
∗
2f2, . . . ,
 b
a λ
∗
p fp)(t, x, x˙, u, u˙)dt is G-strictly quasi invex at (x
∗, u∗) with respect to Gf ,
(
 b
a µ
∗
1g1,
 b
a µ
∗
2g2, . . . ,
 b
a µ
∗
mgm)(t, x, x˙, u, u˙)dt and (
 b
a ν
∗
1h1,
 b
a ν
∗
2h2, . . . ,
 b
a ν
∗
nhn)(t, x, x˙, u, u˙)dt are all G-quasi invex at
(x∗, u∗) with respect to Gg and Gh, respectively, and Assumptions 3.1 and 3.2 hold, then (x∗, u∗) is a weakly efficient solution of
(MP).
Proof. Suppose contrary that (x∗, u∗) is not a weakly efficient solution of (MP), then there exists a feasible solution (x, u)
such that b
a
fi(t, x, x˙, u, u˙)dt <
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P.
By λ∗ ≥ 0⇒ λ∗ = 0 and λ∗ ≠ 0, we have b
a
λ∗i fi(t, x, x˙, u, u˙)dt ≤
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P,
and for some i0 ∈ P , such that b
a
λ∗i0 fi0(t, x, x˙, u, u˙)dt <
 b
a
λ∗i0 fi0(t, x
∗, x˙∗, u∗, u˙∗)dt.
From Assumption 3.1, we have
p
i=1
Gfi
 b
a
λ∗i fi(t, x, x˙, u, u˙)dt

<
p
i=1
Gfi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt

. (3.16)
Using G-strictly quasi invexity of (
 b
a λ
∗
1f1,
 b
a λ
∗
2f2, . . . ,
 b
a λ
∗
p fp)(t, x, x˙, u, u˙)dt and (3.16), we have
p
i=1
G′fi
 b
a
λ∗i fi(t, x
∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T

λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0,
which is precisely (3.10). Therefore, the proof remaining the similar lines of Theorem 3.2. 
4. Mond–Weir type duality
In this section, we consider the following Mond–Weir type dual program for (MP).
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(DP) Maximize
 b
a
f1(t, x∗, x˙∗, u∗, u˙∗)dt, . . . ,
 b
a
fp(t, x∗, x˙∗, u∗, u˙∗)dt

Subject to x∗(a) = α, x∗(b) = β,
i∈P
λif ix(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µjg jx(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νkhkx(t, x
∗, x˙∗, u∗, u˙∗)
= d
dt

i∈P
λif ix˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µjg
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νkhkx˙(t, x
∗, x˙∗, u∗, u˙∗)

, (4.1)
i∈P
λif iu(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µjg ju(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νkhku(t, x
∗, x˙∗, u∗, u˙∗)
= d
dt

i∈P
λif iu˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µjg
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νkhku˙(t, x
∗, x˙∗, u∗, u˙∗)

, (4.2)
m
j=1
 b
a
µjg j(t, x∗, x˙∗, u∗, u˙∗)dt ≥ 0, (4.3)
n
k=1
 b
a
νkhk(t, x∗, x˙∗, u∗, u˙∗)dt = 0, (4.4)
λ ≥ 0, µ ≥ 0, ν ≠ 0, µ ∈ Rm, λ ∈ Rp, ν ∈ Rn.
Theorem 4.1 (Weak Duality). Let (x, u) and (x∗, u∗, λ, µ, ν) be the feasible solutions of (MP) and (DP), respectively. If
(a) (
 b
a λ1f1, . . . ,
 b
a λpfp)(t, x, x˙, u, u˙)dt is G-pseudo invex at (x
∗, u∗) with respect to Gf ;
(b) (
 b
a µ1g1, . . . ,
 b
a µmgm)(t, x, x˙, u, u˙)dt is G-quasi invex at (x
∗, u∗) with respect to Gg ;
(c) (
 b
a ν1h1, . . . ,
 b
a νnhn)(t, x, x˙, u, u˙)dt is G-quasi invex at (x
∗, u∗) with respect to Gh; and λ > 0, Assumptions 3.1 and
3.2 hold, then b
a
fi(t, x, x˙, u, u˙)dt ≤
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P, (4.5)
and  b
a
fi0(t, x, x˙, u, u˙)dt <
 b
a
fi0(t, x
∗, x˙∗, u∗, u˙∗)dt, for some i0 ∈ P (4.6)
cannot hold.
Proof. Suppose contrary that (4.5) and (4.6) hold. Then, by λ > 0 and Gfi is strictly increasing for all i ∈ P , we have
i∈P
Gfi
 b
a
λifi(t, x, x˙, u, u˙)dt

<

i∈P
Gfi
 b
a
λifi(t, x∗, x˙∗, u∗, u˙∗)dt

(4.7)
which along with hypothesis (a) gets
p
i=1
G′fi
 b
a
λifi(t, x∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T

λif ix(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif ix˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λif iu(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif iu˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0. (4.8)
By Assumption 3.1 (G′fi > 0) and (4.8), we get
p
i=1
 b
a

η(t, x, x∗, u, u∗)T

λif ix(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif ix˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λif iu(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif iu˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0. (4.9)
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From g(t, x, x˙, u, u˙) ≤ 0 and (4.3), µ ≥ 0, for all j ∈ M , we have b
a
µjgj(t, x, x˙, u, u˙)dt ≤
 b
a
µjgj(t, x∗, x˙∗, u∗, u˙∗)dt. (4.10)
Considering Ggj for j ∈ M is strictly increasing and (4.10), then
j∈M
Ggj
 b
a
µjgj(t, x, x˙, u, u˙)dt

≤

j∈M
Ggj
 b
a
µjgj(t, x∗, x˙∗, u∗, u˙∗)dt

. (4.11)
From h(t, x, x˙, u, u˙) = 0 and (4.4), ν ≠ 0, for all k ∈ K , we have b
a
νkhk(t, x, x˙, u, u˙)dt =
 b
a
νkhk(t, x∗, x˙∗, u∗, u˙∗)dt. (4.12)
Combining Assumption 3.2 and (4.12), we get
k∈K
Ghk
 b
a
νkhk(t, x, x˙, u, u˙)dt

=

k∈K
Ghk
 b
a
νkhk(t, x∗, x˙∗, u∗, u˙∗)dt

. (4.13)
From (4.11) and hypothesis (b), we have
m
j=1
G′gj
 b
a
µigj(t, x∗, x˙∗, u∗, u˙∗)dt
 b
a

η(t, x, x∗, u, u∗)T

µjg jx(t, x
∗, x˙∗, u∗, u˙∗)
− d
dt
µjg
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µjg ju(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µjg
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0
which along with Assumption 3.1 (G′gj > 0, for all j ∈ M) yields
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µjg jx(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µjg
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µjg ju(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µjg
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0. (4.14)
Also from (4.13), Assumption 3.1 (G′hk > 0) and hypothesis (c) gets
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

νkhkx(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
νkhkx˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

νkhku(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
νkhku˙(t, x
∗, x˙∗, u∗, u˙∗)

dt ≤ 0. (4.15)
Adding (4.9), (4.14) and (4.15), we have
p
i=1
 b
a

η(t, x, x∗, u, u∗)T

λif ix(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif ix˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

λif iu(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
λif iu˙(t, x
∗, x˙∗, u∗, u˙∗)

dt
+
m
j=1
 b
a

η(t, x, x∗, u, u∗)T

µjg jx(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µjg
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

µjg ju(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
µjg
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)

dt
+
n
k=1
 b
a

η(t, x, x∗, u, u∗)T

νkhkx(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
νkhkx˙(t, x
∗, x˙∗, u∗, u˙∗)

+ ξ(t, x, x∗, u, u∗)T

νkhku(t, x
∗, x˙∗, u∗, u˙∗)− d
dt
νkhku˙(t, x
∗, x˙∗, u∗, u˙∗)

dt < 0 (4.16)
which contradicts to (4.1) and (4.2). Hence, the conclusion holds. 
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Theorem 4.2 (Weak Duality). Let (x, u) and (x∗, u∗, λ, µ, ν) be the feasible solutions of (MP) and (DP), respectively. If
(a) (
 b
a λ1f1, . . . ,
 b
a λpfp)(t, x, x˙, u, u˙)dt is G-strictly quasi invex at (x
∗, u∗) with respect to Gf ;
(b) (
 b
a µ1g1, . . . ,
 b
a µmgm)(t, x, x˙, u, u˙)dt is G-quasi invex at (x
∗, u∗) with respect to Gg ;
(c) (
 b
a ν1h1, . . . ,
 b
a νnhn)(t, x, x˙, u, u˙)dt is G-quasi invex at (x
∗, u∗) with respect to Gh, and Assumptions 3.1 and 3.2 hold,
λ > 0, then (4.5) and (4.6) cannot hold.
Proof. The proof will follow along the lines of Theorem 4.1. 
Theorem 4.3 (StrongDuality). Let (x∗, u∗) be an efficient solution for (MP) and that a suitable constraint qualification is satisfied.
Then, there exist λ∗ ∈ Rp and piecewise smooth µ∗ : I → Rm and ν∗ : I → Rn such that (x∗, u∗, λ∗, µ∗, ν∗) is feasible for
(DP). Further, if any of the weak duality theorem holds between (MP) and (DP), then (x∗, u∗, λ∗, µ∗, ν∗) is an efficient solution
for (DP).
Proof. From Lemma 2.2, if (x∗, u∗) be an efficient solution for (MP), then (x∗, u∗) solves (MP)s. Since (x∗, u∗) satisfies the
constraint qualification for (MP)s, it follows from Lemma 2.1 that there exist piecewise smooth λˆ∗ ∈ Rp−1, µˆ∗ : I →
Rm, νˆ∗ : I → Rn such that for all t ∈ I ,
f lx(t, x
∗, x˙∗, u∗, u˙∗)+
p
i=1,i≠l
λˆ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µˆ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νˆ∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)
= D

f lx˙(t, x
∗, x˙∗, u∗, u˙∗)+
p
i=1,i≠l
λˆ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µˆ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νˆ∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

,
f lu(t, x
∗, x˙∗, u∗, u˙∗)+
p
i=1,i≠l
λˆ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µˆ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νˆ∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)
= D

f lu˙(t, x
∗, x˙∗, u∗, u˙∗)+
p
i=1,i≠l
λˆ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µˆ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
νˆ∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

,
(µˆ∗)Tg(t, x∗, x˙∗, u∗, u˙∗) = 0,
µˆ∗ ≥ 0.
Let 1
σ
= 1+pi=1,i≠l λˆ∗i ; then
p
i=1
λ∗i f
i
x(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x(t, x
∗, x˙∗, u∗, u˙∗)
= D

p
i=1
λ∗i f
i
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
x˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
x˙(t, x
∗, x˙∗, u∗, u˙∗)

,
p
i=1
λ∗i f
i
u(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u(t, x
∗, x˙∗, u∗, u˙∗)
= D

p
i=1
λ∗i f
i
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

j∈M
µ∗j g
j
u˙(t, x
∗, x˙∗, u∗, u˙∗)+

k∈K
ν∗k h
k
u˙(t, x
∗, x˙∗, u∗, u˙∗)

,
(µ∗)Tg(t, x∗, x˙∗, u∗, u˙∗) = 0,
µ∗ ≥ 0
where λ∗l = σ > 0, λ∗i = σ

i∈P λˆ
∗
i , i ≠ l,

j∈M µ
∗
j = σ

j∈M µˆ
∗
j ,

k∈K ν
∗
k = σ

k∈K νˆ
∗
k .
From h(t, x∗, x˙∗, u∗, u˙∗) = 0, we getk∈K  ba νkhk(t, x∗, x˙∗, u∗, u˙∗)dt = 0, then (x∗, u∗, λ∗, µ∗, ν∗) is feasible for (DP).
Assume that (x∗, u∗, λ∗, µ∗, ν∗) is not an efficient solution for (DP). Then, there exists a feasible solution (x, u, λ, µ, ν)
for (DP) such that b
a
fi(t, x, x˙, u, u˙)dt ≥
 b
a
fi(t, x∗, x˙∗, u∗, u˙∗)dt, for all i ∈ P,
and  b
a
fi0(t, x, x˙, u, u˙)dt >
 b
a
fi0(t, x
∗, x˙∗, u∗, u˙∗)dt, for some i0 ∈ P
hold, which contradicts weak duality theorem. Hence, (x∗, u∗, λ∗, µ∗, ν∗) is an efficient solution for (DP). 
850 J. Zhang et al. / Computers and Mathematics with Applications 63 (2012) 838–850
Acknowledgments
The authors wish to thank the referees for their valuable suggestions which improved the presentation of the paper.
This work is supported by the National Natural Science Foundation of China (Grant No. 60974082), and the Science Plan
Foundation of the Education Bureau of Shaanxi Province (Nos. 09JK722 and 11JK1051).
References
[1] M.A. Hanson, Bounds for functionally convex optimal control problems, J. Math. Anal. Appl. 8 (1964) 84–89.
[2] R.J. Ringlee, Bounds for convex variational programming problems arising in power system scheduling and control, IEEE Trans. Autom. Control 10
(1965) 28–35.
[3] B. Mond, M.A. Hanson, Duality for control problems, SIAM J. Control 6 (1968) 114–120.
[4] B. Mond, I. Smart, Duality and sufficiency in control problems with invexity, J. Math. Anal. Appl. 136 (1988) 325–333.
[5] D. Bhatia, P. Kumar, Multiobjective control problem with generalized invexity, J. Math. Anal. Appl. 189 (1995) 676–692.
[6] X.H. Chen, Duality for a class of multiobjective control problems, J. Math. Anal. Appl. 267 (2002) 377–394.
[7] C. Nahak, S. Nanda, On efficiency and duality for multiobjective variational control problems with (F , ρ)-convexity, J. Math. Anal. Appl. 209 (1997)
415–434.
[8] R.B. Patel, Duality for multiobjective fractional variational control problems with (F , ρ)-convexity, J. Stat. Mgt. Syst. 3 (2000) 113–134.
[9] C. Nahak, S. Nanda, Sufficiency optimaility criteria and duality for multiobjective variational control problems with V -invexity, Nonlinear Anal. 66
(2007) 1513–1525.
[10] I. Ahmad, S. Sharma, Sufficiency and duality for multiobjective variational control problems with generalized (F , α, ρ, θ) − V -convexity, Nonlinear
Anal. 72 (2010) 2564–2579.
[11] R. Patel, On multiobjective variational control problems involving generalized univex type I functions, Adv. Theor. Appl. Math. 5 (2010) 303–317.
[12] T. Antczak, On G-invex muliobjective programming. Part I. Optimality, J. Glob. Optim. 43 (2009) 97–109.
[13] T. Antczak, On G-invex muliobjective programming. Part II. Duality, J. Glob. Optim. 43 (2009) 111–140.
[14] J.M. Borwein, Optimization with respect to partial orderings, D.Phil., Thesis, Oxford University, 1974.
[15] V. Chankong, Y.Y. Haimes, Muliobjective Decision Making: Theory and Methods, North-Holland, New York, 1983.
