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Resumen
En la actualidad, las pantallas táctiles y tabletas
han ganado protagonismo en el campo de la inter-
acción humano-robot para robots sociales. Estos
dispositivos se utilizan por ejemplo como comple-
mento en sesiones de rehabilitación o estimulación
cognitiva. Una de las ventajas que proporcionan
estas interfaces es la reducción de algunos de los
problemas existentes en los sistemas de comunica-
ción por voz. Aśı, se proporciona un soporte gráfi-
co en la pantalla y se aumentan las posibilidades
de interacción del robot, pudiendo mostrar con-
tenido multimedia, información variada o realizar
juegos con el usuario. Para ello es fundamental el
diseño de una interfaz gráfica intuitiva y que no re-
quiera un conocimiento previo para su utilización
con el fin de que usuarios sin experiencia con este
tipo de dispositivos puedan interaccionar con ellos
sin problemas. Este trabajo realiza un estudio so-
bre las aplicaciones actuales de pantallas táctiles
y tabletas en robots, proporcionando una visión
general de los elementos que debeŕıan incorporar
este tipo de interfaces. Además, se propone una
aplicación a modo de ejemplo que incluye algunos
de estos elementos.
Keywords—Robótica social, Interacción táctil,
Tabletas, Diseño de interfaces gráficas
1. Introducción
La investigación en Interacción Humano-Robot
(HRI, por sus siglas en inglés) estudia las rela-
ciones y comunicación entre humanos y robots. A
largo plazo, el principal objetivo es permitir una
interacción natural entre los seres humanos y los
robots. Para conseguir una interacción natural es
importante que la comunicación entre el robot y
el humano sea multimodal, es decir, que emplee
varios métodos de entrada o salida durante la in-
teracción como información verbal, escrita, even-
tos táctiles o gestos [1]. En el campo de la robótica
social, el modo de interacción más común es la voz
procesada por los sistemas automáticos de recono-
cimiento de voz (ASR, por sus siglas en inglés) y el
modo de salida más popular es el enunciado verbal
del robot, normalmente generado por un sinteti-
zador de voz (TTS, por sus siglas en inglés). A
pesar de que el modo de voz sea el más utilizado,
suele ir acompañado de gestos, la mirada o el apo-
yo de una interfaz gráfica que proporcione soporte
visual durante la interacción por voz [2].
Otra forma de interacción entre humanos y robots
es la interacción táctil, ya sea a través de sensores
de tacto tradicionales o a través de una panta-
lla táctil o tableta. Este tipo de interacción puede
ayudar a reconocer e interpretar señales sociales
estudiando los datos de duración, la presión y la
velocidad con la que se haya tocado al robot o a
la pantalla [3].
El trabajo que se presenta en este art́ıculo trata de
contribuir a la mejora de la interacción humano-
robot, diseñando una aplicación para una pantalla
táctil que permita ampliar las posibilidades de in-
teracción del robot y ayude a solucionar los proble-
mas de la comunicación entre la persona y el robot
cuando haya problemas en la interacción por voz.
El resto del art́ıculo se estructura de la siguiente
manera: la sección 2 ofrece una revisión de sis-
temas que integran interfaces gráficas en robots.
La sección 3 ofrece la propuesta de una interfaz
gráfica que se podŕıa utilizar en aplicaciones pa-
ra robots sociales. La sección 4 presenta la interfaz
gráfica desarrollada, la cual incluye algunas carac-
teŕısticas expuestas en el apartado anterior. Por
último en la sección 5 se presentan las conclusio-
nes obtenidas tras la realización de este trabajo.
2. Robots con tabletas o pantalla
La interfaz intuitiva que nos ofrecen las tabletas,
favorece la utilización de estos dispositivos en los
entornos con robots. Los robots pueden mejorar la
experiencia del usuario a través del funcionamien-
to en conjunto con aplicaciones en dispositivos in-
teligentes. En esta sección estudiaremos algunas
aplicaciones reales de interfaces táctiles en HRI.
Juegos : Popchilla (Interbots, 2011) combina
una aplicación de dibujo interactivo con un
robot que genera respuestas de movimiento
y sonido a la entrada del usuario en la ta-
bleta. Este robot es utilizado en terapias pa-
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ra niños con autismo [4]. Otros robots como
RUBI cuentan con una pantalla táctil en el
pecho. En esta pantalla puede mostrar jue-
gos educacionales para el desarrollo de voca-
bulario en los cuales se combinan elementos
visuales y sonoros [5].
Tareas colaborativas : Park et al. [6] presentan
un conjunto de herramientas HRI que permi-
te utilizar la pantalla de la tableta como un
espacio de trabajo entre el humano y el robot.
El participante enseña o aprende una nueva
tarea a través de la demostración en la ta-
bleta como lo haŕıa con otros colaboradores
humanos. Para un robot es dif́ıcil reconocer
las señales sociales de los humanos, la tableta
disminuye la incertidumbre ya que está pro-
vista de sensores cuantitativos que proporcio-
nan datos sobre le comportamiento gestual
del usuario.
Comunicación: En robótica social las panta-
llas táctiles se pueden utilizar como comple-
mento al ASR en caso de que el robot no esté
entendiendo al usuario con claridad [7]. Tam-
bién se pueden utilizar para mostrar compo-
nentes multimedia, como imágenes, v́ıdeos o
páginas web [8].
Localización de fuentes de sonidos : Experien-
cias como Nakurama et al. [9] nos muestran
como localizar fuentes de sonido en un en-
torno real mediante una tableta a la que se le
añade una matriz de micrófonos. La ventaja
en el uso de teléfonos inteligentes y tabletas
es que están equipadas con una variedad ca-
da vez mayor de sensores para ayudarnos a
filtrar y organizar la gran cantidad de datos
existentes en el entorno. La función principal
de esta aplicación es la localización de usua-
rios alrededor del robot.
Recolección de información: Teniendo en
cuenta la inclusión de los robots en nuestro
d́ıa a d́ıa podemos pensar en un robot que
nos acompañe en nuestras experiencias y deje
constancia de ellas. Existen robots como kiro-
Pi [10] cuyo objetivo es la grabación y repro-
ducción de momentos vividos por el usuario
sin necesidad de que las fotograf́ıas o v́ıdeos
hayan sido tomados personalmente por dicho
usuario, esto se traduce en una mayor inter-
acción con el grupo. Este robot se basa en
incorporar la instalación del hardware es una
tableta, es decir, una tableta con brazos in-
corporados.
Por otro lado, existen estudios sobre las ventajas
de utilizar una tableta, un robot o ambos dispo-
sitivos. Jost et al. [11] diseñaron una experiencia
para ver las diferencias durante un juego (adapta-
ción del juego de memoria Simon) en tres escena-
rios diferentes: utilizando solo el robot NAO, usan-
do únicamente una tableta o utilizando ambos. El
primer escenario se basada en la utilización única-
mente del robot NAO, el cual sujetaba señales de
colores para indicar el color y se las enseñaba al
usuario en el orden que deb́ıa recordarlas. En el se-
gundo escenario se usaba únicamente una tableta,
la cual mostraba cuatro botones de colores que se
iluminaban y el usuario deb́ıa repetir la secuencia
pulsando en la pantalla. Por último, en el tercer
escenario se utilizaban tanto el robot Nao como la
tableta, en este caso la pantalla mostraba 4 boto-
nes de colores, igual que en el caso anterior, pero
era el robot quien presionaba la tableta siguiendo
las órdenes por voz del usuario. En las conclusio-
nes se observa que a pesar de que la atención en
el ejercicio es menor en el caso de utilizar tanto
el robot como la tableta, en esta situación se pro-
duce una mayor interacción visual y verbal con el
robot.
3. Propuesta
Uno de los campos donde se puede aplicar el desa-
rrollo de interfaces gráficas para la interacción
humano-robot es en las terapias con personas de la
tercera edad. Según el estudio realizado por Chan-
tal Kerssens et al. [12], una herramienta como una
interfaz gráfica puede ayudar a manejar los śınto-
mas y las necesidades comunes en la vida cotidia-
na de los ancianos. Además, estas tecnoloǵıas se
pueden instalar en el hogar ayudando a los cuida-
dores a lidiar con las necesidades de las personas
a su cuidado.
3.1. Módulos software
La aplicación que se propone en este trabajo debe
servir tanto para pantallas táctiles genéricas (p.
ej. Bellbot [13]), como para robots con una table-
ta como (p. ej. Pepper [14]), por lo que se deberá
desarrollar de forma genérica pudiendo ser utiliza-
da en escritorio y en un dispositivo inteligente.
Muchas plataformas robóticas actuales utilizan
ROS [15], por lo que el primer componente del
sistema que controla la tableta implementará la
comunicación con el robot (ver parte superior de
la figura 1). ROS es una arquitectura de software
espećıficamente desarrollada para uso con robots
que ofrece procesos modulares, mecanismos de co-
municación muchos-a-muchos y muchos-a-uno y
gran estabilidad. Los procesos de ROS se llaman
nodos. Éstos son independientes y se ejecutan en
paralelo. Pueden intercambiar datos a través de
tópicos (canales de datos identificados únicamen-
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te por su nombre) y además las funciones de un
nodo dado pueden ser llamadas desde otros no-
dos usando un servicio, únicamente definido por
un nombre o por un mensaje (estructura de datos
estrictamente mecanografiada). Por lo tanto, un
nodo interesado en un cierto tipo de dato se sus-
cribirá al tópico apropiado. Pueden haber varios
editores (publishers en inglés) y suscriptores (subs-
cribers en ingles) simultáneos para un solo tópico
y un solo nodo puede publicar y/o suscribirse a
varios tópicos.
El segundo componente del sistema que controla
la tableta implementará la comunicación con la in-
terfaz gráfica, actualizando lo que se muestra en
la tableta en cada momento (ver parte central de
la figura 1). Una gran parte de las interfaces gráfi-
cas utilizan QML1, ya que permite describir qué
componentes las forman y cómo estos interactúan
entre śı. Por tanto, el puente entre la comunicación
con el robot y la gestión de la interfaz se realizará
utilizando este lenguaje.
Otro punto a favor de la utilización de la progra-
mación en QML es que permite la conexión entre
los componentes de la interfaz gráfica y las propie-
dades que se ven modificadas por los parámetros
de ROS, lo cual permite que dichos componentes
se puedan crear de forma dinámica y por tanto, se
pueda reducir la memoria utilizada para la aplica-
ción.
3.2. Componentes de la interfaz de
usuario
En ĺıneas generales, es posible definir el tipo de
contenido que una aplicación desarrollada para
una pantalla táctil debe ser capaz de mostrar. En
este caso, se proponen los componentes que mejor
se ajustan a la aplicación propuesta: ejercicios de
terapia con ancianos.
En primer lugar, es necesario mostrar contenido
textual que permitirá mostrar recordatorios y ex-
plicaciones de las actividades que se van a rea-
lizar. También se dispondrá de la posibilidad de
mostrar información visual y auditiva sobre co-
mo realizar una tarea básica a través de v́ıdeos o
recordatorios de eventos importantes a través de
imágenes y audios de seres queridos. Otra carac-
teŕıstica de la que se deberá disponer será la de
mostrar información web en la pantalla (noticias,
previsión meteorológica...). Por último, es necesa-
rio tener algún tipo de pantallas que permitan la
interacción directa entre la interfaz y el usuario,
para ello se utilizarán pantallas de menús con bo-
tones. Este último tipo se utilizará principalmen-
1Documentación de QML: http://doc.qt.io/
qt-5/qtqml-index.html
te en las sesiones de estimulación cognitiva y en
aquellos momentos en los que la interacción por
voz humano-robot tenga dificultades.
3.3. Pantallas a partir de los
componentes
Una de las funcionalidades que pueden tener este
tipo de interfaces es su utilización de sesiones de
rehabilitación y estimulación cognitiva. Teniendo
este factor en cuenta se han estudiado el tipo de
pantallas con las que se cuentan en diferentes hos-
pitales en los que se utilizan ordenadores para este
tipo de sesiones.
Uno de los factores a valorar es que en este tipo de
sesiones el nivel de dificultad se adapta al usuario y
por tanto, se deberán desarrollar desde pantallas
sencillas en las cuales únicamente se muestre un
texto o una imagen hasta pantallas complejas en
las que los objetos se desplazarán por ella en forma
de animación para que se pulse sobre ellos.
Algunos de los ejemplos que seŕıa interesante desa-
rrollar seŕıan:
Pantallas donde se escoge una opción : en es-
te tipo de pantallas se mostrará una pregunta
en la parte superior y el usuario deberá res-
ponder entre las opciones del menú central.
Pantallas donde se relacionan conceptos : en
este tipo de pantallas el usuario deberá rela-
cionar un concepto con algún tipo de est́ımulo
visual (texto, imágenes) para realizar correc-
tamente el ejercicio.
4. Ejemplo práctico
En la actualidad se ha desarrollado una aplicación
que permite realizar en gran medida, todas las ca-
pacidades explicadas en el apartado anterior. Esta
aplicación se ha desarrollado para que pueda ser
utilizada tanto en una pantalla de ordenador como
en un dispositivo Android (smartphone o Tablet).
Para el desarrollo de la aplicación se ha utilizado
el entorno y libreŕıas de Qt2, ya que permite la
programación en QML y en C++. Estos dos len-
guajes de programación permiten realizar tanto la
comunicación entre el robot y la tableta como el
desarrollo de la interfaz gráfica.
Las plataformas para las que se ha desarrollado la
aplicación son: por un lado el robot Maggie [16],
que cuenta con una pantalla táctil instalada en el
pecho; el robot Mbot [17], equipado nuevamente
con una pantalla táctil; y finalmente el robot Mini
[18], donde el interfaz táctil es una tableta de 10′′
con sistema operativo Android (ver figura 2).
2Sito web de Qt: https://www.qt.io/es/
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Figura 1: Relación entre las conexiones que se realizan entre un robot y una interfaz con el usuario. En
la parte superior se puede observar el componente de ROS, encargado de realizar la comunicación con
el robot. En la parte media se encuentra el componente encargado de realizar la función de gestor de la
interfaz de usuario conectando los comandos enviados por el robot con los componentes de la interfaz.
Por último la parte inferior muestran los distintos componentes que deberá contener la interfaz.
Figura 2: Plataformas para las que se ha desarro-
llado la aplicación. Arriba, izquierda, robot Mag-
gie. Arriba, derecha, robot Mbot. Abajo, robot
Mini.
4.1. Tipos de pantallas desarrolladas
Las pantallas desarrolladas hasta el momento son
por un lado las pantallas para poder mostrar con-
tenido multimedia, en ellas se puede mostrar tex-
to, imágenes, v́ıdeos, audios, gifs y páginas web.
Este tipo de pantallas se utilizan para el desa-
rrollo de ejercicios de estimulación cognitiva como
por ejemplo el ejercicio de las comidas, en el cual
se muestra la fotograf́ıa de una comida t́ıpica es-
pañola y el usuario tiene que responder utilizando
la voz en que zona de España se cocina (ver figura
3, izquierda). Por otro lado pantallas en las que
se pueda mostrar un menú de botones. En estas
pantallas el número de botones se puede configu-
rar en cada caso, con un máximo de 5. Además
en cada botón se puede mostrar o bien un texto
o bien una imagen, dependiendo del tipo de ejer-
cicio que se quiera realizar. Este tipo de pantallas
están diseñadas para realizar la función método
de entrada en la interacción humano-robot, es de-
cir, el usuario puede enviar información al robot
a través de ellas. En la figura 3, centro y derecha,
se muestran dos ejemplos de menús con las dos
configuraciones posibles (texto e iconos).
5. Conclusiones
En este art́ıculo se ha realizado un repaso por
la manera en que se usan las pantallas táctiles
y tabletas en trabajos y proyectos relevantes en
el ámbito de la robótica social, haciendo especial
mención en la utilización de este tipo de robots
en las terapias de rehabilitación cognitiva. Se han
comentado las caracteŕısticas importantes que de-
beŕıa incorporar una aplicación para este tipo de
aplicaciones y se ha presentado una aplicación ca-
paz de mostrar contenido multimedia y pantallas
de tipo menú, todo ello gestionado por el robot.
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Figura 3: Pantallas de la aplicación para escritorio en las que se muestran dos tipos de menús. Izquierda:
Pantalla de la aplicación para escritorio en la que se muestra una imagen. Centro: Menú en el que los
botones son imágenes. Derecha: Menú en el en los botones se muestra texto.
La arquitectura desarrollada para el sistema per-
mite que la pantalla táctil pueda ser utilizada co-
mo método de salida (mostrar contenido) o co-
mo modo de entrada (respuesta del usuario en los
menús).
Las principales aplicaciones a las que pueden des-
tinarse este tipo de interfaces son aquellas en las
que se requiere un tipo de ejercicios concretos, en
los cuales un soporte gráfico resulta beneficioso
(ejercicios de memoria, de relacionar conceptos...)
y aquellas en las que la interacción humano-robot
por voz resulte complicada (por factores ambien-
tales o por falta de entendimiento entre el humano
y la máquina).
Por otro lado, la instalación de sistemas robot-
tableta en centros de d́ıa o residencias de ancianos
podŕıan ser útiles a la hora de realizar sesiones
de rehabilitación cognitiva, ayudar a ejecutar las
tareas diarias o entretener a las personas mayores
en su d́ıa a d́ıa. Por este motivo es clave que el
diseño de la aplicación sea lo más sencillo posible
para facilitar su uso.
Finalmente, tomando como base este trabajo seŕıa
interesante realizar mejoras en la aplicación exis-
tente, dotándola de todas las funcionalidades nom-
bradas y comprobar con usuarios la utilidad de es-
te tipo de tecnoloǵıa como apoyo en la interacción
humano-robot.
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