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Chapter1
Introduction
Electronic spectroscopy is nowadays among the most powerful tools for the study
of chemical systems. Several techniques have been developed, based either on one- or
multiphoton-processes. The former include the widely used optical absorption (OPA)
and emission (OPE) spectroscopies, as well as their chiroptical counterparts, electronic
circular dichroism (ECD) and circularly polarized luminescence (CPL), which have been
developed only recently. On the other hand, multiphoton spectroscopies include more
advanced experimental techniques, like two-photon absorption (TPA), two-photon cir-
cular dichroism (TPCD) and vibrational resonance Raman spectroscopy (RR).
In general, the interpretation of spectroscopic data arising from one-photon spectro-
scopies is not straightforward, in particular for large and complex systems, and requires
the combination of experimental methods with computational approaches to reach a com-
plete comprehension of the experimental data. However, from a computational point of
view, one-photon electronic spectra are usually simulated by using a single peak for each
electronic transition, whose height depends on a specific electronic property (like the
dipole strength for one-photon absorption spectroscopy). Band-broadening effects are
then simulated by superimposing a symmetric broadening function of this peak. How-
ever, in those simplified models, the fine vibrational structure arising from the presence
of the vibrational levels of each electronic state is completely neglected. Therefore, they
cannot be used to simulate both high-resolution electronic spectra and low-resolution
ones where an asymmetrical bandshape is present due to the convolution of all the
vibronic transitions.
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Two parallel routes have been followed for the simulation of vibronic spectra, the
time-dependent (TI) and the time-dependent (TD) methods. In the time-independent
method, usually called also sum-over-state method, the spectrum is obtained as the en-
semble of all transitions between the vibrational initial and final states treated indepen-
dently from one another, and the intensity of the transition is calculated by computing
the so-called Franck-Condon factor for each vibronic transition. This method suffers
from different fundamental problems, especially when dealing with large systems. First
of all, due to the huge number of transitions to take into account, ad hoc schemes must
be employed to select a priori only the transitions, which actually contribute to the
spectrum band-shape. Such models are difficult to automatize and apply on any system,
since they generally rely on semi-empirical tests. Furthermore, the computational cost
of TI calculations grows quickly when temperature effects are taken into account, since
vibronic transitions starting from a large number of initial states are possible.
The shortcomings of the time-independent approach can be overcome by using a TD
model. By working in the time domain, it is possible to express specific experimental
observable, which depend on the type of spectroscopy, in terms of the Fourier transform
of an appropriate correlation function. The correlation function can be calculated by
propagating a wavepacket corresponding to the initial state over the potential energy
surface of the excited electronic state. Therefore, once a model for the propagation of
the wavepacket has been derived, the only approximated step is the numerical Fourier
transform. Even if this goal can be accomplished by using ab-initio quantum dynam-
ics methods, under the harmonic approximation the time-evolution of the correlation
function can be computed analytically, and therefore the spectrum can be obtained di-
rectly by Fourier transform. TD models permit to overcome both the shortcomings
of the TI approach presented before. First of all, the sum over all the possible final
vibrational levels is carried out in the definition of the correlation function by using
a general, complex-valued time variable. As a consequence, no schemes are needed to
select a-priori the final states to take into account. Furthermore, temperature effects
can be included implicitly in the time-evolution of the wavepacket, and therefore the
computational costs are independent on the temperature.
Even if the TD theory of vibronic spectroscopy has been formulated for the first
time around 1980 in the works of Heller and Mukamel[1, 2], the TD approaches which
7are usually used to compute vibronic spectra usually rely on approximated models.
Therefore, the first goal of this project is the development and the implementation of a
TD framework for the calculation of OP spectra, complementary to the TI one already
available in our group[3], in which the approximations used to simulate the evolution
of the correlation function are as much limited as possible. Let us remark that the TI
and TD approaches can be combined to profit from their advantages and to minimize
their limits. In fact, in the TD route all the vibrational levels are automatically included,
together with temperature effets. On the other hand, the TI route allows to assign single
vibronic transitions.
Once the TD formalism of OP spectroscopy has been developed, the following goal of
this project has been to extend its application also to Resonance Raman spectroscopy.
As already proven by Dirac in 1927, the simulation of RR spectra is related to the
calculation of the transition polarizability tensor and, as for the case of one-photon
spectroscopies, both TI and TD approaches have been proposed to compute it. The
generalization of the TI approach to RR spectroscopy is rather straightforward, since
also the polarizability tensor can be expressed in terms of Franck-Condon integrals[4].
However, the TI approaches to compute the polarizability tensor present the same draw-
backs as for the one-photon case, and the computational costs are even higher, since a
vibronic calculation must be performed for each peak of the RR spectrum. Even if, as
for the one-photon case, by expressing the polarizability tensor in a time-dependent way
it is possible to overcome all those limitations, the TD models which have been proposed
in the last years are even more approximated than in the TD-OP case. However, the
interpretation of RR spectra is far from being straightforward due to the much higher
complexity to derive simple selection rules with respect to vibrational spectroscopies (IR
and nRR, for instance). Therefore, a theoretical model able to simulate a RR spectrum,
in which the approximations are as much limited as possible, is essential to identify
unequivocally the various contributions to the experimental spectrum and to facilitate
its interpretation. In order to accomplish this goal, the same TD formalism derived
by us for one-photon spectroscopies has been used as a reference to derive a new TD
formulation of RR spectroscopy at the same level of accuracy of the OP case.
8 Introduction
Both the TD-OP and the TD-RR theories have been implemented inside the well-
known computational chemistry program Gaussian, within a pre-existing module ded-
icated to vibronic spectroscopy. Particular care has been paid to the computational
efficiency of the whole procedure, in order to make it usable also for the study of large-
size systems. Furthermore, the TD procedure has been automatized as much as possible,
in order to make its use possible also for non-specialist users, and its computational effi-
ciency has been improved thanks to the use of different numerical algorithms and to an
efficient parallelization of the code.
As mentioned above, the TD formalism is well-suited for the study of vibronic spec-
tra of large-size molecules. In fact, all the virtually infinite vibrational levels of both the
initial (when temperature effects are included in the simulation) and the final electronic
state are taken automatically into account. However, the extension of the TD procedure
to large-size systems requires also an accurate choice of the coordinates used. In fact,
for large and flexible molecules, large-amplitude distorsions can be present between the
electronic state, which can be described correctly only by using a set of curvilinear inter-
nal coordinates. However, if a curvilinear coordinate set is used, the general framework
of vibronic spectroscopy must be modified at two different levels. First of all, the normal
modes of vibrations must be expressed in terms of curvilinear coordinates, by using the
well-known Wilson method[5]. As a consequence, the model used to describe mode-
mixing effects is changed. Furthermore, a second, more puzzling issue must be faced,
related to the definition of the internal coordinate set. In fact, internal coordinates are
usually redundant, and a non-redundant subset of coordinates must be extracted from
the redundant one in order to perform the vibronic calculations. Even if this problem
has been discussed in the field of geometry optimization problem[6, 7], its application
to vibrational and vibronic spectroscopy has been overlooked. Therefore, the third goal
of this project has been to extend both the TI and the TD frameworks to the use of
a general, set of curvilinear internal coordinates. First of all, the performances of dif-
ferent algorithms used to build a non-redundant set of internal coordinates in geometry
optimization has been analysed. Then, different modified versions of those algorithms
have been developed, in order to improve their performances in vibronic spectroscopy.
In fact, all the simulations of vibronic spectra within an internal coordinates system
present in the literature are limited to small-size molecules, for which a non-redundant
9set of coordinates can be defined by hand, using chemical intuition. However, in order
to study bigger systems, this procedure needs to be automatized as much as possible.
As a conclusion, the TD formalism in internal coordinates has been applied to the
simulation of vibronic spectra of molecules of chemical interests. Firts of all, the TD-OP
theory has been used to simulate both the ECD and the CPL spectrum of a medium-size
quinone derivative. Even if vibronic effects are usually overlooked in the simulation of
both ECD and CPL spectra, it will be shown that only by including all the terms present
in our model, a satisfactory agreement with the experimental data can be reached. Then,
the TD-RR procedure has been applied to the study of both a medium-size radical,
namely the benzyl radical, and of a large-size ruthenium complex. The application of
the TD-RR procedure is particularly challenging, since RR spectroscopy is one of the
most used technique to characterize electronic states of metal complexes. In fact, a RR
spectrum is usually much simpler than a non-resonant one, since only the transitions
between vibrational states corresponding to intense vibronic transitions are enhanced.
Therefore, by assigning all the bands, which are enhanced in the RR spectrum, it is
possible to characterize the nature of the electronic state involved in the transition.
However, especially for complex systems, theoretical computations are usually needed to
assign all the bands of a RR spectrum, and only by using a complete model it is possible
to reach quantitative agreement with the experimental data. Finally, the implementation
of the internal coordinates has been applied to the study of vibronic spectra of different
flexible molecules. First of all, two simple molecules, ammonia and biphenyl, have been
chosen as test-cases to check the reliability of our implementation and to evaluate the
performances of different coordinate sets. Finally, the TD-RR procedure will be used
together with the internal coordinates system in order to calculate the RR spectrum of
a more complex system, an uracil derivative.
This thesis is organized as follows. Chapter 2 presents the general framework under-
lying the TD theory of OP and RR spectroscopy. First of all, the general theory of OP
and RR spectroscopy are presented. Then, the main approximations underlying our TD
model are described, with particular care to the harmonic theory of vibration and of the
internal coordinates. Chapter 3 describes the features of the new TD formalism which
has been derived. First of all, the application to OP spectroscopy will be presented, and
then the extension to the RR case will be discussed. In chapter 4 a schematic overview
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on the structure of the implementation of both the TD theory and internal coordinates
inside Gaussian is given. As a conclusion, chapter 5 will present some applications of
the theory outlined.
Chapter2
General theory and time-independent
approach to vibronic spectroscopy
This section will present the general framework for the computation of vibrationally
resolved electronic spectra. First of all, we will derive a general sum-over-state formula,
applicable to different one-photon spectroscopies, in particular one-photon absorption
(OPA), one-photon emission (OPE) and their chiral counterparts, electronic circular
dichroism (ECD) and circularly polarized luminescence (CPL). Later, a similar sum-
over-state formula will be given for the case of resonance Raman (RR) spectroscopy. In
order to obtain usable equations, further approximations are needed. We will focus here
on the harmonic model, which has been used during this work. As a conclusion, the
framework will be extended to the use of a curvilinear coordinates system.
1. Semiclassical theory of light absorption
The theoretical framework used for the simulation of vibronic spectra is based on a
semiclassical model in which the light is treated in a classical way, while the molecule
is treated quantistically. Under these approximations, it is possible to express the light-
matter interaction hamiltonian ∆H as a classical multipolar expansion. By including
only the two leading terms of this expansion, corresponding to the electric and magnetic
dipole terms, ∆H can be expressed as follows:
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(1) ∆H = −µ ·E−m ·B
where µ and m are the electric and magnetic dipole moment of the molecule, and
E and B are the electric and magnetic fields. For OPA and OPE spectroscopies, the
magnetic term is usually negligible with respect to the electronic one, and can be safely
neglected. However, as we will discuss later, this approximation is ill-suited for chirop-
tical spectroscopies, and both terms of equation 1 must be taken into account.
By including the interaction term ∆H, the molecular hamiltonian can be expressed as
H = H0 +∆H, where H0 collects all the terms independent of the electromagnetic fields.
Once the eigenfunctions Ψn of H0 and the corresponding eigenvalues En are known, the
interaction term ∆H can be included a posteriori within the usual first-order time-
dependent perturbation theory. Without going into details, the light-matter interaction
term ∆H causes the states represented by Ψn to be no more stationary and transitions
between them are possible. The probability pif that a transition happens between two
states Ψi and Ψf is given by the well-known Fermi golden rule:
(2) pif =
1
~2
∣∣∣∣∫ t
0
dt 〈Ψf | ∆H | Ψi 〉
∣∣∣∣2
In the following, we will assume that the incident light is a monochromatic electro-
magnetic wave with frequency equal to ω, so that the electric field can be written as
E = E0 e
iωt and the magnetic term can be neglected. By using the explicit expression
for the electric field, it is possible to carry out the integral given in equation 2 to express
the probability as follows:
(3) pif =
4pi
3~2c
I(ω) |〈Ψf | µ | Ψi 〉|2 t δ (ωif − ω)
where I(ω) is the intensity of the incident radiation and ωif = (Ef − Ei) /~. Due
to the presence of the Dirac delta function δ (ωif − ω), transitions can occur only at a
resonance frequency ωif . Let us remark that pif is a microscopic molecular property and
therefore it must be related to a macroscopic quantity in order to compare theoretical
results to their experimental data. For OPA spectroscopy the quantity usually measured
is the molar absorption coefficient (ω), which is present in the Beer-Lambert law. (ω) is
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proportional to the absorption cross section σ(ω), which can be obtained by summing all
the absorption cross section σif for each possible transition, weighted by the Boltzmann
factor, to include the effect due to the different populations of all the states. σif is in
turn proportional to the probability of transition pif , and therefore the final relation
given in the following can be obtained:
(4) (ω) =
4pi2ωNa
3× 103 ln(10) ~cZ
∑
i,f
e−βEi |〈Ψf | µ | Ψi 〉|2 δ (ωif − ω)
where Na is the Avogadro number and Z is the canonical partition function.
A sum-over-state expression similar to the one given in equation 4 can be derived
also for OPE spectroscopy. When a molecular system is excited by an electromagnetic
wave, two different emission processes can occurr: the spontaneous emission, which is
independent on the intensity of the incident light, and the stimulated emission, which in
turns varies by changing the intensity of the incident light. Within the simplified two-
state model used to describe light-matter interaction proposed by Einstein, the ratio
between stimulated and spontaneous emission is proportional to the third power of the
incident frequency. As a consequence, in the UV-vis region stimulated emission processes
are negligible with respect to spontaneous ones, and thus can be safely neglected. In
this Einstein model, the rate of absorption and spontaneous emission, vst,a and vsp,e
respectively, are given by the following expression:
(5) vst,a = NiBifρ (ωif ) vsp,e = NfAif
where Ni and Nf are the populations of the initial and final state respectively, ρ (ωif )
is the energy density of the radiation at the resonance frequency and the proportionality
coefficients Aif and Bif are usually called A and B Einstein coefficients. By imposing
the thermodynamic equilibrium for the system and comparing the result to the black
body radiation formula derived by Plank, it is possible to derive the following relation
between Aif and Bif :
(6) Aif =
2~ω3
pic3
Bif
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As mentioned before, Bif represents the absorption probability, and can therefore be
related to the absorption cross section σif , whereas Aif can be related to the emission
cross section. This link between absorption and emission spectroscopies can be used to
derive the following sum-over-states formula of the intensity of the emitted light Iem
starting from the expression given in equation 4
(7) Iem(ω) =
8piω4
3c3~Z
∑
i,f
e−βEf |〈Ψf | µ | Ψi 〉|2 δ (ωif − ω)
As a conclusion, let us consider the case of chiroptical vibronic spectroscopy. In
ECD spectroscopy the experimental quantity, which is usually measured, is the differ-
ence of the molar extinction coefficient obtained with left-circularly and right-circularly
polarized light ∆ = l − r. However, this difference can not be computed by using the
sum-over-state expression given in equation 4, because the inclusion of only the electric
dipole term in the Hamiltonian always leads to a null value of ∆. Conversely, by includ-
ing also the magnetic dipole term of equation 1, the transition probability pif becomes
proportional to = (µ ·m). This result is usually called the Rosenfeld equation[8], and
the dot product between µ and m is defined as the rotational strength of the molecular
transition. Starting from the Rosenfeld equation and using the same strategy employed
for the OPA case, it is possible to derive the following sum-over-states formula:
(8) ∆(ω) =
16Napi
2ω
3 · 103 ln(10)~c
∑
i,f
e−βEi= (µif ·mif ) δ(ωif − ω)
where µif is the electric transition dipole moment 〈 Ψf | µ | Ψi 〉 and mif is its
magnetic counterpart 〈Ψf |m | Ψi 〉. Let us remark that equation 8 has the same form
as equation 4, but the rotatory strength must be used in place of the dipole strenght.
Finally, another sum-over states formula can be derived for CPL spectroscopy. Let us
recall that, in CPL spectroscopy, the sample is irradiated with a nonpolarized light and
the difference between the number of emitted photon with left-handed polarization and
those with right-handed polarization is measured. The extension of the sum-over-state
formula for ECD given in equation 8 to its emission counterpart is not as straightforward
as for the OPA case. In fact, the Einstein model cannot be used to derive a simple rela-
tion between the absorption and emission cross sections. However, Emeis and co-workers
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proved[9, 10] that, in the same way as OPA and OPE cross sections are proportional
to the dipole strength, ECD and CPL cross sections are both proportional to the ro-
tatory strength. The same result has been proven within the framework of quantum
electrodynamics by Riehl and Richardson[11, 12], deriving also the proportionality coef-
ficient between the difference of the intensities of emitted light ∆Iem,if and the rotatory
strength.
(9) ∆Iem,if =
8ω4
30c4
= (µif ·mif )
Equation 9 allows the extension of the sum-over-states expression given in equation
8 also to CPL spectroscopy[13].
At first glance, the support of those spectroscopy requires the implementation of 4
different equations. However, it is possible to gather them in a unique freamework by
adopting a general sum-over-state formula[14, 15]:
(10) I = αωβ
∑
m
∑
n
ργd
A
mnd
B
mn
∗δ
(
En − Em
~
− ω
)
where ω is the frequency of the incident (OPA, ECD) or emitted (OPE,CPL) photon,
ρ is the Boltzmann population. Contrary to what was done up to now, the double sum-
mation runs here over all the lower- (m) and higher- (n) energy states. The parameters
I, α, β, γ, dAmn and d
B
mn depend on the kind of spectroscopy, following the equivalency
table below:
OPA OPE ECD CPL
I = (ω) I = IemNn I = ∆(ω)
∆Iem
Nn
α = 10piNa30 ln(10)~c α =
2
30c3
α = 40piNa
30 ln(10)~c2
8Na
30c4
β = 1 β = 4 β = 1 β = 4
γ = m γ = n γ = m γ = n
dAmn = µmn d
A
mn = µif d
A
mn = µif d
A
mn = µif
dBmn = µif d
B
mn = µif d
B
mn = =(mif ) dBmn = =(mif )
where Iem/Nn is the energy emitted by one mole per second.
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2. General theory of resonance Raman spectroscopy
Resonance Raman effect is based on the Raman scattering, which is an inelastic-
scattering process of light. Both in the classical and quantum theory of light-matter
interaction, the molecular property related to the ability of a molecule to give light
scattering is the polarizability, generally represented by a tensor. Therefore, a reliable
description of the resonance Raman effect relies on a correct description of the polar-
izability of a molecular system at a quantum level. The starting point is the same
semiclassical model as for the one-photon case, in which the light is described classically,
while the molecular system is treated at the quantum level. Similarly to OPA and OPE,
only the electric dipole moment term will be included in the interaction hamiltonian.
Within this framework, analytic expression for the polarizability tensor can be found by
using second-order time-dependent perturbation theory[16].
Let H(0) be the hamiltonian of the unperturbed molecule and |Ψ(0)n 〉 be its eigenfunc-
tion with the corresponding eigenvalues E
(0)
n . The interaction with the electromagnetic
radiation results in transition between eigenstates | Ψi 〉 and | Ψf 〉 are possible, with
the associated transition electric transition dipole moment µif . The transition dipole
moment depends on the intensity of the electric field, and it can be expanded in a Taylor
series with respect to the magnitude of the electric field:
(11) µif =
+∞∑
k=1
µ
(k)
if
In equation 11, µ
(k)
if collects the terms depending on the k-th power of the electric
field. In order to obtain a closed-form expression for µ
(k)
if , the wavefunctions |Ψi 〉 and
|Ψf 〉 of the initial and final states of the transition must also be expanded in a similar
way,
(12) |Ψi 〉 =
+∞∑
k=1
|Ψ(k)i 〉 and |Ψf 〉 =
+∞∑
k=1
|Ψ(k)f 〉
The expansions given in equation 12 can be used to rewrite equation 11 and express
µ
(k)
if as a function of the Taylor expansion terms of the wavefunctions |Ψ(n)i 〉 and |Ψ(n)f 〉.
The expressions for µ
(k)
if up to the second-order are reported in the following equations:
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µ
(0)
if = 〈Ψ(0)f | µ | Ψ(0)i 〉
µ
(1)
if = 〈Ψ(1)f | µ | Ψ(0)i 〉+ 〈Ψ(0)f | µ | Ψ(1)i 〉
µ
(2)
if = 〈Ψ(2)f | µ | Ψ(0)i 〉+ 〈Ψ(1)f | µ | Ψ(1)i 〉+ 〈Ψ(0)f | µ | Ψ(2)i 〉
(13)
The zero-th order term µ
(0)
if corresponds to the first-order interaction term, which
is used for one-photon spectroscopies. However, in order to include also higher order
effects, like the Resonance-Raman, the first order term of the transition dipole moment
µ
(1)
if must be considered. As shown in equation 13, the calculation of the first or-
der contribution to the transition dipole moment requires the first-order wavefunction.
This correction can be calculated in the framework of the time-dependent perturbation
theory[17], in which the j-th perturbed eigenfunction is expanded as a linear combina-
tion of the eigenfunctions of the unperturbed hamiltonian. The expansion coefficients
depend on the magnitude of the electric and magnetic fields, E and B, respectively, so
they can therefore be expanded as a Taylor series with respect to them. By neglecting
the effects of the magnetic field B and including only first-order terms due to the electric
field, the j-th perturbed eigenfunction can be expanded as follows:
(14) |Ψ(1)j 〉 =
|Ψ(0)j 〉+∑
k 6=j
∑
β=x,y,z
(
ajk,β Eβ + bjk,β E
∗
β
) |Ψ(0)k 〉
 e−iE(0)j t/~
The first term of the previous equation, namely Ψ
(0)
j e
−iE(0)j t/~, is the zero-th order
terms and corresponds to the product of the unperturbed wavefunction Ψ
(0)
j and of
an oscillating phase factor. The other terms of equation 14 are proportional to the
first-power of the electric field components and therefore correspond to the first-order
correction to the wavefunction Ψ
(1)
j . In order to calculate the tensors ajn,β and bjn,β,
which are unknown in equation 14, the expansion of Ψ
(1)
j given in equation 14 can be used
to express the wavefunction Ψj in the time-dependent Schro¨dinger, given in equation 15,
(15) (H0 + V(t)) Ψj = ∂Ψj
∂t
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Let us recall that H0 is the unperturbed hamiltonian, while V(t) contains the light-
matter interaction term. By expanding also the hamiltonian V(t) as a multipolar ex-
pansion with respect to the electric and magnetic field intensity, ajk,β and bjk,β can be
related to the matrix element of the electric dipole moment between the unperturbed
eigenfunctions of H0. ajk,β and bjk,β are given by the following relations
(16) ajk,β =
〈Ψ(0)j | µβ | Ψ(0)k 〉
2~ (ωjk − ω) and bjk,β =
〈Ψ(0)j | µβ | Ψ(0)k 〉
2~ (ωjk + ω)
By introducing the relations given in equation 16 in equation 14, it is possible to
derive the following expression for the γ-th component of the first-order correction to
the electric transition dipole moment:
µ
(1)
γ,if =
1
2~
∑
m6=i,f
∑
β=x,y,z
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmi − ω Eβ e
−i(ω−ωif )t
+
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmi + ω
E∗β e
i(ω+ωif )t

+
1
2~
∑
m6=i,f
∑
β=x,y,z
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmf − ω E
∗
β e
i(ω+ωif )t
+
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmf + ω
Eβ e
−i(ω−ωif )t
+ c.c.
(17)
In the previous equation ”c.c.” represents the complex conjugate of the whole ex-
pression, and the addition of this term ensures that the first-order correction µ
(1)
if is real.
The different terms present in equation 17 can be classified on the basis of the frequency
dependence of the complex exponential. As pointed out by Albrecht[18], only the terms
in which the exponential factor contains the frequency ω−ωif are related to the Raman
effect, while the terms containing the frequency ω + ωif describe two-photon absorp-
tion and two-photon emission processes. Equation 17 can be rewritten as, limiting our
considerations to the resonance Raman case,
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µ
(1)
γ,if =
1
2~
∑
m6=i,f
∑
β=x,y,z
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmi − ω
+
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmf + ω
 Eβ e−i(ω−ωif )t + c.c.
(18)
In order to simplify the previous expression, it is possible to define the transition
dipole moment as a complex quantity µ˜
(1)
if , assuming that the physically meaningful
quantity is obtained by taking its real part. For a complex number z, z + z∗ = 2< (z),
so the following expression is obtained for µ˜
(1)
if :
µ˜
(1)
γ,if =
1
~
∑
m 6=i,f
∑
β=x,y,z
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmi − ω
+
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmf + ω
 Eβ e−i(ω−ωif )t
(19)
Finally, by analogy with the classical definition of the polarizability tensor, it is
possible to define the transition polarizability tensor αif as follows:
(20) µ˜
(1)
γ,if =
∑
β=x,y,z
αifγβEβe
−i(ω−ωif )t
By direct comparison of equations 20 and 19 it is possible to derive the final expres-
sion for the transition polarizability tensor, which has been derived for the first time
by Dirac and co-workers[19] in their pioneering work, and later proved in the field of
time-dependent perturbation theory[20]. In the following, we will refer to the following
formula as the Kramers-Heisenberg-Dirac (KHD) formula.
(21)
αifγβ =
1
~
∑
m 6=i,f
〈Ψ(0)f | µγ | Ψ(0)m 〉〈Ψ(0)m | µβ | Ψ(0)i 〉
ωmi − ω +
〈Ψ(0)f | µβ | Ψ(0)m 〉〈Ψ(0)m | µγ | Ψ(0)i 〉
ωmf + ω

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As mentioned before, our final goal is to calculate the transition polarizability tensor
under resonance conditions with an electronic state. When the incident frequency is
set to match a molecular transition, then ω ≈ ωif and therefore equation 21 diverges.
This problem, related to the definition of αif , can be overcome by taking into account
that every excited state Ψ
(0)
j has a finite lifetime τj , and therefore they spontaneously
decay toward the ground state. If this decay rate is small enough, the finite lifetime
effects can be easily included by scaling the excited state wavefunction Ψ
(0)
j with an
exponential decay factor e−Γj t, where Γj = τ−1j is a damping factor which is different
for each excited state. Inclusion of finite lifetime effects in the definition of αif can be
achieved by adding a complex term equal to iΓj to the denominator of equation 21. The
final expression is the following:
(22) αifγβ =
1
~
∑
m6=i,f
〈Ψ(0)f |µγ |Ψ(0)m 〉〈Ψ(0)m |µβ|Ψ(0)i 〉
ωmi − ω − iΓm +
〈Ψ(0)f |µβ|Ψ(0)m 〉〈Ψ(0)m |µγ |Ψ(0)i 〉
ωmf + ω + iΓm

2.1. Separation of translational and rotational motion. As highlighted previ-
ously, the simulation of vibronic spectra relies on the calculation of the matrix element of
the general electric transition dipole moment operator dX between two molecular states
represented by the wavefunctions Ψi and Ψf . In order to calculate them, both the dipole
operator and the wavefunctions must be simplified. First of all, we will work within the
Born-Oppenheimer approximation in order to separate the nuclear and the electronic
motions. As a consequence, the wavefunction Ψ can be factorized in an electronic part
φele and in a nuclear one ψnuc.
The translational and rotational contribution to the overall nuclear wavefunction will be
further factorized. The separation of the translational one can be carried out exactly by
working in a coordinate system such that the following equality holds:
(23)
Nat∑
α=1
mα (rα − rα,eq) = 0
This condition, usually called vibrational Eckart condition, can be met if the origin of
the reference system corresponds to the center of mass of the molecule. As a consequence,
the translational contribution to the nuclear wavefunction ψtr can be factorized out from
ψvibrot. Unfortunately, the complete separation of the rotational contribution from the
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vibrational one cannot be carried out exactly. However, as it has been discussed[21, 22],
the coupling between the vibrations and rotations of a molecule can be minimized by
choosing a reference system in which the following condition holds:
(24)
∑
α
mNatα=1rα,eq × (rα − rα,eq)
The relation given in equation 24 is usually called the rotational Eckart condition,
and limits the rovibrational coupling to the so-called Coriolis term, which is usually a
small contribution to the total energy. In the following, this term will be neglected and
the nuclear wavefunction will be consequently factorized as follows:
(25) ψnucm = ψ
trψrotψr(m)
In the following, we will only consider the vibrational wavefunction and use the
notation ψr(m) to refer to the r-th vibrational state associated to electronic state m
corresponding to the overall molecular state m. Once the factorization given in equation
25 has been done, the expression for the transition dipole moment can be simplified as
follows:
(26) dXmn = 〈Ψm | dX | Ψn 〉 ≈ 〈 ψr(m) | dX,emn | ψs(n) 〉
where dX,emn = 〈 φm | dX | φn 〉 is the electronic transition dipole moment. In the
following, we will focus on the calculation of the vibrational wavefunction, while the
treatment of the electronic transition dipole moment will be discussed later.
2.2. Sum-over-state expression for αif . The approximations introduced before
to factorize the molecular wavefunction can be used to simplify equation 22. For the sake
of simplicity, we will assume that the initial and final states of the Raman transition are
vibrational levels of the ground electronic state, indicated as ψi(0 ) and ψf (0 ), where (0)
represents the electronic ground state. Similarly, the intermediate state wavefunction
Ψ
(0)
m can be factorized in an electronic part φm and a nuclear one ψn(m). As a conse-
quence, the energy difference ωmi can be rewritten as ωad,m+ωn(m)−ωi(0 ), where ωad,m
is the energy separation between the minima of the electronic ground and intermediate
states and ωn(m) is the energy of the n-th vibrational wavefunction of the intermediate
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state. Finally, by using the expression for the electric transition dipole moment given in
equation 26 the following expression can be derived:
αifγβ =
1
~
∑
m
∑
n(m)
〈 ψf (0 ) | µem0,γ | ψn(m) 〉〈 ψn(m) | µem0,β | ψi(0 ) 〉
ωad,m + ωn(m) − ωi(0 ) − ω − iΓn(m)
+
∑
m
∑
n(m)
〈 ψf (0 ) | µem0,β | ψn(m) 〉〈 ψn(m) | µem0,γ | ψi(0 ) 〉
ωad,m + ωn(m) − ωj (0 ) + ω + iΓn(m)
(27)
where µem0 = 〈 φm | µ | φ0 〉. The resonance effect is obtained when the incident
frequency ω corresponds to the transition energy to an electronic state of the molecule,
usually called the intermediate state, | ψm 〉. This condition implies that ωmi ≈ ωI ,
which means that the first term in the previous equation is dominant with respect to
the second one, which can be neglected. Moreover, the infinite sum over all intermediate
levels can be restricted to the vibrational levels of a single electronic state. Finally, it is
possible to assume that the lifetime, Γm(n), is independent of the vibrational states, and
thus is a constant labelled Γ from here on.
In the following, we will label the single intermediate electronic state of interest as m,
and carry out the summation over its vibrational states n(m). As a result, equation 27
can be written in a more compact way.
(28) αifγβ =
1
~
∑
n(m)
〈 ψf (0 ) | µem0,γ | ψn(m) 〉〈 ψn(m) | µem0,β | ψi(0 ) 〉
ωm,ad + ωn(m) − ωi(0 ) − ω − iΓ
In order to compare theoretical and experimental results, it is necessary to connect
the transition polarizability tensor to a measurable quantity. This quantity usually
reported in Raman spectra is the differential cross section of the scattering process
σ′ = ∂σ/∂Ω, where Ω is the solid angle unit and σ is the cross section. The following
equation relates σ′ to the scattered intensity Is[16]:
(29) σ′(ωI , ωs) =
Is(ωI , ωs, θ)
Iirr
where Iirr is the total irradiance of the incident light. The differential cross section
σ′ depends on various parameters. First of all, it is a function of the polarization of the
incident and scattered lights and their respective frequencies ωI and ωs. Furthermore, it
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depends on the angle between their directions of propagation. For the sake of simplicity,
we will assume that the polarization of the incident light is perpendicular to the direction
of scattering and that the scattered light is unpolarized. Under these approximations, the
scattered intensity Is(ωI , ωs, θ) can be expressed in terms of the transition polarizability
tensor αif between the initial and final levels of the transition |Ψi 〉 and |Ψf 〉, as follows:
(30) I
(pi
2
; ‖s ⊥s;⊥I , ωI , ωs
)
= kωs
2Iinc
45a2 + 7g2 + 5d2
45
In the previous equation, we have introduced the three isotropic invariants a (mean
isotropic polarizability), g (symmetric anisotropy) and d (asymmetric anisotropy) which
are related to the elements of the transition polarizability tensor:
a =
1
3
(
αifxx + α
if
yy + α
if
zz
)
g2 =
1
2
(∣∣∣αifxx − αifyy∣∣∣2 + ∣∣∣αifxx − αifzz∣∣∣2 + ∣∣∣αifzz − αifyy∣∣∣2)
+
3
2
(∣∣∣αifxy + αifyx∣∣∣2 + ∣∣∣αifxz + αifzx∣∣∣2 + ∣∣∣αifyz + αifzy∣∣∣2)
d2 =
3
4
(∣∣∣αifxy − αifyx∣∣∣2 + ∣∣∣αifxz − αifzx∣∣∣2 + ∣∣∣αifyz − αifzy∣∣∣2)
(31)
3. Harmonic theory of molecular vibrations
In the previous section, both the one-photon and the resonance Raman spectra have
been expressed in terms of integrals involving different vibrational wavefunctions ψn(m).
In order to calculate them, the vibrational Schro¨dinger equation must be solved:
(32)
[T + Vm (x)]ψr(m) = Er(m)ψn(m)
where T is the kinetic energy operator and Vm (x) is the potential energy of the m-
th electronic state and can be obtained by solving the electronic Schro¨dinger equation.
Even if no analytical formulae for the function Vm (x) are known, the displacements of
a molecule from its equilibrium position are usually small and thus the potential energy
surface (PES) in this region can be approximated as a Taylor expansion as follows:
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Vm(x) = Vm(x
eq) +
3Nat∑
i=1
(
∂Vm
∂xi
)
eq
(xi − xeqi ) +
1
2
3Nat∑
i,j=1
(
∂2Vm
∂xi∂xj
)
eq
× (xi − xeqi )
(
xj − xeqj
)(33)
where Nat is the number of atoms and the summation runs over all the cartesian
coordinates of each atoms. The constant term Vm(x
eq) can be set to zero by taking
the energy of the equilibrium geometry as a reference. At a minimum of the PES, the
gradient is null, so the first term is null, too. Therefore, the remaining term in the
previous expansion is the second-order term, and equation 33 can be used to rewrite the
vibrational Schro¨dinger equation as follows:
(34)
− 3Nat∑
i=1
1
2mi
∂2
∂x2i
+
1
2
3Nat∑
ij=1
H
m,eq
x,ij xixj
ψr(m) = Er(m)ψr(m)
where Hm,eqx is the Hessian matrix of the PES of the m-th electronic state calculated
at the equilibrium position of the nuclei. The x subscript specifies that the Hessian
matrix is expressed with respect to the cartesian coordinates. For the sake of com-
pactness, the superscript indicating the electronic state m will be dropped out in the
following. Let us introduce now the mass-weighted cartesian coordinates, defined as
Xi =
√
mi (xi − xeqi ) or, in matrix notation, as X = M1/2 (x− xeq). By expressing the
Schro¨dinger equation in terms of the coordinates system X, equation 34 can be rewritten
as follows:
(35)
− 3Nat∑
i=1
1
2
∂2
∂X2i
+
1
2
3Nat∑
ij=1
H
m,eq
X,ij XiXj
ψr(m) = Er(m)ψr(m)
where H
m,eq
X is the Hessian matrix calculated with respect to the mass-weighted
cartesian, and is related to the one calculated in terms of the cartesian coordinates
Hm,eqx by the following relation:
(36) H
m,eq
X,ij =
√
mimj H
m,eq
x,ij
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As it is well known, the Hessian matrix of a general function calculated in a minimum
point is a positive definite matrix, and therefore it can be diagonalized by an unitary
transformation. Therefore, it is possible to find a matrix L such that LTL = 1 and
LTH
m,eq
X L = Ω, where Ω is a diagonal matrix. The L matrix defines a new set of
coordinates in which the hessian matrix is diagonal through the following relation:
(37) Q = LTX
The vibrational hamiltonian given in equation 35 can be now rewritten in terms
of the coordinates Q, called mass-weighted normal coordinates. The kinetic energy
operator is invariant under unitary transformation, and therefore does not change, while
the transformation of the potential energy term can be derived using equations 36 and
37. The final result is the following:
(38)
3Nat∑
i=1
(
−1
2
∂2
∂Q2i
+
1
2
ω2i Q
2
i
)
ψr(m) = Er(m)ψr(m)
where ω2i are the diagonal elements of Ω and corresponds to the eigenvalues of
H
m,eq
X . Let us recall that the eigenvalues of the Hessian matrix in a minimum point are
positive, and thus the elements ωi are all real. Equation 38 shows that the vibrational
hamiltonian expressed in terms of the normal coordinates is a separable operator, which
means that it can be written as a sum of monodimensional operatorsHi. Those operators
correspond to monodimensional hamiltonians of harmonic oscillators. By using some
basic properties of separable operators, the wavefunction can be factorized as follows:
(39) ψr(m) =
Nvib∏
i=1
ψ
(i)
r(m)
where ψ
(i)
r(m) is a monodimensional eigenfunction of Hi with eigenvalue E
(i)
r(m) cor-
responding to a vibrational quantum number equal to vi. As a conclusion, the total
vibrational energy Evib can be written in terms of the vibrational quantum numbers and
harmonic frequencies as follows:
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(40) Evib =
3Nat∑
i=1
E
(i)
r(m) =
3Nat∑
i=1
~ωi
(
vi +
1
2
)
4. Harmonic theory of molecular vibrations in internal coordinates
In this section, the theoretical framework described previously will be extended to
internal coordinates. In fact, even if for infinitesimal displacement the description of
the molecular vibrations does not depend on the chosen coordinates set, when large-
amplitude normal modes are present internal coordinates provides a better description
of the molecular motion[23]. However, the main drawback in extending the previous
formulation to internal coordinates system is that the relation between internal and
cartesian coordinates is in general non-linear. Let us consider as an example the so-
called primitive internal coordinates set, composed by:
• the bond lengths rij bewteen atoms i and j
• the valence angles αijk between the bonds i-j and j-k
• the dihedral angles γijkl between the planes defined by ijk and jkl
The expression of rij , αijk and γijkl in terms of the cartesian coordinates of the
atoms i, j, k and l is given in the following equation:
cos (αijk) = rij · rjk
cos (γijkl) =
(rij × rjk) · (rjk × rkl)
sin (αijk) sin (αijk)
(41)
where rab is the unit vector joining atom a to atom b. It is clear that the transfor-
mations given in equation 41 are non-linear functions of rab, which is also a non-linear
function of the cartesian coordinates of atoms a and b. In order to simplify the relation
between cartesian and internal coordinates, a Taylor expansion can be employed:
(42) si ≈
3Nat∑
j=1
(
∂si
∂xj
)
eq
(
xj − xeqj
)
+
3Nat∑
j,k=1
(
∂2si
∂xj∂xj
)
eq
(
xj − xeqj
) (
xk − xeqk
)
In the previous equation, s is a vector collecting all the internal coordinates. If
the molecule undergoes only a slight distorsion from its equilibrium position during the
molecular vibration, the expression given in equation 42 can be safely truncated after
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the first order. After defining the Jacobian matrix of the partial derivatives ∂si/∂xj
calculated at the equilibrium configuration as the Wilson B matrix, equation 42 can be
rewritten in a more compact way:
(43) si =
3Nat∑
i=1
Bij
(
xj − xeqj
)
Let us remark that B is a ns × nx matrix and thus, depending on the total number
of internal coordinates, it can be either square or rectangular. The minimal number of
internal coordinates needed to describe completely the molecular vibrations is equal to
the number of normal modes, in which case the set of internal coordinates is defined
as non-redundant. In fact, as shown by Page and co-workers[24], six further internal
coordinates describing the overall rotation and translation of the molecule can be added,
thus obtaining a bijective and invertible transformation between internal and cartesian
coordinates. For the sake of simplicity, a non-redundant internal coordinates basis set
will be used here. In fact, in this case the Wilson matrix B is diagonal and the corre-
sponding inverse B−1 is well defined.
Together with B, we introduce also the Wilson matrix G, defined in the following way:
(44) Gij =
3Nat∑
k=1
1
mk
(
∂si
∂xk
)
eq
(
∂sj
∂xk
)
eq
−→ BM−1BT
where M is the diagonal matrix of the atomic masses. G is involved in the definition
of the kinetic energy operator in terms of internal coordinates. In fact, as shown by
Schaad[25], the expression of the kinetic energy operator T in internal coordinates is the
following:
(45) T = −~
2
2
N∑
i,j=1
g
′1/4 ∂
∂si
g
′−1/2G′ij
∂
∂sj
g
′1/4
where the definition of G′ is the same as the one of G, but is not calculated at any
particular reference geometry and thus it is a general function of the coordinates, and g′
is the determinant of G′. The definition given in equation 45 can be greatly simplified
for slight distorsions from the equilibrium position since, in this case, g can be assumed
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to be constant and G can be approximated with its value at the equilibrium position.
By using all those approximations, equation 45 can be simplified as follows:
(46) T = −~
2
2
N∑
i,j=1
Gij
∂2
∂si∂sj
In addition to the kinetic energy operator, the force constant matrix must also be
expressed in terms of internal coordinates. The starting point is the transformation of
the gradient and hessian matrix from cartesian to curvilinear internal coordinates which
is given by the following expression[26, 27]:
gx = B
Tgs
Hx = B
THsB + B
T ′gs
(47)
Let us remark that the previous equations are valid for a general curvilinear coordi-
nate set, and do not assume any truncation of the Taylor expansion given in equation 42.
It should be noted that, even if the linearized version of the internal coordinates given
in equation 42 is taken instead of the curvilinear coordinates, the transformation of the
gradient would still remain the same. The same property does not hold for the Hessian
matrix. Indeed, the expression for the Hessian matrix in linearized internal coordinate
would include only the first term of equation 47, while the second term arises from the
non-linearity of the coordinates system. However, this difference is not present if the
Hessian is calculated in a stationary point of the PES, because in this case gs = 0 and
thus the second term is null anyway.
Once G and Hs (usually defined as Wilson F matrix) have been calculated, it is
possible to obtain harmonic frequencies and normal modes in terms of curvilinear coor-
dinates. As shown by Wilson, the normal modes matrix in internal coordinates can be
found by diagonalizing the GHs matrix:
(48) GHsLs = LsΛ
At variance with the cartesian coordinate case, the normal modes obtained from
internal coordinates are eigenvectors of a non-symmetric matrix, and therefore are not
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orthogonal. However, as proven by Miyazawa[28], it is possible to symmetrize equation
48 in the following way:
G1/2G1/2HsG
1/2G−1/2Ls = LsΛ(
G1/2HsG
1/2
)
G−1/2Ls = G−1/2LsΛ
(49)
Hence, the columns of G−1/2Ls are the eigenvectors of a symmetric matrix, namely
G1/2HsG
1/2, and therefore are orthogonal. Therefore, it is possible to derive the fol-
lowing orthogonality relation:
(50) LTs G
−1Ls = 1
5. Calculation of the transition dipole moment
Let us now consider the case of the electric transition dipole moment dXe,mn. Since
no analytic expressions for the transition dipole operator dXe,mn are available, in gen-
eral a Taylor expansion is commonly used about a reference structure, the equilibrium
geometry:
dXe,mn(Q) = d
X
e,mn(Qeq) +
N∑
k=1
(
∂dXe,mn
∂Qk
)
eq
Qk
+
1
2
N∑
kj=1
(
∂2dXe,mn
∂Qk∂Qj
)
eq
QkQj +©
(
|Q|3
)(51)
Most theoretical models used for vibronic spectroscopy rely on the so-called Franck-
Condon approximation, in which the transition dipole moment is assumed to be a con-
stant, and therefore only the zero-th order term of the expansion given in equation 51 is
considered. Even when the first-order terms, also known as the Herzberg-Teller term, are
included, vibronic models have rarely been extended to the second-order terms[29, 30].
In this way, the second-order terms in equation 51 have been also taken into account, in
order to prove the flexibility of our framework.
The simulation of vibronic spectra also requires the calculation of integrals depending
on the normal modes of both initial and final states, Q and Q respectively. In order to
compute those integrals, it is necessary to establish a relation between those two sets of
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coordinates. Even if they are in general related by a non-linear expression, as pointed
out [22, 31], our framework is based on the linear relation proposed by Duschinsky:
(52) Q = JQ +K
Matrix J is usually called the Duschinsky matrix, while vector K is called the
shift vector. The definition of J and K depends on the harmonic model used for the
description of the final state’s PES. In fact, under the harmonic approximation, the PES
of the final state is expanded as a Taylor series with respect to the nuclear displacement
up to the second-order terms as reported in equation 33. However, two choices for the
reference geometry of the Taylor expansion are possible, the equilibrium geometry of
the initial state or the equilibrium geometry of the final state. The models based on
the first choice are usually called vertical models, whereas those based on the second
choice are called adiabatic models. Figure 1 shows a simplified schema depicturing the
expansion on the PES in both cases. In the vertical models, the Franck-Condon region
of the spectrum is better described, and therefore the most intense bands are better
reproduced, while band positions are less accurate. On the other hand, in the adiabatic
models the fine structure of the spectrum is better simulated, but the reproduction of
intensities is less precise. Practical aspects regarding the use of vertical and adiabatic
models for the simulation of spectra of molecular systems can be found in ref.[32, 33].
The definition of the Duschinsky matrix and the shift vector is different in the adia-
batic and vertical models. Let us begin with the adiabatic models. The starting point is
equation 37, which relates the normal coordinates to the mass-weighted cartesian ones.
By writing the mass-weighted coordinates in terms of the cartesian ones, the following
relation can be easily derived for the initial and the final state:
(53) Q = L−1x M
−1/2 (x− xeq) Q = L−1x M−1/2 (x− xeq)
Then, the first relation of equation 53 can be inverted to get an expression for the
normal coordinates of the initial state Q in terms of the cartesian coordinates. This
relation can then be used in the second equality to get the following relation:
(54) Q = L−1x LxQ+ L
−1
x M
−1/2 (xeq − xeq)
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Figure 1. Graphical representation of the different expansion of the
final state PES for the adiabatic (on the left) and vertical (on the right)
models. For the sake of simplicity, the final state is higher in energy, thus
the figure is valid only for absorption spectroscopies.
Let us remark that the linear relation given in the previous equation does not hold if
the Eckart conditions are not exactly fulfilled. In a similar way, it is necessary to mimize
the rotation and translation between initial and final states, which can be done with
a superposition procedure. Even if an additional non-linear term should be introduced
in equation 54 in order to include this effect, this correction is small for semi-rigid
molecules and can be safely neglected. A more complete discussion about the validity
and the limitation of the Duschinsky approximation can be found in ref.[21, 34] and was
beyond the scope of this work.
By a direct comparison of equation 54 and equation 52, the following definitions for J
and K are found:
(55) Jx = L
−1
x Lx and Kx = L
−1
x M
−1/2 (xeq − xeq)
The main differences between adiabatic and vertical models relies in the way in
which Lx and x
eq are calculated. In the first case, the geometry of the final-state PES
is optimized, xeq, and the Hessian is calculated at the equilibrium position. Next, Lx is
obtained by diagonalizing it. Therefore, the relations given in equation 55 can be directly
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applied to calculate J and K. On the contrary, in the vertical models the gradient gv
and the Hessian matrix Hv are calculated at the equilibrium geometry of the initial
state, and therefore a linear term in the Taylor expansion of the PES must be added:
(56) Vv (x) = Ev + g
T
v (x− xeq) +
1
2
(x− xeq)T Hv (x− xeq)
As for the adiabatic case, equation 56 can be rewritten in terms of the normal
coordinates of the initial state by using the relation given in equation 53. The final
result is the following:
(57) Vv
(
Q
)
= Ev +
(
gTv M
−1/2L−1
)T
Q+
1
2
QT
[
L−1M−1/2HvM−1/2
(
LT
)−1]
Q
In this case, the Duschinsky matrix is defined as the orthogonal transformation J
which diagonalize the Hessian matrix at the equilibrium geometry of the initial state
expressed in terms of the normal modes of the initial state, as shown in the following
equation:
(58) JTLTM−1/2HvLM−1/2J = Ω2
where Ω2 is a diagonal matrix. In order to compute the shift vector, the equilibrium
geometry of the final state must be extrapolated by explicitly calculating the gradient
of Vv
(
Q
)
and putting it equal to zero. Once the minimum in terms of the final state
coordinates has been found, it must be expressed in terms of the normal coordinates of
the final state. The final result is the following:
(59) K = −JΩ−2JTgv
As a conclusion, let us remark that vertical and adiabatic models are equivalent
only for exactly harmonic PESs or if the minima are nearly superimposed to each other.
Otherwise, they diverge together with the importance of anharmonicity effects.
6. Extension to internal coordinates system
As has been shown by Reimers[23] and later widely discussed by Peluso and coworkers[35,
36, 37], the introduction of an internal coordinates system leads to different definitions
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of the Duschinsky matrix Js and the shift vector Ks. Even if this difference is negligible
when molecular vibrations are satisfactorily described within the harmonic approxima-
tion, it can become remarkable when large-amplitude motions, which are highly anhar-
monic, are present. This difference is due to the poor description of large-amplitude
normal modes in terms of linear combinations of cartesian coordinates, which can lead
either to unphysical couplings between different normal modes in the Duschinsky matrix
or to wrong values of the normal modes shift in the definition of Kx.
In the following, we will review the framework proposed by Reimers for the calculation
of Js and Ks[23, 38] for the adiabatic models. Before going into details, let us recall
that, even if the internal coordinates are non-linear functions of the cartesian coordi-
nates, normal modes are expressed as linear combinations of the curvilinear coordinates.
Therefore, thanks to the linearity of the transformation between curvilinear coordinates
and curvilinear normal modes, the methodology outlined in the previous chapter for the
calculation of Jx and Kx can be easily extended to the internal coordinates case. Thus,
the expression for Js and Kx are the following:
(60) J = L−1s Ls and K = L
−1
s (s
eq − seq)
where seq and seq are the values of the internal coordinates at the equilibrium position
of the initial and final states, respectively, while Ls and Ls are the transformation
matrices between the curvilinear normal modes and internal coordinates, defined as
follows:
(61) Q = L−1 (s− seq) and Q = L−1 (s− seq)
Let us recall that curvilinear normal modes are not orthonormal and, as a conse-
quence, L and L are not orthogonal matrices. Therefore, unlike for cartesian coordinates,
the inverse of L must be explicitly calculated.
Even if curvilinear normal modes can be computed by diagonalizing GHs, they can also
be derived from the normal modes in cartesian coordinates. Indeed, the Hessian matrices
in the two coordinates systems are related by the following relation:
(62) Hx = B
THsB + B
′ Tgs
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Let us remark that, even if in equation 62 only the first and second derivatives of
the Taylor expansion given in equation 42 are present, the relation remains exact and
does not assume any truncation of the Taylor expansion. As mentioned before, we will
assume to work with adiabatic models, so that the PESs are both expanded about their
respective minima, and gs = 0. As a consequence, only the B matrix is needed for the
computation of Hs. Under these approximations, equation 62 can be used to express
Hx as a function of Hs. Furthermore, by considering that the normal modes diagonalize
the Hessian matrix in mass-weighted cartesian coordinates, the following relation can be
derived:
(63) BTHsBM
−1/2Lx = M−1/2LxΩ2
It is now possible to use the property G−1G = 1 to rewrite equation 63 as follows:
(64) BTG−1GHsBM−1/2Lx = M−1/2LxΩ2
It should be noted that, if B is a square matrix, then BTG−1 is equal to B−1 and
thus it is possible to left multiply both sides of equation 64 by B to arrive at the following
final expression:
(65) GHsBM
−1/2Lx = BM−1/2LxΩ2
Equation 65 shows that BM−1/2Lx diagonalizes GHs, and thus is equal to the
curvilinear normal modes matrix:
(66) Ls = BM
−1/2Lx
Furthermore, the eigenvalues matrix Ω2 is the same also in internal coordinates and,
as a consequence, the harmonic frequencies do not change. At first glance, this result
can seem straightforward. Indeed, by multiplying Ls by M
−1/2, the normal modes in
cartesian coordinates are obtained, and a further multiplication by B gives the normal
modes in internal coordinates. However, this deduction is valid only when the Taylor
expansion of the PES is performed about a stationary point because, in this case, the
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Hessian matrix calculated in the curvilinear internal coordinates space and in the lin-
earized internal coordinates one are the same. In general, curvilinear normal modes
must be calculated directly in the curvilinear space by diagonalizing GHs. The correct
definition of normal-modes for non-stationary points of the PES has been analyzed by
Truhlar and co-workers for the analysis of reactive process in internal coordinates[39, 40],
and must be taken into account when internal coordinates are used with vertical models.
However, for the VG case, only the gradient in internal coordinates gs is involved in the
definition of K, and therefore in this case there is no difference between the internal and
cartesian coordinates, as pointed out by Thiel and co-workers[41]. In order to extend
the VH model to internal coordinates system, the procedure of calculation of J and K
outlined for the cartesian coordinates system can be extended to the internal coordinate
system only if the Ls matrix is obtained by direct diagonalization of GHs.
To conclude, the equation 66 can be used to give the following definition of Ks:
(67) Ks = L
−1
x M
−1/2B−1 (seq − seq)
Let us underline that seq and seq must be the equilibrium values of the curvilinear
internal coordinates. In fact, if the value of their linearized counterpart is used, the
definition of K remains the same as in the cartesian case.
7. Beyond the harmonic approximation
Proper account of the mode mixing and of the different shape of the initial- and
intermediate-state PESs can be considered as the most elaborate model to simulate
vibronic spectra. However, in this way, anharmonicity effects are completely neglected,
even if they can have a significant impact on simulated spectra, especially when large-
amplitude motion are present. Their impact is even more important in RR spectra,
since the position of the peaks depend only on the frequencies of vibration of the initial
electronic state.
An effective way to include anharmonic contribution is by mean of the second-order
vibrational perturbation theory (VPT2). A full anharmonic treatment of the vibronic
transition would require a more complex derivation of the equations of the correlation
functions but would remain out of question due to the huge computational cost, which
makes it only conceivable for the smallest systems. However, the leading anharmonic
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terms can be included in an effective way by using the anharmonic frequencies of each
electronic level instead of the harmonic ones. In fact, upon this substitution, the expres-
sions for the correlation functions presented in the previous sections do not change, and
therefore the computational cost of the vibronic calculation remains the same as in the
harmonic case.
In order to compute the anharmonic frequencies, the third and semi-diagonal quartic
force constants are generated by numerical differentiation of quadratic force constants
along the normal coordinates. The VPT2 is known to suffer from the presence of sin-
gularities due to Fermi resonances, which results in unphysical contributions from the
anharmonic terms. Resonant terms are identified by mean of ad hoc criteria and treated
variationally in the so-called generalized VPT2 scheme[42, 43]. Those anharmonic fre-
quencies are then used in place of the harmonic ones in the definition of the correlation
functions, which leads to corrected intensities too.
Regarding the excited electronic state, if analytical force constants are not available,
which is the case for most quantum chemical packages, calculation of anharmonic fre-
quencies at the VPT2 level becomes prohibitive. This problem can be overcome by using
the mode-specific scaling scheme proposed by some of us and relying on the Duschinsky
transformation[44]. It allows the definition of a scaling factor for each excited-state fre-
quency based on the anharmonic corrections obtained for the ground-state frequencies,
following the relation,
(68) ωanhj =
(∑
i
J2ji
ωanhi
ωharmi
)
ωharmj
It should be noted that in Resonance Raman, it is simple to choose a region of interest
and only treat anharmonically the contributing modes within it. This is particularly
interesting for large systems, since it gives the possibility to reduce dramatically the
computational cost with a minimal impact on the accuracy of the anharmonic correction
for those modes.
As a conclusion, let us remark that the values of the shift vector K associated to
large-amplitude normal-modes are usually big, therefore they don’t contribute to the
final vibronic spectrum. However, due to the presence of those large displacements,
the convergence of TI calculations is rather slow and, on the other side, the numerical
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stability of the integration in the TD calculations is poor. In order to get reliable
results also in those cases, it is possible to use a reduced-dimensionality scheme to
decoupled one or several normal-modes from the other ones. Let us remark that, once
the normal modes to decouple have been selected, all the normal modes which are, within
a certain threshold, coupled to them through the Duschinsky transformation J must be
also neglected. Since J is usually more diagonal in internal coordinates than in the
cartesian ones, this scheme is more efficient when internal coordinates are used, since a
smaller number of normal modes are neglected. Additional technical details regarding
this reduced-dimensionality scheme, which will be used in chapter 6, can be found in
ref.[45, 3].

Chapter3
Time-dependent theory
This chapter describes the time-dependent theory of spectroscopy and its application
to one-photon and resonance-Raman spectroscopy. After a brief overview on the state-
of-the-art of the TD approaches which have been proposed, the framework proposed
by us will be presented, focusing on the calculation of one-photon spectra. Particular
attention will be paid to its flexibility, and to the possible inclusion of both Herzberg-
Teller, mode-mixing and temperature effects. Then, the framework will be generalized
to resonance-Raman spectroscopy. More compact forumlae will be derived for some
simplified models, like low-temperature and neglect of mode-mixing effects. Finally, the
inclusion of band-broadening effects in both OP and RR spectroscopy will be discussed.
1. General considerations on time-dependent approaches to molecular
spectroscopies
The time-dependent theory of molecular spectroscopy has been introduced in the pi-
oneering works of Heller and co-workers[1]. The main idea underlying the TD approach
is to switch from the frequency domain to the time domain to calculate molecular proper-
ties. This procedure is widely used in the field of classical molecular dynamics, where the
experimental observable are obtained as Fourier-Transform of the appropriate correla-
tion function. In order to apply this procedure also to molecular system, the correlation
function must be computed, and this requires the simulation of the time-evolution of
the molecular wavefunction. The TD models which have been proposed can be classified
based on the way in which this time-evolution is simulated.
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The approach proposed by Heller is based on a semiclassical model in which the
molecular wavefunction is approximated as a multidimensional gaussian function, and
both the center and the width of this gaussian evolve under the action of the electronic
potential according to the classical laws of motion. The advantage of using a gaussian
function to represent the molecular wavefunction is that it is exact in the limit of low
temperatures and its evolution is analytic for harmonic potentials. In fact, as has been
widely discussed by Heller and co-workers by using different variational principles of
quantum dynamics[46, 47], the time evolution in an harmonic potential does not change
the shape of the wavefunction, which remains a gaussian, even if with different center and
width. Thanks to this property, analytical formulae for the transition dipole moment
autocorrelation function can be derived by assuming that only the short-time evolution
contributes to the overall spectrum[48, 49]. As has been proved later, the model can be
extended to the inclusion of also long-time effects[50] and applied to the calculation of
both one-photon absorption and resonance-Raman spectra.
The limitations of this semiclassical model can be overcome by using the framework
proposed by Mukamel and co-workers. By using the Green function formalism, it is
possible to derive an analytic expression for the dipole moment autocorrelation func-
tion for the time evolution of the ground-state wavefunction of an harmonic oscillator
over an harmonic PES[2, 51]. Even if this model does not introduce any semiclassical
approximation, its validity is still limited to the case of low temperature. However, the
formalism proposed by Mukamel has been recently extended to the more general case
of arbitrary temperature by Pollack and coworkers[52, 53, 54] and applied to the com-
putation of one-photon absorption vibronic spectra. The same framework can be easily
extended also to the computation of non-radiative decay rates[55, 56], as well as to the
simulation of vibronic phosphorescence spectra[57, 58]. However, all those approaches
are limited to the Franck-Condon approximation, and the extension to Herzberg-Teller
terms has been discussed only in the last years[59, 60].
Even if the Green function approach proposed by Mukamel has been widely applied
to the calculation of one-photon spectra, a complete extension of this formalism also
to the resonance-Raman case is still lacking. In fact, even the most recent theoretical
simulations of RR spectra within the time-dependent formalism are still based on the
framework proposed by Heller and either neglect mode-mixing effects[61, 62, 63] or
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are limited to the Franck-Condon case[64]. Only in the last years the framework has
been extended to the inclusion of Duschinsky mixing[65, 66], while the inclusion of non-
Condon terms has been discussed only by Liang and co-workers[67]. Therefore, one of
the purpose of this master thesis is to derive a general framework based on the time-
dependent theory which allows to overcome all those limitations.
2. Time-dependent formulation for OP spectroscopies
Let us begin with the description of the time-dependent formalism applied to one-
photon spectroscopies. For the sake of simplicity, we will restrict our analysis to the
case of absorption spectroscopy, so that in equation 10 the initial state, indicated as 0
is lower one in energy with respect to the final one, indicated as m. Furthermore, the
subscript indicating the electronic states involved in the transition will be dropped from
the symbol of the transition dipole moment, so only the subscript e will remain.
The mathematical property which allows to switch from the sum-over-states problem
to a time-dependent picture is the following definition of the Dirac distribution function,
(69) δ(ω) =
1
2pi
∫ +∞
−∞
eiωt dt
By replacing the Dirac delta function in Eq. 10 with the previous expression we
obtain:
(70)
I =
αωβ
Z
∑
j
∑
k
e
− εj
kBT 〈ψj (0 ) | dAe | ψn(m)〉〈ψn(m) | dBe ∗ | ψj (0 )〉
∫ +∞
−∞
e
i
[
En(m)−Ej(0)
~ −ω
]
t
dt
Ej (0 ) and En(m) are the total energies of the initial and the final vibrational states,
respectively, εj (0 ) represents the vibrational energy and Z is the canonical vibrational
partition function. Furthermore, the subscript of the dipole moments related to the
electronic states involved in the transitions has been dropped for the sake of simplicity.
Under the harmonic approximation, Z can be expressed as follows:
(71) Z =
N∏
j=1
+∞∑
nj=1
e−~ωj(0)(nj+
1
2)/kBT
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The infinite sum can be carried out thanks to the well-known formula for the sum
of a geometric series. The result is the following:
(72) Z =
N∏
j=1
e
− ~ωj(0)
2kBT
1− e−
~ωj(0)
kBT
=
N∏
j=1
[
2 sinh
(~ωj (0 )
2kBT
)]−1
Since Z is a constant, we can integrate it in α and will use from now on the constant
factor α′ = α/Z. The difference En(m) − Ej (0 ) can be rewritten as Ead + εn(m) − εj (0 )
where Ead = ~ωad is the energy gap between the vibrational ground states of the initial
and final states. For the sake of compactness, the subscripts 0 and m indicating different
electronic states will be substituted with one and two overline symbols, respectively.
Equation 72 can be thus rewritten as follows:
(73) I = α′ωβ
∫ +∞
−∞
dt
∑
j,n
e
− εj
kBT 〈 ψj | dAe | ψn 〉〈 ψn | dBe ∗ | ψj 〉ei
εn
~ te−
εj
~ tei(ωad−ω)t
Let us define the vibrational hamiltonian of the ground and excited state as H and H
in order to introduce the exponential operators e−iHt/~ and e−iHt/~. Let us remark that
those operators correspond to the time-evolution operator for the vibrational hamiltonian
of the two electronic states. Since εj and εn are eigenvalues of the respective vibrational
Hamiltonians, the previous equation can be expressed in terms of exponential operators
as follows,
(74) I = α′ωβ
∫ +∞
−∞
dt
∑
j,n
〈 ψj | dAe e−τ H | ψn 〉〈 ψn | dBe ∗e−τ H | ψj 〉ei(Ead−ω)t
where τ and τ are defined as follows:
(75) τ =
1
kBT
− it
~
; τ =
it
~
Let us remark that the definition of the general complex-valued time variables τ and
τ allows the inclusion of temperature effects directly in the time-evolution operator. The
vibrational eigenstates of the m-th excited electronic states form a complete basis, so
the closure relation holds on them:
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∑
n
| ψn 〉〈 ψn | = 1
This formula can be used in order to simplify equation 74 as follows:
(76) I = α′ωβ
∫ +∞
−∞
dt
∑
j
〈 ψj | dAe e−τ HdBe ∗e−τ H | ψj 〉ei(ωad−ω)t
The eigenstates of the vibrational hamiltonian of the ground electronic state | ψj 〉
form another orthonormal basis set, so the sum over j can be written as a trace. There-
fore, the absorption spectrum can be calculated as a Fourier transform of the trace of
the following exponential operator,
I =α′ωβ
∫ +∞
−∞
dt Tr
(
dAe e
−τ HdBe
∗e−τ H
)
ei(ωad−ω)t
=α′ωβ
∫ +∞
−∞
dt χ(t) ei(ωad−ω)t
(77)
The trace of an operator is the same irrespective of the basis set chosen, and therefore
χ(t) can be calculated by using the continuous basis set formed by the normal coordinates
of the initial state Q:
(78) χ(t) =
∫ +∞
−∞
dQ〈Q | dAe e−τ HdBe e−τ H | Q 〉
Let us now rewrite the transition dipole moment in equation 78 by using the expan-
sion given in equation 51. For the sake of simplicity, we will neglect at this moment the
second-order contributions in the Taylor expansion of the transition dipole moment.
χ(t) =
(
dAe,if
)
eq
(
dBe,if
)
eq
+
N∑
k=1
(
∂dAe
∂Qk
)
eq
(
dBe,if
)
eq
〈Q | Q◦ke−τ He−τ H | Q 〉
+
N∑
k=1
(
∂dBe
∂Qk
)
eq
(
dAe,if
)
eq
〈Q | e−τ HQ◦ke−τ H | Q 〉
+
N∑
kl=1
(
∂dAe
∂Qk
)
eq
(
∂dBe
∂Ql
)
eq
〈Q | Q◦ke−τ HQ◦l e−τ H | Q 〉
(79)
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Let us remark that Q◦k is the operator associated to the k-th final-state normal co-
ordinate. The symbol ◦ has been added to avoid confusion with the value of the k-th
normal coordinate Qk, which is an eigenvalue of Q
◦
k.
Under the Franck-Condon approximation, only the first term of the previous summa-
tion remains. For this case, we will follow the derivation presented by Pollack and
co-workers[53] to obtain an analytical expression for χ(t).
In Eq. 79, we introduce an additional set of orthonormal coordinates for the initial state
Q′ and two for the final state Q and Q′. All those sets of coordinates verify the following
closure relation which holds for every complete basis set:
(80)
∫ +∞
−∞
dQ′|Q′ 〉〈Q′ | =
∫ +∞
−∞
dQ|Q 〉〈Q | =
∫ +∞
−∞
dQ′|Q′ 〉〈Q′ | = 1
Using this relationship, Eq. 78 can be rewritten in the following way,
χ(t) =
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
∫ +∞
−∞
dQ′
× 〈Q | Q 〉〈Q | e−τ H | Q′ 〉〈Q′ | Q′ 〉〈Q′ | e−τ H | Q 〉
(81)
Let us introduce the auxiliary matrices a, b, c, d whose elements are defined as,
cij =
ωi
~
coth
(
ωi~τ
2
)
δij cij =
ωi
~
coth
(
ωi~τ
2
)
δij
dij =
ωi
~
tanh
(
ωi~τ
2
)
δij dij =
ωi
~
tanh
(
ωi~τ
2
)
δij
aij =
ωi
sinh (~τ ωi)
δij aij =
ωi
sinh
(
~τ ωi
)δij
bij =
ωi
tanh (~τ ωi)
δij bij =
ωi
tanh
(
~τ ωi
)δij
Two supplementary matrices, C and D, will also be used,
C = c+ JTcJ D = d+ JTdJ
The matrix elements of the exponential Hamiltonian operator between two coordi-
nate vectors play a key role in the Feynmann’s path integral formulation of quantum
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mechanics, and they have been calculated for several hamiltonian operators. One of
them is the multidimensional harmonic oscillator hamiltonian Hharm[68]:
(82) 〈Q | e−Hharmτ | Q′ 〉 =
√
det(a)
(2pi~)N
exp
(
i
~
[
1
2
Q
T
bQ+
1
2
Q′T bQ′ −Q′T aQ
])
The same relationship holds also for the excited-state normal coordinates. Since Q
and Q are orthonormal, the following equality holds,
(83)
∫ +∞
−∞
〈Q | Q 〉 = δ
(
Q− JQ−K
)
The same equality holds also for the primed coordinates. Introducing equation 82
in equation 81, the integration can be carried out over the initial-state normal modes,
leading to a new formulation of the autocorrelation function,
χ(t) =
√
det(aa)
(2pii~)2N
∫
dQ
∫
dQ′ exp
(
i
~
[
1
2
Q
T
bQ+
1
2
Q′
T
bQ′ −QT aQ′
])
× exp
{
i
~
[
1
2
(
KT +Q′
T
JT
)
b
(
J Q′ +K
)
+
1
2
(
KT +Q
T
JT
)
b
(
J Q+K
)
−
(
KT +Q
T
JT
)
a
(
J Q′ +K
)]}
(84)
The previous equation can be simplified by introducing two new sets of coordinates,
U and Z, and by replacing a, a, b, b with c, c, d, d:
Z =
1√
2
(
Q+Q′
)
U =
1√
2
(
Q−Q′
)
χ(t) =
√
det(aa)
(2pii~)2N
exp
(−KT dK) ∫ dU ∫ dZ exp(−1
2
ZTDZ −
√
2vTZ
)
× exp
(
−1
2
UTCU
)(85)
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where vT = KTdJ . Let us remark that in equation 85 the autocorrelation function
has been expressed in terms as a complex-valued multidimensional gaussian integral.
Therefore, an analytic formula for the autocorrelation function can be derived using the
following well-known result:
∫ +∞
−∞
dNx e−x
TBx+vTx =
(
√
pi)N
(detB)1/2
exp
(
1
4
vTB−1v
)
By using the previous expression to calculate the integral of equation 85, the following
result is obtained:
(86) χFC(t) =
√
det(aa)
(i~)2N det(CD)
× exp (−KT dK + vTD−1 v)
Equation 86 plays a key role in the time-dependent theory of vibronic spectroscopy.
In fact, thanks to this relation, the spectrum can be calculated under the Franck-Condon
approximation by sampling the autocorrelation function at different time-steps and cal-
culating the Fourier transform numerically.
2.1. Beyond the Franck-Condon approximation. Let us consider now the
more general case in which first-order terms in the Taylor expansion of the transition
dipole moment are included. The corresponding autocorrelation function has been given
in Eq. 79 and its evaluation requires to calculate the successive terms in the rhs explicitly.
Let us start with the second term in the rhs of Eq. 79, namely 〈Q | Q◦ke−τ He−τ H | Q〉.
By using the same technique as for the Franck-Condon approximation this term can be
expressed as follows:
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
〈Q | Q 〉〈Q | Q◦ke−τ H | Q′ 〉〈Q′ | Q′ 〉〈Q′ | e−τ H | Q 〉
(87)
In order to use equation 82 to calculate the integral in equation 87, Q◦k can be taken
out of the matrix element 〈Q | Q◦ke−τ H | Q′ 〉 by considering that 〈Qk | is an eigenbra
of this operator with eigenvalue Qk. As a consequence, the integrand must be simply
scaled by a factor Qk. This factor can then be rewritten in terms of U and Z as follows,
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(88) 〈Q | Qke−τ He−τ H | Q 〉 = 1√
2
〈Q | (Uk + Zk)e−τ He−τ H | Q 〉
Let us consider the autocorrelation function at the Franck-Condon level χFC given
in Eq. 85. By definition of an exponential function, the following equality holds,
(89)
∂χFC(t)
∂vk
= −
√
2〈Q | Zke−τ He−τ H | Q 〉
where the derivative is calculated with respect to the k-th element of v.
The integral containing Uk is null by symmetry since the integrand is odd with
respect to Uk. The final result is thus,
(90) 〈Q | Q◦ke−τ He−τ H | Q 〉 = −
1
2
∂χFC(t)
∂vk
The calculation of the third term in the rhs of Eq. 79, 〈Q | e−τ HQ◦ke−τ H | Q 〉, is
similar to the previous one. A slight difference is that, after application of the closure
relation, Q◦k will act on |Q′ 〉 instead of 〈Q | with eigenvalue Q′k,
(91) 〈Q | e−τ HQ◦ke−τ H | Q 〉 =
1√
2
〈Q | e−τ H(Zk −Uk)e−τ H | Q 〉
However, the final result is the same as in Eq. 89 because the integral containing Uk
is null. The extension of the previous method to the fourth term in the rhs of Eq. 79 is
straightforward.
(92) 〈Q | Q◦ke−τ HQ◦l e−τ H | Q 〉 =
1
2
〈Q | (Zk + Uk) e−τ H (Zl − Ul) e−τ H | Q 〉
By taking into account that terms with odd powers of Uk are null by symmetry,
Eq. 92 can be rewritten in terms of the derivatives of χFC with respect to the elements
of v and C in the following way:
(93) 〈Q | Q◦ke−τ HQ◦l e−τ H | Q 〉 =
∂χFC(t)
∂Ckl
+
1
4
∂2χFC(t)
∂vk∂vl
Please note that only the real part of the matrix elements is used in the derivations.
For the sake of readibility, the real-part symbol will be omitted, so that ∂χFC/∂vk is
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intended to be read as ∂χFC/∂<(vk). The same holds for the derivatives with respect
to elements of C. The derivatives of χFC(t) can be expressed, starting from eq. 86, in
the following way: 1
∂χFC(t)
∂vk
=χFC(t)
[
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
]
(94)
∂χFC(t)
∂Ckl
=− 1
2
χFC(t){C−1}kl(95)
∂2χFC(t)
∂vk∂vl
=χFC(t)
[
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
]
×
[
N∑
λ=1
{
D−1
}
lλ
vλ +
N∑
λ=1
{
D−1
}
lλ
v∗λ
]
+ χFC(t)
({D−1}kl + {D−1}lk)
(96)
As a conclusion, in order to further prove the flexibility of our methodology, we
will show how to include also the second order term in the Taylor expansion of the
transition dipole moment given in equation 51. Let us indicate as χ2(t) the additional
terms present in equation 79 due to the inclusion of the second-order contributions. The
explicit expression for χ2(t) is the following:
χ2(t) =
1
2
N∑
jk=1
(
dAe,if
)
eq
(
∂2dBe
∂Qj∂Qk
)
eq
〈Q | e−τ HQ◦jQ◦ke−τ H | Q 〉
+
1
2
N∑
jk=1
(
∂2dAe
∂Qj∂Qk
)
eq
(
dBe,if
)
eq
〈Q | Q◦jQ◦ke−τ He−τ H | Q 〉
(97)
1We recall the following properties of the derivatives of the determinant of a general real matrix A.
This is extended to complex matrices using only the real part of the matrix elements as the variable of
derivation:
∂ det(A)
∂Aij
= det(A)Aij
−1
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+
1
2
N∑
jkl=1
(
∂dAe
∂Qj
)
eq
(
∂2dBe
∂Qk∂Ql
)
eq
〈Q | Q◦je−τ HQ◦kQ◦l e−τ H | Q 〉
+
1
2
N∑
jkl=1
(
∂2dAe
∂Qj∂Qk
)
eq
(
∂dBe
∂Ql
)
eq
〈Q | Q◦jQ◦ke−τ HQ◦l e−τ H | Q 〉
+
1
4
N∑
jklm=1
(
∂2dAe
∂Qj∂Qk
)
eq
(
∂2dBe
∂Ql∂Qm
)
eq
〈Q | Q◦jQ◦ke−τ HQ◦lQ◦me−τ H | Q 〉
Thus, the inclusion of second-order terms requires the calculation of additional ma-
trix elements in which three and four different position operators are present. Even if
the formulae become more cumbersome and difficult to treat, all those matrix elements
can be obtained as successive derivatives of the Franck-Condon autocorrelation function
χFC(t) with respect to the elements of the matrix C and the vector v. In the following
the explicit expression for each derivative is given:
〈Q | Q◦kQ◦l e−τ He−τ H | Q 〉+ 〈Q | e−τ HQ◦kQ◦l e−τ H | Q 〉
= −2∂χFC(t)
∂Ckl
+
1
2
∂2χFC(t)
∂vk∂vl
〈Q | Q◦je−τ HQ◦kQ◦l e−τ H | Q 〉+ 〈Q | Q◦je−τ HQ◦kQ◦l e−τ H | Q 〉
= −∂
2χFC(t)
∂Ckj∂vl
− ∂
2χFC(t)
∂Clj∂vk
+
∂2χFC(t)
∂Ckl∂vj
− 1
4
∂3χFC(t)
∂vk∂vl∂vj
〈Q | Q◦jQ◦ke−τ HQ◦lQ◦me−τ H | Q 〉
= − ∂
2χFC(t)
∂Ckl∂Cmj
− 1
4
∂3χFC(t)
∂Ckl∂vj∂vm
+
1
4
∂3χFC(t)
∂Ckj∂vl∂vm
+
1
4
∂3χFC(t)
∂Clj∂vk∂vm
+
1
4
∂3χFC(t)
∂Ckm∂vl∂vj
+
1
4
∂3χFC(t)
∂Clm∂vk∂vj
− 1
4
∂3χFC(t)
∂Cjm∂vk∂vl
+
1
16
∂4χFC(t)
∂vk∂vl∂vm∂vj
(98)
By exploiting, as done before, the simple properties of the derivative of an exponential
function, it is possible to obtain analytic expression also for the higher order derivatives
present in equation 98. The result are all reported in the following equation:
∂2χFC(t)
∂vk∂vl
= χFC(t)
[
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
][
N∑
λ=1
{
D−1
}
lλ
vλ +
N∑
λ=1
{
D−1
}
lλ
v∗λ
]
+ χFC(t)
({D−1}kl + {D−1}lk)
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∂2χFC(t)
∂Ckj∂vl
= −1
2
χFC(t){C−1}kl
[
N∑
λ=1
{
D−1
}
jλ
vλ +
N∑
λ=1
{
D−1
}
jλ
v∗λ
]
∂3χFC(t)
∂Ckl∂vj∂vm
= −1
2
χFC(t){C−1}kl
({D−1}jm + {D−1}mj)
− 1
2
χFC(t){C−1}kl
[
N∑
λ=1
{
D−1
}
jλ
vλ +
N∑
λ=1
{
D−1
}
jλ
v∗λ
][
N∑
λ=1
{
D−1
}
mλ
vλ +
N∑
λ=1
{
D−1
}
mλ
v∗λ
]
∂2χFC(t)
∂Ckl∂Cjm
= −1
2
χFC(t)
({C}−1lk {C−1}mj − {C}−1mk{C−1}lj)
∂3χFC(t)
∂vk∂vl∂vj
= χFC(t)
{({D−1}jk + {D−1}kj)
[
N∑
λ=1
{
D−1
}
lλ
vλ +
N∑
λ=1
{
D−1
}
lλ
v∗λ
]
+
({D−1}jl + {D−1}lj)
[
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
]
+
({D−1}kl + {D−1}lk)
[
N∑
λ=1
{
D−1
}
jλ
vλ +
N∑
λ=1
{
D−1
}
jλ
v∗λ
]
+
[
N∑
λ=1
{
D−1
}
jλ
vλ +
N∑
λ=1
{
D−1
}
jλ
v∗λ
][
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
]
×
[
N∑
λ=1
{
D−1
}
lλ
vλ +
N∑
λ=1
{
D−1
}
lλ
v∗λ
]}
∂4χFC(t)
∂vk∂vl∂vj∂vm
= χFC(t)
{({D−1}jk + {D−1}kj)
[
N∑
λ=1
{
D−1
}
lλ
vλ +
N∑
λ=1
{
D−1
}
lλ
v∗λ
]
×
[
N∑
λ=1
{
D−1
}
mλ
vλ +
N∑
λ=1
{
D−1
}
mλ
v∗λ
]
+
({D−1}kj + {D−1}jk) ({D−1}lm + {D−1}ml)
+
({D−1}jl + {D−1}lj)
[
N∑
λ=1
{
D−1
}
kλ
vλ +
N∑
λ=1
{
D−1
}
kλ
v∗λ
]
×
[
N∑
λ=1
{
D−1
}
mλ
vλ +
N∑
λ=1
{
D−1
}
mλ
v∗λ
]
+
({D−1}lj + {D−1}jl) ({D−1}km + {D−1}mk)
+
({D−1}kl + {D−1}lk)
[
N∑
λ=1
{
D−1
}
jλ
vλ +
N∑
λ=1
{
D−1
}
jλ
v∗λ
]
×
[
N∑
λ=1
{
D−1
}
mλ
vλ +
N∑
λ=1
{
D−1
}
mλ
v∗λ
]
+
({D−1}kl + {D−1}lk) ({D−1}jm + {D−1}mj)
}
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3. The null temperature singularity
One of the most important advantages of the time-dependent formulation is the
possibility to include automatically temperature effects without any additional compu-
tational cost. On the contrary, in the time-independent framework the computational
time increases very rapidly because of the large number of overlap integrals to compute.
However, the formulas derived in the previous part suffer from a poor numerical stability
in the case of low temperatures related to the Boltzmann factor with a discontinuity for
T=0 K. At such temperatures, the vibrational ground state of the initial electronic state
|0〉 is far more populated than the other states, and thus equation 73 can be rewritten as
follows by including only the ground state in the sum over the vibrational wavefunctions
of the initial state:
(99) I = αωβ
∫ +∞
−∞
dt
∑
k
〈 0 | dAe | ψk 〉〈 ψk | dBe ∗ | 0 〉ei
εk
~ tei(ωad−ω)t
Following the same procedure as for the general case in which T 6= 0K, it is possible
to introduce the vibrational hamiltonian of the excited state H and the corresponding
time-evolution operator e
iHt
~ to rewrite equation 99 as:
I =αωβ
∫ +∞
−∞
dt
∑
k
〈 0 | dAe | ψk 〉〈 ψk | e
iHt
~ dBe
∗ | 0 〉ei(ωad−ω)t
=αωβ
∫ +∞
−∞
dt 〈 0 | dAe e
iHt
~ dBe
∗ | 0 〉ei(ωad−ω)t
(100)
Thus, the expression for the autocorrelation function χ(t) given in equation 77 can
be expressed, for near null temperatures, as follows:
(101) χ0K(t) = 〈 0 | dAe e
iHt
~ dBe
∗ | 0 〉
Differently from the more general case, equation 101 contains only the time-evolution
operator for the excited state, thus it is sufficient to introduce two sets of coordinates of
the final state Q and Q′ to rewrite the autocorrelation function in the coordinate space
as follows:
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(102) χ0K(t) =
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ〈 0 | Q′ 〉〈Q | e−τ H | Q 〉〈Q | 0 〉
It is possible to result reported in equation 82 to express the autocorrelation function
as follows,
(103) χ0K(t) =
√
deta
(2pi~)N
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
× 〈 0 | Q′ 〉 exp
(
i
~
[
1
2
Q′
T
bQ′ +
1
2
Q
T
bQ−QT aQ′
])
〈Q | 0 〉
We recall here the form of the harmonic wave function of the vibrational ground
state,
(104) | 0 〉 =
N∏
i=1
(
ωi
pi~
) 1
4
exp
(
−ωi Qi
2
2~
)
=
det
(
Γ
)1/2
pi
N
4
exp
(
−Q
T
ΓQ
2
)
where Γ is the diagonal matrix of the square root of the reduced frequencies γi =
ωi
~ .
After introduction of two additional sets of normal coordinates for the initial state, Q
and Q′, the autocorrelation function can be rewritten as,
χ0K(t) =
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
∫ +∞
−∞
dQ′
× 〈 0 | Q′ 〉〈Q′ | Q′ 〉〈Q′ | e− iHt~ | Q 〉〈Q | Q 〉〈Q | 0 〉
(105)
In order to relate this expression to the general formulae used before, the integration
is carried out over the final-state coordinates, Q and Q′. Using equation 104, the
autocorrelation function can be written in the following way,
χ0K(t) =
√
det Γ
pi
N
2
√
deta
(2pi~)N
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′〈Q | e− iHt~ | Q′ 〉
× exp
−
(
KT +Q′
T
JT
)
Γ
(
J Q′ +K
)
2
 exp
−
(
KT +Q′
T
JT
)
Γ
(
J Q+K
)
2

(106)
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T=0K Γ c+ Γ c+ Γ Γ
T 6=0K a C D d
Table 1. Equivalency table for the matrices at different temperatures
By a direct comparison of the previous formula to the more general one given in
equation 84 it is possible to derive the expressions for a, b, c and d at T=0 K. The
matrix element 〈Q | e− iHt~ | Q′ 〉 is equal to the first exponential function of equation
84, and thus is the same in both cases. Furthermore, by direct comparison of the other
factors, it is easy to show that b must be replaced by Γ and that a must be set to zero.
As a consequence, c and d must be replaced by Γ. The same results can be obtained
also directly starting from equation 84 by approximating the hyperbolic functions in the
limit T → 0, which means that β → +∞ and thus τ → +∞. However, it should be
underlined that the scaling factor of equation 84 can not approximated in the same way.
In fact, a in the scaling factor can not be set to zero but must be set equal to Γ. As a
conclusion, the following equivalency table can be built for the values of the variables of
eq. 86 at different temperatures.
4. Extension to the RR case
In this section we will describe how to extend the TD framework introduced pre-
viously to the calculation of RR spectra. As done for OP spectroscopies, also in this
case the transition from the frequency domain to the time domain is done trough the
following well-known relation involving the Fourier transform:
(107)
1
x
=
i
~
∫ +∞
0
e−ixt/~dt
Equation 107 can be used to express the sum-over-state expression for the transition
polarizability tensor given in equation 28 in the time-domain as follows:
(108)
αifρσ =
i
~2
∑
n(m)
∫ +∞
0
dt 〈 ψf (0 ) | µem0,ρ | ψn(m) 〉〈 ψn(m) | µem0,σ | ψi(0 ) 〉 e−it(ωmi−ω−iΓ)
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For the sake of compactness, the subscript used to indicate the electronic states
between which the transition dipole moment is calculated will be dropped out. Further-
more, as done for the OP case, the subscript 0 and m will be substituted by one and
two overbar symbols. In order to make the previous expression as similar as possible
to the one derived for OP case, let us rewrite ωmi as ωad + ωn, where ωad is the energy
separation between the minima of the electronic ground and intermediate states. As
mentioned before, |ψn 〉 is an eigenket of the intermediate state vibrational Hamiltonian
e−iHt/~ with eigenvalue En. Therefore, it is possible to rewrite equation 108 in terms
of the exponential of the hamiltonian operator. Then, the closure relation for the vi-
brational eigenstates of the electronic state m can be used in order to derive the final
time-dependent expression for the RR polarizability tensor;
(109) αifρσ =
i
~2
∫ +∞
0
dt〈 ψf |µeρe−iHt/~µeσ| ψi 〉 e−it(ωad−ω−iΓ)
Under the Franck-Condon approximation, the electronic transition dipole moment
is constant and thus can be taken out of the integral. As a consequence, equation 109
can be simplified as follows:
(110) αifρσ =
i
~2
(
µeρ
)
eq
(µeσ)eq
∫ +∞
0
dt 〈 ψf |e−iHt/~| ψi 〉 e−it(ωad−ω−iΓ)
For the sake of simplicity, we will introduce some further approximations. First
of all, we will ignore temperature effects, so that the only possible initial state is the
vibrational ground state of the lower electronic state. Furthermore, we will limit our
analysis to fundamental bands, that is transitions to final states with a single quantum
of excitation. In the following, the Dirac notation will be adopted, so that the previous
statements can be rewritten as | ψi 〉 → | 0 〉 and | ψf 〉 → | 1f 〉.
Equation 110 highlights that for RR spectroscopies the Fourier transform of the tran-
sition polarizability tensor contains the matrix element of the transition polarizability
tensor between the wavefunctions of the initial and final states. As a consequence, the
Fourier integral to compute is different for each transition, differently to the OP case,
in which the whole spectrum is obtained as a Fourier transform, by including all the
possible initial and final states.
In order to express the integral of equation 110 in terms of quantities which have been
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calculated previously, the well-known formulae for the eigenfunctions of the hamiltonian
of an harmonic oscillator can be exploited. However, in order to use them, the integral
in equation 110 must be rewritten in the normal coordinate representation. Moreover,
two sets of normal coordinates of the initial electronic state, Q and Q′, and two sets
of normal coordinates of the intermediate state, Q and Q′, needs to be introduced. As
remarked before, all those coordinates sets satisfies the following closure relation,
∫ +∞
−∞
dQ|Q 〉〈Q | =
∫ +∞
−∞
dQ′|Q′ 〉〈Q′ | =
∫ +∞
−∞
dQ|Q 〉〈Q |
=
∫ +∞
−∞
dQ′|Q′ 〉〈Q′ | = 1
(111)
By using equation 111, the time-dependent expression of the polarizability tensor
given in equation 110 can be rewritten in the following way:
αifρσ =
i
~2
(
µeρ
)
eq
(µeσ)eq
∫ +∞
0
dt
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
× 〈 1k | Q′ 〉〈Q′ | Q′ 〉〈Q′ | e−iHt/~ | Q 〉〈Q | Q 〉〈Q | 0 〉 e−it(ωad−ω−iΓ)
(112)
The overlap integral 〈 1k | Q′ 〉 is the representation of the wavefunction 〈 1k | in the
coordinate setQ′, while the integral 〈Q | 0〉 is the representation of |0〉 in the coordinate
system Q. Both integrals have the following well-known closed-form expression:
〈Q | 0 〉 =
N∏
i=1
(
ωi
pi~
)1/4
exp
(
−ωiQ
2
i
2~
)
=
det Γ1/4
piN/4
exp
(
−Q
T ΓQ
2
)
(113)
〈 1k | Q′ 〉 =
√
ωk
2~
Q′k
N∏
i=1
(
ωi
pi~
)1/4
exp
(
−ωiQ
′2
i
2~
)
(114)
=
√
Γk
2
Q′k
det Γ1/4
piN/4
exp
(
−Q
′T ΓQ′
2
)
(115)
where Γ is a diagonal matrix whose elements are the reduced frequencies of the initial
electronic state.
The key point of the time-dependent formulation of RR spectroscopy is to find an
expression for the integrand of equation 112. We will define this function as the autocor-
relation function χk(t), where the index k refers to the dependence of this autocorrelation
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function on the excited oscillator of the final state. Analytic formulae for the autocorre-
lation function χk(t) can be derived starting from the expression for the matrix element
〈Q′ | e−iHt/~ | Q 〉 which has been calculated previously and we recall in the following:
(116) 〈Q′ | e−Hτ | Q 〉 =
√
det(a)
(2pi~)N
exp
(
i
~
[
1
2
Q
T
bQ+
1
2
Q′
T
bQ′ −Q′T aQ
])
By using the equations 113, 114 and 116 in equation 112 the orthogonality property
〈Q | Q 〉 = δ
(
Q− JQ−K
)
and 〈Q′ | Q′ 〉 = δ
(
Q′ − JQ′ −K
)
is used to carry out
the integrals over the sets of coordinates Q and Q′. As a result, the polarizability tensor
can be rewritten as,
(117) χk(t) =
√
deta
(2pi~)N
∫ +∞
−∞
dQ
∫ +∞
−∞
dQ′
× 〈 1k | Q′ 〉 exp
(
i
~
[
1
2
Q′
T
bQ′ +
1
2
Q
T
bQ−QT aQ′
])
〈Q | 0 〉
where Q = JQ + K and Q′ = JQ′ + K. Equation 117 is similar to the time-
dependent expression for the absorption cross section, which has been derived in the
previous section, and therefore the previous integral can be calculated following the
same strategy. Let us then introduce a new set of variables Z and U :
Z =
1√
2
(
Q+Q′
)
U =
1√
2
(
Q−Q′
)(118)
The integral given in equation 117 is then rewritten in terms of this new set of
coordinates, using the expression given in equation 113,
χk(t) =
√
det(Γa)
(2pii~)2N
√
Γk
2
exp
(−KT ΓK) ∫ +∞
−∞
dU
∫ +∞
−∞
dZ Q′k
× exp
(
−1
2
ZTDZ −
√
2vTZ
)
exp
(
−1
2
UTCU
)(119)
The definition of the auxiliary vector v, as well as the one of the matrices C and D,
is the same as for the one-photon case. As a final step, the coordinate element Q′k must
4 Extension to the RR case 57
also be expressed in terms of Z and U . This can be done by using first the Duschinsky
relation and then the definition given in eq. 118
(120) Q′k =
N∑
l=1
JklQ
′
l +Kk =
1√
2
N∑
l=1
Jkl (Zl − Ul) +Kk
The final expression for χk(t) is,
χk(t) =
√
det(Γa)
(2pii~)2N
√
Γk
2
exp
(−KT ΓK) ∫ dU ∫ dZ 1√
2
(
N∑
l=1
Jkl (Zl − Ul) +Kk
)
× exp
(
−1
2
ZTDZ −
√
2vTZ
)
exp
(
−1
2
UTCU
)
(121)
Let us now recall the definition of the definition of χ0K as the autocorrelation function
of OP spectroscopies in the limit of near-null temperatures. For the sake of simplicity,
we will use χ0 instead of χ0K . The difference between χ0 and the integrals given in
equation 119 is the presence of an additional factor equal to Q′k. In order to use the
same strategy as for the OP case, it is possible to express equation 121 in terms of
derivatives of equation 86 with respect to the elements of vector v and matrix C. This
gives the possibility to use the analytic expression of χ0(t) to calculate explicitly the
derivatives and to obtain a closed-form expression for the time-dependent polarizability
tensor.
In fact, as has been shown previously, the derivatives of χ0(t) with respect to a generic
element of the vector v gives the following result:
− 1√
2
∂χ0(t)
∂vl
=
√
det(Γa)
(2pii~)2N
exp
(−KT ΓK) ∫ dU ∫ dZ Zl
× exp
(
−1
2
ZTDZ −
√
2vTZ
)
exp
(
−1
2
UTCU
)(122)
From this relation, it is possible to express the terms of equation 121 with the scaling
factor Zl as derivatives of χ0(t) with respect to the elements of the vector v.
By symmetry, the part of equation 121, which depends on Ul, is null. Therefore, it is
possible to express χk(t) in the following way:
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(123) χk(t) =
√
Γk
2
[
− 1√
2
N∑
l=1
Jkl
(
∂χ0(t)
∂vl
)
+Kk χ0(t)
]
Where the closed-form expression for the derivative ∂χ0(t)/∂vk has been previously
calculated and is given in equation 94.
4.1. Extension to the Herzberg-Teller terms. Like for the case of one-photon
spectroscopies, also for RR the theoretical framework presented in the previous section
can be straightforwardly extended to the calculation of the Herzberg-Teller contribution
to the polarizability tensor. Let us start back from equation 109. We now include also
the first-order terms from the Taylor expansion of the transition dipole moment, so the
polarizability tensor is defined as,
αifρσ =
1
~2
(
µeρ
)
eq
(µeσ)eq
∫ +∞
0
dt
[
〈 ψf |e−iHt/~| ψi 〉
+
i
~2
N∑
j=1
(
µeρ
)
eq
·
(
∂µeσ
∂Qj
)
eq
〈 ψf |e−iHt/~Qj | ψi 〉
+
i
~2
N∑
j=1
(
∂µeρ
∂Qj
)
eq
(µeσ)eq 〈 ψf |Qje−iHt/~| ψi 〉
+
i
~2
N∑
j,k=1
(
∂µeρ
∂Qj
)
eq
·
(
∂µeσ
∂Qk
)
eq
〈 ψf |Qje−iHt/~Qk| ψi 〉

(124)
Inclusion of the Herzberg-Teller terms thus requires the calculation of the following
additional terms:
χ
(j)
FCHT,1(t) = 〈 1k |e−iHt/~Qj | 0 〉
χ
(j)
FCHT,2(t) = 〈 1k |Qje−iHt/~| 0 〉
χ
(j,l)
HT (t) = 〈 1k |Qje−iHt/~Ql| 0 〉
For the sake of readability, we will drop the explicit reference to the time (t). Fur-
thermore, we have introduced the same approximations as for the FC case, that is the
initial state is the vibrational ground state, and only fundamental bands are calculated.
Under those approximations, the derivation of analytic formulae for those terms can be
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done by following the same strategy used for the Franck-Condon case. First of all, let
us rewrite χ
(j)
FCHT,1 using equation 113,
(125) χ
(j)
FCHT,1 =
√
Γk
2
〈 0 |Qke−iHt/~Qj | 0 〉
As done for the Franck-Condon approximation, it is possible to relate the initial
state normal coordinate Qf to the final state normal modes by using the Duschinsky
approximation:
(126) χ
(j)
FCHT,1(t) =
√
Γk
2
[
〈 0 |Kke−iHt/~Qj | 0 〉+
N∑
s=1
Jks〈 0 |Qse−iHt/~Qj | 0 〉
]
The first term of the previous expression is the same as the one, which has been
calculated for the Franck-Condon case. The second term is more cumbersome, but can
be calculated with the same technique as before, leading to the final expression,
(127) χ
(j)
FCHT,1 =
√
Γk
2~
[
−1
2
Kk
∂χ0(t)
∂vj
+
N∑
s=1
Jks
(
1
4
∂2χFC
∂vs∂vj
+
∂χ0
∂Csj
)]
The calculation of χ
(j)
FCHT,2 is the same as χ
(j)
FCHT,1. The only difference is that the
coordinate operator Qj does not act on the ket |Q 〉 but on the bra 〈Q′ |. By considering
that 〈Q′ | is an eigenbra of the operator Qk with eigenvalue Qk, it is easy to derive the
following expression:
(128) χ
(j)
FCHT,2(t) =
√
Γk
2
[
−1
2
Kk
∂χ0
∂vj
+
N∑
s=1
Jks
(
1
4
∂2χFC
∂vs∂vj
− ∂χ0
∂Csj
)]
The last term, χ
(j,k)
HT , is more complex but can be taken out by applying the same
strategy as for the previous terms. The Duschinsky transformation is used to rewrite
χ
(j,k)
HT as,
(129) χ
(j,l)
HT (t) =
√
Γk
2
[
Kk 〈 0 |Qje−iHt/~Ql| 0 〉+
N∑
s=1
(
Jks〈 0 |QsQje−iHt/~Ql| 0 〉
)]
By rewriting the final-state normal coordinates in terms of the auxiliary variables Z
and U as done before, we obtain the following expression:
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χ
(j,l)
HT =
√
Γk
2
[
Kk
(
∂2χ0
∂vj∂vl
− ∂χ0
∂Cjl
)
+
N∑
s=1
Jks
(
1
8
∂3χ0
∂vs∂vj∂vl
− 1
2
∂2χ0
∂Cjl∂vs
− 1
2
∂2χ0
∂Csl∂vj
+
1
2
∂2χ0
∂Csj∂vl
)](130)
The explicit expressions for the second- and third-order derivatives of the autocorre-
lation function χ0(t) have been previously derived for the OP case when also second-order
terms are included in the Taylor expansion of the transition dipole moment.
5. Simplified formulations
In this section, we will show how the general formulation which has been presented
in the previous section can be simplified when mode-mixing effects are neglected. The
derivation of the TD formalism for this simplified model has two main advantages. First
of all, it will be possible to check the consistency of our formulation with different sim-
plified TD approaches which have been proposed in the last years[61, 69]. Furthermore,
as we will show in the following, the neglect of mode mixing-effects results in a simpli-
fication of all the formulae, and as a consequence the autocorrelation function can be
computed in a more efficient way, allowing the extension of the procedure also to even
larger systems.
The effect of setting the Duschinsky matrix J equal to the identity matrix result in
a different definition of C and D matrix, which becomes diagonal, as shown in the
following:
(131) Cij =
(
ωi
~
coth
(
~τ ωi
)
+
ωi
~
)
δij Dij =
(
ωi
~
tanh
(
~τ ωi
)
+
ωi
~
)
δij
By using equation 131 it is possible to simplify the general expression of the auto-
correlation function under the Franck-Condon approximation given in equation 86 as
follows:
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χFC =
N∏
j=1
√
ωj2
sinh (~τωj) sinh
(
~τωj
) ·√ 1
[ωj tanh (~ωjτ) + ωj tanh (~ωjτ)]
×
√
1
[ωj coth (~ωjτ) + ωj coth (~ωjτ)]
× exp
(
−Kj2 ωj tanh
(
ωi~τ
2
))
exp
(
v2j
ωj tanh (~ωjτ) + ωj
)
(132)
The general expression given in equation 132 is valid for a general value of the tem-
perature T , but still diverges for near-null temperatures. However, a further simplified
formula can be obtained by using the same strategy used in the previous section. The
final result is the following:
χ0K =
N∏
j=1
√
ωj
sinh
(
~τωj
) ·√ 1
[ωj + ωj tanh (~ωjτ)] [ωj + ωj coth (~ωjτ)]
× exp (−Kj2 ωj) exp( v2j
ωj tanh (~ωjτ) + ωj
)(133)
The expression given in equation 133 can be used either to simulate OP spectra at
T = 0K or as a starting point for the simulation of RR spectra. In fact, as in the general
case, the polarizability tensor has still the same expression as a function of derivatives
of χ0 with respect to the elements of the vector v. However, the expression for the
derivative of χ0K with respect to a general element of v is further simplified since D is
diagonal, and thus, as an example, the expression of the derivative with respect to an
element of v becomes:
(134)
∂χ0
∂vk
=
√
2
vk
ωk tanh (~ωkτ) + ωk
× χ0
As a result, the polarizability tensor at the Franck-Condon level can be written in
the following way:
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χk = Kk χ0 +
∂χ0(t)
∂vk
=
(√
2
vk
ωk tanh (~ωkτ) + ωk
+Kk
) N∏
j=1
√
ωj2
sinh (~τωj)
×
√
1
[ωi + ωj tanh (~ωjτ)] [ωj + ωj coth (~ωjτ)]
exp
(−Kj2 ωj) exp( v2j
ωj tanh (~ωjτ) + ωj
)
(135)
The factorization of the autocorrelation function under the Franck-Condon approx-
imation in this simplified case is coherent with the result obtained by Neese and co-
workers who neglected the Duschinsky mixing[61]. This simplified formulation is more
stable from a numerical point of view with respect to the general one and more efficient,
and thus is well-suited when Duschinsky mixing is negligible. Furthermore, the compu-
tational cost is reduced in this second framework because a matrix inversion step and
summations over the normal modes are avoided in this case.
Herzberg-Teller terms can be included by using the same technique as for the more
general case. However, as mentioned before, the expression for the derivatives of the
autocorrelation function is simpler. In the following we will give the formulae for the
derivatives which are required for the calculation of OP and RR spectra with the inclu-
sion of HT terms. Higher order derivatives needed for the inclusion of also second-order
derivatives of the transition dipole moment can be included straightforwardly.
∂2χ0
∂vk∂vl
=
[{
D−1
}
ll
(v∗l + vl) +
{
D−1
}
kk
(v∗k + vk) +
{
D−1
}
kl
+
{
D−1
}
lk
]× χ0
∂2χ0
∂Ckj∂vl
=
[
−1
2
{
C−1
}
kl
·
(
v∗j
{
D−1
}
jj
+ vj
{
D−1
}
jj
)]
× χ0
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∂3χ0
∂vk∂vl∂vj
=
[{
D−1
}
kk
({
D−1
}
lj
+
{
D−1
}
jl
)
· (v∗k + vk) +
{
D−1
}
ll
({
D−1
}
kj
+
{
D−1
}
jk
)
· (v∗l + vl)
{
D−1
}
ll
({
D−1
}
kj
+
{
D−1
}
jk
)
· (v∗l + vl) +
{
D−1
}
ll
{
D−1
}
kk
{
D−1
}
jj
× (v∗l + vl) (v∗k + vk)
(
v∗j + vj
)]× χ0
6. Band-broadening effects
In the previous section we have describe how it is possible to simulate both OP and
RR spectra within the TD framework. However, the theoretical framework still presents
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a remarkable limitation due to the complete neglect of band-broadening effects. In fact,
the TD theory of OP spectroscopy has been derived starting from the generalized sum-
over-states given in equation 10, in which the spectrum is calculated as a sum over all the
possible transitions of delta functions centered in the transition energy. However, under
the usual experimental conditions, the peak of a spectrum are broadened and have a finite
width. The same problem holds also for Resonance-Raman spectroscopy, because the
transition polarizability tensor α gives the scattered intensity trough equation 30, but
by neglecting band-broadening effect the spectrum would result as a sum of bands with
null width centered in the energy corresponding to the difference between the incident
and the scattered light. The problem of including band broadening effect within the TD
theory can be solved in different ways for the OP and the RR case.
Let us begin with the OP case. As it is well-know, the reasons which causes the band
broadening effect are multiple. Among the others, the most important causes of the
broadening are the finite lifetime of an excited state, the pressure to which the sample
is subjected, the presence of other species in the surrounding or the Doppler effect.
The first two reason usually results in a peak with the shape of a lorentzian function,
while the others result in a gaussian one. Both the shapes can be easily included in the
TD framework. All those band-broadening effects can be easily included in the time-
dependent framework. In fact, let us suppose to know the Fourier transform g(t) of the
band broadening function S(ωif , ω):
(137) S(ωif , ω) =
∫ +∞
−∞
g(t)e(ωif−ω)t
It is easy to check that, once the Dirac delta functions in equation (???) have been
substituted by the broadening function S(ωif , ω), when the sum-over-states is expressed
in terms of the autocorrelation function, it is simply multiplied by the function g(t).
As example, let us consider the case of a gaussian band broadening. In this case the
expression for S(ωif , ω) is the following:
(138) S(ωif , ω) =
1√
2piσ
e−
(ωif−ω)2
2σ2
The expression for the Fourier transform of a Gaussian function is well known, and
is another Gaussian function,
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(139)
1
2piσ
∫ +∞
−∞
dt e−i(ωif−ω)te−
σ2t2
2 =
1√
2piσ
e−
(ωif−ω)2
2σ2
Therefore the scaling factor for the autocorrelation function is simply 12piσe
− t2σ2
2 . In
order to relate σ, which is needed to calculate the autocorrelation function, to the half
width at half maximum (HWHM) of the Gaussian in the frequency domain, given in
input by the user, it is possible to use the following formula:
(140) σ =
HWHM(ν˜)√
2 · log(2)
The extension of the preceding procedure to the inclusion a Lorentzian-type broaden-
ing is quite straightforward. The analytic expression for a lorentzian broadening function
is the following:
(141) Slor(ω, ωif ) =
1
pi
γ
[(ω − ωif )2 + γ2]
Like for the gaussian function, the Fourier transform of a lorentzian function can be
easily calculated and is an exponential:
(142)
1
pi
γ
γ2 + ω2
=
1
2pi
∫ +∞
−∞
dt e−iωte−γ|t|
Therefore, the correlation function is multiplied in this case by a factor equal to
ρlor =
1
2e
−γ|t|. Like in the previous case, the parameter γ can related to the half-width
at half-maximum of the lorentzian distribution in the frequency domain by the simple
relation γ = 1pi·HWHM(ν˜) .
Let us remark that in the TD framework both gaussian-type and lorentzian-type one
broadening effects can be easily included. In fact, the result of the combination of
those effects is a Voigt-band shape function, which is the convolution of the product of
a gaussian function and a lorentzian function. However, the Fourier transform of the
convolution of two functions is the product of Fourier transforms and thus, to consider
both effects, the autocorrelation function must be multiplied by both the gaussian and
lorenzian scaling factor.
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The inclusion of band-broadening effect for Resonance-Raman spectroscopy is even
more simple. In fact, in the RR case, the Fourier transforms gives the polarizability
tensor for a single transition, and not the overall spectrum as in the OP case. Therefore,
once the polarizability tensor has been calculated for each transition, it sufficies to
calculate the scattered intensity through equation 30 and use a broadening function
(Gaussian, Lorentzian or Voigt) centered on the energy of the transition and whose
height is proportional to the scattered intensity.
However, the calculation of the scattered intensity is related also to the parameter
Γ which depends, as mentioned before, on the lifetime of the excited state. As has been
shown discussed in some recent works[70, 4], by changing Γ in the range 5-500 cm−1 the
overall bandshape does not change, but it is only scaled by a constant factor. However, to
get a reliable value for Γ, a more complex procedure should be used. In fact, as mentioned
before, Γ depends on the lifetime of the excited state, and thus it can be extrapolated
from the experimental absorption spectrum if only lifetime broadening is present. In this
case, the HWHM which fits the calculated spectrum with the experimental one gives Γ
through the relation HWHM(ν˜) = 1pi·Γ , which has been introduced previously.

Chapter4
Implementation
The first part of this thesis has described the TD formulation of vibronic spec-
troscopy, together with its application to the calculation of one-photon and resonance-
Raman spectra. Then, this framework has been extended to support also internal co-
ordinates. This chapter will describe the implementation of this theoretical framework
within the quantum-chemistry suite of programs Gaussian. First of all, the integration
of the TD theory within a module of Gaussian dedicated to the vibronic spectroscopy
and based on the TI theory will be presented. Then, we will describe the numerical
procedures which have been used to improve the numerical stability of the simulation of
the spectra.
The second part of this chapter will present more in depth the implementation of the
internal coordinates system, with particular care to the methodologies used to derive a
non-redundant set. First of all, several algorithms which have been used for geometry
optimization in internal coordinates will be described. Then, several improvement will
be proposed in order to extend their use to vibronic spectroscopy.
1. Implementation of TD-OP and TD-RR
As mentioned before, the TD-OP and TD-RR theory, as well as the management of
internal coordinates, has been implemented inside the well-known quantum mechanical
computational package Gaussian. From a technical point of view, the package Gauss-
ian is organized in independent modules called links, specialized in a specific type of
calculation. The links are identified by the abbreviation Lxyy or Lxxyy, where x and y
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are integer numbers. The links with the same value of x or xx are related to the same
type of calculation and form a set called overlay. Each link is individuated inside the
overlay by the identifier yy. The TD theory has been implemented inside a pre-existing
link, namely link 718, dedicated to the calculation of vibronic spectra within the TI
theory. Indeed, the TD calculation can be easily included in this link without much
modification to its structure. Furthermore, some routines of L718 can be used also in
a time-independent calculation. Figure 1 gives a graphical representation of the overall
structure of the link 718.
The first part of the link, related to the generation of the input data needed for the
simulation of vibronic spectra, is shared by both the TD and the TI implementation.
In the first step, the parameters set by the user as input are read, and the type of
calculation to perform is defined. As an example, those parameters are related to the
type of spectroscopy (one-photon, electronic dichroism or resonance-Raman), the model
for the final state PES (vertical or adiabatic ones) or to the level of approximation for
the electronic transition dipole moment (Franck-Condon, Herzberg-Teller of second-order
terms). Once those parameters are set, the data needed for the simulation of vibronic
spectra are generated. Those data are usually the result of a previous calculation, and
are different depending on the type of simulation. As an example, for the vertical
models the energy gradient (for VG) or Hessian (for VH) of the excited state PES at
the equilibrium geometry of the initial state are needed, while, for adiabatic models, the
optimized geometry of the excited state (for AS) and its frequencies (for AH) are needed.
Once those data have been recovered, the normal modes of both the electronic states
can be determined, and different pathways are followed if either cartesian or internal
coordinates are used:
• if cartesian coordinates are used, the normal modes (defined through the L
matrix introduced in equation 37) do not need to be computed, and they can
be taken directly from the results of the frequency calculation. Let us remark
that, if simplified models (AS and VG) are employed, only the normal modes
of the initial state are needed. Furthermore, for VH calculations, the normal
modes of the final state are extrapolated by using the procedure presented in
chapter 2.
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Figure 1. Graphical representation of the implmenentation of the man-
agement of the internal coordinates system and of the TD framework
inside the link 718 of Gaussian
• if internal coordinates are used, the calculation is rather more complex. The
first step is the definition of a non-redundant set of internal coordinates from the
primitive ones, which are usually redundant. The primitive internal coordinates
can be easily determined after a threshold has been chosen in order to identify
two bonded atoms. In fact, once the connectivity has been determined, the
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valence and dihedral angles are defined univocally. The methodologies used to
extract a non-redundant set of internal coordinates will be described in the next
section. The second step is the calculation of the normal modes expressed in
terms of the internal coordinates. In general, as has been pointed out previously,
this requires the diagonalization of the GHs matrix. However, this step is
needed only for the vertical case, while for the adiabatic ones the normal modes
in internal coordinates can be calculated directly starting from the cartesian
ones.
Once the normal modes are calculated, all the data needed for the simulation of the
vibronic spectra are generated. First of all, both the Duschinsky matrix J and the shift
vector K are computed following the different procedures presented before. Then, for
Herzberg-Teller calculations, the cartesian derivatives of the transition dipole moment
must be converted in derivatives with respect to the normal modes, either cartesian or
internal.
When all the needed data have been generated, the calculation follows a different
path depending on the type of spectroscopy selected (one-photon or Resonance-Raman)
and on the framework which has been chosen (TI and TD). Let us focus on the TD-OP
and on the TD-RR algorithms:
• for a TD-OP calculation, two calculations are preformed, one at vanishing tem-
perature and one at the temperature set by the user (the default value is 300
K). In fact, as described previously, one of the advantage of the TD-OP algo-
rithm is the possibility to include without additional computational costs tem-
perature effects. For the calculation at vanishing temperature, the simplified
expressions for the autocorrelation function introduced in chapter 3 are used.
In order to calculate the spectrum, the autocorrelation function is sampled at
different time-steps, and then the spectrum is calculated directly by means of
a windowed fast Fourier transform [71] algorithm. Let us remark that, for VG
and AS calculations, the simplified expressions for the autocorrelation function
given in the previous chapter are used.
• as mentioned above, the extension of the TD-RR calculations to include tem-
perature effects is not as straightforward as for the TD-OP case. Therefore,
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only the spectrum at vanishing temperature is computed in TD-RR calcula-
tions. In this case, the first step is the selection of all the possible final states to
take into account. Up to now, the intensity is computed only for fundamental
bands. For each final state, a different cross-correlation function is sampled
starting from the expression for the autocorrelation function used in the OP
case. Once the sampling has been completed, the Fourier transform is com-
puted with a Gauss-Legendre quadrature[71] for the unique value of frequency
of ω − ωad. As a result, the transition polarizability tensor for each peak can
be derived. The scattered intensity is therefore calculated by using equation
30 and the spectrum is obtained by superimposing a-posteriori a broadening
function to each peak.
One of the main goals of the implementation of the TD theory has been to keep the
code as much tunable as possible. Therefore, different parameters, which are reported
below, can be set by the user for TD calculations:
• Time: expressed in seconds, it is the time over which the autocorrelation func-
tion is sampled.
• 2NSTEP: 22NSTEP is the number of points at which the autocorrelation function
is sampled. The number of points is expressed as a power of 2 because in
this case the performance of the fast Fourier transform (FFT) algorithm are
optimized.
• 2NSTEPWIN: 22NSTEPWIN is the number of points of the window function.
More details about this function will be given in the next chapter. This param-
eter is not taken into account for a TD-RR calculation. In fact, in this case,
the FT is calculated for a single frequency, and no background noise problems
are present.
• LorHWHM, GauHWHM: half-width at half maximum of the Lorentzian and
Gaussian broadening function, respectively, expressed in cm−1.
On the other hand, in order to make calculations feasible with as little input as
possible, some default values for those keywords have been set. Those default parameters,
which provide a satisfactory convergence of the numerical integration for all the test we
have performed, are collected in the following table:
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TD-OP TD-RR
2NSTEP 24 12
2NSTEPWIN 16 -
Time 10−9 10−12
LorHWHM 0 100
GauHWHM 100 0
Table 1. Default values for all the parameters for TD calculations
Additional parameters, which are specific for Resonance Raman calculations and are
shared by both the TD-RR and the TI-RR frameworks, can be set and are reported
below:
• Omega: expressed in cm−1, set the incident beam wavenumber.
• OmegaMin, OmegaMax, OmegaStep: expressed in cm−1, those parameters al-
low to do a scan of the RR spectra for different values of the incident fre-
quency. The RR spectrum is calculated between a minimum frequency equal
to OmegaMin and a maximum frequency equal to OmegaMax with a frequency
spacing equal to OmegaStep
• ExcProf: this keyword allows to compute the excitation profile for a fundamen-
tal band associated to a selected normal mode
• Damping: expressed in cm−1, sets the damping parameter Γ
2. Bandshape reproduction
As described in the previous sections, the calculation of a vibronic spectrum within
the TD formulation involves two steps: the sampling of the correlation function by using
the analytic formulae given in the previous chapter, and the calculation of the Fourier
transform by means of a numerical integration algorithm. Since the autocorrelation
function has an analytic expression, it can be computed exactly and only the integration
step is approximate and affects the overall numerical stability of the computational pro-
cedure. In order to limit as much as possible those effects, different numerical algorithms
have been tested for both the TD-OP and the TD-RR case.
The computation of the numerical Fourier transform in the TD-OP case is more
difficult than in the TD-RR one. In fact in this case the vibronic spectrum, expressed as
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the general quantity I (ω) defined in equation 10, is directly the Fourier transform of the
autocorrelation function, and therefore the numerical integration must be performed for
a virtually infinite number of frequencies. On the other hand, in the TD-RR case the
Fourier transform must be computed for a single frequency, and therefore it is easier to
ensure the numerical stability of the procedure.
For the TD-OP case, the Fourier integral can be computed in an efficient way by using
a Fast Fourier transform (FFT) algorithm[71]. In order to describe briefly the FFT
algorithm, let us consider a general function f(t), depending on the time t, and its
Fourier transform F (ω). In FFT, F (ω) is approximated as follows:
(143) F (ω) =
∫ +∞
−∞
f(t) e−iωt dt ≈
∫ T
−T
f(t) e−iωt dt ≈ 1
T
N∑
i=−N
f(nτ)τe−iωnτ
In the first equality of equation 143, the infinite integral is substituted with a finite
one, calculated in the interval [−T, T ]. This approximation is well-suited only if the in-
tegrand function f(t) tends to zero for t→ ±∞ (like the correlation functions presented
before, which decreases exponentially) and if the parameter T is sufficiently big. In the
second equality, the continuous integral is discretized by using the rectangle method and
a time step equal to τ . The total number of sampling points N satisfies the simple rela-
tion 2nτ = T . This discretized version of the integral is usually called Discrete Fourier
Transform, and is gives a satisfactory approximation of the continuous Fourier transform
only if the time-step τ is small with respect to the typical time-scales of variation of the
function f(t). The ’Fast Fourier Transform’ term collects different numerical algorithms
in which the Discrete Fourier Transform is computed in an efficient way starting from
equation 143. Our implementation uses a Cooley-Turkey FFT, in which a divide-and-
conquer algorithms is employed in order to avoid ’useless calculations’. As a conclusion,
let us remark that a set of frequencies for which the Fourier transform F (ω) is calculated
must be chosen, and therefore an additional sampling is needed. For most of the FFT
algorithms, the frequencies are chosen on the basis of the Nyquist-Shannon sampling
theorem[71]. This theorem states that if the Fourier transform of a function f(t) does
not have any components for frequencies higher than ωmax, then f(t) can be univocally
determined by sampling it at time-steps τ only if the following relation holds:
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(144) τ ≤ 1
2ωmax
Therefore, once the sampling step τ has been chosen, the maximum value of the
frequency for which the Fourier transform can be computed is 1/2τ , and the frequencies
set in which the Discrete Fourier transform is evaluated can be expressed as follows:
(145) ωn =
1
2τn
As mentioned before, the accuracy in the calculation of the Fourier Transform by
using the discretized version given in equation 143 relies in an appropriate choice of the
parameters τ and T . Even if high accuracy results are obtained by using high values
of T together with small values of τ , this requires the sampling of the function f(t) in
a large number of points. In order to reduce the computational cost of the procedure,
a window function is usually employed. The window function w(t) is a complex-valued
function such that, if the integrand function is multiplied by w(t), the corresponding
Fourier transform does not change significantly. Therefore:
F (ω) =
∫ +∞
−∞
f(t) e−iωt dt ≈
∫ T
−T
f(t) e−iωt dt ≈
∫ T
−T
w(t) f(t) e−iωt dt
≈ 1
T
N∑
i=−N
w(nτ) f(nτ)τe−iωnτ
(146)
The advantage of scaling the integral by w(t) relies in the fact that w(t) usually
decreases very rapidly for t → ±∞, and therefore a satisfactory representation of the
integral can be obtained with a smaller value of T with respect to the usual FFT. Among
all the possible choices for the window function, the square window function has been
chosen as a reference in our implementation of the TD-OP theory. The square window
function is among the simplest choices for the window function, since it is equal to 1
inside the interval [−Twin, Twin] and 0 outside it. Therefore its use allows to sample the
integrand function only inside the window interval. The square window function has
been taken as a reference for two reasons: first of all, it is very simple to implement and
to use, since only the parameter Twin must be set. Furthermore, our tests have shown
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that use of more complex window functions does not improve significantly the results of
the numerical integration.
As mentioned before, the numerical integration is less problematic in the TD-RR
case, since the Fourier integral must be computed for a single value of the frequency.
Thanks to this feature, it is possible to overcome one of the main limitation of the FFT
algorithms, which is the use of the rectangle method to compute the integral. In fact,
only thanks to the use of this method the divide-and-conquer algorithm can be employed
to optimize the integration. However, the correlation functions presented in chapter 3
decrease exponentially for t→ ±∞, thus the main contributions to the integral are given
by the values of the correlation function corresponding to small values of t. Therefore,
a grid which is less spaced for small values of t and more spaced for large values of
t is expected to ensure a faster convergence of the numerical integration. In practice,
differently to what has been done in the previous case, the integral is approximated as
follows (let us also recall that in the TD-RR case the Fourier transform must be replaced
by an half Fourier transform):
(147)
∫ +∞
0
f(t) e−iωtdt ≈
∫ T
0
f(t) e−iωtdt ≈
N∑
i=0
wi f(ti) e
−iωti
The time intervals (t0, . . . , tN ), as well as the associated weights (w0, . . . , wN ), de-
pend only on the total amplitude T of the integration interval, and are the same for
different integrand function. Both the (t0, . . . , tN ) and (w0, . . . , wN ) are chosen so that
the discrete sum gives the best estimate of the exact integral. It is possible to prove
that the best possible choice for the time-steps are the roots of a n + 1-th order or-
thogonal polynomial in the interval [0 : T ]. One of the most used algorithms uses the
Legendre polynomials as reference orthogonal basis for the integration, and therefore
the (t0, . . . , tN ) points are the roots of the N + 1 order Legendre polynomial PN+1(t).
However, since analytical expressions for those roots are not known, an approximation
method based on a Newton-Raphson algorithm has been implemented. Once the roots
have been calculated, the value of the weights wi can be computed using the following
formula:
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(148) wi =
2
(1− t2i )
[
P ′N+1(ti)
]2
To summarize, the calculation of the Fourier transform needed in the simulation of
TD-RR spectra is based on three steps:
• generation of the points and of the weights
• sampling of the correlation function
• calculation of the integral using equation 147
3. From redundant to non-redundant internal coordinates
As already pointed out, even if cartesian coordinates are defined univocally, different
choices of internal coordinates are possible, and some of them can give a redundant set.
As a consequence, in order to use in practice internal coordinates, a procedure to select
a non-redundant set must be provided.
The simplest and most intuitive choice of internal coordinates leads to the so-called
primitive internal coordinates (PIC), composed (for a single molecule) by all the possi-
ble bond lengths, together with all the valence and dihedral angles. In order to define
unambiguously this set of coordinates, a threshold δtr must be set and two atoms i and
j are connected if and only if |ri − rj | ≤ δtr. The usual choice for δtr, which is also the
reference inside Gaussian, is the sum of the van der Waals radii of the atoms involved
in the bond. Once the bond connectivity has been defined, the valence and dihedral an-
gles can be defined unambiguously. In practice, the total number of internal coordinates
defined in this way is usually larger than 3N − 6 and their definition is therefore redun-
dant. As mentioned above, in order to avoid technical problems related to the presence
of redundancies, they must be identified a-priori in order to extract a non-redundant
set of internal coordinates from the redundant one. Even if different algorithms for the
identification of redundancies have been discussed in the field of geometry optimization,
their extension to vibronic spectroscopy has never been studied in detail. Only recently,
some of those algorithms have been applied to harmonic[72] and anharmonic[73] vibra-
tional spectroscopy, but their use in harmonic vibronic spectroscopy has never been
investigated. This section will describe our implementation of the management of inter-
nal coordinates system inside the link 718 of Gaussian. The main goal is to test the
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performances of different algorithms proposed in the field of geometry optimization and
to improve them for the application to vibronic spectroscopy.
Figure 2. Graphical representation of the implmenentation of the man-
agement of the internal coordinates system inside the link 718
As shown in figure 2, which gives a schematic representation of the overall imple-
mentation, the program has been organized in a modular way, and three main steps can
be identified:
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(1) at the beginning, preliminary modifications to the PIC must be performed in
order to avoid inconsistencies and numerical problems in the definition of the
internal coordinates
(2) then, the redundancies in the PIC sPIC are identified and a non-redundant set
S is consequently defined. In practice, the sPIC and S sets are related by the
following linear transformation:
(149) S = AsPIC
where A is a Nvib×Ns matrix, whose definition depends on the algorithm used.
(3) as a final step, the Wilson B and G matrix for the non-redundant set of in-
ternal coordinates, as well as the Ls matrix of the normal modes in internal
coordinates, are computed.
Let us begin with the description of the first step. The preliminary modifications to
the PIC are summarized in the following:
• The coherence in the definition of dihedral angles must be checked. In fact, the
definition of dihedral angles is not unambiguous, since by adding 2pi to them
the coordinate remains unchanged. However, when the difference between two
dihedral angles is calculated (as, for example, in the calculation of the shift
vector K), it should lie, in absolute value, between 0 and pi. If this condition is
not met, an additional factor of 2pi must be added till the difference is smaller
that pi. As has been already shown by Santoro[38] an incoherent definition
causes larger value for the components of the shift vector K and therefore leads
to wrong results.
• If planar centers are present, out-of-plane coordinates can be added a-posteriori.
As has been shown by Schlegel and co-workers[74], the out-of-plane coordinates
can be defined as improper dihedrals between non-bonded atoms. Even if more
refined definitions of the out-of-plane coordinates can be given, as the one pro-
posed by Mills[75], the definition given by Schlegel has been selected since it
does not require any additional implementation.
• As out-of-plane coordinates, also linear bendings require a specific treatment.
In fact, as has been shown by Wilson [5], the usual definition of the Wilson
B matrix for a near-linear case diverges, and therefore a specific treatment is
needed.
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Once those modification have been performed, it is possible to proceed to the main
part of the calculation, the identification of the redundancies. Before describing our
implementation, let us review briefly the most important algorithms which have been
proposed for geometry optimization.
The first definition of a non-redundant set of internal coordinates has been proposed
by Pulay and co-workers[76] with the introduction of the natural internal coordinates
(NICs). In the NICs all the bond length are taken as individual coordinates, and the
set is completed by appropriate linear combinations of valence and dihedral angles. The
choice of those linear combinations depends on the local symmetry of the group which
is taken into account. As has been pointed out[76], NICs often minimizes the coupling
between the normal modes both at the harmonic and anharmonic level. Furthermore,
the definition of NICs includes a lot of different molecular residues, and therefore can
be extended also to large systems. However, the use of NICs presents some drawbacks,
especially for large-size systems. First of all, the implementation of a code to automati-
cally generate internal coordinates is far from straightforward, especially when complex
bond topologies are present. Furthermore, for large molecules, the NIC set can still be
redundant, therefore some of the coordinates must be removed a-posteriori to obtain
a non-redundant set. Due to those problems, NICs have not been implemented in our
code.
The shortcomings described before can be overcome by using the delocalized internal
coordinates (DICs) introduced by Baker[7]. Since the generation of DICs is based on
the singular value decomposition algorithm (SVD), some theorems related to the SVD
must be introduced for the sake of clarity. Let us begin with the basic theorem defining
the SVD, which states that every matrix M ∈ Rm×n can be factorized as follows:
(150) M = UΣV†
In equation 150 U ∈ Rm×m, V ∈ Rn×n and Σ is a subdiagonal matrix, whose diag-
onal elements are called singluar values of M. The SVD factorization is a generalization
of the diagonalization of a matrix, since if M is square, then U and V are equal, their
columns are the eigenvectors of M and the diagonal elements of D are the eigenvalues of
M. Even if it is impossible to extend the usual definition of eigenvectors and eigenvalues
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to rectangular matrices, the matrices U and V diagonalize the square matrices AA†
and A†A, respectively:
(151) A†A = VDV† AA† = UD′U†
where D ∈ Rn×n and D′ ∈ Rm×m are diagonal matrices with the same non-zero
diagonal elements, except for the order, which might be different. Furthermore, the
square root of those eigenvalues are equal to the singular values of A.
Among all its properties, we will use an application of the SVD factorization to the
determination of the null-space of a matrix. Let us suppose, without loss of generality,
that the columns of U and V are ordered so that the singular values in Σ are in decreasing
order. The SVD factorization will be applied to the Wilson B, therefore we can also
assume that m > n. In fact, the number of row of B is equal to the number of PIC
and is greater than the number of cartesian coordinates, which is in turn equal to the
number of columns of B. If the number of non-zero singular values of A is r, the SVD
factorization can be represented as follows:
(152)

u1
...
ur
...
um


σ1
. . .
σr
. . .
0
0


v1 · · · vr · · · vn

where ui is the i-th row of the matrix U, while vj is the j-th row of V. It is possible
to prove that the first r columns of U span the column space of A, while the last n− r
columns span the null space of M. Similarly, the first r columns of V span the null space
of M. This property can be directly applied to identify redundancies in the definition of
internal coordinates. Let {s1, ..., sN} be a set of redundant curvilinear coordinates. By
definition of the redundancy condition, it exists at least one coordinate si which can be
written as a linear combination of the others.
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(153) si =
∑
j 6=i
cj sj
If this equality holds for the curvilinear coordinates, it holds also for the linearized
approximation of the internal coordinates. Therefore, it is possible to eliminate the
redundancies in the linearized space instead of the curvilinear space. From a practical
point of view, it is easier to eliminate the redundancies in the linearised space, since
the linearized form of the internal coordinates are given by the rows of B. Therefore, it
suffices to find a minimal basis for the vector space generated by the rows of the Wilson
B matrix. In the definition of the delocalized internal coordinates of Baker[7] the SVD
is used in this last step. Once the Wilson B matrix is formed, the BB† is diagonalized,
by obtaining r non-zero eigenvalues:
(154)
(
BB†
)
U = U
(
Λ 0
0 0
)
Let us recall that, in general, some of the singular values vanish, and thus r < n.
However, since a non-redundant set of internal coordinates must provide a complete rep-
resentation of molecular vibrations, then r must be equal to Nvib. Thus, the application
of the theorem presented previously proves that the first Nvib rows of the U represent
a minimal basis set for the internal coordinates in the linearized space. Let us now
introduce the U′ matrix, obtained from U by removing the last m−Nvib columns. The
linearized form of delocalized internal coordinates S
′DIC is defined as follows:
(155) S
′DIC
i =
∑
j
(
U
′T
)
ij
s
′PIC
j =
∑
j,k
(
U
′T
)
ij
Bjk (x− x0)k
Equation 155 shows that the linearized delocalized internal coordinates are linear
combination of the linearized expressions of the primitive internal coordinates. By ex-
tension of equation 155 to the curvilinear coordinates the definition of the delocalized
internal coordinates (DIC) SDIC can be derived:
(156) SDICi =
∑
j
(
U
′T
)
ij
sPICj
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Let us underline that, even if the elimination of redundancies has been performed in
the linearized space, the DIC set SDIC is still composed by curvilinear coordinates. In
conclusion, the A matrix introduced in equation 149 is in this case equal to U
′T .
The generation of DICs has been implemented in our code and it has been taken
as a reference method to generate internal coordinates. In fact, they are among the
easiest internal coordinates to determine since, once PICs are defined, only a SVD step
is required. Since the DICs have been derived by diagonalization of the whole B matrix,
in each of the basis vectors sDICi PICs of different types, as well as PICs localized in
different spatial regions, will be mixed. This effect is unwanted when the non-redundant
set must contain one or more specific internal coordinates. As an example, the shift
between the equilibrium structure of different electronic states is usually localized in few
PICs, and thus this mixing effects can affect the accuracy of vibronic calculations in
internal coordinates.
In order to overcome this limitation the generalized delocalized internal coordiantes
(GDICs) introduced by von Armin and co-workers[77] can be used. The main idea is
to divide the PICs into different groups depending on the type of coordinate. Even if
the most straightforward division is in three groups (bond length, bond angles and dihe-
drals), more complex partitions are possible, especially when dealing with complex bond
topologies like cyclic molecules. In the procedure of generation of GICs, the redundan-
cies are eliminated by performing the SVD of each block of the B matrix, as described
in the following procedure:
(1) The full Wilson B matrix associated to the PICs of the first block B(1) is formed,
and B(1)B(1)T is diagonalized. The resulting eigenvectors corresponding to non-
zero eigenvalues, collected in the A(1) matrix, provide a non-redundant basis set
for the coordinates of the first group. Therefore, the non-redundant B matrix
for the first block is computed as B
(1)
= A(1)TB(1), where the rows of B
(1)
are
the linearized form of the non-redundant delocalizes internal coordinates for
the first block.
(2) The full Wilson B matrix related to the second block B(2) is formed. In this
case, the procedure used in the previous step can not be directly extended to the
identification of the redundancies, since the linearized internal coordinates of the
second group can contain contributions from the non-redundant coordinates of
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the first one. In order to avoid this effect, the rows of B(2) must be ortogonalized
with respect to the rows of B
(1)
, so that all the contaminations are eliminated.
A Gram-Schmidt procedure is usually employed, in order to keep the final
internal coordinates as much similar as possible to the starting ones. The rows
of the orthogonalized B
(2)
ort matrix for this block can therefore be calculated by
using the following formula:
(157) B
(2)
ort,i = B
(2)
i −
N1∑
j=1
B
(2)T
i B
(1)
ort,j
B
(1)T
ort,jB
(1)
ort,j
B
(1)
ort,j
where N1 is the number of non-redundant internal coordinates of the first
block, B
(2)
i and B
(2)
ort,i are the i-th row of the non-orthogonalized and orthogo-
nalized B matrix for the second block, respectively. B
(2)
ortB
(2)T
ort can be now safely
diagonalized and a non-redundant B matrix for the second group B
(2)
can be
formed as in the previous step. Let us remark that, due to the orthogonaliza-
tion performed by applying equation 157, the non-redundant coordinates of the
second block will contain also components of the non-redundant coordinates of
the first one.
(3) the second point is repeated for each one of the N groups of primitive inter-
nal coordinates, by performing each time the Gram-Schmidt orthogonalization
process with respect to all the previous groups.
(4) the final B matrix is obtained as the union of all the B
(m)
matrices as shown
in the following:
(158) B =

B
(1)
...
B
(n)

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As already remarked, even if in the definition of the GDICs the primitive coordi-
nate are partitioned in different groups, GDICs can still mix primitive coordinates of
different types due to the Gram-Schmidt orthogonalization step. In particular, only the
coordinates of the first group will still be unmixed also in the GDICs, and the degree of
”mixing” increases by increasing the index of the group. As a consequence, a hierarchical
treatment of the coordinates is introduced, in which those of the first groups are mixed
less than those of the last ones. Therefore, as has been pointed out also by Jensen and
co-workers in their study of harmonic theory of vibrations in internal coordinates[72],
the results are different by changing the order of the coordinates.
A third possible procedure to generate a non-redundant set of internal coordinates is
the fragment-based internal coordinates (FBIC), which have never been proposed before.
The main idea underlying the definition of the FBICs is that, when dealing with flexible
systems, the floppy internal coordinates usually link rigid portion of the molecules which
can be easily identified using chemical intuition. Therefore, let us suppose to divide the
molecule in N fragments. The procedure used to generate the FBICs is similar to the
one used for the GIC, and follows this scheme:
(1) The Wilson B matrix for all the interfragment primitive coordinates B(int) is
built and the redundancies inside this coordinate set are identified by diagonal-
izing B(int)B(int)T , like in the previous cases.
(2) Then, the Wilson B matrix B(1) associated to PICs involving only atoms be-
longing to the first fragment is built. The rows of B(1) are then orthogonalized
with respect to the non-redundant interfragment coordinates derived previously,
and an orthogonalized B
(1)
ort is thus computed. The redundancies within the first
fragment are then identified by diagonalization of B
(1)
ortB
(1)T
ort , as in the previous
procedure.
(3) the procedure described in the previous point is repeated for each fragment. Let
us remark that, even if the PICs of different fragments are orthogonal, since
none atom is shared by different fragments, the Gram-Schmidt step described
previously will mix the PICs of each fragment with the interfragment ones.
Therefore, when the PICs of the i-th fragment are taken into account, they
must be orthogonalized also with respect to the non-redundant coordinates of
the other fragments.
3 From redundant to non-redundant internal coordinates 85
(4) at the end, the overall A is obtained as the union of the fragment A matrices
and of the interfragment one.
Let us remark that the interfragment internal coordinates can be treated also in the
last step, after the redundancies have been eliminated from each block. In this case,
the localization of the coordinates of each fragment is optimal, but the interfragment
internal coordinates are highly delocalized, thus this approach is ill suited if they must
be unchanged in the non-redundant set.
All the algorithm presented up to now to extract a non-redundant coordinate set
from the PICs are based on the diagonalization of the matrix BBT , which is equal, by
assuming M−1/2 = I, to the Wilson G matrix. The difference between the three sets
relies only on the procedure used to perform the diagonalization. Then, the resulting
coordinates are used to express the curvilinear normal modes, obtained by diagonalizing
GF. However, it is possible to use the curvilinear normal coordinates of an electronic
state themself as a non-redundant set of coordinates. This procedure has never been
applied to geometry optimization, since it is too costly to compute the hessian at each
step of optimization, but is feasible for vibronic calculations, since internal coordinates
are calculated once, at the begininng of the calculation. Let us recall that a similar
procedure has been applied to geometry optimization, but an approximate force con-
stants matrix Hs is used instead of the exact one[78, 79]. We define this set of internal
coordinates as Normal-Modes based Internal Coordinates (NMIC). The main drawback
of the use of those coordinates is that, like in the other cases, they are non-redundant
only for the reference geometry at which they are calculated. Therefore, the electronic
state to take as a reference to calculate the NMIC must be chosen carefully.
As a conclusion, let us remark that the internal coordinate sets which previously
presented (DICs, GDICs and FBICs) are affected by delocalization problems. For exam-
ple, when the DICs are generated, all the coordinates are treated at the same level, and
therefore they can be mixed. The same problem holds also in the GDICs and the FBICs,
since the Schmidt orthogonalization step introduces mixing between different groups of
coordinates. However, it is possible to limit as much as possible this delocalization effect
by using a localization algorithm for the internal coordinates. This algorithm follows
the same procedure proposed by Jacob and Reihers[80, 73] to localize normal modes in
cartesian coordinates. The works of Reihers are in turn based on the theory proposed by
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Edmiston and Ruedenberg[81] to localize molecular orbitals. In order do describe how
this procedure can be applied to the calculation of internal coordinates, let us introduce
the methodology used to localize the normal modes Q of a molecule. The linear relation
between normal modes and cartesian coordinates given in equation 37 can be rewritten,
by introducing the C matrix defined as L+M−1/2, as follows:
(159) Q = L+M−1/2 (x− x0) = C (x− x0)
The main idea is to perform a unitary transformation between the normal modes
Q, expressed as Qloc = UQ, in order to maximize the degree of localization. By anal-
ogy with the molecular orbital localization theory, it is possible to define two different
functions ξ measuring the degree of localization of the normal modes, and which are
supposed to have a maximum value for the maximum possible localization:
• the atomic-based ξat function maximizes the sum of the squares of the atomic
contribution to the definition of a normal mode:
(160) ξat (Qloc) =
Nvib∑
i=1
Nat∑
j=1
[ ∑
α=x,y,z
(UC)2j,αi
]2
In the previous equation αi represents the index associated to the α-th compo-
nent of the cartesian coordinates of the i-th atom.
• the distance-based ξdist, which maximize the sum of the cartesian distance
between the centers of the normal modes. The center of the j-th normal mode is
obtained by weighting the cartesian coordinates of each atom by its contribution
of this coordinate to the definition of the normal mode. The definition of the
center of the j-th normal mode RNMj is the following:
(161) RNMj =
Nat∑
i=1
∑
α=x,y,z
(UC)j,αi xαi
In the previous equation, xαi is the α-th components of the cartesian coordinates
of the i-th atom. The ξdist function is therefore defined as follows:
(162) ξdist =
Nvib∑
i=1
Nvib∑
j=1
∣∣RNMi −RNMj ∣∣2
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In order to find the maximum value for both the ξ functions given a starting set of
normal modes, a Jacobi sweep algorithm is usually employed, which performs successive
rotation between couples of normal modes until the convergence of ξ is reached. The
performance of both ξdist and ξat have been analysed[80], and it has been shown that
they usually give nearly the same results.
Non-redundant internal coordinates are linear combinations of the cartesian ones
through the relation given in equation 149, in the same way as normal modes are linear
combinations of the cartesian coordinates. Therefore, in principle, the definition of the ξ
function presented above can be straightforwardly extended to the internal coordinates
by substituting the cartesian coordinate basis set with the PICs one, as well as the C
matrix defined previously with the non-redundant Wilson B matrix. By following the
same notation used for the localised normal modes, the curvilinear localised internal
coordinates sloc are linear combinations of the non-redundant ones s:
(163) sloc = Us = UAspr
where the relation given in equation 149 has been used. The main problem in
extending the definition of the ξ function is that, as mentioned before, one of the main
goals in the definition of a non-redundant set of internal coordinates is to limit as much
as possible the mixing between different types of internal coordinates. However, the use
of the ξat or ξdist does non limit this kind of mixing, since they are based only on spatial
localization criteria. Therefore, a new ξ function needs to be defined.
The generalization of the ξat function is rather simple. In fact, the main idea un-
derlying the definition of ξat is to divide the cartesian basis vectors in Nat groups, one
for each atom. The ξ function is then obtained by taking the sum of the squares of the
normal modes coefficients within the single groups, and then by summing up the squares
of all those contributions. For internal coordinates, the basis vectors are the PICs, which
are divided according to the coordinate type. As a consequence, by using the definition
given in equation 160, an additional ξint function can be defined as follows:
(164) ξloc (sloc) =
Ns∑
i=1
m∑
j=1
[
Nm∑
k=1
(UA)2jk,i
]2
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In equation 164, the sum over j runs over all the possible m types of internal co-
ordinates, whose total number has been indicated as Nm. As mentioned before, the
most standard division between coordinates is in three groups, corresponding to bonds,
valence angles and dihedral angles, respectively. However, more complex divisions are
also possible. Let us consider back the division of a molecule in Nf rigid fragments. In
this case, the PICs can be divided in Nf + 1 groups, corresponding to the coordinates of
each fragment and the group of interfragment coordinates. Then, the use of the function
ξloc with the division just described should give results comparable to those obtained
with the FBICs, but with a lower degree of delocalization. Let us remark that, once
the internal coordinates have been localized on each fragment, a further use of the lo-
calization algorithm with the standard division (bond, angles, dihedrals) should avoid
the problem of mixing of coordinates of different types. Furthermore, once the internal
coordinates have been localized according to their type, they can be further localized
in the cartesian space. This second step of localization can be performed by using the
usual definition of the ξ function given in equations 160 and 162.
As a conclusion, let us underline that the extension of the definition of ξdist is less
straightforward. In fact, the definition of a ”distance” between coordinates of different
types is far from obvious due to the fact that the dimensions of the spaces generated by
each type of coordinate are different.
3.1. General formalism for internal coordinates. To summarize the overall
structure of the implementation of internal coordinates, let us remark that it is possible
to gather all the schemes presented above in a generalized formalism, based on four
calculation steps:
(1) The PICs are generated, as described previously. This step is the same for all
the schemes.
(2) Modifications of the PIC set are performed a-priori, before the non-redundant
set is built. In this step, additional primitive coordinates, like out-of-plane or
linear bendings, are added. Furthermore, specific linear combinations of the
PICs can be built for a residue on the basis of local symmetry. After this step,
a modified set of primitive internal coordinates (m-PIC) is built.
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(3) The third step of the calculation is related to the identification of the redun-
dancies. Let us introduce the general Ξ matrix, defined as follows:
(165) Ξ =
(
BTµ−1B
)
µ1/2Φµ1/2
B and G are the Wilson matrices, while the definition of the matrices µ and Φ
depend on the algorithm which is used. For DIC, GIC and FBIC, both µ and
Φ are the identity matrix. On the other hand, in NMIC, µ is diagonal matrix
of the atomic masses, while Φ is the hessian matrix in internal coordinates. Let
us remark that also other possible definition of Φ are possible. As an example,
Φ can also be the hessian matrix calculated at different level of calculation, or
approximated version of the Hessian matrix, in which some coupling terms are
neglected.
The redundancies are detected by diagonalizing the general Φ matrix. How-
ever, different routes can be followed in order to perform the diagonalization.
The most straightforward way is to diagonalize the whole matrix in a single
step, as done, for example, in the DICs and the NMICs. However, a block-
diagonalization process is also possible, where the division of the blocks can
follow different criteria. In the GICs, the coordinates are divided in blocks ac-
cording to the type of PICs, while in the FBIC primitive coordinates localized
on the same fragment are grouped together. Let us remark that block diag-
onalization schemes can be employed also for values of the matrices µ and Φ
different from 1.
(4) Finally, a post-treatment of the non-redundant internal coordinates is possible.
As described before, this post treatment involves the localization of the internal
coordinates, either in the space or according to the type of coordinates.
Table 2 summarize the value of µ and Φ for all the coordinates set presented in the
previous section, together with the diagonalization algorithm which is used.
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µ Φ Diagonalization
DIC 1 1 Complete
GIC 1 1 Block (coordinate type)
FBIC 1 1 Block (fragment)
NMIC M Hs Complete
Table 2. Equivalency table for the possible choices of internal coordinates
Chapter5
Applications
This chapter presents some applications of the theoretical framework outlined in the
previous chapter to the simulation of spectra of different molecules. First of all, we
report the calculated ECD and CPL spectra of a camphore derivative, namely (1R)-
camphorquinone. In fact, due to the availability of different experimental spectra, it
is possible to check the reliability of the implementation of the TD-OP method, in
particular for chiroptical spectroscopies. Then, a complete theoretical analysis of the RR
spectra of benzyl radical will be presented, with particular care to the influence of the
choice for the model of the final state PES on the theoretical results. Furthermore, the
calculated RR spectra of a Ruthenium complex, namely Tris(bipyridine)ruthenium(II)
chloride are analyzed with the aim of showing that an accurate model for the vibronic
calculation, together with the inclusion of both anharmonicity and solvent effects, is
mandatory to reach a satisfactory agreement with the experimental results. Finally, the
internal coordinate approach will be applied to the calculation of spectra of floppy small-
and medium-size molecules. Particular care will be paid to the algorithms employed to
eliminate the redundancies.
The electronic calculations have been carried out within the density functional theory
(DFT) for the ground states, and its time-dependent extension (TD-DFT), for the ex-
cited states. Except when written otherwise, the B3LYP functional[82] with the double-ζ
basis set SNSD[83], developed for spectroscopic studies of medium-to-large molecular sys-
tems, has been used. This basis set has been built from the polarized double-ζ basis set
N07D[84, 85, 86, 87] by consistently including diffuse s functions on all atoms, and one
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set of diffuse polarized functions (d on heavy atoms and p on hydrogens). Furthermore,
solvation effects have been included with the Polarizable Continuum Model (PCM),
which has already been used for the simulation of RR spectra with time-independent
methods[88, 89]. Within PCM, the solvent is a polarizable continuum characterized by
a dielectric constant. The solute is accomodated in a molecule-shaped cavity inside the
continuum. The electrostatic equation is then solved numerically taking into account
mutual interaction effects between the density of charge of the solute and the dielectric
continuum’s polarization. This is done by including a suitable interaction term in the
molecular Hamiltonian[90]. As it has been pointed out, when spectroscopic properties
must be simulated with PCM, the correct solvation regime must be used. For example,
for the simulation of absorption spectra, a non-equilibrium regime is usually assumed,
where the electronic degrees of freedom of the solute are equilibrated with the excited-
state electronic density, while the nuclear degrees of freedom stay equilibrated with the
ground-state electronic density[91, 92]. For RR spectroscopy, the definition of the correct
solvation regime is far from trivial. In fact, it is evident from the TD picture that RR is
a dynamical process and, depending on the time-scales of the time-evolution, some of the
nuclear degrees of freedom can be assumed to be static. To simulate this behaviour, vi-
brational non-equilibrium PCM for excited states should be used, but this approach has
never been investigated. To overcome this limitation, three different solvation regimes
for the simulation of RR spectra can been defined. For more detailed discussions, see
ref. [4].
1. Chiroptical properties of quinone camphore derivatives
In order to show the reliability of the implementation of the TD-OP, the ECD and
CPL spectra of (1R)-camphorquinone ((1R,4S)-1,7,7-trimethylbicyclo[2,2,1]heptane-2,3-
dione) have been chosen as a test case. In fact, the application of the TD-OP models
proposed in the literature has been usually limited to OPA spectroscopy. Furthermore,
due to the availability of different experimental data, the reliability of the experimental
results can be checked.
All the electronic structure calculations have been carried out by using the standard
procedure presented in the previous chapter. The DFT and its time-dependent exten-
sion have been used for both the geometry optimization and the frequency calculations.
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Figure 1. Experimental and theoretical ECD spectra for the S1 ← S0
transition of (1R)-camphorquinone.
Solvent effects (CCl4 for the ECD and cyclohexane for the CPL) have been used by
using PCM.
The experimental ECD and CPL spectra of (1R)-camphorquinone have been recorded
for the first time by Richardson and co-workers[93], but more recent results are available
in the literature. Among all those works, we will use the results of Longhi and co-workers
as a reference[94]. The ECD spectrum is dominated by an intense negative band around
450 nm, corresponding to the S1 ← S0 transition, and we will limit our analysis to this
transition. Figure 1 reports the experimental spectrum, taked from ref. [94], together
with the theoretical ones, calculated by using different models.
The experimental spectrum does not show any sign alternation, therefore the Franck-
Condon contribution should be dominant and the AH|FC model may be sufficient to
obtain a qualitative agreement with reference data. Even if the experimental spectrum
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Figure 2. Graphical representation of the cartesian normal modes giv-
ing the most important contributions to the ECD spectrum
has a broad shape, a clear band, corresponding to the transition between the vibrational
ground states (0−0 transition), can be clearly identified. Some vibronic features appear
as shoulders on the right wing, at about 500, 1250 and 2100 cm−1 are distinguishable,
even if the last one is very broad. Those bands are also visible in the AH|FC spectrum,
even if they are shifted to higher energies and overestimated. In order to improve the
match with experimental data, the more complete AH|FCHT model can be employed.
In the AH|FCHT theoretical spectrum we note an overall decrease of the intensity of
the band-shape at higher energy, together with a better agreement in the band position.
The tail of the spectrum at higher energy is now well reproduced, but the first two bands
are now underestimated. The additional inclusion of solvent effects corrects the intensity
of those two bands but they remain lower than the registered ones.
The changes between AH|FC and AH|FCHT can be explained by the stick spectrum
issuing from the AH|FCHT approach. Indeed, the latter shows an alternation of positive
and negative signs, while the AH FC model can only show peaks of a unique sign. When
broadening functions are applied, the sign change will have a damping effect on the
AH|FCHT band-shape, which explains the overall decrease of intensities. Overtones of
modes 18, 19, and 20, which are represented in Figure 2 with their associated wave
numbers, give the highest contributions to the spectrum.
Let us now analyse the CPL spectrum of (1R)-camphorquinone. Figure 3 shows
the experimental CPL spectrum, together with the simulated ones at different level of
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Figure 3. Experimental and theoretical CPL spectra for the S1 → S0
transition of (1R)-camphorquinone.
accuracy. Experimental data were taken from the older work by Richardson [93], since
the experimental spectrum provided by Longhi is affected by a strong noise due to the
weakness of the signal, which did not allow the clear identification of vibronic features.
The solvent used in the experimental measurements is cyclohexane, so the latter was
used for the simulation with solvent effects by means of PCM.
Noticeable differences in the simulated band-shape with respect to ECD appear. The
first one is that AH|FC now has a lower intensity with respect to AH|FCHT. However,
in the same way as before, solvent effects are low and result in a slight increase of
intensity in the left-wing of the band-shape. This time, all theoretical spectra are below
the experimental one. At variance with the ECD spectrum, a second vibronic band
appears more distinctively in CPL as a shoulder of a single broad band. This seems
better reproduced by taking into account HT effects, even if the agreement in the band
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position is not perfect (shift of about 260 cm−1 with respect to the experimental spectrum
is observed). Also the CPL stick spectrum has different features with respect to its ECD
counterpart. First of all, the overall number of intense transitions which contribute
to the vibronic spectrum is higher with respect to the latter. As a consequence, the
bands obtained by applying broadening functions will be the result of several important
contributions, causing energy shift of their maximum. Let us consider, for instance, the
first, most intense band. Even if in the ECD case it was assigned to the 0-0 transition,
it is here the sum of at least two major transitions, the 0-0 one and the transition
from the ground state to the vibronic excited state |21〉. Similarly, three transitions
contribute predominantly to the second band (respectively |0〉 → |241〉, |0〉 → |311〉, and
|0〉 → |21311〉 starting from the right). As with ECD, the AH—FCHT stick spectrum
shows peaks of both positive and negative signs. However, the positive peaks do not
have a general damping effect, most likely because of the presence of more intense peaks
than in ECD.
2. Resonance-Raman spectra of open-shell systems
RR spectroscopy has been widely applied to the characterization of radical species
produced by photochemical reactions on closed-shell systems. Indeed, even if radical
species are highly unstable, their lifetime is comparable with the time-scales of the RR
scattering process, which is therefore able to detect them. Furthermore, time-resolved
RR experiments provide an estimation of the lifetime of the radical. However, a theoret-
ical prediction of the RR spectrum of the radical is usually needed in order to confirm
that the RR peaks are due to the radical itself. Furthermore, an accurate simulation
of the spectroscopic properties of open-shell systems relies on a correct reproduction of
correlation effects, and therefore is a challenge for computational chemists.
The benzyl radical has been chosen as a prototype to test the performance of our
computational procedure on open-shell systems. It can be produced by photolysis of
benzene derivatives, like toluene[95] or benzyl chloride[96], and can be detected by means
of UV absorption spectroscopy. Two different electronic excited states are involved
in the transitions which contribute mostly to the UV-vis spectrum of benzyl radical.
As has been already pointed out in different theoretical studies, they are D3 and D5,
corresponding to two intense bands at about 310 and 250 nm, respectively. In the
following, we will focus on the D3 ←− D0 transition, because the experimental RR
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spectrum of this radical has been measured with an incident light in resonance with
the D3 level. Figure 4 shows the simulated OPA spectra calculated within the AH
and VH models at the FC and FCHT level. The geometry optimization and frequency
calculations for the D0 state, as well as the geometry optimization, force and frequency
calculation for the excited state, have been carried out by using the exchange-correlation
functional B3LYP and the cc-pVTZ basis set.
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Figure 4. Simulated TD OPA spectrum of the benzyl radical for the
D3 ←− D0 transition with the AH and VH models within the FC and
FCHT approximation. For all spectra, Lorentzian broadening functions
with HWHM of 200 cm−1 have been used.
The spectra reported in the previous figure show that the overall bandshape does not
change significantly by using either the adiabatic or the vertical model. Furthermore, the
inclusion of the Herzberg-Teller effects introduces only slight changes in the spectrum
for the higher energy bands. However, let us remark that the position of the spectrum
is different in the AH and VH models. This difference arises from the fact that, for PES
which are not exactly harmonic, the Franck-Condon region is described with a different
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accuracy in the vertical and adiabatic models, thus resulting in an overall shift of the
spectrum.
Once the OPA spectrum of benzyl radical has been simulated, it can be compared
with the experimental one. The main goal of this comparison is to find the HWHM
of the lorentzian broadening function of the theoretical spectrum which gives the best
match with the experimental one. This value is related to the damping factor γ used in
the simulation of the RR spectrum. Figure 5 shows the experimental OPA spectrum,
taken from ref.[95], together with different theoretical spectra calculated using different
values of the HWHM. In order to facilitate the comparison, the theoretical spectrum has
been shifted in order to match the most intense band. Furthermore, all the spectra have
been calculated within the VH model without loss of generality. In fact, as has been
shown before, the results obtained with the AH model are only slightly different.
Figure 5 shows that the spectrum simulated with an HWHM equal to 250 cm−1
gives the best agreement with the experimental results. In fact, the shape of the most
intense band is correctly reproduced, as well as the intensity of the second side-band.
The discrepancy of the third band is due to the overlap with the band arising from the
D5 ←− D0 transition in the experimental spectrum. Therefore, the RR spectra of the
benzyl radical can be now simulated by choosing 250 cm−1 as a value for the damping
constant Γ.
The RR spectrum with the incident frequency coinciding with the transition energy
to D3 has been measured by Langkilde[97]. However the interpretation of the spectrum
is based on a simplified model for the vibronic couplings[98]. A more recent analysis
has been performed by Schatz and co-workers [99] based on more sophisticated models.
However, the comparison between theoretical and experimental results is not satisfac-
tory and still does not permit an assignment of every band. In the following, we will
show how our model, by including different effects, can provide a remarkable support to
experimental measurements.
As a first step, the RR spectrum of the benzyl radical has been calculated using
both vertical and adiabatic models in order to evaluate the difference between them.
The results of the calculations are reported in Figure 6. It is noteworthy that for both
models, using the correct excited-state PES does not change significantly the overall
bandshape. However, differently from the OPA case, the difference between the spectra
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Figure 5. Simulated and experimental OPA spectrum of the benzyl
radical for the D3 ←− D0 transition. All the calculated spectra has been
simulated within the TD VH—FCHT model with three different values
of the HWHM of the Lorentzian broadening function (150, 250 and 250
cm−1, respectively.
calculated with the adiabatic and the vertical models is remarkable, especially in the
energy range under 1100 cm−1. For example, the peak at about 1000 cm−1 has a much
higher intensity in the VG and VH spectra than in the AS and AH ones. Furthermore,
the spectra calculated with the adiabatic models show a peak around 500 cm−1 whose
intensity is much lower in the VG spectrum and is nearly vanishing in the VH one.
Figure 7 shows the experimental spectrum (taken from ref.[97]) together with the
theoretical ones, calculated with both VH and AH models including the Herzberg-Teller
terms. It is noteworthy that the overall bandshape over 1100 cm−1 is well reproduced in
both VH|FCHT and AH|FCHT spectra, even if slight discrepancies in band positions and
intensities are still present. However, for the bands under 1100 cm−1, agreement between
the experimental spectrum and the AH|FCHT one is rather poor, while the VH|FCHT
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Figure 6. Simulated TD RR spectrum of the benzyl radical with an
excitation wavelength of 320 nm (transition to the D3 electronic level)
with the AH (solid line, red) and the VH (solid line, green) models.
The spectra calculated with the simplified AS (dashed line, red) and
VG (dashed line, green) are also reported. For all spectra, Lorentzian
broadening functions with HWHM of 30 cm−1 have been used.
model reproduces satisfactorily the intensity of each peak. Therefore, those results tend
to confirm that vertical models are better-suited for the description of large-amplitude
motions than their adiabatic counterparts[33, 70].
Figure 7 shows also the VH|FCHT spectrum where anharmonic frequencies have been
used in place of the harmonic ones. It is noteworthy that, with our TD approach, the
agreement between the calculated and theoretical spectra is significantly improved with
respect to the most recent study of the RR spectrum of this molecule[99]. In particular,
in the region between 900 and 1400 cm−1 the agreement between experimental and
theoretical intensities becomes significantly better and allows a unambiguous assignment
of the most intense bands of the spectrum. For example, the intense band at about 1300
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Figure 7. Experimental (dashed line, black) and calculated RR spectra
of the benzyl radical with an excitation wavelength of 320 nm (transi-
tion to the D3 electronic level). For the theoretical spectra, Lorentzian
broadening functions with HWHM of 30 cm−1 have been used to match
the experimental spectrum.
Figure 8. Graphical representation of the normal modes giving rise to
the three main bands in the RR spectrum of the benzyl radical. Following
the Wilson notation for the benzene normal modes, (a) corresponds to
12, (b) to 14 and (c) to 8a normal modes.
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cm−1 corresponds to an in-plane deformation of the benzene ring, which can be related
to mode 14 in the Wilson notation[100]. Following the same notation, it is easy to assign
the band at 1600 cm−1 to mode 8a, and the band at 1000 cm−1 to mode 12. A graphical
representation of those three modes is given in figure 8.
3. Resonance-Raman spectra of metal complexes
RR spectroscopy, thanks to the properties mentioned above, is a powerful tool for the
study of metal complexes[101, 102]. In fact, UV-vis spectra of metal complexes usually
involve transitions to several excited states and it is far from straightforward to assign
each band to a specific electronic transition. However, additional information about the
nature of a specific excited state (like for example metal-to-ligand charge transfer or
ligand-centered transition) can be obtained from a RR spectrum by tuning the incident
frequency to match the transition energy to this state. In fact, the selective enhancement
of the bands depends on the transition electron density to the specific excited level.
The simulation of RR spectra of metal complexes is still a challenge for theoretical
chemistry because it requires both an accurate description of the PES of the ground
and excited electronic states, as well as a reliable method to simulate RR spectra. Some
theoretical analysis of RR spectra of metal complexes are present in the literature [103],
but they are usually relying on simplified models. In this section we will show that a
complete simulation of RR spectra does not lead to significant additional computational
times. Therefore, even if the most accurate model for the simulation of RR spectra is
used, it is never the most expensive step of the whole procedure.
Among all the metal complexes, ruthenium derivatives are of particular interest for
their widespread applications in devices, like sensors, or solar cells. Examples of such
systems are the polypyridine Ruthenium complexes, which have been extensively studied
by both experimental and theoretical approaches. In the following, the results of the sim-
ulation of the RR spectrum of Tris(bipyridine)ruthenium(II) chloride ([Ru(bipy)3]Cl2)
will be reported. First of all, this metal complex has been chosen as a test-case to demon-
strate the reliability of our approach also for large systems [104, 105]. Furthermore, the
theoretical results will be compared to their experimental counterparts to show that the
inclusion of all the effects described previously is mandatory to obtain a satisfactory
agreement with the experimental results. On the grounds of several previous studies
[106, 107], we have selected the B3PW91 functional [108]. The associated basis set is
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LANL2DZ [109], augmented with polarizations functions on C (d; 0.587), N (d; 0.736)
and Ru (f; 1.235).
Figure 9. Comparison between the VG|FC (on the left) and AH|FC
(on the right) spectra of Tris(bipyridine)ruthenium(II) chloride calcu-
lated with the TI and TD procedures. The excitation wavelength has
been set to 457 nm (transition to the excited state S5). For all spectra,
Gaussian functions with HWHM of 10 cm−1 have been used to simulate
the broadening effects.
In the left panel of figure 9 the spectra calculated at the TI and TD levels with
the VG|FC model are reported. Both calculations have been done with the standard
parameters given in the previous section, which provide a remarkable agreement between
the two spectra. The right panel of figure 9 corresponds to the same comparison by using
the AH|FC model instead of the VG|FC one. In this case as well, the agreement between
the two spectra is remarkable, even if some small discrepancies can be detected for the
less intense bands which are due to an incomplete convergence of the TI spectra. Figure
10 shows a pictorial comparison of the simulation time of the RR spectrum with respect
to the other steps of the calculations of the data directly needed to generate it. For
VG|FC, the most expensive step is the harmonic frequency calculation for the ground
state, while the time for the simulation of the RR spectrum is negligible thanks to the
simplified model derived for the special case in which mode-mixing effects are neglected.
In the right panel of figure 10 the same comparison is given for the more accurate
AH|FC model. Even if in this case the absolute time of simulation of the RR spectrum
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increases, because of the more general theoretical formulation, the relative impact of this
step on the overall time of computation is still negligible. In fact, for the AH model, the
frequencies of the excited state must be calculated, and this becomes the bottleneck of
the calculation.
Figure 10. Relative weight of the calculation time for each computa-
tion step needed to generate input data and simulate the RR spectrum
of Tris(bipyridine)ruthenium(II) with VG (on the left) and AH (on the
right) models.
The theoretical results obtained can be now compared to their experimental counter-
part. In their pioneering work, Strekas and co-workers measured for the first time the RR
spectrum of [Ru(bpy)3]
2+ [110]. By identifying the bands present in the non-Resonant
spectrum which are mostly enhanced in the RR one, and by characterizing the vibrations
associated to those enhanced bands by comparison with the experimental spectrum of
the deuterated analogous, they were able to classify the excited state as a metal-to-
ligand charge transfer state. Recently, the experimental spectrum of [Ru(bpy)3]
2+ has
been recorded with a better resolution [111].
Even if different experimental analysis of the RR spectrum of [Ru(bpy)3]
2+ have
been reported, a complete theoretical analysis is still lacking. Only in the last years,
a theoretical study has been done by Silverstein and co-workers [103], but it neglects
Herzberg-Teller terms, as well as solvation and anharmonicity effects.
A first semi-quantitative analysis can be performed at the Vertical Gradient (VG)
level. The comparison between the experimental spectrum (taken from ref [110]) and
the calculated one is reported in figure 11:
One should notice on Figure 3 that the shape is barely reproduced at this level
of theory. Furthermore, it is important to underline that the intensities are not well
established and, for the highest frequencies in our range of study, there is a constant
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Figure 11. Comparison between the experimental and the theoretical
RR spectrum of [Ru(bpy)3]
2+ calculated at the VG level. A lorentzian
function with an HWHM of 5 cm−1 has been superimposed to each peak
to simulate broadening effects
overestimation of 2-3 % in comparison to the observed data. Even if the VG simulation
matches quite well the experimental results, the RR spectrum has been recomputed
with more sophisticated methods to further improve the agreement. Figure 12 shows
the comparison between the experimental spectrum and the theoretical ones calculated
at both VG and AH levels in solution and, in the case of AH, the target has also been
treated anharmonically in the ground state. In order to reduce the computational time,
the anharmonic frequencies have beeen calculated only in the energy range from 1200-
1600 cm−1, in which the agreement with the experimental spectrum is worst, following a
computational procedure proposed by out group [112]. Even if in this way only 71 normal
modes have been included in the anharmonic computation, only two kind of terms are
neglected in the anharmonic analysis, and thus the coupling with the harmonic part is
only partially neglected.
It is important to notice that the inclusion of the solvent effects adjuste the position
and the intensity of the peaks in the region of 1000-1200 cm−1, but does not lead
to a significant change in the position of the bands. A further improvement of the
106 Applications
1000 1100 1200 1300 1400 1500 1600 1700
Wavenumbers [cm−1]
S
ca
tte
re
d
in
te
ns
ity
[a
rb
itr
ar
y
un
its
]
VH|FC solv
Exp
1000 1100 1200 1300 1400 1500 1600 1700
Wavenumbers [cm−1]
S
ca
tte
re
d
in
te
ns
ity
[a
rb
itr
ar
y
un
its
]
AH|FC solv anh
Exp
Figure 12. Comparison between the experimental and the theoretical
RR spectrum of [Ru(bpy)3]
2+ calculated at the VG and at the AH level. A
lorentzian function with an HWHM of 5 cm−1 has been superimposed to
each peak to simulate broadening effects. In both cases, solvation effects
have been included by mean of the PCM model, while anharmonicity
effects have been taken into account only for the AH case
4 Applications of vibronic spectroscopy in internal coordinates 107
theoretical results can be obtained within the more complete AH model the inclusion of
anharmonicity effects. A complete anharmonic treatment (including intensity) is out of
question due to the excessive cost. However, since RR is a vibrational spectroscopy, a
simple correction of the harmonic frequency can be highly effective, in order to correct
the band positions.
As expected, inclusion of anharmonic effects leads to a shift of the most intense
bands towards lower energies, without affecting their intensities. The superposition
with the experimental spectrum is in this case fully satisfactory and all the bands can be
assigned unambiguously. As an example, figure 13 shows a graphical representation of
the vibrations of the computed normal modes at 1334, 1526, 1614 and 1656 cm−1. The
most intense peak, at 1526 cm−1, corresponds to the bending of the Ru-N bond coupled
to the stretching of the C-C bond between the two pyridil rings. The peak at 1614 cm−1
is related to the Ru-N bending coupled with the deformation of each bipyridil. The third
peak, at 1656 cm−1, is given by the combination of the stretching of the Ru-N bond with
a deformation of the bipyridil ring and a stretching of the bond between them. Finally,
the peak at 1334 cm−1, corresponds mostly to the stretching of the C-C bond between
the two rings. It is noteworthy that this is the only intense peak which does not involve
the Ru-N bond.
4. Applications of vibronic spectroscopy in internal coordinates
This section will present some applications of our implementation of the management
of internal coordinates. In the beginning, the calculation of the photoelectron spectrum
of ammonia will be used as a test case to check the reliability of our implementation and
to compare results obtained using different algorithms. Then, two more complex cases,
the calculation of phosphorescence spectrum of biphenyl and of the RR spectrum of
5,6-dimethyluracil, will be analysed. Those cases have never been investigated by using
internal coordinates, therefore the performance of the use of different internal coordinate
sets will be presented, together with the comparison with the experimental result.
4.1. Photoelectron spectrum of ammonia. The photoelectronc spectrum of
ammonia, which has been measured for the first time by Rabelais [113], consists of two
intense and well separated bands. The first band arises from a 2A1 ←1 A1 transition,
and shows a well resolved vibronic progression. The second band has been assigned to
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Figure 13. Graphical representation of the molecular vibrations asso-
ciated to the most intense bands of the RR spectrum of [Ru(bpy)3]
2+
a 2E ←1 A1 transition and is poorly resolved due to the overlap with an intense band
corresponding to the transition of an electron in the continuum region. Therefore, in
this work we will focus only on the first band, corresponding to a transition from the
ground state of the ammonia (NH3), which has a pyramidal geometry, to the ground
state of the ammonium cation (NH+3 ), corresponding to a planar geometry.
Even if different models have been proposed for the interpretation of this spectrum[114,
115], the recent analysis performed by Peluso and Borrelli [37, 116] will be taken as a ref-
erence. In fact, this work is based on a TI framework in internal coordinates and shares
the same definition of both the Duschinsky matrix J and the shift vector K proposed
by Reimers[23], which has been used also in our model. The only difference between our
model and the one of Borrelli and Peluso relies in the definition of the non-redundant
coordinate set. In the first case, this set is selected on-the-fly by using automatized
algorithms, while in second case it is chosen a-priori. As mentioned before, the opti-
mal non-redundant coordinates of small-size molecules can be defined by hand, using
chemical intuition. Therefore, by comparing the results of our calculations with the
theoretical spectrum calculated by Borrelli and Peluso, it is possible to evaluate which
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coordinates set is best-suited for the description of the large-amplitude motion involved
in the transition. Figure 14 shows the theoretical photoelectron spectra calculated with
different coordinates set, together with the experimental spectrum, taken from ref.[113].
Figure 14. Calculated photoelectron spectrum of ammonia for the
2A1 ←1 A1 transition by using cartesian coordinates (upper left panel),
DIC (upper right panel) and GIC (lower left panel). In the lower panel
on the right, the experimental spectrum is reported
For the sake of coherence with the computational procedure proposed in ref. [37],
all the electronic structure calculations have been performed by using the MP2 method
with the cc-pVTZ basis set, while the vibronic spectra have been computed within the
TI AH|FC model. In all cases, the standard parameters for the TI calculation provide a
complete convergence (> 99 %) of the calculated spectrum.
Figure 14 shows the theoretical spectra calculated by using three different coordinate
systems (cartesian, DIC and GIC) together with the theoretical spectrum of Borrelli[37].
As a starting point, let us compare the BP spectrum to the theoretical one calculated
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using the cartesian coordinates. The bandshape of the TI spectrum in cartesian coordi-
nates is more complex than the experimental one, and is composed by the superposition
of different vibronic progressions. On the contrary, the experimental spectrum presents
only a single, well-resolved, progression. In order to understand those discrepancies, let
us analyse the normal modes giving the largest contribution to the theoretical spectrum
in cartesian coordinates. The lowest energy progression, which starts at about 83000
cm−1, corresponds to overtones of the first normal mode of the neutral state, Q1, associ-
ated to a symmetric bending motion. Moreover, the second progression, which starts at
about 90000 cm−1, is associated to combination bands of the symmetric bending with
the Q4 normal mode, corresponding to a symmetric stretching of the N-H bonds. Let
us remark that this second progression is not present in its experimental counterpart.
In order to explain the difference, a graphical representation of the first (with frequency
ν1) and of the fourth (with frequency ν4) normal modes is reported in figure 15.
Figure 15. Graphical representation of the cartesian representation of
Q1 (symmetric bending, on the left) and of Q4 (symmetric stretching, on
the right) normal modes of NH3
As it has been already pointed out, the cation NH+3 is planar, while NH3 has a
pyramidal geometry. Therefore, the shift associated to the transition should involve only
the symmetric bending normal mode. However, for finite displacements, a variation of
the symmetric bending coordinate is a curvilinear function of the cartesian coordinates,
and can not be described satisfactorily by using the linearized expression for the normal
modes in cartesian coordinates. As a consequence, if this finite displacement along the
symmetric bending is expressed in terms of the cartesian expression for Q1, the N-H
bond lengths are also modified (as represented in the figure of the left of fig 15). In
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order to correct the unphysical shift of the bond lengths, which is not present in the
final, cationic state, the symmetric stretching Q4 must be simultaneously shifted. As a
consequence, by using the cartesian representation, the Q4 normal mode is coupled to the
Q1, and the component of the shift vector K4 associated to the symmetric stretching
is greater than expected. In practice, the combinations of the first and of the fourth
normal modes become active.
This problem can be solved by using internal coordinates, which are intrinsically non-
linear functions of the cartesian coordinates, and are therefore better suited to describe
large-amplitude displacements. For NH3, the PIC set built according to the procedure
presented in the previous section, is composed by:
• the three N-H bond lengths
• the three H-N-H valence angles
• three out of plane coordinates, described as an improper dihedral angle involv-
ing all the four atoms of NH3. Those internal coordinates are added a posteriori,
since the final, ionic state is planar.
Starting from those PICs, the photoelectron spectrum has been simulated by using
both the DIC and the GIC coordinates. As shown in figure 14, in both cases, the
additional vibronic progression is no longer present; however, the bandshape obtained
with the two different coordinate set is different, since the position of the band with the
largest intensity is different in the two cases. Like for the cartesian case, this difference
is caused by a different description of the bending motion. Since ammonia has 6 normal
modes, while our PIC set is composed by 9 coordinates, three redundancies are present.
The DICs which are generated are composed by:
• three linear combinations of the bond lengths. In fact, the three bond lengths
are clearly non-redundant. Furthermore, since they are not mixed with the
other coordinates, they will not be involved in the redundant coordinates
• three linear combinations mixing both the three valence angles and the out-
of-plane coordinates. The mixing between the out-of-plane coordinate and the
valence angles is presence since, at the reference geometry, which is the pyrami-
dal geometry of the neutral ammonia, a change in the out-of-plane coordinate
affects also the value of the valence angles
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This DIC set is ill-suited to describe the geometry changes involved in the electronic
transition under study. In fact, let us take now as a reference the planar geometry of the
cationic state. It is easy to prove that, in this configuration, the out-of-plane coordinate
is no more redundant, and the redundancy will involve a linear combination of only
the three valence angles. However, it is impossible to express the out-of-plane primitive
coordinate as a linear combination of the DICs presented before. As a consequence, even
if the DICs are redundant in the initial state geometry, they become redundant in the
final state geometry. In other words, for the final state, the symmetric bending normal
mode can be described correctly by using only the out-of-plane primitive coordinate.
However, this coordinate is not included in the space generated by the DICs.
This problem can be solved by using the GICs. In fact, as has been described pre-
viously, in the GICs the coordinates treated in a hierarchical fashion, and therefore it
is possible to isolate the out-of-plane coordinate and to avoid couplings with the other
PICs. However, particular care must be taken on the order in which the primitive co-
ordinates are taken when the GICs are generated. Let us suppose, as an example, to
take first the bond lengths, then the valence angles and finally the out-of-plane coordi-
nate. In this case, since the three bond lengths, as well as the three valence angles, are
non-redundant, the out-of-plane coordinates will be orthogonal to the six basis vectors
generated in the first two steps. As a consequence, the GICs will not include ant out-of-
plane coordinate, and it will be therefore ill-suited to describe the electronic transition.
However, the three out-of-plane coordinates can be included in the first block, and bond
lengths and valence angles are treated in the following steps. In this way, in the di-
agonalization of the first block, a non-redundant internal coordinate associated to the
symmetric combination of the three out-of-plane coordinates is found. The theoretical
spectrum calculated with this choice of GICs is reported in the lower left panel of figure
14. Let us underline that, with respect to the spectrum simulated using the DICs, the
intensities of the peaks decrease faster, and the agreement with the experimental data
is worse. However, by using as a reference the theoretical spectrum of ref. [37], in which
the optimal internal coordinates have been used, the agreement provided by the use of
GIC is better than the DIC. As has been shown by Peluso and Borrelli[116], a better
match with the experimental results can be obtained by using explicitly an anharmonic
model for the inversion normal mode.
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4.2. Phosphorescence spectrum of biphenyl. The second molecule which has
been chosen as a test-case to check the performances of the implementation of the internal
coordinates system is biphenyl. In fact, this molecule undergoes a large distorsion along
the dihedral angle between the two aromatic rings upon electronic excitation, and this
distorsion affects their electronic spectra. Let us remark that some of those molecules
possess a chirality axis, therefore they can have a non-zero ECD and CPL spectrum,
which depends upon the distorsion as well. As a consequence, a correct reproduction of
the bandshape relies on an accurate description of this distorsion. Since this distorsion
involves a normal mode which is intrinsically a non-linear of the cartesian coordinates,
use of internal coordinates becomes mandatory.
Let us focus our analysis on the phosphorescence spectrum of biphenyl. Both geome-
try optimization and frequency calculations have been carried out following the standard
procedure presented in the previous section, using the DFT method together with the
SNSD basis set. Furthermore, the vibronic calculations have been carried out by using
the TI AH|FC model.
Figure 16. Graphical representation of the optimized geometries of
the S0 (in blue) and the T0 (in red) electronic states calculated at the
B3LYP/SNSD level. The dihedral angle β involved in the geometry de-
formation has been explicitly indicated.
As can be seen in the figure 16, which reports the optimized geometries of both the
S0 and T0 electronic states, the triplet state is planar, while the singlet one is displaced
along the β angle between the two benzyl residues (highlighted in figure 16). For both
electronic states, the torsion along β is associated to a single normal mode, the lowest
frequency one (Q1) for S0 and the second one (Q2) for T0.
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Cartesian DIC
J1,2 0,942 1,016
J1,17 0,254 -0,002359
J16,2 -0.233 0.004086
J16,17 0.946 0.997
K2 360 370
K17 62,5 14,0
Table 1. Elements of J and K involving the normal modes coupled with
Q1. The rows are associated to the normal modes of the ground state
(S0), while the columns are associated to the normal modes of the excited
states (T0). The elements of K are reported in Bohr × amu−1/2
The phosphorescence spectra has been calculated by using both the cartesian coor-
dinates and the DICs. Before analysing the theoretical spectra in the two cases, let us
compare the Duschinsky matrix J which is obtained by using the two different coordi-
nates sets. Even if Q1 should be coupled only with Q2, in the cartesian represetation
introduces an additional coupling with a ring-deformation normal mode of T0, indicated
from now on as Q17. Q17 is in turn coupled to another normal mode of the singlet state,
Q16, a ring deformation normal mode of the singlet. Therefore, a mixing between a ring-
deformation normal modes and the dihedral torsion appears. Like for the photoelectron
spectrum of ammonia, this additional coupling appears since the cartesian representa-
tion describe in a inaccurate way large amplitude motions for finite displacements. In
fact, a finite variation of the linearized approximation of the Q2 normal mode causes
both the variation of the dihedral angle and the deformation of the aromatic residues,
and as a consequence the coupling between Q2 and Q17 appears. Furthermore, since the
shape of the aromatic ring is the same in both the S0 and the T0 electronic states, the
deformation of the ring caused by the variation of Q2 must be balanced by an additional
shift of the Q17 normal mode. To summarize those considerations, table 1 collects the
values of J and K elements for the normal modes involved in the deformation.
As remarked before, the coupling terms J1,17 and J16,2 are significantly larger in the
cartesian case than in the DIC one. Furthermore, due to this non-physical coupling, the
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Figure 17. Vibronic phosphorescence spectra for the T0 → S0 transi-
tion of biphenyl calculated by using the cartesian coordinates, and three
internal coordinate basis sets (DICs, GICs, FBICs)
value of the shift vector component K17 associated to the ring deformation normal mode
is bigger in the cartesian case than in the internal one.
Figure 17 reports the theoretical vibronic phosphorescence spectra for the T1 → S0
transition of biphenyl calculated by using the cartesian coordinates and three different
internal coordinates, namely DICs, GICs and FBICs. Due to the huge value of the K1
element of the shift vector in both the cartesian and internal representation, the conver-
gence of the TI spectrum is rather slow and the stability of the numerical integration in
the TD calculation is poor. In order to get reliable results, the Q1 normal mode can be
decoupled from the others by using a reduced-dimensionality algorithm proposed in our
group [3] and based on the scheme introduced by Grimme [45]. Due to the presence of
the cross terms of the Duschinsky matrix presented before, the decoupling is possible in
the cartesian case by neglecting also the Q16 normal mode.
For the FBICs, the interfragment coordinates have been included in the first block,
in order to avoid mixings of the β internal coordinate with other PICs. For the same
reason, in the generation of GIC dihedral angles have been treated in the first block.
As shown in the left panel of figure 17, the phosphorescence spectrum calculated by
using the DICs, the GICs and the FBICs are nearly superimposable. In fact, the single
primitive internal coordinate β is included in the vector space generated by the DICs
without mixing with other coordinates. Since β is already decoupled from the other
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coordinates in the DICs, it will still be decoupled when a block procedure, like in the
GICs and FBICs case, is employed.
The right panel of figure 17 shows the comparison of the spectra calculated by using
the cartesian and the DIC set. In this case, the difference between the two spectra is
noteworthy, since the vibronic progression is significantly more extended in the cartesian
case than in the internal one. Let us remark that the standard parameters for the TI
calculation provide a convergence of 92 % for the internal case, but only of ≈ 30 % in
the cartesian one. In fact, even if the Q2 and Q17 normal nodes have been decoupled
as described before, the J matrix is still significantly less diagonal in the cartesian case
than in the internal one. Only by increasing the number of FC integrals to compute
for each classes to 1011 (the default value is 107) and including final states with up to
9 simultaneously excited normal modes (the default is 7), a satisfactory convergence of
the TI calculation can be reached (of ≈ 70 %).
Figure 18. Comparison of the theoretical phosphorescence spectra of
biphenyl calculated using the cartesian and internal coordinates, together
with the experimental spectrum, taken from ref.[117]. The set used for
the calculation in internal coordinates is the DICs
Figure 18 shows that the use of internal coordinates improves significantly the agree-
ment with the experimental spectrum. In fact, the presence of large vibronic progressions
in the cartesian case causes a significant shift of the phosphorescence spectrum towards
lower energy with respect to the experimental data. On the contrary, by using DICs,
the first two bands of the experimental spectrum are correctly reproduced, and thus
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is also for the case of the third one, even its intensity is slightly overestimated. In
conclusion, the use of internal coordinates provides two advantages with repsect to the
cartesian ones: the convergence of the spectrum is faster, and the agreement with the
experimental data is improved.
4.3. Vibronic spectra of 5,6-dimethyluracil. As a last example, the internal
coordinate procedure will be applied to the simulation of vibronic spectra of a more
complex system, 5,6-dimethyluracil (56-DMU). The study of the electronic properties of
nucleobase derivatives is of great interest both from a practical and a theoretical point
of view. First of all, the interaction of nucleobase and their derivatives with UV-vis light
is at the heart of most of the DNA photodamage process, therefore the study of the
photochemical properties of nucleobase can give insights into the mechanism of those
processes. Furthermore, from a theoretical point of view, nucleobase usually undergo
significant geometry changes upon electronic excitation, and a correct description of
vibronic properties of such flexible molecules is far from straightforward.
In particular, we will focus here on the simulation of RR spectra of 56-DMU. In fact,
even if RR spectra are usually simulated by using simplified models for the intermediate
state PES, the inclusion of Duschinsky mixing and frequency changes is often needed
to reproduce correctly experimental data. However, when large amplitude motions are
present, the use of internal coordinates is mandatory. Furthermore, RR spectroscopy
has been applied in the last years to characterize the short-time dynamics of excited
states of a large number of nucleobasis derivatives [118, 119, 120], therefore a large
number of experimental spectra are available, but an accurate interpretation of those
data is limited to the case of uracil and relies on approximated models [121, 122, 123].
In the following, we will show that, for 56-DMU, only with an appropriate choice of the
coordinates system and of the model for the excited state PES effects, together with
the inclusion of solvent and anharmonicity effects, the experimental spectrum can be
reproduced correctly.
Our analysis will be limited to the study of the RR spectrum where the incident
wavelength is set to match the S2 ← S0 (n ← pi2) transition, which corresponds to the
lowest band in the UV-vis spectrum of 56-DMU. In fact, experimental data are available
only for resonance with the S2 state.
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Figure 19. Superimposed geometries of the S0 (in red) and the S2 (in
blue) geometries of 5,6-dimethyluracil
As shown in figure 19, upon electronic excitation to the S2 electronic state, one of
the methyl residues is rotated by ≈ 120◦. The normal modes in which a torsion of this
methyl group is involved are the five lowest energy ones for both the S0 (Q1, . . . , Q5) and
the S2 (Q1, . . . , Q5) electronic states. Due to the large value of the components of the
shift vector K associated to those modes, the convergence of the TI spectrum is rather
slow. This issue can be solved in two ways: first of all, it is possible to use the same
scheme used for the biphenyl to carry out the calculation on a system in which the five
lowest energy normal modes of both the electronic states are neglected. Otherwise, it
is possible to use the TD algorithm to simulate the RR spectrum. In fact, even if for
OP spectroscopy the TD spectra are usually poorly resolved when several modes are
largely shifted, due to the presence of significant baseline oscillations, for the RR case
this problem is lacking since the Fourier transform is calculated only for a single value of
frequency ω. Let us remark that the use of the reduced-dimensionality scheme introduces
additional approximations, since some cross-coupling terms in J are neglected, while in
the TD calculation the full J matrix is considered. Therefore, in this case, the TD
calculations provide more accurate results without additional computational costs.
The left panel of figure 20 shows the RR spectrum simulated at the AH|FC level by
using three different coordinate sets: cartesian coordinatse, DICs and NMICs. Even if
the spectra calculated by using DIC and NMIC are nearly superimposable, remarkable
differences are present between the spectra calculated using cartesian and internal coor-
dinates, especially in the wavenumbers range 1350-1450 cm−1. In fact, in this region, the
bands are rather more intense in the cartesian case than in the internal coordinates one.
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Figure 20. RR spectra of 56-DMU (ω = 32519 cm−1, resonance with S2
state) calculated by using the cartesian AH|FC (in green) and the VG|FC
(in orange, right panel) models, and the DIC AH|FC (in dashed red, left
panel) and NMIC AH|FC (in blue) models. In all cases, a Lorentzian
broadening function with an HWHM of 10 cm−1 has been superimposed
to each peak to simulate broadening effects
In order to explain this difference, it should be remarked that the bandshape around
1400 cm−1 arises from the superposition of three intense bands. The normal modes of
vibration associated to those three bands are reported in figure 21:
The graphical representations given in figure 21 show that, in all the three normal
modes, a wagging distorsion of one of the two methyl groups is involved. As has been
shown for the case of ammonia, wagging motions are poorly reproduced by using carte-
sian coordinates, and therefore a remarkable difference between the cartesian and the
internal coordinates RR spectra is present.
In some recents works[38, 41] it has been pointed out that, in some cases, vertical
models in cartesian coordinates are equivalent to the adiabatic ones in internal coordi-
nates for OP spectra. In order to check if this equivalence is present also in this case, the
RR spectrum of 56-DMU has been also calculated within the cartesian VG|FC model.
The right panel of figure 20 shows the theoretical cartesian VG|FC spectrum, together
with the AH|FC one using both cartesian and NMICs. As can be easily checked, the
agreement of VG|FC spectrum with the DIC AH|FC one is even less satisfactory than
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Figure 21. Graphical representation of the three normal modes which
contribute to the band around 1400 cm−1 in the calculated RR spec-
trum by using the cartesian representation. The corresponding harmonic
frequencies in vacuum are also reported.
in the cartesian AH|FC case since, for example, large differences are present also in the
region around 1000 cm−1.
Once the different performances of the cartesian and internal coordinates have been
analysed, the theoretical results can be compared to the experimental data, taken from
ref.[120]. The calculations in internal coordinates have been carried out by using the
NMICs without loss of generality, since the results obtained by using the DICs are nearly
the same. The comparison is given in figure 22:
Figure 22 shows that the agreement between the theoretical spectrum calculated by
using internal coordinates and the experimental one is remarkable, since both the intense
band around 1600 cm−1 and the weaker bands under 1500 cm−1 are correctly reproduced.
However, a general shift of all the bands in the theoretical spectrum can be observed.
Since the experimental data have been recorded in water solution, solvation effects have
been included by means of PCM in order to improve the accuracy of the theoretical
spectrum. The results, which are reported in figure 22, show that by including solvation
effects all the intense bands in the 1400-1600 cm−1 range are shifted toward lower energy
values, thus giving a better agreement with the experimental data. Furthermore, the
intensity of several bands between 1000 and 1200 cm−1, which are present also in the
experimental spectrum, is increased. Even if the use of internal coordinates improves
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Figure 22. Comparison of the calculated RR spectrum by using the
NMIC coordinates set within the AH|FC model in vacuum and in solvent
with the experimental data
in a remarkable way the agreement with the experimental spectrum with respect to
the theoretical spectrum in cartesian coordinates, some discrepancies are still present
(like, as an example, the additional band aroun 1500 cm−1. However, the accuracy of
the calculations can be further improved. Firts of all, anharmonic frequencies should
be used instead of the harmonic ones, to have a better match in the band positions.
However, in order to accomplish this goal, our implementation of the VPT2 theory
should be extended to the use of internal coordinates. Furthermore, water usually gives
specific interactions with the solute, which are poorly described within the PCM model.
Therefore, several explicit water molecules should be added[124] in order to improve
the description of solvation effects. Further analysis regarding those issues are currently
under study.

Chapter6
Conclusions
In this work, a general time-dependent approach for the calculation of vibronic spec-
tra has been derived and implemented inside the package Gaussian. The theoretical
model has been developed with the aim of keeping it as much general and flexible as
possible, in order to include different effects (mode-mixing, non Condon terms), which
are usually overlooked and play a role at the harmonic level. In this way, it has been
possible to overcome all the limitation of most of the TD models proposed in the liter-
ature. Thanks to the integration of this TD model within a general framework able to
include four different type of spectroscopy, it has been generalized to the simulation of
OPE, ECD and CPL spectroscopies. Furthermore, the generality and flexibility of our
TD approach allows its extension to the calculation of RR spectra at the same level of
accuracy.
Once the TD framework has been implemented and validated, the framework has
been generalized to the use of internal coordinates to describe the molecular vibrations.
In order to reach this goal, it has been first of all necessary to extend the description of
mode-mixing effects in terms of curvilinear normal modes. Furthermore, an automatized
and flexible procedure to extract a non-redundant set of internal coordinates has been
proposed.
Finally, the TD theory in internal coordinates has been applied to the simulation
of vibronic spectra of medium- and large-size molecules. Among all the applications,
particular care has been paid to the simulation of the RR spectrum of a metal complex,
in order to show that the most complete model for the excited state PES, as well as the
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inclusion of both solvent and anharmonicity effects, is mandatory to reproduce correctly
experimental data. Furthermore, the extension of the theory to internal coordinates
has been applied to the simulation of vibronic spectra of several medium-size flexible
molecules. It has been shown that, when large-amplitude distorsions are present, only
by using an appropriate curvilinear coordinate system experimental data are reproduced
correctly. Furthermore, contrary to what is usually assumed, our test have shown that
the use of vertical models in cartesian coordinates can also be not equivalent to the use
of internal coordinates, especially in the simulation of RR spectra. Let us remark that,
differently from the procedure which is usually employed, the internal coordinates set is
built with a fully automatized procedure.
Several improvements of the theoretical framework presented throughout this work
are possible. The first improvement is related to the numerical integration which is
performed in all the TD methods, which usually suffers from background noise, especially
for OP spectra with the inclusion of temperature effects. In the last years, extensions
of the TD formalism in terms of Wavelet transforms [125, 126] have been proposed.
The use of the Wavelet transform could improve the stability and the efficiency of the
numerical integration, since, differently to the Fourier basis set, wavelets are localized
in both space and time. However, the use of Wavelet transform has been limited, up
to now, only to monodimensional models. Therefore, the extension of the TD theory
presented here to the use of Wavelet is far from straightforward.
In this work, we have shown that the use on internal coordinates system is manda-
tory when dealing with large-amplitude motions. However, even if those normal-modes
are usually highly anharmonic, our theory heavily relies on the harmonic approximation.
In order to overcome this limitation, the TD theory should be extended to the inclu-
sion of anharmonic terms in the expansion of the PES. Several anharmonic theories of
molecular vibrations in curvilinear coordinates have been proposed, either perturbatives
or variationals[127, 128], but their application to the study of electronic excited states
PESs is usually unfeasible. However, since the number of highly anharmonic normal
modes is usually limited, a complete anharmonic study of both the PES is overkilling.
It is instead possible to use reduced-dimensionality schemes to decouple the anharmonic
normal-modes from the others and to treat them at a different level of accuracy by using
specific methodologies. Among the methods which can be used to treat separatly a few
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numbers of normal modes, let us mention the methodologies in which the eigenfunc-
tions and the eigenfunctions are computed analitically, after a scan of the PES along the
normal mode is performed[32]. Furthermore, methods in which the propagation of the
wavepacket is computed analytically, by using ab-initio quantum dynamics approaches
(as, for example, the Multiconfigurational Time-Dependent Hartree method) can be also
employed.
A further improvement of our vibronic theory is needed when multiple excited states
are present. In fact, in this case it is possible to have non-adiabatic couplings be-
tween different excited states. As has been already discussed in some recent works, the
TD framework provides an effective way in the TD model[59, 129] in the same way as
Herzberg-Teller effects are included in the expansion of the transition dipole moment.
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