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a b s t r a c t
An impulsive delay differential inequality is formulated in this paper. An estimate of the
rate of decay of solutions to this inequality is obtained. It can be applied to the study of
dynamical behavior of delay differential equations from the impulsive control point of
view. As an application, we consider a class of impulsive control systemswith time-varying
delays and establish a sufficient condition to guarantee the global exponential stability.
It is shown that, via proper impulsive control law, a linear delay differential system can
be exponentially stabilized even if it is initially unstable. A numerical example is given to
demonstrate the effectiveness of the development method.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that inequalities such as the Halanay inequality [1], theWażewski inequality [2], the Lieb–Thirring-type
inequality [3], and the Hardy inequality [4] are important methods for investigating the dynamical behavior of differential
equations. In particular, the Halanay inequality which was first proposed by Halanay [1] has been widely applied to the
stability analysis of various delay differential equations, and it has also proved to be a powerful tool in the investigation of
impulsive delay differential equations; see [5–10] and the references therein. Such kind of inequality with impulses can be
described as follows. Below and throughout, we will use the assumptions
tk ∈ R+, tk+1 > tk, k ∈ N0, lim
n→∞ tn = ∞,
p ∈ R, q ≥ 0, τ > 0, δ > 1,
f ∈ PC(R,R+), f (t) := sup
t−τ≤s≤t
f (s),
(1.1)
where R,R+,N, and N0 denote the sets of real numbers, nonnegative real numbers, positive integers, and nonnegative
integers, respectively, and PC(R,R+) stands for the set of functions ϕ : R→ R+ that are continuous everywhere except at
a finite number of points t at which ϕ(t+) and ϕ(t−) exist such that ϕ(t+) = ϕ(t).
Theorem 1.1 (See [8]). Assume (1.1) holds. Let p > q and ak, bk ∈ R for all k ∈ N. If
tk+1 − tk > δτ, k ∈ N0 and M := sup
k∈N
{1, ak + bkeλτ } <∞,
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where λ is the unique positive root of the equation λ = p − qeλτ , then any solution f ∈ PC(R,R+) of the scalar impulsive
differential inequality problem
D+f (t) ≤ −pf (t)+ qf (t), t ∈ [t0,∞) \ {tk : k ∈ N},
f (tk) ≤ akf (t−k )+ bkf (t−k ), k ∈ N,
satisfies
f (t) ≤ Mf (t0) exp

−

λ− ln(Me
λτ )
δτ

(t − t0)

, t ≥ t0.
This result is very convenient to implement in many real applications and has been generalized to various forms by
many authors, e.g., Xu and Yang [11], Xu [12], Mohamad et al. [13], Li [14], Li and Bohner [15], andWen et al. [16]. It is worth
pointing out that all of these inequalities have been based on the assumption that p > q ≥ 0. In other words, those results
will become invalid if p ≤ q or p < 0. In this case, one will naturally ask whether we can choose some suitable ak or/and bk
such that those inequalities in [5–8,11–16] still hold, i.e., can we establish some Halanay-like results for p ≤ q or p < 0 via
proper impulsive control?
In this paper, we assume (1.1) holds, let ak ≥ 1/δ for k ∈ N, and give a positive answer and establish some Halanay-like
results for the system
D+f (t) ≤ pf (t)+ qf (t), t ∈ [t0,∞) \ {tk : k ∈ N},
f (tk) ≤ akf (t−k ), k ∈ N. (1.2)
This paper is organized as follows. In Section 2, we present, assuming (1.1), some Halanay-type results for (1.2). In
Section 3, a sufficient condition for global exponential stability of a class of impulsive control systems with time-varying
delay is derived via the obtained inequality and an example is also discussed in order to illustrate the effectiveness of the
obtained result. Finally, a conclusion is given in Section 4.
2. Main results
We present an auxiliary result, which is used twice in the proof of our main result below.
Lemma 2.1. Assume (1.1) holds and
p+ qδ < ln δ
σ
, where σ := sup
n∈N0
{tn+1 − tn} <∞, (2.1)
and suppose
0 < λ <
ln δ
σ
− p− qδeλτ . (2.2)
Let f ∈ PC(R,R+) be a solution of (1.2) and define
g(t) :=

f (t)eλ(t−t0), t ≥ t0,
f (t), t0 − τ ≤ t ≤ t0.
If tn ≤ t∗ < t∗ < tn+1 for some n ∈ N0 and
δg(t) ≥ g(s) for all s ∈ [t0 − τ , t∗] and t ∈ [t∗, t∗], (2.3)
then
δ >
g(t∗)
g(t∗)
.
Proof. For t ∈ [t∗, t∗], we let st ∈ [0, τ ] be such that f (t) = f (t − st) holds. Then
D+g(t) = (D+f (t))eλ(t−t0) + λf (t)eλ(t−t0)
(1.2)≤ pf (t)+ qf (t) eλ(t−t0) + λf (t)eλ(t−t0)
= (λ+ p)f (t)eλ(t−t0) + qf (t − st)eλ(t−st−t0)eλst
= (λ+ p)g(t)+ qg(t − st)eλst
(2.3)≤ (λ+ p)g(t)+ qδg(t)eλst
≤ (λ+ p)g(t)+ qδg(t)eλτ
= g(t) λ+ p+ qδeλτ 
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for all t ∈ [t∗, t∗]. Integrating this inequality from t∗ to t∗, we have
ln δ = σ ln δ
σ
≥ (t
∗ − t∗) ln δ
σ
(2.2)
> (t∗ − t∗)

λ+ p+ qδeλτ 
=
 t∗
t∗

λ+ p+ qδeλτ  dt ≥  t∗
t∗
dg(t)
g(t)
=
 g(t∗)
g(t∗)
ds
s
= ln(g(t∗))− ln(g(t∗)) = ln

g(t∗)
g(t∗)

.
This completes the proof. 
Remark 2.2. Note that (2.1) implies that there exists λ ∈ R such that (2.2) holds. To see this, assume (2.1) and define a
continuous function h : R→ R by
h(x) := ln δ
σ
− p− qδexτ − x so that h(0) = ln δ
σ
− p− qδ > 0,
and thus there exists ε > 0 such that h(x) > 0 for all x ∈ (−ε, ε). We just need to pick any λ ∈ (0, ε) in order to
verify (2.2).
Theorem 2.3. Assume (1.1), (2.1) and (2.2) hold. Let a0 := 1 and ak ≥ 1/δ for all k ∈ N. Then any solution f ∈ PC(R,R+)
of (1.2) satisfies
f (t) ≤ αne−λ(t−t0), t ∈ [tn, tn+1), n ∈ N0, (2.4)
where
αn := δn+1f (t0)
n
k=0
ak for all n ∈ N0.
Proof. We shall show by mathematical induction that
g(t) ≤ αn, t ∈ [tn, tn+1), n ∈ N0, (2.5)
where g is defined as in Lemma 2.1. Note that
g(t) = f (t) ≤ f (t0) ≤ δf (t0) = α0 for all t ∈ [t0 − τ , t0]. (2.6)
Let n = 0. We show
g(t) ≤ α0 for all t ∈ [t0 − τ , t1). (2.7)
Suppose (2.7) is wrong. Then, by (2.6), there exists t˜ ∈ (t0, t1)with g(t˜) > α0. Let
t∗ := inf t ∈ [t0, t˜] : g(t) > α0 .
Then
g(t∗) = α0 and g(t) ≤ α0, t ∈ [t0 − τ , t∗]. (2.8)
Note that f (t0) ≠ 0 without loss of generality, and hence
g(t∗) = α0 = δf (t0) > f (t0) and g(t0) ≤ f (t0).
We thus further define
t∗ := sup

t ∈ [t0, t∗] : g(t) ≤ f (t0)

.
Then t∗ < t∗,
g(t∗) = f (t0) and g(t) > f (t0), t ∈ (t∗, t∗].
This together with (2.8) shows
δg(t) ≥ δf (t0) = α0 ≥ g(s), s ∈ [t0 − τ , t∗], t ∈ [t∗, t∗],
and hence all assumptions of Lemma 2.1 are satisfied, yielding
δ >
g(t∗)
g(t∗)
= δ,
which is a contradiction. So we have shown (2.7).
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Now we assume that there exists N ∈ N0 such that
g(t) ≤ αn, t ∈ [tn, tn+1), n ∈ N0, 0 ≤ n ≤ N,
which implies, using (2.7) and αk ≤ αk+1 for all k ∈ N0,
g(t) ≤ αN , t ∈ [t0 − τ , tN+1). (2.9)
We next shall show that
g(t) ≤ αN+1, t ∈ [tN+1, tN+2). (2.10)
Suppose (2.10) is wrong. Then there exists t˜ ∈ [tN+1, tN+2)with g(t˜) > αN+1. Let
t∗ := inf t ∈ [tN+1, t˜] : g(t) > αN+1 .
Note that
g(tN+1) = f (tN+1)eλ(tN+1−t0)
(1.2)≤ aN+1f (t−N+1)eλ(tN+1−t0)
= aN+1g(t−N+1)
(2.9)≤ aN+1αN = αN+1
δ
< αN+1.
Hence, we obtain t∗ > tN+1 and
g(t∗) = αN+1 and g(t) ≤ αN+1, t ∈ [t0 − τ , t∗]. (2.11)
Since
g(t∗) = αN+1 > αN+1
δ
and g(tN+1) ≤ αN+1
δ
,
we further define
t∗ := sup

t ∈ [tN+1, t∗] : g(t) ≤ αN+1
δ

.
Then it is clear that t∗ < t∗ and
g(t∗) = αN+1
δ
and g(t) >
αN+1
δ
, t ∈ (t∗, t∗].
This together with (2.11) shows
δg(t) ≥ αN+1 ≥ g(s), s ∈ [t0 − τ , t∗], t ∈ [t∗, t∗],
and hence all assumptions of Lemma 2.1 are satisfied, yielding
δ >
g(t∗)
g(t∗)
= δ,
which is a contradiction. So we have shown (2.10).
Therefore, by mathematical induction, we get (2.5), which implies (2.4). Thus the proof is complete. 
Theorem 2.4. Assume (1.1), (2.1) and (2.2) hold. Let ak ≥ 1/δ for all k ∈ N. If there exist η ≥ 0 and M ≥ δ such that
δn+1
n
k=1
ak ≤ Meη(tn−t0) for all n ∈ N,
then any solution f ∈ PC(R,R+) of (1.2) satisfies
f (t) ≤ Mf (t0)e(η−λ)(t−t0) for all t ≥ t0. (2.12)
Proof. Let t ∈ [t0, t1). Using Theorem 2.3, we find
f (t) ≤ α0e−λ(t−t0) = δf (t0)e−λ(t−t0) ≤ Mf (t0)e−λ(t−t0)
≤ Mf (t0)e−λ(t−t0)eη(t−t0) = Mf (t0)e(η−λ)(t−t0).
Next, let t ∈ [tn, tn+1) for some n ∈ N. Using Theorem 2.3, we have
f (t) ≤ αne−λ(t−t0) ≤ Mf (t0)eη(tn−t0)e−λ(t−t0)
≤ Mf (t0)eη(t−t0)e−λ(t−t0) = Mf (t0)e(η−λ)(t−t0).
Altogether, (2.12) follows. 
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If we take ak = 1/δ for all k ∈ N, then system (1.2) becomesD
+f (t) ≤ pf (t)+ qf (t), t ∈ [t0,∞) \ {tk : k ∈ N},
f (tk) ≤ f (t
−
k )
δ
, k ∈ N. (2.13)
For system (2.13), Theorem 2.4 yields the following result.
Theorem 2.5. Assume (1.1), (2.1) and (2.2) hold. Then any solution f ∈ PC(R,R+) of (2.13) satisfies
f (t) ≤ δf (t0)e−λ(t−t0), t ≥ t0.
Proof. We just need to apply Theorem 2.4 with η = 0 andM = δ. 
3. Applications
Consider the delay differential system
x˙(t) = Ax(t)+ Bx(t − r(t)),
y(t) = Cx(t), t ≥ 0,
where x : R→ Rn is the state, y : R→ Rm is the output, r : R→ [0, r˜] with r˜ > 0 is the time-varying delay, A and B are
n× nmatrices, and C is anm× nmatrix. The impulsive control law (ICL) is given as (see [17,18])
ICL :

0 = t0 < t1 < · · · < tk →∞ as k →∞,
∆x(tk) := x(tk)− x(t−k ) = Eky(t−k ),
where Ek is an n×mmatrix. This yields the impulsive control system
x˙(t) = Ax(t)+ Bx(t − r(t)), t ∈ R+ \ {tk : k ∈ N},
∆x(tk) = x(tk)− x(t−k ) = EkCx(t−k ), k ∈ N. (3.1)
In [17,18], the authors have directly or indirectly investigated stability of system (3.1). However, the results in [17,18] are not
expressed in terms of linear matrix inequalities (LMIs), which makes them difficult to check by the developed algorithms.
Based on Theorem 2.5, we obtain the following stability result for (3.1).
Theorem 3.1. The zero solution of (3.1) is globally exponentially stable if there exist p, q ≥ 0, δ > 1, and n × n matrices
P,Q > 0 such that (2.1),
Q ≤ qP and

PA+ ATP − pP PB
BTP −Q

≤ 0, (3.2)
and  P
δ
(I + EkC)TP
P(I + EkC) P

≥ 0 for k ∈ N (3.3)
hold.
Proof. Let x be a solution of (3.1) and define f ∈ PC(R,R+) by f (t) = xT (t)Px(t). Then, for t ∈ R+ \ {tk : k ∈ N},
D+f (t) = x˙T (t)Px(t)+ xT (t)Px˙(t)
= (Ax(t)+ Bx(t − r(t)))T Px(t)+ xT (t)P (Ax(t)+ Bx(t − r(t)))
=

x(t)
x(t − r(t))
T 
PA+ ATP PB
BTP 0

x(t)
x(t − r(t))

=

x(t)
x(t − r(t))
T 
PA+ ATP − pP PB
BTP −Q

x(t)
x(t − r(t))

+ pxT (t)Px(t)+ xT (t − r(t))Qx(t − r(t))
(3.2)≤ pxT (t)Px(t)+ qxT (t − r(t))Px(t − r(t))
= pf (t)+ qf (t − r(t)) ≤ pf (t)+ qf (t),
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Fig. 3.1. State trajectories of system (3.1) (a) without and (b) with ICL (3.4).
and, for k ∈ N, since x(tk) = (I + EkC)x(t−k ),
f (tk) = xT (tk)Px(tk)
= −

x(t−k )−x(tk)
T  P
δ
(I + EkC)TP
P(I + EkC) P

x(t−k )−x(tk)

+ 1δ xT (t−k )Px(t−k )
(3.3)≤ 1
δ
xT (t−k )Px(t
−
k ) =
f (t−k )
δ
,
and hence all assumptions of Theorem 2.5 are satisfied, where λ is as given in Remark 2.2, yielding f (t) ≤ δf (0)e−λt for all
t ∈ R+. 
Remark 3.2. The exponential convergence rate λ of (3.1) is in the interval
0,
ln δ
σ
− p− qδeλr

.
Example 3.3. Consider system (3.1) with the following parameters:
A =

2 1
0.8 2

, B =

1 −0.2
0.3 1

, C =

1/3 0
0 1/3

,
and r(t) = 8+ 0.2⌊sin t⌋, where ⌊·⌋ denotes the integer function. Choose the ICL as
tk = 0.1k, k ∈ N0, ∆x(tk) =
−2 0
0 −2

y(t−k ), k ∈ N, (3.4)
which implies that
σ = 0.1 and EkC =
−2/3 0
0 −2/3

, k ∈ N.
Let p = 15, q = 0.1, and δ = e2. Then
ln δ
σ
− p− qδ = 20− 15− 0.1e2 = 5− 0.1e2 > 0
so that (2.1) holds. Let
P =

16.2113 −1.3172
−1.3172 4.6448

and Q =

1.604 −0.133
−0.133 0.4261

.
These matrices P and Q can be obtained using the MATLAB LMI toolbox. It follows from Theorem 3.1 that the zero solution
of system (3.1) under ICL (3.4) is globally exponentially stable. The simulation result is illustrated in Fig. 3.1. From the
simulations, onemay observe that system (3.1)without ICL is unstable (see Fig. 3.1(a)), but it becomes globally exponentially
stable under ICL (3.4) (see Fig. 3.1(b)). This shows the effectiveness of our result. In the simulations, we used step size
h = 0.01 and the initial condition ϕ(s) = (3,−4)T , s ∈ (−∞, 0].
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4. Conclusion
In this paper, a new impulsive differential inequality has been given from the impulsive control point of view. Based
on the obtained result, we have derived a stability criterion for an impulsive control system with time-varying delays. A
numerical example has also been given in order to demonstrate the effectiveness of the developed method. We should
point out that, from the impulsive control point of view, the obtained inequality in this paper can be applied to the study of
various dynamical behaviors of delay systems such as stability, periodic solutions, chaos synchronization and so on. In the
near future, we will do some further research based on this method.
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