, and all resources are exclusively allocated to infrastructure mode transmissions; moreover, the delay is significantly large in the first case, whereas it is Θ(1) in the second case, where Θ(f (n)) means on the order of f (n) when n is large.
I. INTRODUCTION

W
IRELESS networks have attracted intensive attention because they can easily and quickly be deployed at low cost whenever needed. In a wireless network, the throughput and delay are important performance index. In their seminal paper [9] , Gupta and Kumar show that the per-node throughput capacity in random wireless ad hoc networks is Θ(1/ √ n log n) bits per second, which means random ad hoc networks cannot scale (the network throughput scales with respect to the number of nodes if it is proportional to the number of nodes in the network).
The work in [9] deals with dense networks, where the area is fixed while the density of nodes increases under the assumption that the whole network is connected. Dousse et al. [4] study the throughput capacity in extended networks, where the density of nodes is fixed while the area linearly increases with the number of nodes n. They show that, by allowing an arbitrary small fraction of the nodes to be disconnected in 2-D extended networks, the per-node throughput can be O(1/ √ n) bits per second. In addition, Buragohain et al. [2] investigate the throughput capacity in extended grid networks, where there are n nodes and the average source-destination distance is d. They show that the Ω(n/d) throughput can be achieved. Thus, grid networks cannot scale either since d = ω (1) for most of the cases. Moreover, in [5] , Duarte-Melo et al. examine the case of semiextended networks, where both the node density and the network area increase as the number of nodes n increases. Specifically, they assume that the network area is a disk of radius n γ , 0 < γ < 1/2. With a 1/(1 + d) α propagation model, they show that the per-node throughput capacity is Ω(1/n 1−γ ), i.e., semiextended networks cannot scale.
We can clearly observe that pure wireless ad hoc networks cannot scale using the simple store-and-forward relaying scheme. In other words, pure wireless ad hoc networks cannot provide satisfactory service when the number of network users is large. In this paper, we propose to use hybrid wireless networks, which are also called multihop cellular networks [17] , to improve network performance. Hybrid wireless networks can be 1-D, 2-D with a strip area [16] , or 2-D with a square area [15] . The traffic pattern in the network can be asymmetric [22] or symmetric [11] , [20] , [24] . In this paper, we only focus on 2-D square hybrid wireless networks with symmetric traffic.
The capacity of hybrid wireless networks has been investigated in the literature. In [11] , Kozat and Tassiulas study the throughput capacity of hybrid wireless networks where both ad hoc nodes and base stations are randomly distributed. They show that the per-node throughput capacity can be Θ(1/ log n) bits per second if the number of base stations linearly scales with the number of nodes, which means the network cannot scale. Similar results are also reported in [1] . Zemlianov and Veciana investigate in [24] the throughput capacity of hybrid wireless networks where ad hoc nodes are randomly distributed and base stations are arbitrarily placed. They show that the per-node throughput capacity depends on the number of base stations, but the network still cannot scale. Assuming n nodes are randomly distributed and m base stations are regularly placed, Liu et al. study the throughput capacity of hybrid wireless networks in [15] . They consider two different routing strategies. Under the k-nearest-cell routing strategy, if m asymptotically grows slower than √ n, the maximum pernode throughput capacity is Θ( 1/(n log n/m 2 )), and the benefit of adding base stations is insignificant. However, if m asymptotically grows faster than √ n, the maximum per-node 0018-9545/$26.00 © 2009 IEEE throughput capacity is Θ(m/n), which linearly increases with the number of base stations. Under the probabilistic routing strategy, similar results are obtained. The threshold of the number of base stations above which the per-node throughput capacity linearly increases with m is n/ log n. Thus, the network can scale if m = Ω(n).
In [15] , the authors assume that k = 0, i.e., a node transmits to its destination in the ad hoc mode only if it is in the same cell. However, the 0-nearest-cell routing strategy cannot efficiently make use of the wireless channel. For example, if a source node and its destination are within one-hop distance of each other but are not in the same cell, then they cannot directly communicate in the ad hoc mode according to the routing strategy. Instead, the transmissions between these two nodes can only be carried out through base stations. Moreover, the case k = 0 is too specific. Li et al. [14] analyze the throughput by employing a more efficient resource-allocation strategy and show that the result in [15] is just a special case in their analysis. They can provide higher throughput using the same number of base stations when m = o(n). In addition, they show that hybrid wireless networks can scale only when m = Ω(n). Li and Fang [12] investigate the throughput capacity in hybrid wireless networks and show that both the network topology and the traffic pattern have significant impacts on the network capacity. When a directional antenna is deployed, Li et al. [13] have also given some characterization on asymptotic connectivity, which is a closely related property to the scaling law.
Other than improving the throughput by placing some infrastructure, Ozgur et al. [18] study the throughput capacity of a connected ad hoc network with intelligent node cooperation and distributed multiple-input-multiple-output (MIMO) communication. Their results show that the dense networks can linearly scale with the number of nodes n and that the extended networks can also scale if there is no power limit. Thus, a natural question arises: How can hybrid wireless networks scale if distributed MIMO cooperative communication is used?
In this paper, we investigate the throughput and delay in hybrid wireless networks with distributed cooperative MIMO communication. We allow a source-destination pair to use the ad hoc mode transmission only when these two nodes are in the same cell. Using this scheme, we show that, even with distributed MIMO communication, hybrid wireless networks can only scale either when m = Θ(1) and all resources are exclusively allocated to ad hoc mode transmissions or when m = Θ(n) and all resources are exclusively allocated to infrastructure mode transmissions; moreover, the delay is very large in the first case, whereas it is Θ(1) in the second case.
The rest of this paper is organized as follows: In Section II, we introduce some definitions and models used in this paper. Section III gives an overview of the hierarchical cooperative MIMO scheme proposed in [19] . In Section IV, we derive the network throughput and the average delay in hybrid wireless networks, respectively. We conclude this paper in Section V.
II. DEFINITIONS AND MODELS
In this section, we give the definitions and models used in this paper.
Notations:
We use the following classical notations [10] .
1) Throughput:
As defined in the usual way, throughput is the time average of the number of bits per second that can be transmitted by each node to its destination, which is called the per-node throughput. The sum of per-node throughput over all the nodes in a network is called the throughput of the network or network throughput.
2) Average Delay: As defined in [7] , the delay in a network is the time it takes a bit or a packet of constant size to reach the destination after it leaves the source, where averaging is taken over all the bits or packets. Note that the delay here is different from that defined in [6] and [14] , where the packet size is assumed to scale as the per-node throughput. We also note that this definition does not consider the queuing delay at the source node, which largely depends on the packet arrival process.
3) Network Model: Similar to [14] , we consider a two-tier hybrid wireless network on the surface of a torus of unit area. The low tier is composed of n normal nodes operating in the ad hoc mode, and the high tier consists of m base stations operating in the infrastructure mode. We assume that n nodes are uniformly and independently distributed in the unit area. They have the same transmission power and, hence, the same transmission range, which is denoted by r(n). We follow the process in [8] to choose random sender-receiver pairs so that each node is a source node for one flow and a destination node for at most O(1) flows. We also assume that the m base stations are regularly placed in the network, dividing the area into a hexagonal tessellation, which is exactly the classical seven-cell reuse model, as described in [21] . Each hexagon is called a cell, and there is one base station in the center of each cell. Base stations do not serve as data sources or data destinations. Instead, they only help relay the packets for the normal nodes. Furthermore, we also assume that base stations are interconnected by a wired network in which the link bandwidth is abundant. Thus, the wired network has no bandwidth constraints.
4) Interference Model:
We employ the protocol model in [9] as the interference model. Suppose node X i transmits to another node X j . X i and X j also denote the positions of these two nodes. Then, the transmission is successful if the positions of other transmitters X k simultaneously transmitting over the same channel satisfy
The quantity Δ > 0 models situations where a guard zone is specified by the protocol to prevent a neighboring node from transmitting on the same channel at the same time. It also allows for imprecision in the achieved range of transmissions.
III. HIERARCHICAL COOPERATION SCHEME
In this section, we present a brief overview of the one-layer hierarchical cooperation scheme introduced in [19] , followed by an extension to the multilayer hierarchical cooperation scheme, and then analyze the delay under this cooperation scheme. Notice that it has been shown in [9] that the protocol model is in fact equivalent to the physical model when the pathloss exponent is greater than 2. Thus, the following result can also be obtained when we employ the protocol model.
Assume that there are n nodes randomly and uniformly distributed in a torus of unit area. A single channel is used, and the channel capacity is normalized to 1 bit/s. The network is first evenly divided into squares of M nodes, the value of which will be determined later. Distributed MIMO transmissions are carried out according to a three-phase scheme, as follows.
1) Phase 1-Setting Up Transmit Cooperation:
Assume that there are M nodes in each cluster (corresponding to a square here) and that each node has M bits to transmit. When applying the network coding theory [23] , these data can be represented by an M -dimensional column vector m ∈ F M , where F = GF (2) is a base field for a bit. Considering one source node, we can denote the M bits data by an M × 1 matrix, i.e.,
T indicates the matrix transpose operation. Assume that the M nodes in the same cluster are numbered from 1 to M . The source node formulates a linear network code for the jth node (1 ≤ j ≤ M ) by applying the following mapping matrix, which is denoted by f j ∈ [·] 1×M , to m:
Then, the source node transmits the message m j = f j × m to the jth node, one after another, respectively. Thus, at the end of the phase, each node has 1 bit from each of the source nodes in the same cluster.
Since there are M source nodes in each cluster, this gives a traffic demand of exchanging M (M − 1) ∼ M 2 bits. Under a 9-TDMA scheme (in which each node transmits once in every nine time slots) [19] , clusters can work in parallel, and the M 2 bits can be exchanged in at most M 2 time slots.
2) Phase 2-MIMO Transmissions:
For any source node, the M nodes in the same cluster transmit, at the same time, the 1 bit they received from the same source node in Phase 1 to the M nodes in the cluster in which the destination node is located, forming a long-distance distributed MIMO transmission. In this MIMO transmission, the M nodes in the source square act as M transmitting antennas, whereas the M nodes in the destination square act as the M receiving antennas. Thus, the transmission of M bits can be completed in one time slot.
Since MIMO transmissions are successively performed for each source node, we need n time slots to finish Phase 2.
3) Phase 3-Cooperate to Decode: Since there are M nodes inside each destination cluster, each cluster receives M MIMO transmissions in Phase 2: one intended for each of the destination nodes. Thus, each node in the cluster has received M observations, one from each of the MIMO transmissions, and each observation is to be conveyed to a different node in its cluster. Nodes quantize each observation into fixed Q bits; thus, there are now a total of QM 2 bits to exchange inside each cluster. Using exactly the same scheme as in Phase 1, we can complete Phase 3 in at most QM 2 time slots. This can be considered as a one-layer hierarchical cooperation scheme. The network throughput under this scheme, which is denoted by T 1 mimo (n), can be calculated as follows [19] :
By choosing M = √ n, we can obtain T 1 mimo (n) = Θ( √ n). In addition, the average delay, which is denoted by D 1 mimo (n), can easily be derived as
Notice that, in Phase 1 and Phase 3, the bits are transmitted as usual directly from one node to another. By further dividing each square into smaller squares and carrying out the transmissions in Phase 1 and Phase 3 according to the previously described three-phase scheme, we can have a two-layer hierarchical cooperation scheme. Let M 1 and M 2 be the number of nodes in the first-and second-layer squares, respectively. Similar to that in (2), the network throughput with the twolayer cooperation scheme, which is denoted by T 2 mimo (n), can be obtained as follows:
By choosing M 1 = n 2/3 and M 2 = n 1/3 , we have T 2 mimo (n) = Θ(n 2/3 ). The average delay in this case, which is denoted by D 2 mimo (n), is given by
Following the foregoing process, and iterating the scheme k times, we can finally arrive at a k-layer hierarchical cooperation scheme, as shown in Fig. 1. Let M 1 , M 2 , . . . , M k denote the numbers of nodes in layer-1, layer-2, . . . , layer-k squares. The resulting network throughput, which is denoted by
(3) Fig. 1 . Hierarchical cooperation scheme proposed in [19] . This figure is also taken from [19] .
IV. THROUGHPUT AND DELAY IN HYBRID WIRELESS NETWORKS
We assume a total bandwidth of W bits per second, which is split into three bands, i.e., W 1 for the ad hoc mode, W 2 for uplink for the infrastructure mode, and W 3 for downlink for the infrastructure mode, respectively. Since the uplink has the same amount of traffic as the downlink, we have W 2 = W 3 . Thus, we have W = W 1 + 2W 2 . We also assume that there is no interference between these three types of traffics. Thus, the throughput of the network with n nodes and m base stations, which is denoted by T (n, m), can be represented as
where T a (n, m) and T i (n, m) denote the throughput contributed by the ad hoc and infrastructure mode transmissions, respectively. Moreover, let n 1 denote the number of nodes in the ad hoc mode. Let D a (n, m) and D i (n, m) denote the average delay in the ad hoc and infrastructure modes, respectively. Thus, the average delay of the network, which is denoted by D(n, m) , can be calculated as
In this paper, we allocate the resources as follows: If a source node and its destination node are located in the same cell, the transmission between them is carried out in the ad hoc mode. Otherwise, the transmission is performed in the infrastructure mode. In this paper, we investigate two cases for our study: 1) when the number of base stations is significantly smaller than the number of nodes and 2) when the number of base stations is significantly more than the first case.
1) Case
Recall that m base stations are regularly distributed in the network. Let N i (1 ≤ j ≤ n) be a random variable, which is defined as follows:
, source node i transmits to its destination node in the ad hoc mode 0, otherwise.
Let N T denote the total number of source nodes transmitting in the ad hoc mode, i.e., N T = n i=1 N i . Thus, the expected number of source nodes in the ad hoc mode is
Recalling the Chernoff bounds [3] , we can obtain the following:
• For any δ > 0
• For any 0 < δ < 1 From the foregoing discussion, for any 0 < δ < 1, since
Thus, when m = o( √ n) as n → ∞, in an arbitrary cell, the total number of source nodes transmitting in the ad hoc mode is on the order of n/m 2 with probability 1. Similarly, we can prove that, in an arbitrary cell, the number of source nodes transmitting in the infrastructure mode is on the order of (n/m) − (n/m 2 ), i.e., on the order of n/m, with probability 1. Moreover, the ad hoc mode transmissions in different cells may interfere with each other. We have the following result.
Lemma 1: A cell has at most c interfering cells, where c > 0 is a constant, irrespective of the number of nodes or the number of base stations.
Proof: As indicated in Fig. 2 , the maximal distance for the ad hoc mode transmissions within a cell i is 2r, where r is the cell radius. Thus, those cells where ad hoc mode transmissions may interrupt with the transmissions in cell i must be included in a disk centered at the center of cell i with a radius of R = r + 2r(1 + Δ) + 2r. Thus, the number of cells within this area, which is denoted by c , is
Thus, c = c − 1 is a constant, irrespective of n or m. By Lemma 1, the bandwidth used by the ad hoc mode transmissions in a cell is lower bounded by W 1 /(1 + c), which is obviously upper bounded by W 1 . Thus, the bandwidth for ad hoc mode transmissions in a cell is on the order of W 1 . Moreover, since there are m cells, according to the result in (3), we can obtain the throughput contributed by ad hoc transmissions utilizing the distributed MIMO technique, i.e., T a (n, m), as follows:
We then derive the throughput contributed by transmissions in the infrastructure mode, i.e., T i (n, m). Notice that each packet transmitted from a source to its destination in the infrastructure mode will use one uplink and one downlink, and hence, it should be counted only once for the throughput.
Since the bandwidth for uplink is W 2 bits per second, the per-cell throughput in the infrastructure mode, which is denoted by T c i (n, m), is upper bounded by W 2 . As we have mentioned previously, the base stations divide the area into a hexagonal tessellation, i.e., a seven-cell frequency reuse pattern that we assume in this paper. Thus, the per-cell throughput in the infrastructure mode is lower bounded by (1/7)W 2 . Thus, we can have
Substituting (7) and (8) into (5), we can obtain the throughput of the hybrid wireless networks, i.e.,
Moreover, we derive the average delay as follows: Based on the analysis in Section III, in
, bits transmitted in the ad hoc mode, with the delay of each bit being D k mimo (n/m 2 ). Since we assume that each packet has constant size and the number of nodes in infrastructure mode in each cell is on the order of n/m, in the infrastructure mode, there are
2 )/W 1 bits transmitted, and the delay of each bit is Θ(n/m). As a result, according to (6) , the average delay of hybrid wireless networks, which is denoted by D(n, m), is on the order of
Thus, we can have
Moreover, in (9) 
Thus, T (n, m) in (9) is dominated by the first term. Hence, by allocating all resources to the ad hoc mode transmissions, i.e., W 1 = W and W 2 = W 3 = 0, we can maximize the throughput. Denoting this optimal throughput by T o (n, m), we have
In this case, there are only ad hoc mode transmissions in the network, and the delay, which is denoted by D T (n, m), is given by
.
However, as shown in (10), when we allocate all resources to the ad hoc mode transmissions, i.e., W 1 = W and W 2 = W 3 = 0, the delay would be
and when we exclusively allocate all resources to the infrastructure mode transmissions, i.e., W 1 = 0 and W 2 = W 3 = W/2, the delay is
Assume that m = n x , where 0 ≤ x < 1/2. By letting
we have k > ((1+ 1+8(1−2x))/2(1−2x)). In other words, when m = n x , and k >((1+ 1+8(1−2x))/2(1−2x)), the delay when we exclusively allocate all resources to the infrastructure mode transmissions will be at a lower order than that when we exclusively allocate all resources to the ad hoc mode transmissions. Moreover, the throughput under the former condition is
Thus, we can clearly observe that there is a tradeoff between throughput and delay. Furthermore, the optimal throughput shown in (11) becomes Θ(n/m) as k is relatively large, which means we can have linear scaling throughput only when m = Θ(1).
2) Case II: m = Ω( √ n): Similar to that in Case I, according to the Chernoff bound, we have for any δ > 0
Then, we can easily show that θ > 0 and have
By choosing 1 + δ = (m 2 /n) log n, we can obtain
Substituting θ into (12), we can have
Thus, according to (3) and (4), we can obtain the throughput and the delay of the ad hoc mode transmissions in hybrid wireless networks, respectively, i.e.,
As in Case I, we know that the throughput and the delay of the infrastructure mode transmissions, respectively, are
As a result, according to (5), we finally obtain
Similar to that in (10), we can also obtain the average delay, i.e.,
Assume that m is on a certain exponential order of n, i.e., m = n x , where (1/2) < x < 1. Then, we find in (13) that m(log n) k/k+1 and m have the same exponential order of n. Thus, we choose to allocate all resources to infrastructure mode transmissions, i.e., W 1 = 0, and W 2 = W 3 = W/2. Thus, the optimal throughput and delay under this condition, respectively, are
As shown in (10), when we exclusively allocate all resources to the ad hoc mode transmissions, the delay would be
and when we exclusively allocate all resources to the infrastructure mode transmissions, the delay is
Thus, when m = o(n), the optimal delay of hybrid wireless networks achieved when all resources are exclusively allocated to the ad hoc mode transmissions, i.e., W 1 = W , and W 2 = W 3 = 0, and the throughput under this condition, respectively, are
Moreover, when m = Θ(n), the optimal delay is obtained when all resources are exclusively allocated to the infrastructure mode transmissions. The throughput and the delay under this condition are the same as T o (n, m) and D T (n, m) shown above.
Obviously, we also find that there is a tradeoff between the throughput and the delay in Case II. Furthermore, when we allocate all resources to the ad hoc mode transmissions, the network throughput linearly increases with the number of base stations, and the average delay decreases inversely proportionally to the number of base stations. When m = Θ(n), we can have T o (n, m) = Θ(nW ) and D T (n, m) = Θ(1). As a result, from both Case I and Case II, we find that, in the hybrid wireless networks using the proposed resourceallocation strategy, even with distributed MIMO technology, the network can achieve linear scaling throughput either when m = Θ(1) and W 1 = W or when m = Θ(n) and W 2 = W 3 = W/2. In addition, the average delay is very large in the first case and is Θ(1) in the second case.
V. CONCLUSION
In this paper, we have proposed to use distributed MIMO technology in hybrid wireless networks. We first employed a resource allocation strategy such that a source and a destination communicate in the ad hoc mode only when they are in the same cell. Then, we showed that, under this strategy, the network can achieve linear scaling throughput either when m = Θ(1) and all resources are allocated to the ad hoc mode transmissions or when m = Θ(n) and all resources are allocated to the infrastructure mode transmissions. The delay can be Θ(1) in the second case.
However, we also noticed that this resource-allocation strategy may not be the most efficient strategy. In our future work, we will further investigate the throughput and delay tradeoff in hybrid wireless networks using more efficient strategies. Moreover, the transmission power issue in MIMO transmissions is very important but was not investigated in this paper. We also leave this issue to our future research.
