Abstract
Introduction
Articulated body pose estimation and tracking, either for monocular, stereo or multiple camera sequences, is a challenging problem, especially if a real-time algorithm is needed. Methods can be classified between deterministic methods [1, 8, 9] , and statistical ones [3, 4, 6, 7, 11] , the latter being generally more robust. [10] proposed a graphical model to estimate the body pose from a few frames by using a non-parametric belief propagation. None of these techniques work in real-time, especially statistical methods. The main difficulty is the high dimension of the parameter space. [2] proposed a quasi real-time deterministic method, but which can loose track for fast motions or occlusions [3] .
In this paper, we are interested in tracking the upperbody pose using a stereo camera, in real-time. We propose a new statistical model for fast 3D articulated body tracking, similar to the loose-limbed model [10] . However, as opposed to [10] , we take into account the inter-frame coherence by using the previous marginal probability of each limb as prior information. All marginal probabilities are represented as sums of weighted samples. A fully recursive estimation, equivalent to multiple particle filters interacting through belief propagation in the discrete state space of the samples, is obtained. The resulting method is quasi realtime (12Hz). As in [10] , we use a graphical model to represent the body, in our case the upper body only ( figure 1 expression for the probability at time t is:
Recursive Bayesian Tracking for Articulated Body
where Γ represents the set of all links in the model, φ the local evidence for each node. In our case, this local evidence is the product of the observation likelihood and the prior. The prior is obtained using the previous marginal probability of the limb and an a priori prediction probability of the new state knowing the previous one:
This is equivalent to forgetting the dependencies between limbs in the previous frame. Inference for a graphical model with loops can be done using loopy Belief Propagation, for discrete states, or a Nonparametric Belief Propagation method [12] , to obtain the marginal distribution of each limb for the current frame, which in turn can be used as prior for the following frame.
Here we represent the previous marginal probabilities as sets of weighted samples. The local evidence for each limb can be estimated using the standard particle filtering method: re-sampling, prediction using the prediction probability, and re-weighting using the probability of the observations. This evidence is then also represented as a sum of weighted samples. The belief propagation algorithm is reduced to a loopy propagation algorithm for discrete state spaces, the space state for each limb being restricted to its samples. Moreover the marginal probability is then simply represented as a weighted sum of the same samples as the one used in the evidence. In this manner, a full recursive estimation is obtained. The algorithm is equivalent to a set of interacting particle filters, where the sample weights are reevaluated at each frame through Belief Propagation to take into account the links between limbs. This algorithm is relatively fast because the likelihood has to be evaluated only once for each sample, and the link interaction potential only once for each pair of samples for all connected limbs.
Application to upper body tracking using depth images
The model is applied to articulated upper-body tracking using depth images from a Bumblebee stereo camera (www.ptgrey.com). The depth images are calculated using the corresponding commercial software. For tracking, both depth images and color images are used. The color image is needed to track the head and hands using the face color (the hands are supposed to have a color similar to the face).
Initialization and preprocessing
An accurate face detector [5] is used to detect the face in the color image. To speed-up face detection, only regions of valid disparity with moving skin colored pixels are tested. Once the face is detected, the starting pose is supposed to be one with arms along the body, with the torso vertical and facing the camera. The tracker can easily recover the real pose as long as it is not too far from this hypothesis. The detected face is also used to initialize a face color histogram (from the UV values in the YUV color space).
For each pixel in the image, the 3D coordinates in the camera reference frame are calculated using the Bumblebee software. Moreover, at each frame, the face color histogram is used to compute a face/hand color probability image. Both these informations are sub-sampled by a factor of 16 (4x4) to reduce the computational complexity of the tracking ( figure 3 ). Using the number of valid disparity pixels and the standard deviation of depth values, a confidence factor is also calculated for each 4x4 block. Bottom from left to right: sub-sampled probability image using the face color, inverted depth image (black correspond to invalid disparity, white to pixels closer to the camera), sub-sampled depth image (white shows pixels far from the camera).
Prediction probabilities
The prediction probabilities are simple Gaussian probabilities, independent for each parameter, centered on the value in the previous frame. No dynamic model is used. The standard deviation is chosen to be 5 cm for positions, and π/8 for angles. As hands and forearms move faster, the standard deviation for their position is set to 10 cm.
Observation probabilities
The observations Y are simply the estimated 3D points P (one for each pixel in the sub-sampled images), with associated confidence factors c and face color probabilities h. The observations are supposed to be independent for each limb and each pixel. For each limb, the likelihood is calculated using a score S(P, h):
where N is the number of points in the sub-sampled images.
As the depth data is very noisy, simple shape models were chosen. For the head, the score S is a simple Gaussian distance to a sphere, multiplied by the head color probability. For the torso, the score S is the Gaussian distance to a shape composed of two flat cylinders (figure 2). Due to the depth estimation algorithm, hands appear flat. Consequently we chose for the hand a score S which is the product of the distance to a flat 2D disk, parallel to the image plane, and the face color probability. On a ring around this disk, the score is fixed to a small negative value multiplied by a Gaussian of the distance to the disk. This insures that the disk is isolated and not part of a larger surface. Similarly, for the arms and forearms, the score S is the distance to a rectangular patch, parallel to the image plane in the direction of its smallest edge (figure 2), with a small negative factor for two strips on both sides of the patch. If the angle between the image plane and the rectangular patch is too important, the arm or forearm is not visible, and the probability of the limb is set to a fixed value. The size of each limb is fixed a priori, but the model is robust enough to accommodate various persons.
Links interaction potentials
For the links interaction potentials, a simple Gaussian of the distance between two link points is used (see figure 2 , distances Dh, Ds, De, Dw). This Gaussian is zero centered for the shoulder-arm and arm-forearm joints. The Gaussian is centered on a reference distance for the head-torso and forearm-hand joints, and another constraint is added giving zero potential for angles (Θ h and Θ w ) above a fixed threshold. Three additional links are defined, which simply give a zero probability to solutions where hands and head intersect. 
Results
We use a 3.2 GHz bi-processor, with one thread devoted to depth estimation, and the other to tracking. The system runs approximately at 12Hz, using 300 samples for each limb. Fig. 4 shows one out of every third frame from a sequence. Good tracking results are achieved, even for complex occlusions cases ( fig. 3) . Failures can occur in three cases: very fast movements of the hands (and forearms), occlusion of a fast moving hand (by arms or the other hand) and bad depths estimations on one frame. Once tracking is lost, and the particles are far from the real position of the arm, the system cannot recover. The root of all these problems lies in the inability of the sample prediction step to generate samples in regions of high likelihood, especially with the 5 dimensional parameter space of the forearms (3D position and two angles).
Conclusion
We have presented a fast method for articulated bodytracking, and applied it to upper-body tracking using depth images. The system can track the upper body in quasi realtime even with self-occlusions, This method can be generalized to other articulated body tracking problems, such as monocular tracking, or whole body tracking.
The current limitations of the method is due to the inability of the sample prediction step to generate samples in regions of high likelihood in certain cases. To solve this problem, the predictive step could be driven with rapidly calculated proposal maps for each limb, steering the samples to high likelihood regions, especially for hands and forearms. Another extension would be to use learned constraints and priors [13] to restrict the sample space.
