We consider a particle performing a stochastic motion on a one-dimensional lattice with jump widths distributed according to a power-law with exponent µ + 1. Assuming that the walker moves in the presence of a distribution a(x) of targets (traps) depending on the spatial coordinate x, we study the probability that the walker will eventually find any target (will eventually be trapped). We focus on the case of power-law distributions a(x) ∼ x −α and we find that as long as µ < α there is a finite probability that the walker will never be trapped, no matter how long the process is. This analytical result, valid on infinite chains, is corroborated by numerical simulations which also evidence the emergence of slow searching (trapping) times in finite-size system. The extension of this finding to higher-dimensional structures is also discussed.
I. INTRODUCTION
Two-species reaction-diffusion processes provide a model for a number of physical, chemical, biological, and even social phenomena [1] . In particular, biological encounters typically involve a diffusive component and a reactive component, the latter being a prey, a mate, or a convenient place where settling [2] . The diffusive behavior may depend on many factors such as climate, temperature, concentrations of pheromones, or the local density of other organisms [3, 4] . The primary importance of interactions or "encounters" with other organisms has even led to the development and flourishing of a new interdisciplinary subfield known as movement ecology [2] .
In this context, the kind of motion performed by the "searcher" plays a crucial role and, as evidenced by extensive experiments in the last two decades, anomalous diffusion seems to be widespread among real organisms [2] . In fact, many animals, ranging from birds (e.g., albatross), to arthropods (e.g., bees, butterflies), to aquatic animals (e.g., sharks, sea turtles, and penguins), and even to mammals (e.g., deers, goats) rarely display Gaussian probability functions for displacement with a variance scaling linearly with time, as prescribed by normal diffusion. Rather, they display Lévy flight movement patterns. The prevalence of such a behavior should probably be related to the fact that this turns out to be the optimal strategy for locating sparse resources in a wide range of environment [5] [6] [7] . Notably, also humans have been shown to move according to Lévy flights and this kind of superdiffusion has an important role in pandemics [8] . Indeed, Lévy flights have been adopted in models aimed to control the spread and proliferation of diseases via eradication strategies for optimal disease containment [9] , e.g., vaccination [10] .
In this work we study encounter processes between a searcher (e.g., forager, predator, parasite, pollinator, or the active gender in the mating search), and a target (e.g., prey, food, or the passive gender in the mating activity). The searcher is modeled as a particle performing a stochastic motion on a d-dimensional lattice, while the target(s) is assumed to be spread along the underlying space. The encounter occurs when the particle reaches any site occupied by a target 1 . More precisely, starting from a given position r 0 , the searcher performs a Lévy flight in a space where each site at a distance r from r 0 is potentially occupied by a target with a probability a(r). Otherwise stated, one can think that the particles is moving in the presence of dense traps whose absorbing rate is spatially inhomogeneous as ruled by a(r). Thus, we wonder under which conditions, if any, there exists a finite probability that the particle is not able to reach any target, or, equivalently, that it will never be trapped.
We especially focus on a walker whose step lengths are distributed according to p(r) ∼ 1/|r| 1+µ in the presence of targets/traps effectively distributed according to a power-law a(r) ∼ 1/|r| α . This means that the distribution of, say, food, potential mates, or predators follows a gradient or that the encounter has a rate of success which decreases with the distance from the origin. The problem is first investigated for the one-dimensional substrate finding that, when µ > 1, namely when the searcher is certain to visit all sites, a the target is eventually found with probability equal to 1. On the other hand, when µ < 1, namely when the searcher is not certain to visit all sites, and α > µ there is a finite probability that the searcher will never find the target. For higher dimensional lattices analogous phenomena emerge.
The analysis is performed analytically for chains of infinite length, then results are successfully checked numerically. Numerical simulations also allows to get some insights for the case of finite structures and of truncated Lévy flights.
The paper is organized as follows: in Sec. II we provide a streamlines description of Lévy flights and in Sec. III we introduce our model along with qualitative considerations about the expected outcomes. Then, in Sec. IV we present our numerical simulations and the related results. The phenomenon is further analyzed in Sec. V from a different perspective. A discussion about the general d-dimensional case can be found in Sec. VI, while Sec. VI is left for our conclusions and perspectives. Finally, Appendix A contains some technical tools concerning fractional calculus.
II. LÉVY FLIGHTS
Let us consider a random walker on a line that, at each time step t, jumps in random direction to a distance |x|, taken from a power-law distribution:
It can be shown (e.g., see [1] ) that, for µ < 2, the probability density of the walker being at x at time t follows the Lévy distribution, which for for |x| µ ≫ t scales as:
The resulting mean-square displacement x 2 ≡ ∞ −∞ x 2 ρ(x, t)dx is therefore divergent for µ < 2. More generally, when embedded in a d-dimensional lattice, a super-diffusion with mean-square displacement r 2 scaling with time faster than linearly can be accomplished by taking a distribution for step lengths scaling like p( r) ∼ 1/r µ+d , with 0 < µ < 2 (e.g., see [11] ). As a result, the fractal dimension of the sites visited by a Lévy flight on a line is d f = µ for µ ≤ 1 and
Thus when the average of the distribution p(x) diverges (µ < 1) the walker does not visit every site of the line and the process is transient. A formal proof about transition between transience and recurrence depending on µ can be found in [13] .
Lévy flights and, more generally, sub-or superdiffusion can be effectively approached via the so-called fractional calculus which provides a generalisation of classical diffusion equations using fractional derivatives, especially fractional Laplacian operators (see also [14] and Appendix).
III. POWER-LAW TRAPPING PROBABILITY ON ONE-DIMENSIONAL STRUCTURES
We study a Lévy flight in a inhomogeneous absorbing medium where at each site x the walker has a probability a(x) to be absorbed. This system actually models different kinds of phenomena. For instance, we can have a space completely filled by partially absorbing traps whose absorbing rate depends on x as a(x), or we can have a space where targets are distributed in space according to a density a(x). In any case the probability that, being the searcher on site x, the encounter/trapping effectively occurs is a(x) and the overall process can be described by the following equation
where the information on the heavy-tailed distribution of jumps (see Eq. 1) is fully defined in the fractional derivative. As for the absorbing rate, here we focus on a general power-law distribution given by
being K a constant, hereafter set equal to 1 without loss of generality. The differential equation (3) has no general analytical solution, and in this section we try to infer information through qualitative arguments. First, let us discuss two limit cases for Eq. 3, corresponding to a negligible diffusion term (e.g., the timescale for diffusion is much longer with respect to the timescale for absorption) and to a negligible absorption term (e.g., the time-scale for absorption is much longer with respect to the time-scale for diffusion). In the former case ∂ρ(x, t)/∂t < 0, so that the distribution ρ(x, t) is forced to tend to zero, more precisely, ρ(x, t) is absorbed exponentially with time with rate a(x). In the latter case, we recover the pure (fractional) diffusive equation
whose solution is known (see Eq. 2), and for large x it is
Now, we wonder under which condition the absorption term does play a minor role in such a way that the particle has a finite probability of surviving. We assume that at each step the particle makes a jump characterised by a power-law distribution, then the absorption occurs. If the absorption is negligible, it does not affect the probability distribution. As stated above (see Sec. II), the fractional derivative generalises the usual properties of the derivatives, then assuming Eq. 6 we have (see also Eq. A5 in the Appendix)
As a(x) is also a power law, we can write:
Comparing the two trends (Eq. 7 and Eq. 8), we can infer that the absorption term is negligible for large x if and only if
Therefore, under this condition, we expect that the asymptotic behaviour of Eq. 6 is preserved, that is, the absorption does not change the asymptotic behaviour. Indeed, as mentioned in Sec. II, when µ > 1, the motion is recurrent, that is, the particle visits any site infinite times on average; this holds in particular also for sites belonging to the neighborhood of the origin where a(x) is finite and this ensures, eventually, the absorption. On the other hand, when µ < 1, the process is transient, that is, the number of returns to any site is finite and the particle spends most of its time on sites where a(x) is vanishing. Consistently, we notice that when µ > 1 the step distribution is less spread and we expect that the emerging motion should be closer to the classical random walk. Indeed, a simple random walk on a one-dimensional lattice visits any site an infinite number of times and, in the presence of a distribution a(x) is therefore eventually absorbed.
IV. NUMERICAL RESULTS
We now check the asymptotic behaviour of the solution ρ(x, t) for different values of α via numerical simulations, following two distinct routes. In the former we analyze the asymptotic behaviour of ρ(x, t) and compare it with the asymptotic behaviour expected without absorption. In the second one, we study the asymptotic value of the probability of being eventually absorbed.
First, we recall that, without absorption, the solution is ρ(x, t) ∼ t/x µ+1 (see Eq. 2) for |x| µ ≫ t . Following [14] , we enclose the walker in an imaginary growing box between x 1 = L 1 t 1/µ and x 2 = L 2 t 1/µ and we calculate:
The values of L 1 and L 2 have been chosen large enough so that the asymptotic regime is ensured and in order to produce good statistics for all values of α.
We compare the analytical expression (11) with numerical simulation looking for the values of α for which the asymptotic regime characterizing the case without absorption is recovered. In Fig. 1 we show the behaviour of x 2 (t) L in Monte Carlo simulations with µ = 0.5. In agreement with the arguments of Sec. III, we see that for α ≤ 0.5 = µ the asymptotic behavior is lost because the absorption can not be neglected. On the other hand, when α > µ the asymptotic behavior of the solution with absorption converges to the one obtained for free diffusion. In fact, in this ρ(x, t) gets largely broad and absorption on the tails is vanishing.
The simulations described so far required a cut-off in the jump width which transforms the motion into a truncated Lévy flight. The latter is known to converge to a Gaussian statistic [15] after long times. Therefore, to study the Lévy flight regime we have to consider only finite times. But this limitation is useful to get insights about finite size systems, where the cut off is the natural constrain of the process. In fact, if the cut-off is large with respect to the interval of time, walker actually does not perceive the finiteness of the systems as if it effectively were in thermodynamic limit. This allows us to understand that even in finite size system the case α > µ with µ < 1 can lead to a dilation of trapping times. In fact, in the interval of time considered in the simulation, there is a finite probability of never been trapped when µ < α. Inevitably, this property brings to a dilation of the mean trapping time also in finite structures. Moreover, the cut off is also exploited in many contexts, for example in financial time series [16] . For this point it would be very interesting more deep analyses.
In the second route of numerical investigations we explore the asymptotic behaviour of the absorption probability F (α, µ) defined as
The cut-off in the jump width is necessary also in this case, but it may have important effects on F (α, µ, t). We thus introduce a method which can overcome this problem. This method consists in introducing a coupled continuous time random walk, whose stochastic behavior converges to the one of the Lévy flight we are interested in. More precisely, we first extract a waiting interval τ according to the power-law ψ(τ ) ∼ τ −β . The next jump will have a width x depending on τ , being drawn from the Gaussian distribution N (x; 0, τ ) with average 0 and variance τ . Thus, the longer the waiting time and the broader the distribution for the next jump length. The overall jump distribution turns out to be
Therefore, the exponent β characterizing the waiting time τ rules the emerging Lévy motion. By tuning β we can recover different diffusion regimes. The simulation are run long enough in order to reach the asymptotic regime.
In Fig. 2 we show the asymptotic behaviour of the absorption probability F (α, µ) versus α. As long as α ≤ µ, we get that F (α, µ) = 1, meaning that absorption is certain, while when α > µ, we get that F (α, µ) < 1, meaning that there is a finite probability of surviving. Of course, this result is perfectly consistent with the picture discussed in the previous section (see Sec. II) and above following the other numerical pathway.
V. THE VELOCITY OF THE PEAKS
In the absence of trapping, the concentration ρ(x, t), with initial condition ρ(x, t) = δ(x, 0), evolves in time spreading out yet remaining peaked at the origin [14] . In the presence of the absorption term a(x), the above description is changed as the absorption is certain in the origin, where the concentration ρ(x, t) goes to zero in only one time step. Even in the neighbourhood of the origin −|X| peak X peak Figure 3 : The two expected peaks of the probability distribution ρ(x, t). This plot is obtained from Eq. 13 by fixing µ = 0.5, α = 1 and t = 10 2 .
the absorption is fast, because a(x) is relatively large in this region. At the same time, for |x| → ∞ the distribution decreases (see Eq.2). Then, after a short time, instead of a bell curve, we expect a bimodal distribution with the two peaks propagating one on the right and one on the left (see Fig. 3 ). The distribution is always symmetric with respect to the origin, thus we will consider only x > 0.
Denoting the position of the peak with X peak (t), we distinguish two regions: 1. 0 < x ≪ X peak (t), where the distribution is dominated by the absorption; in this region a good approximation for ρ(x, t) is provided by the solution of Eq. 3 neglecting the diffusion term: ρ(x, t) ∼ exp − t x α ; 2. x ≫ X peak (t), where the distribution is dominated by diffusion, that is, ρ(x, t) ∼ t x µ+1 .
Merging this remarks we can argue that a good approximation for the particle distribution may be:
In fact, Eq. 13 recovers the two above-metioned regimes for x ∼ 0 and x → ∞, respectively. We also notice that, checking the normalization,
then the approximation (13) can be used only for α < µ to avoid divergences. From Eq. 13 we can find the position X peak of the peak by requiring After some straightforward passages we get
Numerical simulations confirm the scaling in Eq. 16 (see Fig. 4 where we show the cases α = 0.3, α = 0.4 and α = 0.5).
When α < µ the velocity of the peak is greater than the velocity characterizing the expansion of the asymptotic region, that is x ∼ t 1/µ [14] . Thus, in this case absorption prevails. On the other hand, when α > µ, the velocity of the peak is smaller than that of the asymptotic region, in such a way that the particle can escape without being absorbed. This result confirms the picture obtained in the previous sections. Finally a phase diagram can be built, considering the values of α and µ for which the particle is certainly/not certain to be trapped (see Fig. 5 ).
VI. HIGHER DIMENSIONS
Physical systems are usually embedded in 2 or 3 dimensions. In these cases Eq. 3 takes the form:
The asymptotic behaviour of the solution of the previous equation without absorption is known (e.g., see [1] ):
which is analogous to Eq. 6. This suggests that the analogy can be further extended to the absorbing case as long as the radial symmetry is retained, that is a( r) ≡ a(r).
Following the arguments of Sec. III we consider the motion along the arbitrary directionr. At every time, a jump r ′ is done and its projection along the radial directionr is r ′ cos(θ), where θ is a random angle and r ′ is taken from a power law distribution ∼ 1/r ′µ+1 . The factor cos(θ) does not change the power law dependence of the displacement along r apart from a factor 2/π = | cos(θ)| . At the same time even the absorption along this direction is the same as in the one-dimensional case. Therefore, the process can be described by Eq. 3 with r in place of x:
The conditions of Eq. 9 are therefore still valid.
VII. CONCLUSIONS
In this paper we have investigated a Lévy walker in the presence of a power law distribution of targets. Different from the simple random walk, in this system trapping is, under proper conditions, not certain, no matter how long the process is. In fact, what matters is the interplay between the exponent µ ruling the distribution of step widths and the exponent α ruling the distribution of traps. For instance, when α > µ, a disease vector cannot prompt an epidemics.
The study of this process is important because of the great number of applications of the Lévy flight model. For instance, Lévy flights have been successfully used to describe chaotic diffusion in Josephson junctions [17] , turbulent diffusion [18] , the fluctuations of markets [16] and much more.
In particular, the differential equation studied in this paper may find interesting applications even in finance. In fact, it is well known (see e.g., [16] ) that stock prices follows a stochastic behaviour, describable by Lévy flights if considered for short intervals of time. Being a(x) (not necessarily power-law) the agent's inclination to sell a stock upon a variation x of its original value, then the equation considered here could describe the temporal evolution of the probability that the stock is sold. To mimic better the evolution of the financial time series it is possible to include the truncated Lévy motion directly in the fractional equation [19] . Also time correlations can be included replacing the time derivative with a fractional derivative in time [20] . Lévy walks and Lévy flights have been used also to study models of foraging, usually considering a uniform distribution of traps (e.g., see [5] ). The case of a uniform distribution of traps can be described in our model with α → 0. In this limit the particle is sure to be trapped for every value of µ. For this reason, the power law trapping probability can be viewed as a generalization case which include the uniform one. 
