Thickness determination of uniform overlayers on rough substrates: A comparison of calculations for Al 2 O 3 /Al to x-ray photoelectron spectroscopy and atomic force microscopy experiments on technical aluminum foils P. L. J. Gunter Angle dependent x-ray photoelectron spectroscopy ͑XPS͒ is often used to determine the thickness of thin overlayers by means of a model assuming a perfectly flat substrate. In this article we analyze the consequences of neglecting roughness effects for a uniform Al 2 O 3 overlayer on a rough Al substrate, through the application of a Monte Carlo algorithm to rough geometries generated by a method for simulation of random fractals. The main result is that the error in calculated thicknesswhich depends strongly on analyzing angle-nearly vanishes at off-axis angles close to 35°. We apply these findings to previously published XPS data on technical aluminum foils and compare the outcome with an atomic force microscopy based roughness analysis of these foils. © 1995 American Vacuum Society.
I. INTRODUCTION
Angle dependent x-ray photoelectron spectroscopy ͑XPS͒ is well known for its application as a non-destructive depthprofiling technique.
1,2 In principle, the angular dependence of an XPS signal intensity I A contains all information about the corresponding concentration depth profile c A (z); the deconvolution, however, is very difficult. 3, 4 The easiest way around this problem is to model the depth profile and fit the resulting angular dependence of the intensity to experimental data. A simple and well-known result of modeling is Eq. ͑1͒, expressing the relation between the thickness d of a uniform overlayer covering a semi-infinite and flat substrate, and XPS signal intensities I ovl and I sub ͑differing not too much in energy͒ of overlayer and substrate:
Here, is the off-axis angle and the inelastic mean free path ͑IMFP͒ of the signal electrons, n is the density of photoelectron emitters in the sample, and the appropriate cross section for photoelectron emission. Elastic scattering effects are not accounted for by this expression. Equation ͑1͒ is often used to estimate the thickness of uniform overlayers, also in cases where the substrate probably is rather rough 5, 6 . In a previous article, 7 we investigated the consequences of ignoring roughness effects in the application of Eq. ͑1͒ to uniform overlayers on rough substrates. We calculated signal intensities by means of a Monte Carlo algorithm for electron trajectory simulation, using a method for simulation of fractional Brownian motion to model substrate roughness. Through substitution of these calculated intensities into Eq. ͑1͒, an analysis could be made of the error in calculated thickness as a function of off-axis angle and substrate roughness. Calculations for SiO 2 and Au overlayers on rough Si substrates showed that the errors strongly depend on off-axis angle, ranging from Ϫ50 to ϩ50% and more. At ϳ35°, however, the error appeared to be remarkably small, for both systems, and independent of the type and magnitude of the substrate roughness.
In this article, we extend the calculations presented in Ref. 7 to uniform Al 2 O 3 overlayers on Al, and we compare the results with experimental XPS data on passivated aluminum foils. These data were presented in previous articles 8, 9 on an XPS and secondary ion mass spectroscopy ͑SIMS͒ investigation of the effects of cleaning cold rolled aluminum foils.
II. CALCULATIONAL METHOD
Recently, Cumpson 10 presented a Monte Carlo algorithm for the calculation of XPS signal electron depth distributions. This algorithm combines the trajectory reversal approach of Gries and Werner 11 with a statistical weights method due to Ebel and Jablonski. 12 Cumpson's algorithm creates trajectories for electrons entering a homogeneous semi-infinite sample at a specified angle. On the basis of path length, for each trajectory the probability distribution is calculated that electrons following this trajectory experience their first inelastic scattering event at depth z. According to the trajectory reversal approach, the averaged ͑ϳ10 3 trajectories͒ probability distribution equals the depth distribution of signal electrons in an experimental situation. We have adapted this algorithm in such a manner that it produces signal intensities for overlayer and substrate XPS signals for geometries like the one depicted in Fig. 1 The substrate roughness shown in Fig. 1 has been generated by a random displacement method, which allows for simulation of random fractals. 16 Although not all surfaces have fractal roughness, random fractals are known for their very realistic representation of roughness in nature, and their use is widespread. 17 Random displacement methods offer control over the roughness to be generated by means of parameters influencing the profile smoothness and the roughness magnitude, hence being perfectly suited for our purposes.
III. CALCULATIONAL RESULTS
We have applied the Monte Carlo algorithm to calculate the angular dependence of the Al 3ϩ 2p/Al 0 2p XPS signal intensity ratio for a uniform Al 2 O 3 overlayer covering a rough Al substrate. Figure 2 presents the results of the calculations: Fig. 2͑a͒ for a 2.5 nm thick, and Fig. 2͑b͒ for a 5.0 nm thick Al 2 O 3 overlayer. In both cases, the substrate roughness was varied from sϭ0 to sϭ0.8, s being the average absolute magnitude of the slope of the line segments constituting the rough profile ͑see Fig. 1͒ . This parameter turned out to correlate very well with the influence of roughness on XPS signal intensities. Figure 2 should be read as follows. The calculated Al 3ϩ /Al signal intensity ratio is substituted in Eq. ͑1͒ to determine the overlayer thickness as if the substrate were flat. Thus, the profiles in Fig. 2 show the so determined thickness as a function of off-axis angle, and should be compared to the real thicknesses of 2.5 and 5.0 nm.
Three important conclusions can be drawn from Fig. 2 . First, the sϭ 0 profiles show that the thickness determination based on Eq. ͑1͒ already leads to significant errors in case of a flat substrate. The reason is that Eq. ͑1͒ is based on the straight line approximation to electron transport, i.e., elastic scattering effects are neglected. If we take elastic scattering out of the Monte Carlo algorithm ͑by setting the mean free paths for elastic scatttering to infinity͒, the sϭ0 errors reduce to zero. For an electron emitted from a depth z larger than the elastic mean free path, elastic scattering considerably changes the path length towards the sample's surface. For low off-axis exit angles, the average path length becomes longer, whereas for very high angles it becomes shorter. If one does not account for this effect, at low off-axis angles, the relatively low contribution from the substrate ͑larger path lengths͒, results in an overestimation of the top layer thickness; at high off-axis angles, the situation is reversed. 18, 19 It must be noted that these effects are even small in this case, because of the modest scattering abilities of Al and the relatively high kinetic energy of Al 2p signal electrons.
A second conclusion must be that the consequences of roughness for thickness determination in terms of the extra error made, are pronounced, for sϭ0.8 ranging from Ϫ50% and more for high off-axis angles, to ϩ50% at 0°.
The third conclusion, and the most interesting one, is that the extra error due to roughness nearly vanishes at ϳ35°o ff-axis angle, independent of s and true overlayer thickness.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In previous articles, 8, 9 we reported the effects of a cleaning procedure on the composition, morphology, and thickness of passivation layers on technical aluminum foils. Figure 3 shows an image of such a foil, as made by atomic force microscopy. This piece of foil exhibits a range of roughness features, caused both by the rolling stage in the fabrication of the foils, and by preferential etching of magnesium-rich inclusions in the foil. 9 The consequences of the roughness on the XPS Al 3ϩ /Al 0 2p intensity ratio can be seen in Fig. 4͑a͒ , where this ratio is plotted as a function of off-axis angle, together with a number of profiles as expected for a uniform . It is clear that the measured angle dependence is much less than calculated for a uniform overlayer on a flat substrate, the implication being that the thickness calculated depends on off-axis angle as shown in Fig. 4͑b͒ . The curve in Fig. 4͑b͒ is the best fit from our Monte Carlo data and corresponds to a 5.7 nm thick Al 2 O 3 overlayer covering an Al substrate with a roughness corresponding to sϭ0. 4 . Note that a single measurement at 35°off-axis angle would have resulted in a value of ϳ6.7 nm for the overlayer thickness if Eq. ͑1͒ had been applied. The discrepancy with the fitted value of 5.7 nm is again due to neglecting elastic scattering effects.
Atomic force microscopy ͑AFM͒ enables one to measure the local slope of a surface on a scale from nm to microns. In Ref. 7 we show for a roughened silicon wafer that the AFM determined average slope is in good agreement with the value resulting from a fit of Monte Carlo data to measured Si 4ϩ /Si 0 2p signal intensity ratios. For the aluminum foil shown in Fig. 3 , we find an average slope of about 0.2 in the range from ϳ10 to ϳ200 nm, which is only half the fitted value of 0.4. This discrepancy might be caused by the fact that tip convolution effects lead to lower s values because they flatten out sharp roughness contours on the nm scale, which are likely to have an important influence on the angular dependence of XPS signals. The roughened silicon wafer for which the comparison was successful was rather flat on the nm scale, and therefore tip convolution effects had less consequences. In other words, we probably can attribute the discrepancy found to difficulties in determining the slope of the foil at the nm scale, and not to essential shortcomings of our calculations.
V. CONCLUSION
We have analyzed the errors made in determining the thickness of a uniform Al 2 O 3 overlayer on a rough Al substrate by means of Eq. ͑1͒. The analysis is based on the application of a Monte Carlo algorithm for simulation of electron trajectories to rough geometries generated by a method for simulation of random fractals. The analysis makes it clear that, for rather rough surfaces, errors can range from Ϫ50% to ϩ50%, depending on the angle of measurement. At ϳ35°, however, the error due to roughness is negligible compared to the error already made because of neglect of elastic scattering effects, independent of the roughness of the Al substrate and the thickness of the overlayer.
Comparison with experimental data on a technical aluminum foil shows that the thickness of its passivation layer can indeed be determined fairly accurately by a single measurement of the Al 3ϩ /Al 0 2p signal intensity ratio at 35°off-axis angle, the accuracy being limited by the neglect of elastic scattering and not by roughness.
