Abstract
Introduction
Early quality prediction at the architecture design stage is highly desired by software managers and developers, as it provides a means for making design decisions and thereby facilitates effective development processes [7] . If a design flaw, especially in large-scale software system, is detected in the implementation or testing phase, it is more difficult and more expensive to make changes than at the architecture design stage. Software architecture analysis aims at investigating how an architecture meets its quality requirements [1] based on the structure and the correlation among the components of the software. It not only facilitates component-based software development, but also provides a means for early quality prediction. Therefore, the quality of component-based software can be predicted by using software architecture analysis methodologies.
Software architecture, which describes the structure of software at an abstract level [11, 21] , consists of a set of components, connectors and configurations. Furthermore, a repeatable pattern that characterizes the configurations of components and connectors of software architectures is considered as an architectural style [8, 9] . Many architectural styles have been identified [23, 28] with new styles continuously emerging [18, 19, 27] . Thus, a practitioner is faced with the challenge of selecting suitable styles, or modeling configurations of selected styles, for designing the architecture to a given software specification. In such a situation, a method or model to predict or evaluate the reliability of a heterogeneous style software system can certainly provide a means through which designers can configure the architecture that best fits their quality demands.
Our previous studies [5, 29] suggest that at the architecture design stage it is possible to select an architectural style that can provide better performance and/or availability than others, if the characteristics of the application environment can be realized. In this paper, we present a model that analyzes the reliability of the system that combines heterogeneous architectural styles including batch-sequential/pipeline, parallel/pipe-filters, call-and-return, and fault tolerance styles. System reliability is analyzed on the basis of the reliability of components and connectors in these architectural styles. In addition, the operational profile is taken into account by utilizing the transition probabilities from one component to others. Assuming that the reliabilities of components and connectors are independent of the transition probabilities, we present how Markov model can be utilized to predict the reliability of a heterogeneous software architecture, following the transformation from architecture view to state view. Moreover, a system embedded with three architectural styles is utilized to validate this heterogeneous software reliability model.
In Section 2, we describe and revise a current component-based reliability model. And Section 3 presents a reliability model based on individual architectural style. The heterogeneous software reliability model is given in Section 4. And the experiment we conducted to validate the heterogeneous reliability model is shown in Section 5. Our conclusions and future research directions are in Section 6.
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Component-Based Reliability Modeling
In this section, a component-based reliability model developed by Cheung [6] is described that takes the reliability of each component and the operational profile into account. In this model, a state diagram which depicts the system behavior is used. A state represents the execution of a single component and the transition probability from one state to another is obtained from the operational profile of a system.
The reliability of a software system depends on the execution sequence of states and the reliability of each individual state. Based on Markov chain properties, the transition between states is assumed as a Markov process. It means that components to be executed in next state will depend only on the components of current state and the components of the next state will not have any dependency to the past history of current state.
The 
From initial state 1 S to final state n S , the number of transitions k may vary from 0 to infinity, where 0 means that the initial state is also the final state and infinity means that a cyclic loop may occur indefinitely among the states. Therefore, it is necessary to consider every possible outcome of state transitions. Let T be a matrix such that
where I is the identity matrix of size n n × . The overall system reliability can be computed as follows: 
Style-based Reliability Modeling
We have described and revised Cheung's componentbased reliability model; however, for a system with a complex architectural environment, this reliability model needs to be further refined to take the characteristics of different architectural styles into account. The key idea of this study is to follow the revised reliability model and to define architecture-based reliability model to compute the reliability of heterogeneous software systems which may be comprised of various architectural styles. In this section we describe how to model the reliability of an The architectural styles we studied include batchsequential/pipeline, parallel/pipe-filter, call-and-return, and fault tolerance styles. The reason for depicting these four basic types of architectural styles is because most of the additional architectural styles can be viewed as extensions of these four types. For example, client-server style is similar to call-and-return style but should strongly take connector reliabilities into account. Hierarchical and layered styles are similar to batch-sequential/pipeline style in their transition behaviors.
In order to utilize the Markov model, a transformation for each architectural style from an architecture view to a state view is introduced. Furthermore, based on the transformed state view, the transition matrix M (as shown in (1) 
Batch-sequential/pipeline style
Both batch-sequential and pipeline styles are running in a sequential order. They share the same architecture view and state view. Although in the batch-sequential style, outputs of a component are produced only after all its inputs are fully processed, whereas in pipeline style, output may be produced before inputs are fully consumed [22, 24] .
These styles can be modeled as shown in Figure 2 (a), where 1 C , 2 C , … , k C are the components of the architecture and a component such as 2 C can only go to either one of its branching subsequent components. The transformation from architecture view to state view is one-to-one mapping, shown in Figure 2(b) , where 1 S , 2 S , …. , k S are the states of the Markov chain.
Assuming that the architecture is composed of k components, in these styles there will be k states in the Markov chain. The transition matrix M can be obtained as follows:
where M(i,j) is the probability of successfully reaching state j S from i S .
Parallel/Pipe-filter style
Under a sequential execution environment, only a single component is executed at a time. However, in a concurrent execution environment, components are commonly running simultaneously. The behavior of a software system with respect to the execution process can be modeled by using a Markov chain [16, 20] in which a state is defined by the execution of multiple components.
In a parallel or a pipe-filter architectural style, multiple components can be executed concurrently, as shown in the dotted area of Figure 3 (a). The difference between these two styles is that parallel computation is generally in multi-processors environment, whereas pipe-filter style occurs commonly in a single processor, multi-processes environment. Figure 3 In Figure 3 (a), there are k components in which l=k-2 components are running concurrently into the same state; therefore, the total number of states is k-l+1. Because of the characteristics of parallel style, the transition probabilities from component 1 C to components 2 C , 3 C , …., and 1 − k C , are all equal to 12 P , which is now the transition probability from state to component k C , respectively. For k components, the transition matrix can be obtained:
Fault Tolerance
A fault-tolerance architectural style consists of a primary component and a set of backup components, which may be implemented in different algorithms or data structures, from the primary component. These components, including the primary and the backups, are placed in parallel so that when one component fails, the others can still provide services. Given the architecture displayed in Figure 4 We assume that all the backup components have the same transition probabilities as the primary component to each subsequent component. From Figure 4 (a), assume that there are k components in which l=k-4 components are running as fault tolerance in the same state; therefore, the total number of states is k-l+1. The concurrent characteristics of fault tolerance style is similar to parallel style, where the transition probabilities from component 1 C to components 2 C , 3 C , …., and 3 − k C , are all equal to 12 P , which is now the transition probability from state 
Call-and-Return
In the call-and-return style, the execution of one component may request some services provided by the other components before transferring its complete control authority to others. Thus, after such a request is fulfilled by the called components, the control still returns to the calling component and executes the next statement from where the component left.
Therefore, the called components may execute multiple times with only one time execution of the calling component. In Figure 5 (b), the state view is obtained by one-to-one mapping to the architecture view shown in Figure 5 (a) where state 1 S is the calling state while 2 S is the called state that provides services. During the S only needs to be considered when it transfers the control to state 3 S . Assuming there are k components, the total number of states is therefore k. The transition matrix M can be constructed as follows:
Architecture-based Reliability Modeling
We have shown how to compute the reliability of a system based on a single architectural style in the previous section. For an architecture composed of heterogeneous styles, the reliability of a system can be modeled as following.
Step 1: Identify the architectural styles in a system, based on the design specification of a system.
Step 2: Transform the architecture view(s) into state view(s) of each style, and compute the reliability and transition probability of each state in the state views.
Step 3: Integrate these state views into a global state view of the system, based on the architecture view of a complete system.
Step 4: Construct the transition Matrix based on the global state view of the system and compute the reliability of the system. Similarly, we can consolidate formulas 2 to 5 to construct the transition matrix M with totally k states of a heterogeneous software architecture including batchsequential/pipeline, parallel/pipe-filter, fault tolerance, and call-and-return styles: 
The following example is used to demonstrate how to estimate the reliability of a system consisting of heterogeneous styles. Let Figure 6 be the directed graph representing the architecture view of a software system with fifteen components, where 1 C represents the input component and 15 C represents the output component. In this architecture, 3 C and 4 C are running in parallel. 
= P
The state view of the system, which is depicted in Figure 7 , is transformed from the architecture view shown in Figure 6 . We obtain transition matrix M: 
The overall system reliability R is obtained as:
An Experiment
A simulator of an ATM bank system is utilized to validate the correctness of our architecture-based reliability model. This software consists of 11 components and contains six natural faults. We conducted an experiment on this software to obtain the reliability of each component and the overall system reliability. The operational behaviors in this experiment were collected to calculate the transition probability between components.
According to those six faults, seven versions of the system were constructed, in which version 7 contains all the faults but the others contain one fault each. For the first six versions, we randomly generated inputs to estimate the reliability of each individual faulty component until it is converged. Similarly, to compute the reliability of the entire system, version 7 was used.
The reliability of each individual component, the transition probabilities between components, and the overall system reliability through the experiment are listed as follows: 
Architecture-Based Reliability Model:
In this system, three architectural styles, which include batch-sequential, call-and-return, and fault tolerance styles, are identified. these two values is 3.4%, which gives us a promising result of this study.
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Conclusions and Future Work
We present a heterogeneous reliability model based on the characteristics of architectural styles. The reliability of the system depends not only on the reliabilities of the components and connectors, but also on the transition probabilities.
Similar models have been proposed in the past for modeling software reliability [6, 12, 16, 17] , and much work can grow out of this research topic. Our ongoing research projects in this area are focused in the following two directions: (1) Enhancing this study horizontally and vertically by evaluating other architectural styles across various application domains, and incorporating design metrics into the software architecture evaluation. (2) Extending the style-based discrete reliability model to a continuous reliability model which takes the MTTF of each component and connector as the input parameters and predicts the reliability of the application, where the MTTF takes the component/connector and process failures into account.
The success of this research will promote more effective architecture design processes and thereby contribute to the improvement of software development. 
