Natural history museum collections provide unique resources for understanding how species respond to environmental change, including the abrupt, anthropogenic climate change of the past century. Ideally, researchers would conduct genome-scale screening of museum specimens to explore the evolutionary consequences of environmental changes, but to date such analyses have been severely limited by the numerous challenges of working with the highly degraded DNA typical of historic samples. Here, we circumvent these challenges by using custom, multiplexed, exon capture to enrich and sequence~11 000 exons (~4 Mb) from early 20th-century museum skins. We used this approach to test for changes in genomic diversity accompanying a climate-related range retraction in the alpine chipmunks (Tamias alpinus) in the high Sierra Nevada area of California, USA. We developed robust bioinformatic pipelines that rigorously detect and filter out base misincorporations in DNA derived from skins, most of which likely resulted from postmortem damage. Furthermore, to accommodate genotyping uncertainties associated with low-medium coverage data, we applied a recently developed probabilistic method to call single-nucleotide polymorphisms and estimate allele frequencies and the joint site frequency spectrum. Our results show increased genetic subdivision following range retraction, but no change in overall genetic diversity at either nonsynonymous or synonymous sites. This case study showcases the advantages of integrating emerging genomic and statistical tools in museum collection-based population genomic applications. Such technical advances greatly enhance the value of museum collections, even where a pre-existing reference is lacking and points to a broad range of potential applications in evolutionary and conservation biology.
Introduction
Natural history museums worldwide house a wealth of biological specimens that document dynamic changes in biodiversity and are hence invaluable for reconstructing patterns and processes of evolution across time and space (Wandeler et al. 2007 ). In particular, museum specimens are potentially an important source for genetic data, especially those specimens collected before the molecular era (Payne & Sorenson 2002) . Early successes in obtaining genetic data from dried museum skins applied PCR to obtain mtDNA sequences from recently extinct populations or species (Higuchi et al. 1984; Cooper et al. 1992) . These studies aimed to examine genetic changes through time in threatened species (Wayne & Jenks 1991; Glenn et al. 1999; Weber et al. 2000; Godoy et al. 2004) or to enhance various conservation, phylogenetic and phylogeographic studies (Thomas et al. 1990; Roy et al. 1994; Poulakakis et al. 2008; W ojcik et al. 2010; McDevitt et al. 2012) . Other studies have obtained multilocus data by amplifying nuclear microsatellite loci from museum specimens Bouzat et al. 1998; Harper et al. 2008; Peery et al. 2010; Rubidge et al. 2012) , although not without considerable effort to avoid PCR artefacts (e.g. Taberlet et al. 1996) . However, the extraordinary potential of museum collections has yet to be fully realized because the extensive DNA degradation typical of these specimens limits the scalability of PCR-based approaches.
The recent advent of massively parallel, next-generation sequencing (NGS) has fundamentally transformed traditional population genetics into a data-driven discipline, which enables the analyses of genome-wide patterns of sequence variation with much greater reliability (Pool et al. 2010) . Various target enrichment methods (Briggs et al. 2009; Hodges et al. 2009; Maricic et al. 2010; Lemmon et al. 2012; McCormack et al. 2012; Tang et al. 2012) , which selectively enrich sequences prior to NGS, substantially increase the coverage of selected targets with much reduced experimental cost (Avila-Arcos et al. 2011; Good 2011) . Among these, sequence (exon) capture methods have been successfully applied to ancient bone templates to obtain genome-scale data in order to provide insights into human evolution (Burbano et al. 2010; Bos et al. 2011) . Such methods have also been used to discover exonic single-nucleotide polymorphisms (SNPs) in nonmodel species by relying on preexisting, closely related reference genomes (Perry et al. 2010; Cosart et al. 2011; Good et al. 2013 ). These studies demonstrate the feasibility of conducting targeted genome-scale analyses from a broad range of DNA sources. However, all of these examples rely heavily on preexisting, high-quality, genomic resources to target regions of interest and to align the resulting sequences for variant discovery, a requirement that impedes application to the wide range of taxa still lacking a genomic reference.
To achieve broader, cost-effective applications, we previously showed that de novo assembled transcriptomes can be used to design exon capture experiments, and combined this with pooled capture of barcoded libraries (Burbano et al. 2010) to enable cost-effective genomic sampling from modern samples spanning a reasonable taxonomic breadth (Bi et al. 2012) . In parallel with such technical advances, powerful statistical methods are emerging to infer SNPs, estimate allele frequencies and jointly infer population demography and selection from NGS data (Yi et al. 2010; Nielsen et al. 2012) . What remains is to demonstrate that these new approaches can be applied to museum specimens and yield high-quality population genomic data despite the inevitable DNA damage involving fragmentation and base misincorporation, as well as potential contamination.
Here, we provide such a demonstration by comparing population samples of the alpine chipmunk (Tamias alpinus) obtained in the early 20th century (museum skins) and from the same areas nearly a century later (fresh tissues). This species is endemic to the high Sierra Nevada of California and is of particular interest because its range has strongly contracted upwards over the past century in conjunction with increasing minimum environmental temperatures (Moritz et al. 2008; Rubidge et al. 2011) . Using seven DNA microsatellite loci, Rubidge et al. (2012) found a decrease in allelic richness, but not heterozygosity, and increased population differentiation in modern compared to historic specimens of T. alpinus from Yosemite National Park (YNP), California, USA. These data indicate that range retraction was mainly caused by extirpation of low-elevation populations rather than population-wide range shifts to track climatic niches (Tingley et al. 2009 ). Nevertheless, a small set of microsatellite markers may not sufficiently reflect underlying genome-wide diversity (V€ ali et al. 2008 ) and thus will not represent the full spectrum of genomic consequences of range retraction.
In this study, we aimed to identify and compare the variation across the genome from YNP T. alpinus that were collected in both historic (1915) and contemporary periods (2004) (2005) (2006) (2007) (2008) , and gain insight into how climate change in the past century has affected their genomic variability. Specifically, we first used de novo transcriptome-based exon capture (Bi et al. 2012) to successfully obtain genomic data from museum specimens. Second, we developed bioinformatic pipelines that rigorously detect and filter out artefacts from DNA damage and low-confidence variants. To call SNPs and estimate allele frequencies, we applied a probabilistic framework that takes into account a wide range of statistical uncertainties associated with low-medium coverage data (Nielsen et al. 2011 . Finally, we used these high-quality variant data to compare patterns of genomic variation between the historic and modern specimens.
Materials and methods

Samples
We used specimens collected from Tamias alpinus populations along the west slope of the Yosemite transect, at elevations ranging from 2377 to 3277 m (Fig. 1 , Table  S1 , Supporting information). We chose 20 historic specimens that were sampled in 1915 at YNP by a research team led by Joseph Grinnell, the founding director of the Museum of Vertebrate Zoology (MVZ) at the University of California Berkeley. Historic specimens are preserved in the form of dried skins. Twenty modern specimens were sampled from the same area by the 'Grinnell Resurvey' team initiated by MVZ researchers and collaborators between 2004 and 2008 (http://mvz. berkeley.edu/Grinnell/). Fresh tissues were stored at À80°C or in 95% ethanol. The individual sample used for transcriptome sequencing was a male T. alpinus (MVZ224483) from Bullfrog Lake, Kings Canyon National Park, California, collected in November 2009. RNA was extracted from liver, kidney, spleen and heart tissues that were fixed in RNAlater immediately following euthanasia.
DNA extractions from skins
We confined DNA extractions from museum skins to a separate laboratory used exclusively for historic DNArelated laboratory work. We minimized damage to museum skins by sampling a small (2 9 2 mm) piece of toe pad tissue from each skin using a sterilized surgical blade. The skin was then kept in a 1.5-mL centrifuge tube and twice rehydrated in a 19 STE buffer (100 mM NaCl, 10 mM Tris-HCl pH 7.5, 1 mM EDTA) for 30 min followed by 3 min of rigorous vortexing. After washing, each skin was cut into small pieces inside the same tube using a straight and narrow-headed surgical blade. We used reagents provided in Qiagen DNeasy Blood and Tissue kits but purified the DNA using Qiagen PCR purification columns. PCR purification columns are more efficient at collecting the small fragments (Rowe et al. 2011) , which predominate in DNA samples derived from historic specimens. DNA extractions from modern specimens were carried out using DNeasy Blood and Tissue kits following the manufacturer's protocol.
Array design and exon capture experiments
We recently outlined an approach for using de novo assembled transcriptomes to enable cost-effective exon capture experiments across a reasonable taxonomic breadth (Bi et al. 2012) . Briefly, we generated a cDNA library from combined mRNA extracted from multiple tissues of a modern T. alpinus specimen following standard procedures. The resulting cDNA library was then sequenced using one lane of Illumina GAIIx (100-bp paired-end), assembled using ABySS (Birol et al. 2009) and then annotated based on BLASTX (Altschul et al. 1990) comparisons to a database of human, mouse, rat and thirteen-lined ground squirrel proteins. Detailed information for the bioinformatic pipelines used for de novo transcriptome data processing can be found in Singhal (2013) . We used the Agilent SureSelect custom 1M-feature microarrays to target 11 975 exons that were each at least 201 bp long, which we identified from the annotated transcripts. Targeted exons, spanning a wide range of evolutionary rates in the genome (Bi et al. 2012) , represented 6249 protein-coding genes with a target size totalling 4 Mb. In addition to the T. alpinus exons, we targeted the~16-kb T. alpinus complete mitochondrial genome and 350 bp from the consensus Spermophilus (S. fulvus, S. major and S. pygmaeus) SRY gene to assess empirical error rates and potential sample contamination (Bi et al. 2012) . We also selected seven nuclear genes (acrosin, acp5, cmyc, rag-1, anon, zan and zp2) previously sequenced in Tamias (6031 bp in total) (Good et al. 2008; Reid et al. 2012) , which were used as positive controls in postcapture qPCR assays to determine the initial enrichment quality. Array probe design followed the recommendations of Hodges et al. (2009) and is detailed in Bi et al. (2012) . Genomic libraries for 40 specimens, 20 early 20th-century museum skins and 20 modern tissues, were constructed according to the protocol outlined by with slight modifications: first, we sheared DNA from all modern specimens and DNA from a few historic specimens in which some high molecular weight DNA fragments were still present. Shearing DNA for most of the historic skins was not needed because fragments ranged from 100 to 300 bp, which is the optimal size range for exon capture experiments. The adapter of each genomic library was associated with a unique 7-nt barcode introduced by indexing PCR. All libraries were amplified using Phusion High-Fidelity DNA Polymerase (Thermo Scientific) during the indexing PCR. For each individual sample, we performed 2-3 indexing PCR in parallel and then merged the products thereafter to decrease the PCR stochastic drift. Barcoded libraries for historic and modern T. alpinus were pooled separately in equal amounts and hybridized on one array each along with Tamias Cot-1 DNA (prepared following Trifonov et al. 2009 ) and blocking oligos. In addition, we multiplexed individually barcoded genomic libraries from four modern specimens of red-tailed chipmunks, Tamias ruficaudus, and hybridized them on an independent microarray. Tamias ruficaudus served as an outgroup to T. alpinus, such that the orientation of SNPs could be polarized (ancestral vs. derived) to obtain the unfolded site frequency spectrum (SFS) (see below). Assays using qPCR and the positive control loci targeted on the same arrays allowed us to determine the postcapture enrichment efficiency of different exon capture experiments. The verified, enriched libraries were sequenced using an Illumina HiSeq2000 (100-bp paired-end). The two libraries, one consisting of 20 pooled historic and the other of 20 pooled modern specimens, were each sequenced on one lane. The pooled library of T. ruficaudus was sequenced using 1/3 of a lane.
Data filtering
The captured sequence reads from T. alpinus and T. ruficaudus libraries were cleaned and assembled using the same strategy described in Singhal (2013) . Briefly, raw sequence reads were filtered to remove exact duplicates, adapters, bacteria and human contamination, as well as low complexity. Overlapping paired reads were also merged. The resulting cleaned reads of the 40 libraries of T. alpinus were then assembled together to generate a final set of consensus assemblies. A reciprocal BLAST approach (Altschul et al. 1990 ) was applied to compare the 11 975 target exons with the consensus assemblies in order to identify the set of contigs that were associated with targets (in-target assemblies). To correct potential assembly errors that might have been introduced by de novo assembly and/or by merging raw assemblies, we used Novoalign (http://www.novocraft.com) to align cleaned reads from the T. alpinus libraries to the in-target assemblies and then corrected sites where consensus bases were not concordant with identified major alleles. We also mapped sequence reads of 4 T. ruficaudus individuals to the corrected T. alpinus in-target assemblies and used 'bcftools' and 'vcfutils.pl vcf2fq' implemented in SAMtools (Li et al. 2009 ) to generate an outgroup sequence file. We mapped sequence reads from each individual T. alpinus library to the in-target assemblies of T. alpinus, using Novoalign, while constraining the number of mismatched positions to 3 or less per read pair. The output alignments in SAM format were initially analysed using SAMtools and its associated 'bcftools' to produce some of the data quality control information in VCF format. These data were then further filtered using a custom filtering program, SNPcleaner (https://github. com/fgvieira/ngsClean).
We employed three levels of filtering on the data sets in a hierarchical order: individual level, contig level and site level. The filters in each step of the hierarchy were applied only to the subset of data that passed the quality control thresholds at all previous levels. The first filters applied were the individual-level filters to remove entire individuals deviating excessively from the average across-individual coverage and error rate. Contig-level filters, followed by site-level filters, were then applied to remove entire contigs and sites, respectively, that appeared to be quality outliers. All individual specimens, contigs and sites were filtered on multiple aspects of quality (e.g. potential cross-sample DNA contamination, sequencing errors, paralogy). The detailed protocol is specified below:
1 Filtering at individual level a Remove individuals having extremely low or high coverage (<1/3 or > 3 9 the average coverage across all individuals). b Remove individuals with excessively high sequencing error rates measured as the percentage of mismatched bases out of the total number of aligned bases in the mitochondrial genome.
Remove females with a high percentage of cleaned reads being mapped to the SRY gene, and males with extremely low SRY mapping percentage relative to the across-male average.
Filtering at contig level
a Remove contigs that show extremely low or high coverage based on the empirical coverage distribution across contigs.
b Remove contigs with at least one SNP having allele frequencies highly deviating from HardyWeinberg equilibrium expectations (P < 0.0001) based on a two-tailed exact test (Wigginton et al. 2005 ).
3 Filtering at site level a Remove sites that are at least 100 bp outside of exons. b Remove sites with excessively low (<19.5 percentile for historic and <18.5 percentile for modern) or high (>99.3 percentile for historic and >99.4 percentile for modern) coverage based on the empirical coverage distribution. c Remove sites with biases associated with reference and alternative allele Phred quality, mapping quality and distance of alleles from the ends of reads. Also remove sites that show a bias towards sequencing reads coming from the forward or reverse strand. d Remove sites for which there are not at least 3/4 of the individuals sequenced at 39 coverage each. e Remove sites with a root mean square mapping quality for SNPs below 10. f Due to the high base misincorporation rate present in the historic specimens, we remove sites from all 40 individuals for which C to T and G to A SNPs are identified. g Retain only the sites that pass all filters for both historic and modern specimens so that the modern and historic data are directly comparable.
The DNA damage filter, whereby C to T and G to A SNP sites are removed, is essential for genomic studies that use museum collections. DNA preserved from archaeological (or ancient) and historic museum specimens is often characterized by various types of postmortem nucleotide damage (e.g. Stiller et al. 2006; Briggs et al. 2007) . The majority of the damage-driven errors associated with ancient DNA are caused by hydrolytic deamination of cytosine (C) to uracil (U) residues (Hofreiter et al. 2001; Briggs et al. 2007) . Most DNA polymerases replace uracils with thymines (Ts) during PCR amplification of damaged templates, resulting in an apparent C to T substitution. These spurious base misincorporations tend to occur towards the ends of molecules (Briggs et al. 2007) , appear to accumulate with time and can be significantly elevated even in century-old museum specimens (Sawyer et al. 2012) . Population genetic inference based on damaged, ancient DNA sequences can be severely biased due to the base misincorporations (Axelsson et al. 2008) and should be examined before all downstream analyses. In order to characterize the patterns of DNA damage likely present in our data set, we used a similar method to that of Briggs et al. (2007) whereby we plotted the frequency of all 12 possible mismatches against the distance from the 5′ end and 3′ end of the sequencing reads in modern and historic specimens, respectively.
SNP calling and allele frequency estimation
With low-medium coverage data (<209 per individual in the present study), SNP and genotype calls based only on allele counting, even after considering quality scores and coverage, are associated with high uncertainty. This can lead to biased estimates of allele frequency distributions and population genetic parameters (Hellmann et al. 2008; Johnson & Slatkin 2008; Lynch 2008) . To account for this uncertainty, we called SNPs and estimated allele frequencies using an empirical Bayesian framework implemented in the software ANGSD (http://popgen.dk/ wiki/index.php/ANGSD). Briefly, for each individual, we first calculated the likelihood for all 10 possible genotypic configurations at every site that passed quality filters. We then used a maximum-likelihood method to estimate the site frequency spectrum (SFS) based on the genotype likelihoods, jointly for all sites and all individuals . This was performed separately for the historic and modern population samples. The resulting population-specific SFS was used as a prior to estimate the posterior probabilities for all possible derived allele frequencies at each site in each population, which directly allowed for SNP calling at any degree of certainty. We called SNPs based on the sites having a 95% probability of being variable. A detailed description of the algorithms employed by ANGSD can be found at http://popgen.dk/wiki/index. php/ANGSD and in Nielsen et al. (2012) .
Population genetic analyses
Several population genetic parameters and summary statistics of interest were calculated using the SFS. Overall genetic variation was estimated using nucleotide diversity measured as the average number of pairwise differences between sequences, p. We also estimated Watterson's theta (Θw) (Watterson 1975) for nonsynonymous (Θnon-syn) and synonymous SNPs (Θsyn), respectively. We calculated the ratio Θnon-syn/Θsyn for historic and modern populations to examine whether overall genetic diversity of nonsynonymous relative to synonymous sites has changed over time. We used Tajima's D (Tajima 1989 ) to examine whether there was a genomic signal of past population expansion or recent decline. All of these summary statistics p, Θw and Tajima's D were calculated by summing over all possible allele frequencies weighted by their posterior probabilities in order to account for sequencing uncertainties.
Differentiation between the modern and historic population was measured using an estimation of F ST appropriate for low coverage NGS data, while genetic relationships among the individuals in the two time periods were analysed using principal components analysis (PCA) based on a covariance matrix of posterior genotype probabilities at every site with a minor allele frequency of at least 1.25% among all 40 individuals (Fumagalli et al. 2013) . These methods are implemented in the ngsTools software package (https://github.com/mfumagalli/ngsTools). For higher resolution in the differentiation analysis, we also examined the 2D-SFS between the modern and the historic population to infer shifts in allele frequencies over time. We further examined population structure using the Bayesian population clustering method implemented in STRUCTURE 2.3.4 (Pritchard et al. 2000) .
We used an admixture model with correlated allele frequencies and five independent runs, with each run having a burn-in of 100 000 followed by 1 000 000 Markov chain Monte Carlo (MCMC) steps from K (number of clusters) = 1-10. Results across runs were summarized to determine the best K using the method of Evanno et al. (2005) , implemented in Structure Harvester (Earl & vonHoldt 2012) . Structure results were further analysed and plotted using CLUMPP1.1.2 (Jakobsson & Rosenberg 2007) and DISTRUCT (Rosenberg 2004) .
Results and discussion
Transcriptome-based exon capture on museum specimens
Although there has been a long history of utilizing genetic data from museum specimens, most studies have been restricted to PCR or capillary sequencing of short fragments of mitochondrial DNA, individual nuclear loci and microsatellite loci (reviewed in Wandeler et al. 2007 ). The considerably high sensitivity and high throughput of NGS provides unprecedented opportunities for phylogenomic and population genomic applications based on museum collections. Rowe et al. (2011) used Illumina technology to sequence the genome from the skin and bone tissues of one historic mammal specimen. More recently, cross-species targeted hybridization with NGS was used to sequence complete mitochondrial DNA genomes from museum specimens (Mason et al. 2011; Guschanski et al. 2013) . For our study, we aimed to obtain genome-wide nuclear markers for population-level comparisons between museum historic and contemporary specimens. We first generated genomic resources by de novo sequencing and assembling a multitissue transcriptome from a modern chipmunk and then designed exon capture microarrays to enrich selected targets from individually indexed, pooled, DNA derived from both historic skins and fresh tissues. Here, we demonstrate that this is a fast and cost-effective approach for enriching genome-wide nuclear markers from low-quality DNA typical of historic skins with sufficient sequencing coverage to characterize population genomic diversity. Our method is especially valuable for nonmodel organisms including those comprising the vast majority of museum collections for which a pre-existing reference genome is not usually available.
We used a multitissue transcriptome sequencing approach to increase the transcript diversity and ultimately the robustness of the marker development. We suggest that future projects should also consider exploring sequence resources from various other tissue types because the organs chosen in this study do not necessarily represent the best combination for maximizing the transcript diversity. For example, the testis transcriptome is typically more complex than other tissues (Soumillon et al. 2013) .
De novo assembly of the Tamias transcriptome yielded 37 563 contigs (36.5 Mb), 21 262 (28.1 Mb) of which were annotated, with a mean length of 1297 bp and an average fold coverage of 549 (Bi et al. 2012) . Over 120 000 exons were identified from the annotated transcripts. 962 438 60-bp probes were printed on the microarrays to target 11 975 exons that were >200 bp each in length (4 Mb in total), the Tamias mitochondrial genome (16 kb), the ground squirrel (Spermophilus) SRY gene (350 bp) and seven control nuclear genes (6 kb). Further details on probe and array design can be found in Bi et al. (2012) .
The exon capture experiments were successful, as detailed in Table S2 (Supporting information). For historic and modern Tamias alpinus specimens, 32.2-and 43.6-Gb (NCBI SRA ID: SRR847500) raw data were generated, and 14.9-and 21.8-Gb high-quality data were retained after quality filtering, respectively. Exogenous DNA contamination derived from bacteria and/or human was trivial (<0.3% for both libraries) and removed from the data set (Table S2 , Supporting information). De novo assembly of cleaned sequences produced 10 583 contigs (total assembly size: 7.6 Mb, N50: 722 bp, mean contig length: 715 bp); the identity of contigs from the in-target assemblies was determined by reciprocal BLAST to the selected exons. For all individuals, an average of 99% of the target exon bases were covered by at least one sequence read.
We found that, on average, 46.7% and 33.8% of the cleaned reads aligned to the targets for historic and modern individuals, respectively (Fig. S1 , Supporting information). The mitochondrial genome only made up 0.4% of the total target (16 kb of 4 Mb), but among all of the reads that were mapped to targets, 6-7% were derived from the mitochondrial genome. This effect is not surprising given that there are typically several hundred copies of the mitochondrial genome per diploid cell (Robin & Wong 1988) . Indeed, this inherent difference in copy number is one of the primary reasons that studies on ancient DNA have traditionally relied upon sequencing of mitochondrial DNA (e.g. Krings et al. 2000) . Given this bias, including both mitochondrial and nuclear targets in the same capture experiment will inevitably result in some loss in overall sequencing efficiency. Here, we included mitochondrial DNA probes specifically haploid targets that can be used as an internal control against for cross-sample contamination and recombinant PCR, and to provide an empirical estimate of sequencing and postmortem error rates (see Bi et al. 2012) . We intentionally used a fivefold lower tiling density for mitochondrial relative to nuclear targets (20 vs. 4-bp tiling) to help counteract the copy number bias, although our sequencing results indicate that a much lower tiling density is warranted. We recommend that future studies carefully consider the balance between quality control insights afforded by including mitochondrial targets and the potential loss in experimental efficiency. Unless targeting a large portion of the mitochondrial genome is of particular interest, it is likely that targeting a smaller subset of the mitochondrial genome and/or other haploid genetic markers (e.g. X-and Y-linked loci in males) could provide sufficient internal controls while avoiding loss in overall experimental efficiency.
The higher specificity (proportion of cleaned reads that were mapped to targets) for historic individuals is noteworthy, given that degraded samples are notorious for performing poorly in PCR-based experiments. This might be because the shorter average DNA library sizes of the historic specimens (~150 vs.~200 bp for the modern samples) resulted in more efficient enrichment by the 60-bp probes of the Agilent SureSelect capture arrays. Furthermore, the specificity was highly uniform in each population, indicating that multiplexing did not bias the capture efficiency towards particular libraries. The average base fold coverage within exons was 18.9x in historic and 19.7x in modern individuals (Fig. S2 , Supporting information). For all individuals, on average, 99% of the exons had coverage of at least 5x, and 90% had coverage of at least 10x.
The average fold coverage of each captured exon in historic and modern specimens was highly correlated (Fig. S3, Supporting information) , suggesting consistent performance between independent capture experiments despite half the data being derived from century-old museum skins. The total length of contigs in the in-target assemblies was much greater than that of exons originally targeted due to the capture of flanking intronic sequence. However, there was an abrupt decrease in the average fold coverage near the edges of each contig, making these regions more prone to assembly errors. To ensure high confidence in downstream variant calling, we only considered SNPs identified in flanking regions covered by reads that overlapped with a contiguous exon by at least 1 bp.
Data filtering and pattern of base misincorporation in historic DNA
We first applied individual-level, quality control filters to the data sets to remove any data introducing severe bias among individual specimens. The Spermophilus SRY gene was effectively captured in all male Tamias samples. In contrast, the capture of SRY was negative in females considering that only five samples had only one to two sequence reads that were mapped to the SRY gene, indicating a negligible degree of cross-sample contamination (Table S2 , Supporting information). We did find that the error rate was relatively greater in historic specimens (see below). However, there were no strong deviations in empirical error rate or sequencing coverage for any individual compared to the respective population average. Therefore, all 40 T. alpinus and 4 Tamias ruficaudus specimens passed the quality control filtering at the individual level.
The contig-level filters were subsequently employed to filter entire contigs from specimens that passed individual-level filters. The in-target assemblies of T. alpinus and T. ruficaudus were examined for potential assembly errors, resulting in 1193 and 552 sites being corrected, respectively. After filtering, 1334 contigs (12.6% of the total) were removed because they either showed extreme coverage or possessed SNPs that deviated significantly from HWE, which is indicative of paralogs.
Various site-level filters were lastly carried out to remove unreliable sites belonging to the contigs that passed contig-level filters. The empirical error rate was almost fivefold higher in historic (0.19%) than in modern (0.04%) samples and might be caused by the presence of excessive miscoding lesions that caused incorrect bases to be incorporated during PCR amplification (Sawyer et al. 2012) . To examine this further, we plotted the frequency of all 12 possible mismatches against the distance from the 5′ end and 3′ end of the sequencing reads in modern and historic specimens, respectively (Fig. 2) . For the modern specimens, the frequency of all changes remained constant and similar along the sequences, while there were excessive C to T substitutions at the 5′ ends of the historic sequences and complementary guanine (G) to adenine (A) substitutions at the 3′ ends of the respective molecules. The frequencies of C to T and G to A substitutions were~fourfold above other possible mismatches at the 5′-and 3′-most positions, respectively. The occurrence of both misincorporation-type substitutions rapidly decreased over the first 5-10 bp from the ends of the read and then steadily decreased towards the opposite end of the sequence. However, compared to other changes, their frequencies remained increased throughout the sequence.
Overall, we observed a pattern of base misincorporation in our historic samples that is in strong agreement with patterns of damage accumulation characteristic of ancient DNA (Briggs et al. 2007) . We prepared our historic DNA libraries with a Pyrococcus-like polymerase (Phusion High-Fidelity DNA Polymerase) that stalls amplification of templates containing uracil (Greagg et al. 1999; Heyn et al. 2010 ) and thus should reduce (but not eliminate) misincorporation errors in our sequence data (Ginolhac et al. 2011) . Consistent with this, the frequency of C to T misincorporation at the end of molecules is nearly an order of magnitude lower in our data (~0.58%; Fig. 2 ) when compared to sequences of DNA libraries from similarly aged museum samples that were prepared with a nonproofreading enzyme (2-4%; Sawyer et al. 2012) . This apparent improvement in sequence fidelity comes with two important caveats. First, proofreading enzymes that are stalled by the presence of uracil may be poorly suited for use on highly damage samples, where up to 60% of DNA fragments may contain at least one uracil . Second, substantial C to T and G to A misincorporations still persist in our data (Fig. 2) despite the use of a proofreading enzyme that should not amplify molecules containing uracil. One possible source of error is that library amplification occurs after adaptor ligation and therefore will not prevent G to A errors created during blunt-end repair of 5′ singlestranded fragments. Another likely explanation is that not all instances of cytosine deamination result in Fig. 2 Patterns of mismatches in historic and modern Tamias alpinus sequences. The frequencies of the 12 types of mismatches (y-axis) are plotted as a function of distance from the 5′ and 3′ ends of the sequence reads (x-axis). The first 50 bp of the sequence reads are shown. The frequency of each particular mismatch type is calculated as the proportion of a particular alternative (nonreference) base type at a given site along the read and is coded in different colours and line patterns explained at the bottom of the plots: 'x > y' indicates a change from reference base type x to alternative base type y.
uracil. For example, deamination of a methylated cytosine causes a direct transition to a thymine that will not be detected by proofreading polymerases and may account for up to 10% of misincorporations in ancient DNA . Regardless of the source(s) of error, population genetic and demographic analyses based on damaged, ancient DNA sequences can be severely biased by base misincorporation (Axelsson et al. 2008) . To accommodate this, we removed all C to T and G to A changes from both historic and modern data sets for subsequent analyses.
After the site-level filtering, we retained 3-Mb data of the total 4.4 Mb of prefiltered data that included exonic regions and partial flanking sequences (within a AE99-bp window).
SNP calling and population genetic analyses
As the sequencing coverage of our data was not adequate to naively call genotypes for each individual with high confidence by counting alleles, we used a SNP calling and allele frequency estimation method based on genotype likelihoods that uses information from all individuals at all sites simultaneously (Yi et al. 2010; Nielsen et al. 2012) . This approach greatly increased the statistical power to detect SNPs and improved allele frequency estimations compared to individual-based SNP calling algorithms. Using ANGSD, we were able to identify 1578 high-quality sites with at least a 95% posterior probability of being variable. Among these SNPs, 1250 were found in historic specimens and 1277 in modern specimens, meaning that the number of segregating sites has remained fairly constant in YNP T. alpinus over the past century.
Comparison of the SFS for the temporal T. alpinus populations suggests minimal changes in allele frequencies over the period of climate change. Accordingly, the 2D-SFS showed a strong correlation between the modern and historic population allele frequency distributions (Fig. 3) . This is reflected in the low global F ST (0.023) between the two time period populations. The genome-wide per-site nucleotide diversity (p) (Fig. 4) and Tajima's D for the historic population were 1.409e-04 and À0.026, respectively; while for the modern population, per-site p and Tajima's D were 1.293e-04 and 0.0487. This result clearly indicates that there was minimal change in genomic diversity for these sampled populations from two time points spanning 90 years (~90 generations). In general, observable changes in allele frequencies and reduced genetic diversity require that the number of generations during which a population experiences a reduced population size (t) should not be much smaller than the effective size of the reduced population. The expected ratio of heterozygosity for a population of size N b before a bottleneck to a population of size N a t generations after a bottleneck is e Àt/Na ((e t/Na À1)N a +N b )/N b . So if t/N a is small (say <0.1), the bottleneck has very little effect on genetic diversity.
Using seven microsatellite loci, Rubidge et al. (2012) surveyed 88 historic and 146 modern T. alpinus specimens and also found no change in heterozygosity in YNP temporal populations over the past century. However, they did find a significant decrease in allelic richness in modern samples. This result may not be surprising because rare alleles are lost at a greater rate than that at which heterozygosity declines after a bottleneck (e.g. Nei et al. 1975; Roderick & Navajas 2003) . In this study, we targeted a much smaller sample size (20 individuals in each era) and found approximately the same distribution of allele frequencies in historic and modern samples (similar values of Tajima's D). The discrepancy between the two studies may be explained in terms of differences in sampling as we may lack power to identify rare alleles with our relatively smaller sample sizes.
We annotated and classified SNPs based on whether they are coding (synonymous and nonsynonymous) or noncoding (untranslated regions (UTRs), introns). Assuming that nonsynonymous mutations tend to be more deleterious than synonymous substitutions, it is expected that Θnon-syn/Θsyn would increase in populations that undergo a size reduction because the effect of drift would overcome that of purifying selection. Thus, we might expect to see a greater Θnon-syn/Θsyn ratio in the modern population compared to the historic population of T. alpinus. However, we failed to detect such a signal; results showed that Θnon-syn/Θsyn was nearly identical for historic (0.976) and modern populations (0.986). This consistency also indicates that our data filtering pipelines worked effectively in terms of eliminating potential errors from the data sets. Our results suggest that if the T. alpinus population size is declining, the decline has not lasted long enough to leave a discernible genetic signal.
The PCA (Fig. 5A ) based on genotypic covariance showed that historic individuals were more genetically similar to each other than modern individuals, indicating increased genetic structure within the modern population. This result may be due to reduced gene flow among increasingly isolated modern T. alpinus subpopulations, in contrast to more widespread historic gene flow. The signal of genetic heterogeneity in modern specimens was mostly driven by individuals collected from a few geographically close localities near the Vogelsang, Evelyn and Fletcher lakes (Fig. 5B) . Individuals sampled from the remaining localities formed one genetic group. This pattern was concordant with Structure results: there was no population subdivision detected in historic specimens, while three genetic clusters (K = 3; Evanno et al. 2005) were identified in modern samples. Targeting a much larger sample size, Rubidge et al. (2012) used seven microsatellite loci and detected more (K = 4) genetic structure in modern T. alpinus. Thus, our results generally agree with Rubidge et al. (2012) in terms of finding increased population genetic structure in modern T. alpinus. The lack of resolution in the clustering analysis is most likely caused by our relatively modest population-level sampling because our current study is focused primarily on demonstrating the feasibility of generating high-quality population genomic data from historic museum specimens. It was believed that the extinction of individuals inhabiting lower elevations could have caused the disruption of genetic connectivity among higher elevation localities, and was therefore responsible for increased genetic structure in modern T. alpinus (Rubidge et al. 2012 ).
Conclusions
For this study, we designed a robust experimental, bioinformatic and statistical framework for population genomic studies of museum specimens. Specifically, we demonstrated the feasibility of enriching high-quality, genome-wide nuclear markers and SNP calling from sequence data derived from museum historic skins. Moreover, this proof-of-concept experiment was conducted on a species group for which no independent high-quality genomic resources exist.
Our approach is likely to be useful across a very broad range of evolutionary and ecological questions. A large number of museum specimens represent the past and recent genetic diversity of small, declining or extinct populations, making them especially valuable because collecting new material is consequently difficult or impossible. Paradoxically, the extensive, random fragmentation that makes DNA from museum skins a poor template for PCR is a boon for short-read parallel sequencing. That said, there remain significant bioinformatic challenges for the analyses of historic DNA. We observed substantial base misincorporations in DNA derived from century-old museum skins and developed pipelines for data filtration at different levels (individuals, contigs, sites), which addresses postmortem damages. Low-medium coverage sequence data will be common in cost-effective, population genomic study designs that use NGS. To account for the genotyping uncertainties associated with such data, we integrated a recently developed Bayesian SNP calling framework based on joint information from all individuals in a sample, which is expected to be more powerful than variant calling based on single individuals .
Transcriptome-based, multiplexed, exon capture is a fast and cost-effective approach for gathering thousands of nuclear loci derived from museum specimens that lack a pre-existing reference genome. This opens the door to population-level, genomic comparisons for diverse taxa in museum collections. Furthermore, the initial development of genome resources does not rely on historic specimens. Rather, this approach produces a high-quality transcriptome reference by using only one modern specimen and then uses exon capture to enrich homologous genes from historic specimens by DNA hybridization. Moreover, because this method works at modest phylogenetic scales (Bi et al. 2012; Jin et al. 2012) , if the species of interest is extinct or cannot be sampled in modern times, genetically close relatives can be used to design the capture array.
There are a few alternative approaches that might suffice to generate an initial reference when transcriptome sequencing is not feasible and moderately divergent genomic references are not available. Although it remains unclear how robust hybridization-based captures are across deeper evolutionary divergences, it is likely that more divergent genome references could be used to generate an initial capture experiment where one or a few individuals are captured and sequenced to high coverage. A second, species-specific capture could then be designed from the subset of regions that are successfully recovered. Alternatively, probes could also be designed using shotgun genomic NGS data from one individual, which would rely on assembled genome scaffolds and direct alignment of the sequence reads to the exome of the most closely related species with an available genome reference. The experiments described in the present study were carried out using array-based exon capture. It is worth noting that in solution-based methods, utilizing longer probes will likely be more costeffective for targeting large genomic regions and large sample sizes and is more likely to provide sufficient enrichment from divergent references or poorly preserved DNA typical of museum skins.
All of these capture-based approaches are likely to cost more and require greater initial experimental and bioinformatic investment than alternative reduced representation approaches on nonmodel organisms that rely upon restriction digests to enrich anonymous regions of the genome (i.e. RAD-seq and related approaches; Baird et al. 2008) . However, RAD-seq is poorly suited for use on limited or highly degraded DNA sources (Etter et al. 2011) , precluding its broad application to historic museum samples. Moreover, transcriptome-based exon capture offers a number of other decisive advantages over RAD-seq including greater experimental control, lower experimental variance among loci and samples, some a priori knowledge of target function and the ability to explicitly partition different site classes in population genetic analyses (e.g. synonymous and nonsynonymous positions).
One of the keys to museum population genomic applications is to ensure similar sequencing coverage among historic and modern specimens. Uneven coverage among specimens adds difficulty to the statistical analyses that could lead to biases if the variance in coverage and errors are not modelled accurately. Many current methods are designed to accommodate this issue (e.g. ANGSD) but could fail if the error structure is not modelled accurately. In this regard, we recommend that researchers always aim for a balanced design including managing enrichment PCR and equimolar pooling of precapture libraries to ensure similar coverage among historic and modern specimens.
We demonstrated that we were able to use the methods herein described to obtain biologically meaningful results. The population genomic analyses of early 20th-century museum historic skins and contemporary specimens of alpine chipmunks (Tamias alpinus) showed that there was no major change in overall genetic diversity over the time period examined. However, we observed increased population genetic structure within the modern period, which is likely a consequence of reduced gene flow among patchy subpopulations due to climate change-induced range contraction. Future research will focus on larger specimen sample and genetic target sizes for T. alpinus and will compare subsequent findings to those from populations that have remained stable during climate change to understand its demographic and evolutionary consequences for wildlife populations. The first three principle components (PCs) are shown and cumulatively explain 10.58% of the total genetic variance (3.72%, 3.50% and 3.36% for PCs 1, 2 and 3, respectively): the proportion of the genetic variance explained by the PCs is shown in the inset barplot at the bottom, where each bar is a PC and the y-axis is the proportion of variance explained (the first three PCs are coloured). Each sphere in the PCA plot represents an individual specimen. Nonblue spheres are modern specimens, and blue spheres are historic specimens. The corresponding 2D-PCA plots (PC1 vs. PC2, PC1 vs. PC3 and PC2 vs. PC3) are shown in Fig. S4 (Supporting information) . The barplots at the top are Bayesian clustering results for historic (K = 2, left) and modern (K = 3, right) T. alpinus generated by the program STRUCTURE. Each individual specimen is represented by a horizontal line partitioned into coloured segments that indicate the cluster membership. Spheres labelled at the bottom of the plots correspond to those from the PCA plot. (B) Each point on the Yosemite map corresponds to an individual T. alpinus sample, and the colour represents the relative contributions from the first three PCs (red, green and blue) shown in the inset barplot. Specimens collected from Vogelsang, Evelyn and Fletcher lakes (shown as yellow and blue members in the STRUCTURE plot above for modern specimens) are indicated with an arrow.
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