Abstract. The OH(6±2) band was monitored during 1990 at Davis, Antarctica 68X6 S, 78.0 E using a CzernyTurner scanning spectrometer. Spectra obtained with a 0.15-nm bandwidth and wavelength steps of 0.005 nm have been recorded in an attempt to isolate auroral features. This has enabled detailed study of weak features in the region k837X5À 855X5 nm. These weak features can contribute to the apparent intensity of Pbranch lines and to the background. Their presence is allowed for in our calculation of rotational temperature, but the P 1 3 line is excluded because of signi®cant contamination. An average temperature of 221 AE 2 K is obtained from a selected data set of 104 spectra. The mid-winter average temperature, for the months of May, June and July, is 224 AE 2 K, which is consistent with the 1986 CIRA model values for mid-winter at this height and latitude, but this result is dependent on the choice of transition probabilities. Preliminary assessments of seasonal and diurnal variations in rotational temperature and intensity are presented.
Introduction
Hydroxyl (OH) emissions are used extensively for studies of the upper mesosphere (e.g. Oermann and Gerndt, 1990; Sivjee, 1992) . The emission originates from a layer near 87 km with a mean thickness of 8 km (Baker and Stair, 1988) . The atmospheric emission has a number of bands, and by comparing the intensity of two or more lines within one branch of a band, the rotational temperature of the molecule can be determined. By assuming that excited OH molecules are in thermal equilibrium with the atmosphere, this rotational temperature can be interpreted as kinetic atmospheric temperature.
OH-band intensity measurements have been made for various studies, mostly of wave activity in the mesosphere (e.g. Elphinstone et al., 1988; Myrabo and Harang, 1988; Hecht et al., 1987) . Wave activity can be seen in both temperature and intensity variations. OH rotational temperature measurements have been made at a number of northern polar observatories (e.g. Myrabo, 1984 Myrabo, , 1986 Oermann et al., 1987; Sivjee and Hamwey, 1987; Lowe et al., 1991) . These measurements have been compared to models (Oermann et al., 1987; Oermann and Gerndt, 1990) . Taylor et al. (1995) recorded a substantial number of OH temperatures less than 154 AE 2 K on nights when noctilucent clouds were seen above the spectrometer observatory and very few measurements less than this value when no clouds were present. Variations in the distribution of polar mesospheric clouds (Olivero and Thomas, 1986) and polar mesospheric summer echoes (Balsley et al., 1995) suggest signi®cant dierences in upper mesosphere/mesopause temperatures between northern and southern polar latitudes.
Observations are available from fewer southernthan northern-hemisphere sites. Recent southern-hemisphere observations have been reviewed by Scheer (1995) . Takahashi et al. (1984 Takahashi et al. ( , 1986 ) obtained measurements at southern equatorial latitudes; Armstrong (1975 Armstrong ( , 1982 , Scheer and Reisin (1990) and Hobbs et al. (1996) at southern mid-latitudes; and Williams (1996) , Sivjee and Walterscheid (1994) and Stubbs et al. (1983) at Antarctic stations. Hobbs et al. (1996) and Williams (1996) used the same instrument as this study, though analysis techniques are dierent. Stubbs et al. (1983) used a six-channel photometer at Mawson, Antarctica 67X6 SY 62X9 E, and reported anomalously low temperatures (a mean of 160±170 K during winter). We suspect that this is because of inadequate accounting of auroral contamination of the (8±3)P 1 (2) line and an overestimation of the background intensity. Both of these factors would act to lower temperature estimates. Sivjee and Walterscheid (1994) observed the OH(3±1) band to determine tidal oscillations at the South Pole Station.
The primary aim of this experiment is to establish and maintain a long-term record of OH temperatures from an Antarctic station for climate-change studies. Decreases in temperature and increases in water vapour in the upper-mesosphere/mesopause region are expected to occur with increases in carbon dioxide and methane in the lower atmosphere (Thomas, 1996) . Recent observations of noctilucent clouds and the thermal structure of the Arctic mesopause have been made by LuÈ bken et al. (1996) . The temperature measurements reported were made with falling spheres and were used to show, in comparison with historical measurements, that the lower edge of noctilucent clouds have formed at the same height (82 km) and at the same temperature 150 AE 2 K for the last three decades. Other rocket-borne temperature measurements in the mesosphere and lower-thermosphere region have been compared with sodium lidar temperature measurements by LuÈ bken and von Zahn (1989) . Ground-based techniques, most suitable for long-term studies, include: Rayleigh lidar in the mesosphere (e.g. Keckhut et al., 1995) , sodium lidars in the uppermesosphere/lower-thermosphere region (e.g. LuÈ bken and von Zahn, 1991; Bills et al., 1991) , and passive observations of optical emissions in which measurements can be made of either the kinetic temperature using high-resolution Fabry-Perot spectrometers (e.g. Greet, 1997) or the rotational temperature from molecular band structure using a variety of lowerresolution instruments (e.g. Sivjee, 1992) . With current technology the simplest and most reliable form of monitoring long-term mesospheric temperature changes from a remote and isolated Antarctic station is with a passive technique. As OH rotational temperatures have been recorded at Davis for a number of years this technique is being assessed for long-term studies.
For OH rotational temperature measurements to record long-term temperature trends of several degrees over a number of years, careful calibration and analysis is required to ensure that long-term variation in an instrumental parameter or other small spectral feature is not in¯uencing derived temperatures. In this paper we identify ®ne detail in the spectra, explore possible sources of uncertainty in the temperature analysis and present initial results from one year's data. The experiment is part of a suite of instruments, including a medium-frequency, spaced-antennae radar, airglow imager and photometers, at Davis, Antarctica 68X6
SY 78X0 E which together will be used in comprehensive middle-atmosphere studies (Morris et al., 1995) .
Instrumentation
A Czerny-Turner scanning spectrometer (CZT) has been run for a number of years at Davis. The data presented here were collected in 1990. During this period of operation the spectrometer had a 6 ®eld of view and the optical axis elevated 30 above the SE horizon (azimuth 130 E), away from the most aurorally active region of the sky. The OH-emission region monitored is 18 km in a NE-SW direction by 37 km in a NW-SE direction, centred at 69X4 S, 80X9 E. An instrument bandwidth of 0.15 nm was achieved with the curved entrance and exit slits opened to 250 lm in width and 50 mm in height. This permitted signi®cant transmission of the OH-emission lines while still providing enough resolution to identify auroral and satellite features. This slit width is inadequate to resolve the K-doubling of OH lines. A cooled GaAs photomultiplier tube was used for photon detection. The CZT was operated in 1990 without an appropriate higher-order blocking ®lter.
The instrument response is determined using a quartz-halogen lamp which was measured nine times, ®ve scans on each occasion, during 1990. The lamp has remained with the CZT and was calibrated by reference to a lamp of known spectral irradiance in 1996. To obtain the instrument spectral calibration it is assumed that the 1996 calibration measures the lamp's spectral shape for 1990. Although there are 6 years between instrument and lamp calibration, the lamp has been sparingly used and is operated well below its current rating. A single instrument response is used for the 1990 data.
To characterize the instrument function and the intensity and location of Rowland ghosts from this CZT, a frequency-stabilized laser at k632X82 nm was used to illuminate the optical system. This yielded a triangular instrument function and revealed Rowland ghosts displaced 0.275 and 0.535 nm from the primary peak. The magnitudes of these ghosts are 0.45% and 0.13% of the primary peak, respectively. An Argon doublet, within the OH(6±2) band, revealed ghosts at 0.335 and 0.695 nm from the primary peaks. The instrument function may vary between observing campaigns, or from year to year, if the optical alignment is modi®ed.
Spectra were generally accumulations of ®ve sequential scans, with photon counts in each scan made at 0.1-s dwell and 0.005-nm intervals. Each spectrum, which took of the order of an hour to acquire, covers the k837X5Àk856X0-nm range. Major emission features of this spectral region are shown in Fig. 1 . Approximately half the time is spent stepping the CZT between acquisitions and repositioning for sequential scans. A six-®lter photometer (Stubbs et al., 1983) was operated in conjunction with the CZT for part of 1990. The ®lter photometer sampled the OH(6±2) P 1 2 line every 150 s. Coincident photometric and CZT observations are useful in determining the eect of long acquisition times on the temperature estimates.
Data
Data acquisition is limited by day length at Davis. During 1990, data were collected over the interval from day of year (DOY) 90 to DOY 270 (31 March±27 September). This observing period was further split into campaigns centred on new moon periods.
A principal reference data set consists of 104 spectra for which: clear skies were recorded (visual observation), the sun was more than 18 below the horizon, the moon was below the horizon, and the aurorally sensitive OI line at k844X6 nm was less intense than the OH(6±2) P 1 3 emission. This data set contains the best spectra for the CZT operating mode adopted in 1990. An expanded data set, of 277 spectra, was selected by incorporating criteria chosen near the upper limit of the range of values in the principal data set. The selection criteria for the expanded data set are:
That the sun was more than 18 below the horizon. That a linear ®t across ®ve background regions, identi®ed by the black bands below the spectra in Fig. 1 , has a slope of less than 0.6 counts s À1 nm
À1
(This amounts to a maximum dierence between P 1 2 and P 1 5 due to a slope in the background of 6 counts s À1 and compares with an average peak signal for P 1 3 in the principal data set of 385 counts s À1 ); this criteria removes extreme moon and variable cloud in¯uences. That the uncertainty in the temperature estimate due to counting statistics is less than 7 K; this eliminates spectra with signi®cantly reduced intensities due to cloud cover. That the weighted standard deviation of the temperature, as calculated from dierent line pair ratios, is less than 10 K.
That OIaP 1 3`2; this criteria eliminates extreme auroral in¯uences.
Identi®cation of weak spectral features
Minor features in the spectra are from three main sources: aurorae, Rowland ghosts (Longhurst, 1957) and minor OH-band emissions. Such features may contaminate the major lines used for rotational temperature measurements and background regions which must be subtracted when determining the intensity of each line. Knowledge of minor features facilitates the selection of appropriate lines and background regions to minimize the spectral region scanned. Also, the instrument function may be optimized by increasing the instrument function width while minimizing contamination from known minor features. The possibility of auroral contamination is very high in Davis spectra. Rejection of all aurorally contaminated spectra, as has been done by others (e.g. Myrabo et al., 1987; Cogger et al., 1988) , is not desirable, and thus a study of auroral detail is necessary. Table 1 gives wavelengths and K-doubling for the major P 1 lines in the OH(6±2) spectra and nearby minor features, calculated from term energies given by Coxon (1980) and Coxon and Foster (1982) .
The last two columns in Table 1 compare measured intensities for the main and satellite lines with those calculated for a rotational temperature of 221 K. The transition probabilities of Turnbull and Lowe (1989) were used in calculating the intensities of the main branch lines. Goldman (1982) gives approximate transition probabilities for satellite lines relative to the Mies (1974) values for the main branch transitions. In estimating the transition probabilities for the satellite lines consistent with the Turnbull and Lowe values, it was assumed that the ratio of the satellite line to the main branch transition with the same upper state remained constant at the value given by Goldman.
A selection of spectra from the expanded data set were grouped into three sets based on the intensity of the aurorally sensitive OI k844X6 nm emission. The spectra in these three sets were averaged, using the P 1 3 line to align each spectrum, and smoothed. The smoothing is only included to make small features more easily visible in the ®gures. The smoothing has a minor eect on widths and relative magnitudes of lines. Temperature analysis and relative scaling of features is performed only on unsmoothed data. Each of the smoothed, averaged spectra have been scaled to give a P 1 3 count rate equivalent to an averaged principal spectrum 385 counts s À1 . Figure 2 shows spectral regions in the vicinity of the P 1 2, P 1 3, P 1 4 and P 1 5 lines in expanded form. Major lines in the region have been truncated at 16 counts s À1 , approximately 4% of the maximum intensity of the major P 1 branch lines which are labelled for clarity.
Aurorally sensitive background features are apparent in Fig. 2 . The major auroral features which directly in¯uence the OH(6±2) region are the N 2 Meinel (4±2) k827À878 nm band and the N 2 1PG(3±2) k818À861 nm band (Hecht et al., 1987; Viereck and Deehr, 1989) . Second-order lines from the auroral N 2 1NG(1±2) k419À424 nm and N 2 1NG(0±1) k422À 428 nm bands are also present. P 1 2 shows no evidence of contamination. Small features AE0X3 nm from the line are consistent with Rowland ghosts. Examination of a theoretical OH(6±2) spectrum shows that the Q 1 5 line, at k839X964 nm (K-doubling of 0X104 nm), is coincident with the P 1 2 line. P 1 3 shows three nearby features which are not aurorally sensitive and which are too strong to be solely due to ghosts. Originally, these were assigned to the OH(6±2) band features: Q 1 6, and the satellite lines R 12 2, R 12 3 and R 12 1. The lines R 12 2 and R 12 3 are not resolvable with our instrument. Temperature analysis also indicated that a further minor emission existed under the P 1 3 line. Subsequently, Osterbrock et al. (1997) proposed high-order OH(5±1) features in this region: OH(5±1) P 2 12 k842X7 nm and OH(5±1) P 1 12 k843X20 nm. Some of these minor OH features are signi®cantly broadened by K-doubling (see Table 1 ). The shape of the overlapped OH(6±2) R 12 (2 and 3) and OH(5±1) P 2 12 features and the OH(6±2) (b) . Wavenumbers, wavelengths, K-doubling and intensities compared with observed wavelengths and intensities for the principal data set from (a) main branch lines and (b) proposed identi®cations of minor non-aurorally dependent spectral features near the main branch lines. All lines are from the OH(6±2) band except those marked by y which are from the OH(5±1) band as identi®ed by Osterbrock et al. (1997) . R 12 1 feature are distorted by a superposed Rowland ghost from the P 1 3 line. Since the P 1 12 lines are unthermalized and the OH(5±1) intensity is unknown, a correction to the P 1 3 line is impossible, and therefore the P 1 3 line is not used for rotational temperature analysis.
P 1 4 has a small auroral contribution, principally from the N 2 1PG(3±2) band, superimposed on the Rowland ghosts. The Q 12 2 satellite emission is apparent approximately 1X0 nm from the P 1 4 line; see Fig. 2 . As auroral activity increases, a broader feature with a band head near the Q 12 2 emission becomes apparent. This is principally due to second-order transmission of N 2 1NG(1±2) band k419À424 nm. P 1 5 has an aurorally dependent, combined second order N 2 1NG(0±1) k422À428 nm, and ®rst-order N 2 1PG(3±2) feature under it. The aurorally sensitive sequence of alternating large and small background peaks, most readily apparent at wavelengths higher than the P 1 5 line, are principally due to second-order N 2 1NG(0±1). A minor feature 1.6 nm from P 1 5 is probably the Q 12 4 line at k852X06 nm. The OH(5±1) P 1 13 line would potentially be a problem if the instrument function were wider than its current value of 0.15 nm.
None of the lines listed in Table 1 suers signi®cantly from atmospheric absorption. The only absorber of consequence in the wavelength range covered is H 2 O. A maximum concentration of 10-mm precipitable water is estimated for the Antarctic coastal site of Davis. Using high-resolution telluric absorption spectra (HITRAN92; Rothman et al., 1992) and the technique described in Turnbull and Lowe (1983) , the lowest transmission calculated for the P 1 k lambda components listed is 99.98%. The lowest transmission for the 1 k lines is 99.9%, and for the satellite lines is 98.8%.
Rotational temperature analysis
Rotational temperatures are calculated from ratios of any two of the measured P 1 -branch lines corrected for instrument response (Meriwether, 1985) . The accuracy of temperatures derived from individual ratios is determined, taking into account relative line intensities, the sensitivity of each particular ratio to temperatures in the emission region, uncertainties in background estimates and contamination by minor emissions. Average temperatures and estimated uncertainties are derived for each of the six possible ratios. This approach is adopted to quantify the accuracy possible from individual line ratios and to determine if signi®cant contamination of line intensities remains. If a line intensity is signi®cantly mis-estimated, average temperatures derived from that ratio will be systematically dierent from temperatures derived from other ratios. For the Davis 1990 data this enables estimation of the average contribution of the unthermalized OH(5±1) P 1 12 emission to the measured P 1 3 intensity.
Temperatures are also calculated for each spectrum. These are weighted averages of the temperatures derived from the P 1 2aP 1 4, P 1 2aP 1 5 and P 1 4aP 1 5 ratios, described henceforth as the weighted temperature. This section discusses the eect of aurora, the Q 1 5 line, K-doubling and transition probabilities on temperature calculations, and how these eects may be allowed for. Values given in the following discussion and listed in Table 2 are for the principal data set.
Auroral contamination was estimated from theoretical spectra programs provided by Gattinger (personal communication). Theoretical spectra of the N 2 Meinel bands (principally 4±2), N 2 1PG (principally 3±2) and N 2 1NG (0±1 and 1±2) were calculated for a range of emission temperatures, convolved with an instrument response function, summed and ®tted to the most aurorally active' average spectrum. A temperature of 500 K for the auroral N 2 emission region gave the best ®t. A comparison of theoretical and measured auroral contributions in the vicinity of the major lines is shown in Fig. 3 .
The combined theoretical auroral spectrum was used to relate the sum under three N 2 auroral features, at k851X9, k852X4 and k853X0 nm, to auroral contributions under the major P 1 -branch lines. The sum of these three auroral features in each spectrum is used to calculate an auroral contribution, k , to subtract from the OH(6±2) intensity measurements, P 1 k. In Table 2 , column A, the average auroral corrections for the individual ratios are listed. Allowing for auroral corrections reduces the average temperature by 2 K. Use of an appropriate order separating ®lter would obviate the need to allow for N 2 1NG contamination. The estimated corrections for direct N 2 1PG and N 2 Meinel band auroral contamination, scaled to an OIaP 1 3 ratio of 1.0, are Table 2 . Temperature corrections for individual ratios and the`weighted' temperature correction (see text) for the principal data set from: (A) total auroral correction for principal data set; (B) auroral corrections for ®rst-order contaminations, scaled to OI/P 1 (3) = 1.0; (C) KAdoubling; (D) Q 1 (5) under P 1 (2); (E) Mies (1974) transition probabilities; (F) Langho et al. (1986) transition probabilities. listed in column B of Table 2 . The principal data set has an average OIaP 1 3 ratio of 0.28. The auroral intensity of the OI line is only weakly correlated with the N 2 auroral emissions, but it is the most intense aurorally in¯uenced feature in the OH(6±2) spectral range. The ®ve background regions marked in Fig.1 all have minor contaminations. The background for each line was estimated as a fraction of nearby background regions. The fractions were chosen by examination of the average of the principal spectra. The uncertainty in the background for all lines in an individual spectrum, e , is estimated to be ra n p , where r is the standard deviation of the n sample points in the background region k840X43À840X88 nm (the lowest wavelength background region in Fig. 1) .
The emission line intensity was determined by summing counts over x wavelength increments centred on the P 1 -branch line, and subtracting a background, k , (which includes a contribution of photomultiplier dark counts) and an estimated auroral contribution, k . The uncertainty in the auroral correction was estimated as half the auroral contamination of each line. Increasing the number of wavelength increments summed changes the relative error in the intensity measurements, which is calculated as
g i is the total number of counts at sample i. The value of x for which the relative error is minimized varies for each line in the spectrum, but for our data 51 0X25 nm is a reasonable value. To make an accurate temperature estimate, each component of the K-doubled lines has to be summed over the same width. Because K-doubling is not resolved in our spectra, we chose to sum over a ®xed width of 0.25 nm for all lines and allow for K-doubling using a factor calculated assuming a triangular instrument function of 0.15 nm fwhm. The K-doubling corrections for each ratio are listed in Table 2 , column C. If K-doubling were not accounted for in the analysis, measured temperatures would decrease by 2 K.
The percentage contribution of Q 1 5 to P 1 2 varies with temperature. Theoretically, assuming that the Q 1 5 line is thermalized, the ratio of the Q 1 5 intensity to the P 1 2 intensity amounts to 0.6% at 150 K, 1.7% at 200 K and 3.1% at 250 K. Pendleton et al. (1993) shows that the upper state of Q 1 5 has a small nonthermal component. The deviation from thermalization would not exceed 10% . This would make less than a 1-K temperature variation. When using the P 1 2 line to calculate rotational temperature, we allow for contamination by Q 1 5. The magnitude of Q 1 5 with respect to P 1 2 is calculated by iteration of the weighted temperature. Allowing for the Q 1 5 contribution altered the temperatures of the ratios by the amount shown in Table 2 , column D. The weighted temperatures increased by an average of 2 K.
Columns E and F show how temperatures would have diered had the transition probabilities of Mies (1974) and Langho et al. (1986) been used.
Results
The mean temperature for each of the ratios for the principal data set (104 spectra) is listed in Table 3 , column A. The average weighted temperature is 221 K. Mean temperatures for individual ratios range from 218 to 231 K with the mean temperature for P 1 2aP 1 3 being some 8 K higher than for any other ratio. The standard deviation of the weighted temperatures is 10 K and the standard error is 1 K. The standard deviation and standard error for each of the ratios are listed in Table 3 , columns B and C.
A relative`counting' error for each ratio in each spectrum is calculated, ik 2 il 2 q . The average relative counting error for each ratio, converted to a temperature error, is listed in Table 3 , column D. The weighting factors for the contribution of P 1 2aP 1 4, P 1 2aP 1 5 and P 1 4aP 1 5 temperatures to the weighted temperature are calculated inversely as the square of these temperature errors, determined separately for each spectrum. Average weighting factors are 0.32, 0.57 and 0.12, respectively. The average counting error for the temperatures of the principal spectra is 4 K. Errors calculated in this manner are lower limits for the error of each ratio. There is at least that degree of uncertainty inherent in the photons counted, the background estimate and possible auroral contamination. Table 3 . Average temperatures and uncertainty estimates for individual ratios and the weighted temperature (see text) for the principal data set. (A) average temperatures; (B) standard deviation; (C) standard error in mean; (D) average`counting error' for individual spectra; (E) standard deviation of`sampling errors'; (F) mean`sampling error'; (G) instrument correction uncertainty; (H) average error in individual spectra; (I) estimated error in the average temperatures.
`Counting' errors do not include any estimate for variation in the intensity or temperature of the emitting region during the acquisition time of almost 1 h. Coincident CZT and photometric P 1 2 observations existed for 131 spectra of the expanded data set. Assuming that the emitting region temperature was constant (220 K), a variation in the photometer measured P 1 2 intensity at the time the CZT scanned the major lines can be converted to an equivalent temperature error in the appropriate ratios. The standard deviation of the temperature errors for each ratio is listed in Table 3 , column E. By this method, an average error of 7 K can be associated with the time taken to acquire the spectra collected at Davis in 1990. The mean temperature dierence for the 131 spectra is only À1 K. The average dierence, or mean`sampling error', for each of the ratios, estimated as equivalent to that for the 131 spectra, is listed in Table 3 , column F.
It has been reported that the OH intensity decreases after sunset, although this eect varies between the southern and northern hemisphere (Lowe et al., 1996) . It is thought to be at least partially linked to tidal variations, in which case signi®cant latitudinal variation would be expected. The average temperature dierence for those spectra recorded prior to local midnight was À1X3 K, and for those after local midnight was À0X4 K.
The same instrument correction is applied to all spectra. An uncertainty in this correction is calculated from the variability in the calibration scans used in determining the correction. These are listed in Table 3 , column G. An uncertainty of 2 K is associated with the instrument calibration.
The average error for individual spectra is estimated as the square root of the sum of the squares of the independent error estimates:`counting' errors (Table 3 , column D),`sampling' errors (Table 3 , column E) and the uncertainty in the instrument correction (Table 3 , column G). Uncertainties in the auroral corrections are insigni®cant for individual spectra. The average error for individual spectra amounts to 8 K for the weighted temperature and is listed for all ratios in Table 3 , column H.
The uncertainty in the average temperatures is estimated as the square root of the sum of the squares of: the standard error in the mean of the temperatures derived from the spectra ( Table 2 , column C), the uncertainty in the instrument correction (Table 3 , column G), the mean error in the time taken to acquire a spectrum (Table 3 , column F) and an estimated auroral correction uncertainty ( half the average correction; Table 2 , column D). For the average of the weighted temperatures this amounts to 2 K, and is listed for all ratios in Table 3 , column I.
The average temperatures of the individual ratios (Table 3 , column A) provide con®rmation that P 1 3 is overestimated. The P 1 (2)/P 1 (3) average temperature is signi®cantly high. The average P 1 3aP 1 4 and P 1 3aP 1 5 temperatures are low, but not signi®cantly so. A comparison of the average P 1 2aP 1 3 temperature with the independently derived average weighted temperature is consistent with a minor emission feature, believed to be OH(5±1) P 1 12 (Osterbrock et al., 1997) , of magnitude 1.8% under the P 1 3 line. The discrepancy in the P 1 2aP 1 3 ratio mean temperature is not consistent with non-thermalization of the Q 1 5 emission, blended with P 1 2. Non-thermalization of the Q 1 5 emission would result in a lower average temperature for the P 1 2aP 1 3 ratio. Similarly, non-thermalization of Q 1 5 would imply a low P 1 2aP 1 4 mean temperature. This is not supported by the results. This is consistent with the observation that Q 1 4 is thermalized to the limit of the intensity uncertainty of these spectra.
Mean temperatures derived from ratios that include the P 1 (5) line provide no evidence for non-thermalization of this line. Non-thermalization of P 1 5 would be re¯ected in high average temperatures for ratios involving this line. This con®rms the results of Pendleton et al. (1993) .
The maximum weighted counting error for the principal data set (104 spectra) is 7 K. The maximum weighted standard deviation (a weighted comparison of the P 1 2aP 1 4, P 1 2aP 1 5 and P 1 4aP 1 5 ratios to the weighted temperature) is 10 K. The expanded data set, 277 spectra, excludes spectra for which these values exceeded 7 and 10 K, respectively, and relaxes the auroral limitation criteria to OIaP 1 3`2X0. Temperatures and uncertainties are listed in Table 4 . The average weighted temperature is 221 K. The average OIaP 1 3 ratio is 0.49. Comparing the average temperature of the P 1 2aP 1 3 ratio with the average weighted temperature, the magnitude of the contamination under P 1 3 is 1.1% (cf. 1.8% for the principal data set). The conclusions drawn from the principal data set are consistent with the expanded data set. Table 4 . Average temperatures and uncertainty estimates for individual ratios and the weighted temperature (see text) for the expanded data set (see text, 277 spectra): (A) average temperatures; (B) standard deviation; (C) standard error in the mean; (D) average`counting' error for individual spectra; (E) average auroral correction; (F) average error in individual spectra; (G) estimated error in average temperatures. Figure 4 shows the seasonal variation of the weighted temperatures of the spectra in the expanded data set. Errors plotted are the maximum of the weighted standard deviation and the weighted average counting error. Generally, the weighted standard deviation is larger, but as this value may be fortuitously low, we have set the weighted counting error as a minimum error. Signi®cant variability is seen in the data, as would be expected from wave and tidal activity. This variability is larger in the three mid-winter observing campaigns.
Also plotted in Fig. 4 are CIRA 1986 model temperatures for 70 S and altitudes 86.3 km and 87.7 km (Fleming et al., 1990) . OH rotational temperatures from Davis are consistent with reported northernhemisphere polar observations of an extended, warm, upper-mesosphere/mesopause winter period (LuÈ bken and von Zahn, 1991) . This is not re¯ected in the CIRA 1986 model (LuÈ bken and von Zahn, 1991) . The Davis data presented are almost all con®ned to the winter period, although the ®rst and last campaigns show some decrease in temperature. The mean of the weighted temperatures for the whole of the extended data set is 221 AE 2 K. Means for each new moon campaign period are given in Table 5 .
Given the uncertainty in the published OH(6±2) transition probabilities (cf. Turnbull and Lowe, 1989; our (LuÈ bken and von Zahn, 1991; Labitzke and Chanin, 1988; Sahai et al., 1996) of at least 20 K between solar maximum and minimum. 1990 was a year of high solar activity, while the Longyearbyen average (Myrabo, 1986) comes from four winters, 1980±1985, which include years of low solar activity. Williams (1996) reports 1987 Davis winter average temperatures, using the OH(8±3) emission, of 205 AE 5 K. This was obtained using Langho transition probabilities and no instrument response corrections were made. We are reanalysing this data set.
An attempt was made to determine a diurnal temperature variation. Temperatures were plotted against time and solar zenith angle, for the principal and expanded data sets, and for two-to three-week newmoon campaign intervals. None of these plots, over the strictly limited hours of observations in dark skies, revealed any signi®cant diurnal temperature variation. We have not tried to extract tidal, planetary or gravitywave periodicities from these data.
The summed relative intensity estimates of (6±2) P 1 2, P 1 3, P 1 4 and P 1 5 lines are plotted against day of year in Fig. 5 and against hours (UT) in Fig. 6 . Only data from the principal data set are plotted. The sum of the P 1 2, P 1 3, P 1 4 and P 1 5 lines is 33% of the whole (6±2) band, for temperatures in the range 215± 230 K. As for the temperature measurements, large variability is seen particularly in mid-to-late winter, suggestive of strong wave activity. Although the variability makes trend determinations dicult, there is a suggestion in Fig. 6 . of a trend towards lower intensities through the night. In Fig. 5 there is a suggestion of a mid-winter minimum in intensity, with peaks in intensity occuring near the equinoxes. This is similar to the trend predicted by Le Texier et al. (1987) , for the OH(5±3) band at high latitudes. 
Discussion
We have looked in detail at deriving temperatures from the OH(6±2) band and have noted a number of weak spectral features in the vicinity of the P 1 -branch lines which, if not correctly allowed for, will in¯uence derived temperatures. The resolution of our spectra and the technique of summing only over 0.25 nm centred on the line peaks, enables us to reduce the allowance necessary for Q 1 5 contamination of the P 1 2 line. Not all of both components of the K-doubled Q 1 5 line fall inside our P 1 2 spectral interval. Lower-resolution spectrometers, ®lter photometers and OH imaging systems will not be able to avoid most of the in¯uence of the entire Q 1 5 emission on the P 1 2 line. For such instruments, not allowing for the Q 1 5 in¯uence will reduce the P 1 2aP 1 3 ratio temperature by some 10 K, P 1 2a P 1 4 by 4 K and P 1 2aP 1 5 by 3 K, for a rotational temperature of the order of 220 K. The centre of the Q 1 6 line is some 0.70 nm below the P 1 3 line, but its large K-doubling of 0.19 nm needs to be considered. It is also important to avoid the regions of these features for background determinations. If all the identi®ed features in the vicinity of the P 1 (3) line were incorporated in the intensity of this line, considerable error may result. At 220 K the P 1 3 intensity would be overestimated by some 7%, including an estimated average contribution from OH(5±1) P 1 12 of 1.5%, resulting in an increase in the P 1 2aP 1 3 derived temperature by 41 K, and a reduction in the P 1 3aP 1 4 and P 1 3aP 1 5 temperatures by some 22 and 10 K, respectively. Q 1 5 on P 1 2 and Q 1 6, R 12 (1, 2, and 3), OH(5±1) P 1 12, on P 1 3 alter the P 1 2aP 1 3 ratio in opposite senses, but in combination they result in a 2 K increase. The unthermalized OH(5± 1) P 1 12 contamination makes the OH(6±2) P 1 3 line unsuitable for absolute temperature measurements.
Average temperatures of the P 1 5 ratios provide evidence that this line is thermalized. We have no evidence that the Q 1 5 is not thermalized, but we measure Q 1 6 signi®cantly brighter 5 AE 1 times than its theoretical thermalised intensity.
Uncertainty in the appropriate transition probabilities does not preclude determination of climate change if consistent values are used. Excluding this source of error, the Davis spectra from 1990, which are accumulated over a 1 h interval, yield an average temperature uncertainty of 8 K (Table 3 , column H). Most of this uncertainty is attributable to the non-simultaneous observations of the lines. This is avoided in Fourier transform instruments (e.g. Steed and Baker, 1979) , or in CCD or photographic grating instruments. There is considerable scope for improving the time resolution/ accuracy of OH(6±2) rotational temperatures obtained from measurements with our CZT spectrometer. By concentrating on one ratio and associated background and auroral measurements, an acquisition time near the Brunt-VaÈ isaÈ laÈ period is possible.
Auroral in¯uences can be signi®cant and can generally be allowed for. It is, however, necessary to monitor an N 2 emission, rather than the brighter OI emission, for corrections to be made to temperature measurements.
The most signi®cant uncertainty in average temperature determinations which is dicult to reduce is the instrumental response calibration. For the Davis spectra from 1990 this amounts to about 2 K (Table 3 , column G). More calibrations and attention to temperature stability of the GaAs photomultiplier tube may reduce this uncertainty, but it will remain signi®cant. Solar cycle, seasonal, diurnal, tidal and planetaryscale variations must also be accounted for in seeking climate-change variations. These variations will be discussed when a larger data set is analysed. , lunar altitude`0 , no cloud, OI`P 1 3, 104 spectra) as a function of day of year, 1990. , lunar altitude`0 , no cloud, OI`P 1 3, 104 spectra) plotted as a function of time. The solid arrow indicates local solar midnight.
Conclusions
A Czerny-Turner scanning spectrometer has been used for detailed observations of the OH(6±2) Meinel band emissions with the intention of establishing a data base for monitoring climate change in the Antarctic upper mesosphere. Weak spectral features identi®ed include minor OH emission lines and auroral features. For the OH(6±2) band: the Q 1 5 line is coincident with the P 1 2 line; the Q 1 6, satellite lines R 12 (1, 2, and 3), and OH(5±1) P 1Y2 12 are within AE1 nm of the P 1 3 line; the satellite line Q 12 2 is within 1 nm of the P 1 4 line; and P 1 2aP 1 4 is the most favourable ratio, for temperatures near 220 K in the auroral region.
From OH(6±2) observations at Davis in 1990, the average of the weighted temperatures from three possible ratios from three lines in the band was 221 AE 2 K, using Turnbull and Lowe (1989) transition probabilities. The mid-winter average temperature is consistent with the 1986 CIRA mid-winter temperature, but this result is dependent on the choice of transition probabilities.
