We develop an algorithm to invert geophysical magnetic data to recover 3-D distributions of subsurface magnetic susceptibility when the bodies have complicated geometry and possibly high magnetic susceptibility. For the associated forward modelling problem, a full solution to Maxwell's equations for source-free magnetostatics is developed in the differential equation domain using a finite volume discretization. The earth region of interest is discretized into many prismatic cells, each with constant susceptibility. The resulting system of discrete equations is solved using an ILU-preconditioned Bi-Conjugate Gradient Stabilized (BiCGStab) algorithm. Formulations for total and secondary field computations are developed and tested against analytic solutions and against a solution in the integral equation domain. The finite volume forward modelling method forms the foundation for a subsequent inversion algorithm. The underdetermined inverse problem is solved as an unconstrained optimization problem and an objective function composed of data misfit and a regularization term is minimized using a Gauss-Newton search. At each iteration, the CGLS algorithm is used to solve for the search direction. The inversion code is tested on synthetic data from both geometrically simple and complicated bodies and on field survey data collected over a planted ferrous shipping container.
INTROD U C T I O N
In this paper we tackle the problem of inverting geophysical magnetic data that is collected above regions of high magnetic susceptibility. Section 1.1 introduces self-demagnetization effects associated with high magnetic susceptibility. Section 1.2 explains why, and demonstrates how, the standard approximate magnetic inversion approach can fail in the presence of high susceptibility. In Section 2 we formulate a forward solution to accurately model the response of general 3-D distributions of highly magnetic material. Discretization choices and accuracy concerns are discussed. Our magnetostatic problem is similar to the electrostatic DC resistivity problem and the saturated steady-state fluid flow problem. To invert we follow the common approach of Li & Oldenburg (1996) and a compendious discussion is given in Section 3. In Section 4, we provide a comprehensive treatment of important practical inversion aspects that arise for the high susceptibility magnetic inverse problem. The inversion code is tested on synthetic and field survey data in Section 5. To our knowledge, this study is the first to produce a working, practical solution to the high susceptibility magnetic inverse problem for general 3-D distributions.
Self-demagnetization effects
In the presence of an inducing magnetic field, H, the magnetization, M, acquired by a volume of magnetic material is M = χ H = χ (H 0 + H s ).
(
Here, χ is magnetic susceptibility, H 0 is the Earth's magnetic field (or geomagnetic field) and H s includes any anomalous fields associated with magnetic material in the region. In the interpretation of magnetic data from geophysical surveys it is often assumed that anomalous fields are negligible and the induced magnetization is M = χ H 0 . The direction of magnetization is then parallel to the Earth's field and the strength of magnetization is known if the susceptibility is provided. In most situations, this assumption is acceptable for susceptibilities of order 10 −2 SI and below. If susceptibilities become larger then the magnetic field at any location in the medium can be significantly affected by induced magnetization in neighbouring material. Locally, H can differ substantially from H 0 and the magnetization is significantly altered. H is reduced within the volume and the body has lower magnetization than expected. Hence, this phenomenon is often referred to as self-demagnetization. Clark & Emerson (1999) provides a good conceptual discussion of self-demagnetization through analogy to electrostatics.
Magnetic data collected over highly magnetic bodies (i.e. bodies with high susceptibility) contain significant self-demagnetization effects. Self-demagnetization causes magnetizations to rotate away from the external inducing field and causes the amplitude of the magnetic response to scale non-linearly with susceptibility. These effects are highly dependent on the shape of the susceptibility distribution and they complicate interpretation. Examples where self-demagnetization is important include (1) mineral exploration surveys over highly mineralized banded iron formations and nickel deposits, and (2) surveys for detection and discrimination of ferrous objects such as unexploded military ordnance (UXO). Current modelling methods that account for self-demagnetization effects are limited to simple bodies, such as ellipsoids, where the geometry of the body is represented by a few parameters.
Limits of an existing magnetostatics code
Neglecting the effects of self-demagnetization when inverting data from highly susceptible bodies can produce inaccurate results. To illustrate this we use the MAG3D algorithm, described in Li & Oldenburg (1996) and Li & Oldenburg (2003) , to invert synthetic data containing self-demagnetization effects. The data are computed 8 m above the centre of a prolate magnetic spheroid with a minor semi-axis of 3 m and an eccentricity (long to short axis ratio) of 3. The situation is pictured in Fig. 1 . The long axis of the spheroid is horizontal (zero dip angle) and oriented southwest to northeast (azimuthal angle 45
• east of north). The Earth's field is oriented with the same azimuthal angle but with dip angle 58.3
• (below horizontal). Two spheroid susceptibilities are used: one relatively low, 10 −3 , and the other relatively high, 10. The data, shown in Fig. 2 , are computed analytically as discussed in Kaufman (1992) .
Self-demagnetization effects are negligible for the lower susceptibility and the spheroid magnetizes in the direction of the inducing field, H 0 , regardless of the spheroid's orientation. This creates data similar to that of a dipole with moment directed parallel to H 0 . When larger susceptibilities are involved, self-demagnetization effects cause the spheroid's magnetization direction to rotate away from H 0 and towards the horizontal spheroid long axis (Clark & Emerson 1999) . Rotation of the magnetization towards the horizontal for the high susceptibility case causes a shift of the data peak towards the southwest (as evident from the profiles in Fig. 2) . A second important phenomenon is that the amplitude of the response of a spheroid scales non-linearly with susceptibility (Clark & Emerson 1999) . The 10 4 difference in χ translates non-linearly into a 2.25 × 10 3 Figure 1 . A schematic diagram of the magnetic spheroid introduced in Section 1.2. The view is a vertical cross-section along the long axis of the spheroid. The figure is not to scale. The magnetization vector shown is that acquired for a susceptibility of 10.
difference in data amplitude. This is shown explicitly through comparison of the scale factors used in Fig. 2(c) .
To invert the data in Fig. 2 , the earth region of interest is first divided into a grid of nc rectangular prismatic cells (nc for number of cells) with the jth cell having constant susceptibility χ j and constant magnetization M j . The MAG3D algorithm assumes M j = χ j H 0 ; M is then parallel to H 0 throughout the model and the resulting linear inverse problem is valid only for low susceptibilities. Before inverting these data, a small amount of Gaussian noise (about 2 per cent) is added to imitate noise found in field survey data.
Figs 3 and 4 show the recovered models from linear inversion of the data in Fig. 2 . Please note that all model grids used in this paper are identical in the x-and y-directions. Hence, to reduce clutter, we do not label both x-and y-axes when showing susceptibility models. Furthermore, axis units are in metres unless labelled otherwise. Fig. 5 shows the data predicted for the recovered models and the residuals between these and the observed data. The algorithm is able to fit the low susceptibility data adequately and recover a smooth representation of the spheroid. In contrast, in order to adequately fit the high susceptibility data, the inversion is forced to place large artefacts in the outer padding cells along with scattered susceptibility at the surface and the model recovered bears no resemblance to the synthetic model.
Inversions were performed with other orientations of the high susceptibility spheroid with respect to the orientation of H 0 . For situations in which the spheroid long axis is closely aligned with H 0 , linear inversion is able to recover an appropriately shaped central body. However, the susceptibility of this recovered body can be an order of magnitude or more too low because the linear solution cannot compensate for the reduction of the field inside the body. When the spheroid long axis is significantly rotated away from the direction of the inducing field, linear inversion is unsuccessful at recovering an appropriate representation of the spheroid (in both geometry and susceptibility value).
These simulations demonstrate the need for forward modelling and inversion algorithms that can account for self-demagnetization. In the following section, a full solution to Maxwell's equations for source-free magnetostatics is developed using a finite volume discretization (FVD). This forward modelling method forms the foundation for a subsequent inversion algorithm.
3-D MAG N E T O S TAT I C F O RWA R D M O D E L L I N G

Governing equations
Maxwell's equations for static fields with no source (i.e. no free currents) are
where H is the magnetic field strength (from now on referred to as the field) and B is the magnetic flux density (from now on referred to as the flux). From eq. (2b), H is curl-free and can, therefore, be expressed as the gradient of a scalar potential, φ:
The constitutive relation is valid for any magnetically isotropic, linear medium (i.e. µ is not dependent on direction or field strength). In eq. (4), µ is the magnetic permeability, related to susceptibility, χ, through
where µ 0 is the permeability of free space. Combining eqs (2a), (3) and (4) yields the common elliptic div-grad equation The governing equations for magnetostatics are essentially the same as those for the electrostatic DC resistivity problem (see Oldenburg & Li 1994) and for the groundwater hydrology problem of saturated steady-state fluid flow through porous media (see Marsily 1986) . Consequently, the equations have been well studied and numerical solutions can be generated from finite volume or finite element methods. We use the finite volume method described in Haber et al. (2000a) .
Finite volume discretization
A FVD of a partial differential equation (PDE) is a discretization of the integral weak form of the PDE (i.e. the integral of the PDE over volume). The equations used in the discretization are
B ·n = B pres on ∂ .
Eqs (7a) and (7b) apply within the volume of interest, . We prescribe the normal component of the flux, B·n, on the volume boundary, ∂ , as some values B pres . The 3-D volume to be modelled is divided into an orthogonal grid of nc rectangular prismatic cells, each with constant permeability µ j . The unknown potentials, φ j , are placed at cell centres. The unknown flux values, B l , are assigned to the centres of the cell faces and correspond to the fluxes through the faces. A single grid cell is shown in Fig. 6 . Carrying out the FVD of eqs (7a) and (7b) on the grid yields the matrix equations
Here, D and G are divergence and gradient operators, respectively; B is a vector containing the unknown flux values; φ is a vector containing the unknown scalar potentials; X is a diagonal matrix containing harmonically averaged permeability values on the cell faces; and q contains non-zero elements arising from fluxes prescribed on the grid boundary. Eqs (8a) and (8b) can be combined to give
Had we chosen to discretize
instead of the form in eq. (7b), we would have obtained matrix equations containing arithmetically averaged permeabilities on cell faces. Harmonic averaging must be used in order to satisfy to first order the physical interface condition requiring continuity of normal flux (Marsily 1986 ). The geomagnetic inducing flux, B 0 , is incorporated into the problem through the boundary conditions, which are used to close the discretization of the divergence eq. (7a). This results in the non-zero vector q.
Solving the system of equations
Eq. (9) can be written generically as
where m is a vector containing the model information (i.e. µ values for each grid cell). We solve for the vector φ in eq. (11) using the Bi-Conjugate Gradient Stabilized (BiCGStab) algorithm (Saad 1996) with an incomplete LU-decomposition (ILU) preconditioner to speed up convergence. The vector of unknown flux values, B, is calculated from φ using eq. (8b) and we interpolate to find the anomalous fluxes at specific survey locations within the grid.
Solution accuracy
The accuracy of the FVD solution is dependent on the cell sizes, h, and on the averaged permeability values, µ, and is O(µh 2 ) (Lelièvre 2003) . The accuracy in the fluxes is second order in h as expected from use of central differences in the discretization.
The only other possible source of significant error is from inaccurate specification of the boundary conditions. If the grid boundary is moved far enough away from any magnetic material then the anomalous response associated with this material is negligible on the boundary. We can then prescribe the flux on the boundary as B 0 .
Approximating the boundary conditions
When using smaller grids, the anomalous response on the grid boundary must be approximated. One option is to use a full solution for general distributions formulated in the integral equation domain. Such a method was suggested, but not implemented, in Sharma (1966) . The implementation is discussed in Lelièvre (2003) . It requires solution of a very large system of the form Ax = b where A is a 3nc by 3nc full matrix. For a given grid, this solution is slower and much more memory intensive than the FVD solution. However, the integral domain solution could be applied on a coarse grid to approximate the boundary fluxes.
Another option is to approximate the susceptible material within the grid as a sphere or spheroid. Lelièvre (2003) discusses a method in which the material is approximated as a sphere located at the grid centre. An analytic solution can then be used to calculate the response of the resulting dipole on the grid boundary. This method will be referred to as the congruous dipole approach. A simple extension to this method is to position the sphere at the 'centre of susceptibility' of the distribution (analogous to the centre of mass for a density distribution). A further extension is to use higher-order shape information to define a congruous ellipsoid.
Yet another approach is to use the FVD solution on a large, coarse grid to calculate the flux on the boundary of a smaller, finer grid located within the former. On the larger grid, the flux on the boundary would be prescribed as B 0 .
A secondary flux formulation
The secondary (anomalous) fluxes, B s , are considerably smaller than B 0 and we can lose accuracy through machine precision problems when calculating the anomalous fluxes as the difference of B and B 0 . Therefore, we solve for the secondary quantities directly through use of a secondary formulation. We define the primary system as that for a free space model. This yields the discrete matrix equations
We define the secondary flux, B s , and secondary potential, φ s , such that
Combining the eqs in (8), (12) and (13) leads to the discrete equations for the secondary formulation:
Here, I is an identity matrix and the vector B 0 holds geomagnetic flux values at cell faces. The vector q s in eq. (14a) contains nonzero elements arising from secondary fluxes prescribed on the grid boundary. If B s is small on the boundary then q s can be set to zero. We allow a non-zero vector here to incorporate those situations where B s is significant on the boundary and can be approximated through some simple method. Again, these equations can be combined to yield an equation of the form of eq. (11):
Verification of the forward modelling code
The FVD forward modelling algorithm was coded in MATLAB and tested against analytic solutions for simple bodies and against a standard low-susceptibility method for general distributions (that used the MAG3D algorithm of Li & Oldenburg 1996 , 2003 . Here, the exact spheroid in Fig. 1 is discretized in a grid containing cells with 1 m dimensions in a volume containing the spheroid, 2 m dimensions beyond these and 4 m cells in the outer padding region. The grid is discretized more finely around the location of the susceptible body as well as around the data locations in order to increase the accuracy of the FVD forward modelling. The larger free space padding cells act to move the grid boundaries away from the susceptible material within so that the accuracy of the approximated boundary conditions is increased. The grid is 40 × 40 × 48 (76 800 grid cells in total). The discrete body within this grid is shown in Fig. 7 .
Differences between numerical and analytic solutions will exist due to finite discretization and inexactly applied boundary conditions. To eliminate the effect of the latter in this example, we prescribe boundary fluxes calculated through the analytic solution for a spheroid of Kaufman (1992) . Error due to discretization manifests itself in two ways: the cellularized body is only an approximation to the true spheroid and accuracy of the FVD solution depends on the cell size, h. The modelled response and the differences between the numerical and analytic responses for a susceptibility of 10 are shown in Fig. 8 . Two grid sizes are used: the fine grid is as discussed above; the coarse grid covers the same volume as the fine grid but has cell dimensions twice as large (i.e. 2, 4 and 8 m). Note that, as expected, the discrepancy is reduced as the discretization is refined.
The FVD forward modelling code was also tested against the integral equation domain solution mentioned in Section 2.5. All tests have shown the forward modelling method and code to be sound within expected error tolerances and experiment showed expected error trends (i.e. decreasing error with increasing discretization and decreasing model permeabilities). 
3-D INV E R S I O N O F M A G N E T I C D ATA F O R M A G N E T I C S U S C E P T I B I L I T Y
Our ultimate goal is to invert magnetic data to recover a 3-D distribution of magnetic susceptibility (or permeability) of any magnitude. The approximate linear problem for low susceptibility has been studied extensively. In particular, Li & Oldenburg (1996) developed an approximate 3-D solution in the integral equation domain in which they recovered a smooth distribution of susceptibility that may have given rise to the anomalous data. Our approach follows theirs but there are some practical differences that arise because we have formulated our problem in the differential equation domain.
Inversion as optimization
The 3-D discrete earth model consists of nc rectangular prisms, each with constant susceptibility χ j . The model vector, m, contains these χ j values. The inverse problem is formulated as an unconstrained optimization in which we minimize a total objective function
The measures of 1 2 are introduced to cancel factors of 2 introduced through differentiation.
d is a measure of misfit between the noisy observed survey data, d
obs , and the data predicted (i.e. forward modelled) for the model,
Here, N is the number of data, F is the non-linear forward modelling operator and W d is a diagonal weighting matrix containing information about the estimated errors, i , in the survey measurements.
m is a discrete representation of the following model objective function:
A discussion of the design of this model objective function can be found in Li & Oldenburg (1996) . Basically, it provides flexibility to generate different types of models and allows the user to guide the inversion by varying weighting parameters according to the available a priori information so that the model recovered from inversion is more geologically interpretable.
With the inversion grid defined, the discrete representation of eq. (18) is
Here, m ref is a reference model, W m is a parametrized regularization functional, and Z is a depth weighting operator designed to distribute the susceptibility with depth. Depth weighting is discussed further in Section 4.2. In the following discussions, we will assume the depth weighting function has been absorbed into W m so that we rewrite eq. (19) as simply
The regularization parameter β in eq. (16) controls the relative size of d and m . Solving for an appropriate value of β represents a trade-off: at high β values, models will not fit the data very well and will contain only a small amount of structure (i.e. smooth distributions with low susceptibilities); at low β values, models will fit the data very well and will contain spurious structure. We wish to determine a value of β such that the survey data are fit to an 'acceptable' level. Under the assumption that the errors in the observed data are uncorrelated and Gaussian with zero mean, the misfit as defined in eq. (17) is a chi-squared variable and has expected value N and variance 2N. Hence, an appropriate value of β can be chosen as one that yields a misfit of approximately N.
A Gauss-Newton approach
We wish to minimize the total objective function in eq. (16), or effectively find a model m such that the gradient of the objective function is zero: ∇ m (m) = 0. Let us denote the gradient as g:
J is the sensitivity matrix, which indicates how the data predicted by the model (F[m] ) change as the model changes. Calculation of the sensitivity matrix is a major aspect of the inverse problem and is discussed in the Appendix. Solving g (m) = 0 for m is a non-linear problem and its solution requires an iterative approach. Let m (k) be the model at the kth iteration. At each iteration, we must define a perturbation δm in a descent direction and we update the model as
where α is a positive, non-zero scalar that is determined through a simple line-search. We use a Gauss-Newton approach in which the model perturbation at the kth iteration is determined by solving the following system:
Here,
is the approximate Hessian:H ∼ = ∇ m g. For the Gauss-Newton method, the best value of α is expected to be close to unity when the objective function is approximately quadratic. If the perturbation αδm is successful in reducing for α = 1 then this value is accepted. If not, α is reduced below unity until is reduced.
Solving for δm
Solving for δm in eq. (23) is equivalent to solving the least squares problem
We use the conjugate gradient least squares (CGLS) algorithm to solve for δm in eq. (25). This requires the products Jv and J T v for some vector v. As in Haber et al. (2000b) , these products can be computed using only vector inner products and sparse matrixvector products, removing the need to explicitly generate and store the dense matrix J. This is of great benefit in large scale problems. As discussed in the Appendix, calculation of Jv and J T v each require one solution of an equation of the form of eq. (11) (i.e. require one forward modelling solution).
PRAC T I C A L C O N S I D E R AT I O N S F O R T H E I N V E R S I O N A L G O R I T H M
The success of an inversion algorithm lies in the details of implementation. In this section, we provide commentary on important practical issues: the cooling schedule for β, depth weighting, imposing positivity, dividing the model region into active and inactive portions, how to define the model, initializing the inversion, grid design, and specifying the boundary conditions for the forward problem.
The cooling schedule
The inversion algorithm is an iterative process consisting of two loops. The outer loop controls the value of the regularization parameter, β, which is cooled from some initially high value. The inner loop is concerned with minimizing the total objective function, , for a fixed value of β; that is, solving for δm in eq. (25) and finding an appropriate value of α in eq. (22) to update the model. First, a high initial value of β is estimated so that initially the objective function is approximately quadratic. The subsequent minimization of , through model perturbations performed in the inner iterative loop, is fast. Once the minimum has been obtained to within some tolerance, the value of β is lowered by a factor γ in the outer iterative loop:
We continue to reduce β until the corresponding value of the misfit, d , is close to a target value, * d . A bisection search for β is then used to get d closer to * d . The target value is determined through assessment of the estimated errors in the observed data.
Depth weighting
Depth weighting is crucial for magnetic inversion because without it, the resulting susceptibility distribution will be concentrated at the surface. This occurs because of the fundamental non-uniqueness of potential fields, as evident in the theory of Green's equivalent layer (Blakely 1996) , and the fact that the magnetic field of a dipole falls off as 1/r 3 . Li & Oldenburg (1996) investigated this for the linear problem and determined that the inversion effects due to the natural decay of the kernel functions could be ameliorated by introducing a weighting into the model objective function. They chose
for incorporation into φ m in eq. (18). Here, z is depth below the Earth's surface and z 0 is some value that can be assessed from knowledge of the average survey height. The depth weighting matrix in the discrete objective function is
where z is a vector containing the z-coordinates of the centres of each model cell. The diag function takes a vector and places it along the main (0th) diagonal of a matrix (zeros elsewhere). For the linear problem, the depth weighting function above appears to be satisfactory. Depth weighting correction in the non-linear problem is complicated by demagnetization effects between model cells. The cells can no longer be treated as isolated cells as they are in the linear problem. However, once magnetized (with demagnetization effects accounted for), the response of each cell will still fall off as 1/r 3 so the same depth weighting is appropriate.
Imposing positivity
For magnetics there is more a priori information that is available: because we are interested in ferromagnetic material, the model susceptibility values are required to be positive. The problem becomes
The positivity constraint further reduces the non-uniqueness of the problem and maintains physical reality. To impose positivity, the problem can be posed as a constrained optimization and appropriate methods can be used. Instead, we perform a reparametrization in order to maintain an unconstrained optimization problem. New parameters on the range (−∞, + ∞) are solved for but susceptibilities derived from these parameters lie in the range [0, + ∞). We use the square operator:
although any operator that maps a model quantity m j ∈ (−∞, + ∞) to χ j ∈ [0, + ∞) is viable. Instead of dealing with susceptibility values, the model holds values of square root susceptibility. Square root values are dealt with exclusively throughout the optimization process. Only at the conclusion of the process is the final recovered model of susceptibility values calculated by squaring the square root values, resulting in an all-positive final model.
One must take care when eliminating constraints through such a transformation. Some general difficulties that may arise are an increase in the degree of non-linearity of the problem, an introduction of additional local minima and stationary points, and the Hessian may become singular or ill-conditioned in some region of model space (Gill et al. 1995) . The first two difficulties mentioned were encountered. They add irregularities to the objective function and thus lead to less efficient inverse solutions.
Setting active and inactive model parameters
In practical applications, the model will contain a free space region corresponding to the above-ground air region. The susceptibility of these grid cells needs to remain fixed throughout the inversion. Furthermore, we may feel that the susceptibility of certain subsurface cells is known well enough to keep them fixed.
To accomplish these requirements, the grid is split into two portions: an inactive region, R I , contains the cells to remain fixed during the inversion; and an active region, R A , contains all the cells with unknown susceptibility values to be determined. The model vector is split into two subsets, m I and m A , which hold the susceptibility values contained in R I and R A , respectively. m I and m A are length nc I and nc A so that the total number of model cells is nc = nc I + nc A . m can be expressed as
where R I and R A are sparse matrices of ones that combine m I and m A into m. R A is formed from an identity matrix by removing the columns that correspond to the inactive cells. Hence, R A contains only zero elements in each row corresponding to an inactive cell. R I is formed in a similar manner. One can easily verify that m can be decomposed with these same matrices using
For the split formulation, the model objective function is changed tõ
W m needs to be altered toW m to account for the change in size of the model vector on which it now operates. The alteration is performed by simply removing the columns of W m that are associated with the inactive cells. The model objective function measurements in eqs (20) and (33) The same procedure of Section 3 can be followed, now taking derivatives with respect to m A , to arrive at an equivalent expression to that in eq. (25) to be solved for δm A . With δm I = 0, the complete model vector m is updated as
Model definition
To impose positivity we make the variable substitution m i = √ χ i . Within the model objective function defined in eq. (20) root option is that high susceptibilities and high discontinuities in susceptibility are not penalized as much and hence, the final model is a bit blockier in appearance. For the square root option, the derivation of the gradient, g, and approximate Hessian,H, follow exactly as in Section 3.2. A disadvantage of the susceptibility option is that an extra term appears in the exact Hessian; the approximate Hessian in eq. (24) becomes a slightly poorer approximation but no significant effects on the convergence of the Gauss-Newton minimization have been apparent.
The initial model and grid design
Tests have shown that the inversion algorithm can perform inefficiently (i.e. start slowly) when the initial model contains small values because changes in √ χ then correspond to relatively small changes in χ. Only minor reductions to the objective function are made until model values become large enough that the process accelerates to a practical rate. This problem can be ameliorated by setting the initial model to larger values throughout the active grid. However, this causes difficulties for cells that are close to the grid boundaries. Any susceptibility placed far from the data locations will have a diminished effect on the forward solution and the inversion may have difficulty removing this susceptible material. Hence, we make a practice of including a few layers of inactive (fixed) free space padding cells on the outside of our grids.
Other good practices for grid design include finer discretization around the area of interest and around any areas in which the fields may be changing considerably. Also, one generally increases cell sizes towards the boundary incrementally by a small ratio (i.e. 1.5) in the padding region.
Specification of the boundary flux
The inversion algorithm requires the derivative of q s with respect to the model vector m (discussed further in the Appendix). This quantity will depend on the method chosen to approximate the boundary flux. All methods for this purpose discussed in Section 2.5 are suitable for a forward modelling solution. However, not all of those methods are appropriate for use in the inversion algorithm because dq s /dm can not be derived for some. If only the Earth's field is prescribed then the quantity is zero. Lelièvre (2003) derives an expression for dq s /dm for the congruous dipole method, in which the susceptible material within the grid is approximated as a sphere.
VERI F I C AT I O N O F T H E I N V E R S I O N C O D E
We test the inversion code in three ways. First we use synthetic data for a spheroid with high susceptibility. We then invert magnetic survey data obtained over a planted spheroid-like ferrous object. Finally, a second synthetic example is designed with a geometrically complicated body with high susceptibility.
Synthetic data for a spheroid
Here, we consider the body shown in Fig. 1 and the associated high susceptibility data shown in Fig. 2(b) . We use data from the analytic solution of Kaufman (1992) as it provides an independent forward modelling (i.e. a different forward modelling method for the observed data than that used in the inversion algorithm). A small amount of noise, , is added to the analytic data, d
fwd , so that the synthetic observed data inverted are
The noise is chosen randomly from a normal distribution with zero mean such that the standard deviation for the ith datum, d obs i , is
where the 120 nT floor is chosen as approximately 2 per cent of the maximum data value. The noisy data used in the inversion are displayed in Fig. 9(a) . For the inversion of these data, we hope to recover a blocky body so we let W m operate on square root susceptibility values within the model objective function so that high discontinuities in susceptibility are not penalized as much (recall discussion in Section 4.5). The boundary conditions are calculated with the congruous dipole approach mentioned in Section 2.5. The grid for inversion is the same as used for the spheroid forward modelling test outlined in Section 2.7. The larger padding cells lie outside the active region.
All spatial weighting functions are constant throughout the grid and a zero-valued reference model is used. The initial model is constant over the active region with value 0.01 and β is cooled from a high value with γ = 0.5 in eq. (26). The values of the alphaparameters in the model objective function (refer to eq. (18)) are α s = 0.0001 and α x = α y = α z = 0.1. In practice, without a priori information, the ratios α x /α s , α y /α s and α z /α s are set so that all terms in eq. (18) have similar weighting in the model objective function once grid cell dimensions are accounted for. Here, a relatively small α s value is chosen so that the inversion is more likely to accept models with high susceptibilities.
Recall from Section 3.1 that if the noise in the observed data is uncorrelated and Gaussian with zero mean, the misfit has expected value N. Therefore, we use the σ i values in eq. (36) as the estimated errors and set the target misfit equal to the number of data, 1024. The attained misfit was 1070 at a β value of 2.66 × 10 −3 . The data predicted by the recovered model are displayed in Fig. 9(b) and the recovered model is displayed in Fig. 10 .
The recovered susceptibility distribution contains a compact body with susceptibilities close to that of the synthetic. There is little susceptible material recovered beyond this body. The position, orientation and lateral extents of the recovered body are close to those of the synthetic, however, the body is flatter vertically, less elongated and dips slightly. This does not necessarily mean that we have a poor inversion result. For the data considered here there is an inherent non-uniqueness in that infinitely many spheroids having different sizes, shapes, orientations and susceptibilities can produce the same induced moment (Billings 2004) . For example, the dipole moment induced in the spheroid in Fig. 1 can be produced by spheroids with parameters in Table 1 .
The goal of the inversion algorithm is to minimize the value of the model objective function, m , while fitting the data to within estimated uncertainties. Hence, one can check whether or not the recovered model is a numerically consistent result by evaluating the m values for the recovered model and the target spheroid. When the target spheroid is discretized within the same grid as used in the inversion, the resulting m value is 1067. For the recovered model, the value is 781 and hence, the result is consistent with the goal of the inversion algorithm. We can make similar comparisons between the recovered model and the other spheroids in Table 1 and the result is the same: the recovered model has the lowest m value. We conclude that the inversion algorithm has performed as desired. 
Field survey data for a spheroid-like ferrous object
Total-field survey data were collected over a K941 chemical warfare shipping container, also known as a PIG. The steel PIG has diameter 0.17 m, length 0.97 m and magnetic susceptibility of order 10 2 or greater. The body was planted with its top at a depth of 0.46 m and was oriented with its long axis pointing north and dipping 30 degrees. Fig. 11 shows such an item before burial.
The data are spaced 0.30 m apart in a regular grid covering a 5.5 m square area and the survey height was 0.42 m. A diurnal correction was made to the data and a background value was removed. The data are displayed in Fig. 12(a) . The geomagnetic flux in the region had a strength of 53700nT, azimuthal angle 10.0 • (east of north) and dip 66.8
• (below horizontal). The resulting angle between B 0 and the PIG's long axis is 37.3
• . Hence, the data should contain significant effects of self-demagnetization.
The grid used in the inversion contains cubic cells with 0.15 m dimensions in the centre of the active region. Cells with 0.3 m dimensions extend out from these to encompass the data area and padding cells with 0.6 m dimensions are added outside these to extend the boundaries away from the active region. The grid is 45 × 45 × 40 (81 000 grid cells in total) and the number of data is 360. The active region is set with the same lateral extents as the data coverage and down to a depth of 2.85 m. Again we let W m operate on square root susceptibility values within the model objective function.
The noise in the data must now be estimated. We assign uncertainties as in eq. (36) with a multiplicative constant of 0.02 and floor of 25.6 nT (chosen as approximately 2 per cent of the maximum data value). Now that we are dealing with field survey data with an unknown noise level it is harder to set an appropriate target misfit. Recall that finding an appropriate value for the regularization parameter β represents a trade-off between fitting the data and minimizing spurious structure in the model. We wish to determine a value of β such that the survey data are fit to an 'acceptable' level and the model has an 'acceptable' amount of structure. To do so, we run the cooling algorithm from a large value of β down to a small value of β. It is then up to the user to assess the structural characteristics of the models for each value of β and determine which level of data fit is appropriate. We run the inversion with small steps in β (multiplying by γ = 0.75) until the misfit drops below 0.05 times the amount of data. Total-field data maps and profiles for the inversion of field survey data: (a) observed survey data collected above a planted PIG; (b) predicted data for the model in Fig. 13 recovered from non-linear inversion of the observed data; (c) difference between the predicted and observed data, normalized by the assigned data uncertainties and (d) profiles through the observed and predicted data. r is the distance along the profiles, which are indicated by the heavy solid lines on the data maps. At the initially high value of β, the model contains a smooth low susceptibility sphere at depth below that of the PIG and centred towards the south. As the inversion progresses to lower β values, and the data are fit more closely, the body moves up to the correct depth and lateral position, elongates, compacts, raises in susceptibility and shows evidence of a slight dip. This process continues even down to a misfit of 20.2 at the final β value, at which point the model contains a very compact rod with highest susceptibility value 16.2. This model is shown in Fig. 13 . The model objective function value is 21.3. Fig. 12(b) shows the predicted data for this model.
The high susceptibilities recovered are lower than the expected value for steel. This result is due to a saturation phenomenon: when the susceptibility of a body increases above a certain level, the magnetization induced within the body does not change significantly. The inversion algorithm prefers distributions with lower volumesummed susceptibility and will, therefore, choose the lowest value possible.
Overall, the inversion has performed well on the field data set. The final distribution of susceptibility has a highly magnetic core concentrated at the right location, and the orientation and aspect ratio are characteristic of the buried PIG. This is as much, or more, than can be expected in this situation because the compactness and geometry of the PIG means that it can also be well represented by a spheroid and hence, the fundamental non-uniqueness issues discussed for the previous synthetic are applicable here.
Synthetic data for an L-shaped body
Although compact spheroidal objects have provided a useful testing ground, the expected practical use for our inversion methods will be for magnetic bodies that have more complicated geometries (i.e. such that the response is not simply that of a dipole). Here we design a synthetic test of the inversion algorithm that uses a highly susceptible body with complicated geometry. Fig. 14 shows the L-shaped synthetic body used. We use a susceptibility of 3 SI, a value in the upper range of some magnetic minerals (Hunt et al. 1995) . The Earth's field is horizontal and directed towards the northwest. The data are calculated at a height of 2.0 m above the top of the body using the FVD forward solution and noise of 2 per cent plus a 38 nT floor (chosen as approximately 2 per cent of the maximum data value) is added. The data calculated for this body, with noise added, are displayed in Fig. 15(a) . The grid is designed similarly to that used in Section 5.1 and the inversions are ran as in Sections 1.2 and 5.1. The recovered model for the non-linear inversion is displayed in Fig. 16 and the predicted data are in Fig. 15(b) . The non-linear inversion is able to recover the synthetic body well.
To contrast with the non-linear result, the recovered model for a linear inversion is displayed in Fig. 17 . The two recovered models contain significant differences. The central body recovered by the linear inversion is more triangular and has incorrect depth extent. The model contains other spurious structure scattered across the surface.
Further experimentation with this synthetic body was performed in which the inducing field and the susceptibility of the L-shaped body were altered. For situations in which the inducing field is vertical or near-vertical, the linear inversion is able to recover an L-shaped body but the recovered susceptibility is too low. In most other orientations, the linear inversion fails for susceptibilities above unity: it is not able to fit the data to the specified degree or it fails to recover anything remotely like the L-shaped target, placing large susceptibilities towards the outer padding region of the grid and scattered at the surface (as in Figs 4 and 17) . For susceptibilities around unity the results were often similar to the inversion presented above, in which the linear inversion is able to fit the data and recover a body in roughly the same location as the target but with features inconsistent with the target. Such results were obtained for susceptibilities as low as 0.5 SI, a value that several minerals can achieve (Hunt et al. 1995) .
DISC U S S I O N
It is evident that an approximate linear inversion algorithm may be inappropriate when the subsurface contains highly susceptible magnetic minerals in complicated geometric distributions. Interpretation of recovered models from linear inversion of data from such situations may lead to an incorrect understanding of the subsurface. In those situations, the non-linear inversion algorithm presented here provides a physically consistent method for inverting the data. The non-linear inversion algorithm has been successful in inverting data collected above regions of high susceptibility, for which standard linear methods fail. The intended use of our algorithm is for mineral exploration problems and it behaves well for inverse problems within that scope, in which magnetic bodies contain susceptibilities below 5 SI and are geometrically complicated.
The non-linear inversion algorithm is appropriate for any susceptibility distribution and results from the non-linear code agree well with those from the approximate linear approach when the susceptibilities are low. The speed of the respective forward solutions depends on many factors, including the solution tolerance, the number of data, and the grid design. For appropriate choices of those factors, investigation has shown that the non-linear FVD forward solution is faster than the linear integral domain forward solution of Li & Oldenburg (1996) . Therefore, the FVD solution may be an appropriate replacement for the linear integral domain forward solution when performing a linear inversion.
Possible extensions to the methods are to include magnetic anisotropy and remanent magnetization. A discussion of these phenomena and how they could be introduced into the modelling methods is provided in Lelièvre (2003) . Future work will explore the application of the non-linear inversion algorithm to large-scale problems, use of the FVD forward solution within a linear inversion algorithm, and comparison of our reparametrization approach for imposing positivity against the logarithmic barrier approach of Li & Oldenburg (2003) .
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