This paper provides new insight into kernel methods by using data selection. The kernel trick is used to select from the data a relevant subset forming a basis in a feature space F. Thus the selected vectors deÿne a subspace in F. Then, the data is projected onto this subspace where classical algorithms are applied. We show that kernel methods like generalized discriminant analysis (Neural Comput. 12 (2000) 2385) or kernel principal component analysis (Neural Comput. 10 (1998) 1299) can be expressed more easily. Moreover, it will turn out that the size of the basis is related to the complexity of the model. Therefore, the data selection leads to a complexity control and thus to a better generalization. The approach covers a wide range of algorithms. We investigate the function approximation on real classiÿcation problems and on a regression problem.
Introduction
Although the kernel theory is old [12] , it was ÿrst used in pattern recognition domain by Aizerman and recently in support vector machines (SVM) [7, 15, 23] . SVM have been applied to a wide class of problems such as classiÿcation and regression. The idea behind kernel methods is to map the data in a feature space F that usually has a huge dimension. The transformed data in F has often a shape that can be handled using simple methods such as linear algorithms. It has been shown [24] that the capacity of generalization depends on the geometrical characteristics of the training data and not G. Baudat, F. Anouar / Neurocomputing ( ) -
ARTICLE IN PRESS
on their dimensionality. Therefore, if these characteristics are well chosen, the expected generalization error could be small even if the feature space has a huge dimensionality. SVM and kernel-based methods have inspired recent work on the extension of the classical linear algorithms [4, 19] and on improving computational e ciency [8] . The extension of classical algorithms to kernel methods is not usually straightforward and leads to complex and memory-consuming solutions like generalized discriminant analysis (GDA) and kernel principal component analysis (KPCA). These algorithms need to use matrices, as large as the size of all the training samples even at the utilization phase. The idea of reducing the size of such matrices has been explored in [21] and is related to kernel feature analysis (KFA) [20] . KFA provides sparse feature extractors by using a modiÿed setting of KPCA. Unlike KPCA which uses a l 2 norm, the KFA deals with a l 1 penalty on the expansion coe cients, leading to simple vertex solutions. But this simpliÿcation has a cost, inasmuch as the admissible vectors may have a high l 2 norm and generate a bias in the variance criterion. None of the existing feature extraction algorithms deal with the centering step. Actually, this step in KPCA is memory consuming because it uses all the data. Setting aside the centering can yield less relevant feature extractors.
Our approach initially aimed to answer the question: knowing that the transformed data in a huge dimensionality space F span on a subspace F S , what is the useful dimension of this subspace? We deÿned a global criterion to characterize F S . Once the relevant vectors that we call feature vectors (FVs) are selected from the training set, any data can be projected onto these FVs. Therefore, algorithms can be carried out with this projected data and no longer require the kernel function, except through the projection. The idea is to get a non-linear version of an algorithm while avoiding formulating it in terms of dot product. The feature vector selection (FVS) is the ÿrst step in this process; the second step is the projection onto the FVs and then application of the classical algorithms. In particular, a good approximation of KPCA with l 2 penalty and dealing with the centering can be obtained with few FVs. This paper is motivated by the following objectives: an easy implementation of the kernel methods which reuse the classical algorithms taking advantage of the kernel trick; and computation speed up during the utilization phase by performing any algorithm into a subset of the feature space.
In the following we present the FVS. Then, we investigate the combination of the data selection with various algorithms. We present an extension of the linear regression to get a non-linear function approximation. The latter algorithm is applied to classiÿcation and regression problems. Many other algorithms can be extended easily. We also review the GDA and the KPCA algorithms.
Feature vector selection
Consider a mapping function operating from an input space X in a feature Hilbert space F:
Suppose M is the number of samples; then, we deÿne the kernel matrix K of dot products as
The transformed data lie in a subspace F S of F with a dimension up to M . In practice, the dimension of this subspace is signiÿcantly lower than M and equal to the numerical rank of the kernel matrix K.
We developed a preprocessing method that selects relevant data (FVs), forming an approximation of a basis of F S and capturing the geometrical structure of the whole data in F. It should be noted that this algorithm is independent of any a priori target. The data selection in F exploit the kernel trick that uses the dot products k ij without knowing explicitly the mapping function [1, 6] . We look for vectors that are su cient to express all the remaining data as a linear combination of those selected vectors in F.
In the following development, the data are assumed centered using the estimation of the center as given in Appendix A. Let L be the number of FVs. For notation simpliÿcation: for each x i the mapping is noted (x i ) = i for 1 6 i 6 M . We note the selected vectors by, x sj and (x sj ) = sj for 1 6 j 6 L, where L 6 M . For a given set of selected vectors X S = {x s1 ; : : : ; x sL } in F where S = {s 1 ; : : : ; s L }, we can estimate the mapping of any vector x i as a linear combination of X S , which is formulated as dot products:
where S =( s1 ; : : : ; sL ) is the matrix of the selected vectors in F and a i =(a i1 ; : : : ; a iL ) t is the coe cient vector that weighted this matrix. Given x i , the goal is to ÿnd the coe cients a i such that the estimated mappinĝ i is as close as possible to the real mapping i for a given set S. For this purpose we minimize in F, the normalized Euclidean distance given by the following ratio:
Note that the numerator of i is the residual error and the ratio i is equal to sin 2 (Â i ) where Â i is the angle between the original vector i and the reconstructed vectorˆ i . In other words i is a measure of collinearity between the two vectors, regardless their lengths. This turns out to be dealing with angles instead of residual errors, looking for a maximum of collinearity reconstruction. We show in Appendix B that the minimum of (4) for a given S can be expressed with dot products only and leads to (5) : 
We deÿne the global and the local ÿtness J S and J Si for a given set S by
where
(6) is equivalent to:
Note that the maximum of (7a) is one and for x i ∈ S, (5) is zero. Therefore when L increases, we only need to explore (M − L) remaining vectors to evaluate (8) .
The selection is an iterative process, which is a sequential forward selection: at the ÿrst iteration (L = 1) we look for the sample that gives the maximum global ÿtness J S (7a) and at the same time the local ÿtness (7b) is used to select the next best candidate, as the one having the lowest local ÿtness J Si for the current basis (maximum angle Â i ). Except for iteration 1, the algorithm uses the lowest local ÿtness to elect the new FV while evaluating the global ÿtness. J S is monotonic since the new basis will reconstruct all the samples at least as well as the previous basis did. On the other hand, the new FV is rebuilt without error leading to an even larger global ÿtness. This procedure has a tendency to provide FVs close to orthogonality, ending to well-conditioned numerical solution. And ÿnally retrieving the next FV from the current iteration reduces the computing complexity as well. Next iterations compute the new global ÿtness and look for the next best candidate using the local ÿtness again. To avoid computing the inverse of the matrix at each iteration, we used the partition inversion method [16] . The procedure ends when K SS is no longer invertible numerically, which means that X S is a good approximation of a basis for the data in F. We can also stop as soon as the global ÿtness J S reaches a given value bounded by one, or when a predeÿned number of FVs have been selected. In our experiments, the stopping parameters are chosen by cross validation. We note interestingly that these parameters allow us to control the sparsity and consequently to control the complexity of the model. 
Store the indexĵ such thatĵ = arg min
Compute J S ; if (J S ¿ fitness) fitness = J S ; firstFV = i; %keep the vector x i giving the maximum J S nextFV =Ĵ ; %keep the vector xĵ giving the minimum J Sj end if end for 
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based on the partition inversion method [16] (see Appendix C). The cost per iteration is O(ML). Therefore, the computational cost overall L iterations (L ¿ 1) is O(ML 2 ). Since the center is approximated with one nearest sample, the complexity stays in O(ML 2 ). For the ÿrst iteration, one may use a probabilistic speed-up by performing the search only on a subset of a size N sampled among M vectors [18] . The computational cost in this case will be O(NM ). Note that K terms can be computed when needed if we want to avoid storing it. The selected set S may not be unique. But our concern is to ÿnd one good set that preserves the intrinsic structure of the data in F. We show, in practice, that for some kernels like the polynomial, the optimal value of J S is reached with only few selected vectors.
Projection onto the feature vectors
Once the feature vectors are selected, they deÿne a subspace F S in F. We transform all of the samples in this subspace. For a given sample x i , we apply the dot product projection:
Actually, this transformation is an empirical kernel map [17] , emp1 :
: : : ; k(x i ; x sL )) t . Note that z i is obtained through a transformation which is not using the canonical dot product. Other transformations can be considered, in particular, an orthonormal projection (10), which requires more computation and is not needed for many algorithms applied to the transformed data.
That latter projection corresponds to an orthogonal empirical kernel map such as emp2 :
The FVS algorithm can be combined with many methods since the selection is a data preprocessing. In fact, the FVS combined with an algorithm that is invariant to transformation (9) leads to a good approximation of its kernalized version. Indeed, if we select all the samples as FVs we eventually converge to the kernalized version. The procedure needs an adaptation for algorithms like KPCA. In order to get the same results from either the KPCA or the FVS combined with the classical PCA (FVS-PCA), projection (10) that incorporates a rescaling operation preserving the dot product in F should be used [17] . A closer look to (10) shows that when
then FVS-PCA is equivalent to KPCA. In the section devoted to the applications, we will show how the KPCA is well approximated by FVS-PCA.
Feature vector selection and linear regression (FVS-LR)
The data selection can be viewed as the deÿnition of the hidden layer of a multi-layer neural network [3] . The number of hidden neurons on which the data are projected corresponds to the number of FVs selected in F. However, the FVS has the advantage of providing a number of hidden neurons for a given kernel. The kernel trick makes it possible to proceed and select data in the feature space F. For a neural network, the feature space remains hidden and is never explored. This main attribute gives new insight into neural networks. The generalization of di erent kinds of neural networks is obtained by choosing the appropriate kernel function: Gaussian kernel gives an RBF neural network, while a sigmoid function, which fulÿlls the Mercer conditions [23] , leads to a multi-layer perceptron. Fig. 1 shows the architecture of a neural network using the FVS and linear regression that we call FVS-LR.
Given a set of data (z i ; y i ) where z i is projection (9) onto F of the sample x i , the goal of the FVS-LR algorithm is to estimate the vectorŷ i , output of the function. It minimizes the mean square error MSE of the learning set T and results in an optimal solution (11) using the Moore-Penrose pseudo-inverse [2] 
It has been shown that (11) leads to the posterior probability estimation and gives the best approximation of the Bayes decision function [9] .
A classiÿcation task into N classes is a particular regression problem for which the output y i = (y ij ) 16j6N is a binary vector such that The classiÿcation optimization performed in F is simple and leads to the same formula as presented above for regression. A sample is assigned to the class c such that c = arg max jŷ ij .
Experiments

Comparison to optimal classiÿcation
We simulate two clusters with normal distributions N ((−1; 0); I) and N (1; 0); 1 0 0 0:1 displayed in Fig. 2 . I is the identity matrix. The learning set contains 100 examples from each class. Since we know the theoretical distribution, we computed the optimal separation given by the Bayesian decision function [10] . Therefore, we can compare the theoretical results and the results obtained with the FVS-LR in F. Fig. 2 shows the results of the Bayesian classiÿcation and kernel function approximation using a Gaussian kernel function k(x i ; x j ) = exp(− x i − x j 2 = 2 ) with = 1.
G. Baudat, F. Anouar / Neurocomputing ( ) We evaluated the classiÿcation performances shown in Table 1 using a testing set of 100,000 samples. FVS-LR classiÿcation gives almost the same results as the SVM ( = 1, OSU SVM Matlab toolbox). Nevertheless, our algorithm reaches the best performance with only 23 selected vectors, while the SVM needs 54 support vectors.
Function regression
We consider the approximation of the sinc function f(x) = (sin x)= x corrupted by a normal noise. Results on this function using SVM are given in [25] . We used the same kernel function, which is linear spline:
The added normal noise has a standard deviation of 0.5. Fig. 3 shows the approximated function and the real function. The approximation given in [25] leads to 27 support vectors while FVS-LR requires only six feature vectors. Another interesting result related to the approximation of 'sinc' is obtained by Relevance Vector Machine [22] . For a standard deviation of the noise equal to 0.2, the approximation also uses six relevance vectors. Although the data are not exactly the same, the number of feature vectors is close to the number of relevance vectors and signiÿcantly smaller than the number of support vectors.
Feature vector selection and GDA
This section shows that GDA [5] can be obtained more easily by applying linear discriminant analysis (LDA) [10] after running the FVS and data projection onto the FV subspace. For writing simpliÿcation, we denote the whole procedure as FVS-LDA.
Example 1: feature space versus input space. This simple example illustrates visually the relation between the input space X and the feature space F when using a polynomial kernel of the second order. If X = R 2 , The space F for this kernel has a dimension of three and can be displayed. We can express the mapping function in this particular case. The homogenous polynomial kernel in R 2 is deÿned by k ij = (x t i x j ) 2 , and can be rewritten as: Consider two clusters along two circles (2D) of radius 1 and 0.5 plotted with crosses and small circles in Fig. 4a . The images of these two circles into F are displayed in Fig. 4b . The line in F is the discriminant axis obtained with FVS-LDA. The continuous circle in the input space (Fig. 4a) is the separation boundary assuming a threshold on the discriminant axis half way between the two circles into F of Fig. 4b . This example shows that the discriminant axis requires only three feature vectors to be expressed in F. We obtained the same results using the GDA which requires more computation, because it expresses the axis with a dense expansion using all the samples.
Example 2: non-separable data. We simulate two clusters along two overlapping circles with added noise. Each cluster contains 200 samples: 100 samples for learning and 100 samples for testing. Note that the two clusters cannot be separated into the input space using the LDA. We applied the FVS-LDA using Gaussian kernel with = 0:5. Fig. 5a shows the clusters and the boundary function corresponding to FVS-LDA algorithm. We use 100 samples for each cluster for the learning step, but only 35 samples have been selected for the projection. When running the GDA with all data, the optimal inertia is 0.91. On the other hand, with only 35 selected feature vectors the eigenvalue of the FVS-LDA is 0.91 too. Fig. 5b presents the evolution of algorithm performance expressed by the correct classiÿcation rate on the testing set versus the number of selected feature vectors. The classiÿcation has been performed using the 
Separation plan Discriminant axis projection of the data on the discriminant axis and the Bayes's rule scheme. We note that the rate increases until it reaches its maximum. Therefore, the FVS algorithm can ÿnd su cient samples that give maximum performance. Note that FVS cannot go further when the maximum of the selected vectors is reached because the matrix K SS is no longer invertible. The GDA classiÿcation rate is the same as the FVS-LDA with 35 FV. It should be noted that, the GDA, which is formulated in terms of dot products, solves an eigenvalue system that faces the problem of singular matrix. In a certain point, the FVS algorithm deals with these singularities and makes the solution easier.
Benchmarks
To validate FVS approach, we applied the FVS-LR to three of a standardized benchmark datasets and compared with known best results (IDA Benchmark repository). The data are given in 100 predeÿned splits into training and testing samples. On each partition the FVS is applied and the number of FVs, as well as the kernel parameter, are selected by cross validation much in spirit of [13] . Then a linear regression is trained after projection (9) onto the FVs. The results of FVS-LR as well as those of other methods are given in Table 2 . The performances for SVM, kernel Fisher analysis (KFD) and radial basis function (RBF) are reported from [11, 14] . Using a Gaussian kernel, we applied the FVS-LR and the KPCA-LR (linear regression on the principal components of KPCA). For the sake of comparison, the number of components used for KPCA-LR is the same than the number of FVs. We note that FVS-LR gives better results than SVM and other methods for the three datasets. But applying a linear regression to the projected data on the principal components of KPCA gives the same results than FVS-LR. However, recall that unlike the KPCA, which needs all samples, FVS-LR reduces dramatically the number of Best results in bold face, second best in italics.
needed samples. This number is even smaller than the number of support vectors. In the case of the thyroid dataset, the ÿrst 22 FVs give the same test error than SVM but 40 FVs give better results. Surprisingly, the heart disease data set is using very few FVs (13 FVs). It turns out that 13 is the dimension of the input space. Actually, for this dataset a linear regression (LR) in the input space is doing as well as FVS-LR with a Gaussian kernel with the same sigma as given in [14] . The analysis of the ÿtness Js provides important information on the dimensionality of the data and on the meaningful samples. Fig. 6 shows the average ÿtness Js versus the number of FVs for the three datasets on 100 partitions. It shows also the average of the classiÿcation error on the testing sets for FVS-LR and KPCA-LR. We note that the selected number of FVs corresponds to the minimum of testing error. For the heart disease data we can see a clear break point around 13 FVs.
Discussion
We have presented a selection algorithm in F using the kernel trick. The FVS algorithm captures the structure of the data by approximating a basis of the subspace of the data. All the samples are projected onto the selected subspace of the FVs; therefore, the statistical information is preserved. After the data selection and projection steps, many algorithms can be easily applied. We investigated linear PCA, linear regression and LDA. The selected FVs were su cient to obtain high performances and reduce signiÿcantly the computation time at the utilization phase. We showed on simulated and real data that the results of the FVS-LR compete with the SVM. However, the number of FVs is usually smaller than the number of support vectors required for SVM. We noted the regularization e ect of the FVS. Actually, the adjustment of the FVS parameters like the number of FVs or the ÿtness is a way to control the complexity of the model. We also presented results of the LDA and PCA combined with the FVS, which provides a new method for getting GDA and KPCA. The memory requirement for matrix storage for the utilization phase in the GDA or KPCA drops from the size of the dataset to the size of the selected dataset. Therefore, the computation time at the utilization phase is reduced and it is now more feasible to implement such algorithms for embedded applications.
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Putting the derivative of i to zero gives the coe cient a i :
( t S S ) −1 exists if the FVs are linearly independent in F. Replacing the coe cient values (13) in (12) we get
(14) is equivalent to (5) given the deÿnition of the kernel matrices.
Appendix C
The numerator of the ith local ÿtness (7b) at the step L needs the evaluation of the following quadratic form:
where S(L) = {s 1 ; s 2 ; : : : ; s L } is the basis at the iteration L. Therefore, it includes the L already selected FVs. Without special care, and assuming K −1
S(L)S(L)
given, (15) costs in order of L 2 operations per local ÿtness. Therefore, the overall cost per iteration will be at least O(ML) 2 . This is often more than we would like to accept. This problem can be overcome using a sequential scheme assuming some data is caught from the previous step L − 1. Let us deÿne:
Then: 
where c L = S(L−1)sL − k sLsL . Assuming c L = 0, otherwise K S(L)S(L) is no longer invertible, (18) costs per local ÿtness O(L) as well as (17) . Overall per iteration (L ¿ 1) the complexity becomes O(ML). Globally, the algorithm costs O(ML 2 ) for L iterations. The ÿrst iteration costs O(M ) 2 . Using a probabilistic speed up for the ÿrst iteration (L = 1) searching among only a subset of N ¡ M samples as proposed in [18] , the complexity can be as low as O(MN ). Often L is signiÿcantly lower than M . 
