The problem of private data disclosure is studied from an information theoretic perspective. Considering a pair of correlated random variables (X, Y ), where Y denotes the observed data while X denotes the private latent variables, the following problem is addressed: What is the maximum information that can be revealed about Y , while disclosing no information about X? Assuming that a Markov kernel maps Y to the revealed information U , it is shown that the maximum mutual information between Y and U , i.e., I(Y ; U ), can be obtained as the solution of a standard linear program, when X and U are required to be independent, called perfect privacy. This solution is shown to be greater than or equal to the non-private information about X carried by Y . Maximal information disclosure under perfect privacy is is shown to be the solution of a linear program also when the utility is measured by the reduction in the mean square error, E[(Y − U ) 2 ], or the probability of error, Pr{Y = U }. For jointly Gaussian (X, Y ), it is shown that perfect privacy is not possible if the kernel is applied to only Y ; whereas perfect privacy can be achieved if the mapping is from both X and Y ; that is, if the private latent variables can also be observed at the encoder.
data measured by a health monitoring system [3] , her smart meter measurements [4] , or the sequence of a portion of her DNA to detect potential illnesses [5] . At the same time, she wishes to conceal from Bob some private information which depends on Y , represented by X. To this end, instead of letting Bob have a direct access to Y , a privacy-preserving mapping is applied, whereby a distorted version of Y , denoted by U , is revealed to Bob. In this context, privacy and utility are competing goals: The more distorted version of Y is revealed by the privacy mapping, the less information can Bob infer about X, while the less utility can be obtained. This trade-off is the very result of the dependencies between X and Y . An extreme point of this trade-off is the scenario termed as perfect privacy, which refers to the situation where nothing is allowed to be inferred about X by Bob through the disclosure of U . This condition is modelled by the statistical independence of X and U .
The concern of privacy and the design of privacy-preserving mappings has been the focus of a broad area of research, e.g., [6] [7] [8] [9] , while the information-theoretic view of privacy has gained increasing attention more recently.
In [10] , a general statistical inference framework is proposed to capture the loss of privacy in legitimate transactions of data. In [11] , the privacy-utility trade-off under the self-information cost function (log-loss) is considered and called the privacy funnel, which is closely related to the information bottleneck introduced in [12] . In [13] , sharp bounds on the optimal privacy-utility trade-off for the privacy funnel are derived, and an alternative characterization of the perfect privacy condition (see [14] ) is proposed. Measuring both the privacy and the utility in terms of mutual information, perfect privacy is fully characterized in [15] for the binary case. Furthermore, a new quantity is introduced to capture the amount of private information about the latent variable X carried by the observable data Y .
We study the information theoretic perfect privacy in this paper, and our main contributions can be summarized as follows:
• Adopting mutual information as the utility measure, i.e., I(Y ; U ), we show that the maximum utility under perfect privacy is the solution to a standard linear program (LP). We obtain similar results when other measures of utility, e.g., the minimum mean-square error or the probability of error, are considered.
• We show that when (X, Y ) is a jointly Gaussian pair with non-zero correlation coefficient, for the privacy mapping p U |Y , perfect privacy is not feasible. In other words, U is independent of X if and only if it is also independent of Y , i.e., maximum privacy is obtained at the expense of zero utility. This, however, is not the case when the mapping is of the form p U |X,Y ; that is, when the encoder has access to the private latent variables as well as the data.
• Denoting the maximum I(Y ; U ) under perfect privacy by g 0 (X, Y ), we characterize the relationship between the non-private information about X carried by Y , D X (Y ) as defined in [15] , and g 0 (X, Y ).
• Considering mutual information as both the privacy and the utility measure, the optimal utility-privacy trade-off curve, characterized by the supremum of I(Y ; U ) over p U |Y vs. I(X; U ), is not a straightforward problem.
Instead, we investigate the slope of this curve when I(X; U ) = 0. This linear approximation to the trade-off curve provides the maximum utility rate when a small amount of private data leakage is allowed. We obtain this slope when perfect privacy is not feasible, i.e., g 0 (X, Y ) = 0, and propose a lower bound on it when perfect privacy is feasible, i.e., g 0 (X, Y ) > 0.
I(Y ; U ).
(
In other words, when mutual information is adopted as a measure of both utility and privacy, (1) gives the best utility that can be obtained by privacy mappings which keep the sensitive data (X) private within a certain level of . 
Proof. The proof is provided in Appendix A.
Later, we show that it is sufficient to restrict our attention to |U| ≤ |Y|, when = 0.
III. PERFECT PRIVACY
Definition. For a pair of random variables (X, Y ), we say that perfect privacy is feasible if there exists a random variable U that satisfies the following conditions:
2) X ⊥ ⊥ U , i.e., X and U are independent,
3) Y ⊥ ⊥ U , i.e., Y and U are not independent.
From the above definition, we can say that perfect privacy being feasible is equivalent to having g 0 (X, Y ) > 0.
Proposition 2. Perfect privacy is feasible if and only if
dim Null(P X|Y ) = 0.
Proof. In [14, Theorem 4] , the authors showed that for a given pair of random variables (X, Y ) ∈ X ×Y (|X |, |Y| < ∞), there exists a random variable U satisfying the conditions of perfect privacy if and only if the columns of P X|Y are linearly dependent. Equivalently, there must exist a non-zero vector v, such that P X|Y v = 0, which is equivalent to (3).
Proposition 3.
For the null space of P X|Y , we have z ∈ Null(P X|Y ) =⇒ 1
Therefore, for any z ∈ Null(P X|Y ), there exists a positive real number α, such that p Y + αz ∈ P(Y).
Proof. We have
where (4) follows from the fact that 1 T |X | P X|Y = 1 T |Y| , and (5) from the assumption that z belongs to Null(P X|Y ). The last claim of the proposition is due to the fact that p Y is in the interior of P(Y). Theorem 1. For a pair of random variables (X, Y ) ∈ X × Y (|X |, |Y| < ∞), g 0 (X, Y ) is the solution to a standard linear program (LP) as given in (13) .
Proof. Let P X|Y be an |X | × |Y| matrix with (i, j)-th entry equal to p X|Y (i|j).
From the singular value decomposition 2 of P X|Y , we have
where the matrix of right eigenvectors is
(3) is equivalent to having the null space of P X|Y written as Null(P X|Y ) = Span{v m , v m+1 , . . . , v |Y| }, for some m ≤ |Y|.
The random variables X and U are independent if and only if p X (·) = p X|U (·|u), ∀u ∈ U ⇐⇒ p X = p X|u , ∀u ∈ U.
Furthermore, if X − Y − U form a Markov chain, (8) is equivalent to
From the column vectors in (6) and the definition of index m afterwards, construct the matrix A as
From (7), we can write
Therefore, for the triplet (X, Y, U ), if X − Y − U forms a Markov chain and X ⊥ ⊥ U , we must have p Y |u ∈ S, ∀u ∈ U, where S is a convex polytope defined as
Note that any element of S is a probability vector according to Proposition 3.
On the other hand, for any pair (Y, U ), for which p Y |u ∈ S, ∀u ∈ U, we can simply have X − Y − U and X ⊥ ⊥ U . Therefore, we can write
This leads us to
where in (12) , since the minimization is over p Y |u rather than p U |Y , a constraint was added to preserve the marginal
it is sufficient to consider only |Y| extreme points of S.
Proof. The proof is provided in Appendix B.
From Proposition 4, the problem in (12) can be divided into two phases: in phase one, the extreme points of set S are identified, while in phase two, proper weights over these extreme points are obtained to minimize the objective function.
For the first phase, we proceed as follows. The extreme points of S are the basic feasible solutions (see [19] , [20] ) of it, i.e., the basic feasible solutions of the set
The procedure of finding the extreme points of S is as follows. Pick a set B ⊂ For the second phase, we proceed as follows. Assume that the extreme points of S, found in the previous phase, are denoted by p 1 , p 2 , . . . , p K . Then (12) is equivalent to
where w is a K-dimensional weight vector, and it can be verified that the constraint (13) is met. The problem in (13) is a standard linear program (LP), which can be efficiently solved. 7 The following example clarifies the optimization procedure in the proof of Theorem 1. 
where it is obvious that columns 3 and 4 of the matrix of the right eigenvectors span the null space of P X|Y .
Hence, the matrix A in (9) is given by For the first phase, i.e., finding the extreme points of S, it is clear that there are 4 2 possible ways of choosing 2 linearly independent columns of A. Hence, the index set B can be {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4} or {3, 4}. It is obvious that x {1,4} and x {2,3} are not feasible, since they do not satisfy x B ≥ 0. Therefore, the extreme points of S are obtained as 
where the minimum value of the objective function is 0.8437 bits, which is achieved by
Finally, p * U |Y corresponds to the matrix P * U |Y given as 
or equivalently, S = P(Y). In this case, the extreme points of S have zero entropy. Therefore, the minimum value of H(Y |U ) is zero, and
|Y|] and p Y |ui = e i , which is the i th extreme point of P(Y). As a result, g 0 (X, Y ) = H(Y ), which is also consistent with the fact that U = Y is independent of X and maximizes I(Y ; U ).
A. MMSE under perfect privacy
Assume that instead of I(Y ; U ), the goal is to minimize E[(Y − U ) 2 ] under the perfect privacy constraint. This can be formulated as follows:
where the expectation is according to the joint distribution p Y,U . Obviously, an upperbound for (14) is Var[Y ], as
In what follows, we show that (14) has a similar solution to that of g 0 (X, Y ). The only difference is that the realizations of U , i.e., the particular values of the elements in U, are irrelevant for the solution of g 0 (X, Y ), since only their mass probabilities have a role when evaluating I(Y ; U ), while the objective function in (14) takes into account both the pmf and the realizations of U . We can write
where (15) is a classical result from MMSE estimation [21] ; and in (16), we have used (11) and (16), we have
where the equality holds if and
Proof. The proof is provided in Appendix C.
From the concavity of Var[Y |U = u] in Proposition 5, we can apply the reasoning in the proof of Proposition 4, and conclude that in (17) , it is sufficient to consider only the extreme points of S. Hence, the problem has two phases, where in phase one, the extreme points of S are found. For the second phase, denoting the extreme points of S by p 1 , p 2 , . . . , p K , (17) boils down to a standard linear program as follows.
where (18) is solved, the realizations of the random variable U are set to equalize the expectations of Y under the corresponding distributions of those extreme points (p i ) of S with non-zero mass probability. For example, the problem in (14) for the pair (X, Y ) given in Example 1 is 
where the extreme points of S, i.e., p i (i ∈ 
B. Minimum probability of error under perfect privacy
The objective of the optimization can be the error probability as
Obviously, an upper bound for (20) is 1 − max y p Y (y) as one could choose U = arg max y p Y (y). For an arbitrary joint distribution on (Y, U ), we can write
where (21) holds with equality when u = arg max y p Y |U (y|u). Then,
It can be verified that max y p Y (y) is convex in p Y (·). Hence, following the same reasoning in the proof of Proposition 4, it is sufficient to consider only the extreme points of S in the optimization in (22) . Therefore, the problem has two phases: in phase one, the extreme points of S are identified. For the second phase, denoting the extreme points of S by p 1 , p 2 , . . . , p K , the problem boils down to a standard linear program as follows:
where p mi is the maximum element of the vector p i , i ∈ 
where the extreme points of S, i.e. p i (i ∈ [1 : 4]), are already known from Example 1. The minimum probability of error is obtained as 0.2789
2 ) achieved by
Hence, p U = 0.698 0.1538 0.1482
Thus far, we have investigated the constraint of perfect privacy when |X |, |Y| < ∞. The next theorem and its succeeding example consider two cases in which at least one of |X | and |Y| is infinite. The following theorem
shows that perfect privacy is not feasible for the (correlated) jointly Gaussian pair. 
in which ρ = 0, since otherwise X ⊥ ⊥ Y . We have g 0 (X, Y ) = 0 for the above pair.
Proof. If there exists a random variable U such that X − Y − U form a Markov chain and X ⊥ ⊥ U , we must have
, ∀u ∈ U, and hence, f X (·) = f X|U (·|u), ∀u ∈ U, since X has a density. Equivalently, we must have
Also, to have g 0 (X, Y ) > 0, there must exists at least u 1 , u 2 ∈ U, such that
In what follows we show that if (26) holds, (27) cannot be satisfied; and therefore, perfect privacy is not feasible for a jointly Gaussian (X, Y ) pair.
It is known that X conditioned on {Y = y} is also Gaussian, given by
From (26), (28), and for u 1 , u 2 ∈ U, we have
or, equivalently,
Multiplying both sides of (29) by e jωx , and taking the integral with respect to x, we obtain
By Fubini's theorem 3 , we can write
After some manipulations, we get
Since ρ = 0, from (28), we have α = 0. Hence, the LHS of (30) is a Fourier transform. Due to the invertiblity of the Fourier transform, i.e. e jωt dg(t) = 0 ⇐⇒ dg(t) = 0, we must have
does not hold and perfect privacy is not feasible for the (correlated) jointly Gaussian pair (X, Y ).
In the following example, we consider |X | = 2 and |Y| = ∞. We observe that we can have bounded I(X; Y ) and h(Y ), while an unbounded g 0 (X, Y ) without even revealing Y undistorted. This renders the usage of mutual information as a measure of dependence counterintuitive for continuous alphabets. This is related to the fact that differential entropy cannot be interpreted as a measure of the information content in a random variable, as it can take negative values.
. It can be verified that the probability density function (pdf) of Y is
and the conditional pmf of X conditioned on Y is given by
Since the support of Y is the interval [0, 2], the support of Y |{U = u} must be a subset of [0, 2], ∀u ∈ U. Also, the independence of X and
Finally, in order to preserve the pdf of Y in (31), the conditional CDF F Y |U (·|u) must satisfy the following
where F Y (·) is the CDF corresponding to the pdf in (31).
Let F be the set of all CDFs defined on [0, 2] and F be defined as
We can write
In what follows, we show that the supremum in (33) is unbounded. Let M be an arbitrary positive integer. Construct
It can be verified that When we consider MMSE as the utility function, we have to solve the following problem
, it is sufficient to consider the optimization over the extreme points of F, which are the distributions concentrated at two mass points; one in the interval A simple analysis shows that
where (34) is due to the convexity of x 2 and Jensen's inequality, and (35) is from the fact that
. In order to achieve the minimum in (36), we proceed as follows. Let U ∼ Uniform
, and
which means that Y |{U = u} has two mass points at u − 
. When we consider the probability of error as the utility function, we have to solve the following problem
It can be verified that similarly to the analysis when MMSE is the utility function, we can restrict our attention to the extreme points of F and obtain the minimum error probability of
For a pair of random variables (X, Y ) ∈ X × Y (|X |, |Y| < ∞), the private information about X carried by Y is defined in [15] as
Since H(W |Y ) = 0 implies that W is a deterministic function of Y , (38) means that among all the functions of Y that make X and Y conditionally independent, we want to find the one with the lowest entropy.
It can be verified that
where the first inequality is due to the data processing inequality applied on the Markov chain X − W − Y , i.e.,
I(W ; Y ) ≥ I(X; Y ), and the second inequality is a direct result of the fact that W = Y satisfies the constraints in (38).
The non-private information about X carried by Y is defined in [15] as
Let T X : Y → P(X ) be a mapping from Y to the probability simplex on X defined by y → p X|Y (·|y). It was shown in [15, Theorem 3] that the minimizer in (38) is W * = T X (Y ); and hence,
Furthermore, it was proved in [15,
In [15] , g 0 (X, Y ) and D X (Y ) were loosely connected to each other, as the latter represents roughly the amount of information contained in Y and not correlated with X. Three examples were provided, where in two of them be a set of (at least two) indices corresponding to the columns in P X|Y that are equal, i.e.,
We can generalize this definition if the matrix P X|Y has several subsets of identical columns. Hence, the corresponding index sets are denoted by E m , ∀m ∈ [1 : B], for some B ≥ 1. In other words,
For the |X | × |Y|-dimensional matrix P X|Y that has the index sets E m , ∀m ∈ [1 : B], we construct a corresponding |X | × (|Y| − G + B)-dimensional matrixP X|Y from P X|Y by eliminating all the columns in each E m , except one. For example, we have the following pair 
where B = 2, G = 4, E 1 = {1, 2}, and E 2 = {3, 5}.
Theorem 3. For a pair of random variables
where the equality holds if and only if either of the following holds:
1) Perfect privacy is not feasible, i.e. dim(Null(P X|Y )) = 0,
2) Perfect privacy is feasible, and dim(Null(P X|Y )) = 0. In other words,
Proof. It is obvious that when there exist no
and (42) holds from the non-negativity of g 0 . Assume that there exist index sets E m , ∀m ∈ [1 : B], corresponding to equal columns of P X|Y , as defined before.
Hence, T X (Y ) is a random variable whose support has the cardinality |Y| − G + B and whose mass probabilities are the elements of the following set
Let S be a set of
|E i | probability vectors on the simplex P(Y) given by
where the tuple (m 1 , m 2 , . . . , m B ) is written in short as m [1:B] and the probability vectors s m [1:B] are defined element-wise as
Proposition 6. For the set S in (44) and the set S in (10), we have
Furthermore, the probability vector p Y can be written as a convex combination of the points in S , i.e.
where
Proof. The proof is provided in Appendix D. 
Finally, we can write
where (47) is from (12); (48) is justified as follows. According to Proposition 6, S ⊆ S, and p Y is preserved from (46). Hence, the vectors in S belong to the constraint of the minimization in (47), and the inequality follows. (49) is from Proposition 6, and (50) is due to (40). This proves (42).
For the proof of the necessary and sufficient condition of equality in (42), first, we prove the second direction,
i.e. the sufficient condition. If perfect privacy is not feasible, we have g 0 (X, Y ) = 0, and the equality is immediate.
Assume that perfect privacy is feasible and there exist index sets E m , ∀m ∈ [1 : B], corresponding to equal columns of P X|Y , as defined before.
Proposition 7.
If dim(Null(P X|Y )) = 0, the extreme points of the convex polytope S, defined in (10) , are the elements of S . If dim(Null(P X|Y )) = 0, none of the elements in S is an extreme point of S.
Proof. The proof is provided in Appendix E . Now, if dim(Null(P X|Y )) = 0, from Proposition 7, we can say that for any vector s that is an extreme point of (12) , corresponding to equal columns of P X|Y . We prove that dim(Null(P X|Y )) = 0 by contradiction. Assume that dim(Null(P X|Y )) = 0. From Proposition 7, we conclude that none of the elements in S is an extreme point of S.
This is equivalent to
In other words, for any s in S , we can find the triplet (s , s , β), such that s = βs + (1 − β)s , where s , s ∈ S (s = s ) and β ∈ (0, 1). Therefore,
≥ min
where (51) 
V. FULL DATA OBSERVATION VS. OUTPUT PERTURBATION
Thus far, we have assumed that the privacy mapping/data release mechanism takes Y as input and maps it to the released data denoted by U , where X − Y − U form a Markov chain and the privacy mapping is captured by the conditional distribution p U |Y . In a more general scenario, the privacy mapping can take a noisy version W of (X, Y ) as input, as in [22] . In this case, the privacy mapping is denoted by p U |W , and (X, Y ) → W → U form a It can be verified that for the general scenario of (X, Y ) − W − U , where the mapping is denoted by p U |W , perfect privacy can be obtained through a similar LP as in Theorem 1 with the following modifications: The convex polytope S is modified as the set of probability vectors x in P(W), such that (p W − x) ∈ Null(P X|W ); denoting the the extreme points of S by p 1 , p 2 , . . . , p K , (13) changes to
The special cases of full data observation and output perturbation ( [22] ) refer to scenarios where the privacy mapping has direct access to both the private and useful data (W = (X, Y )) and only the useful data (W = Y ), respectively. With these definitions, Sections II to IV consider the particular case of output perturbation. In what follows, we consider the full data observation scenario briefly.
Proposition 9.
If Y is not a deterministic function of X, perfect privacy is always feasible in the full data observation model.
Proof. If Y is not a deterministic function of X, there must exist x 1 ∈ X and y 1 , y 2 ∈ Y (y 1 = y 2 ) such that
. Choose a sufficiently small > 0 and let
It can be verified that p X,Y is preserved in p X,Y,U . Also, p X|U (·|u) = p X (·), ∀u ∈ U, and p Y |U (
where the former indicates that X ⊥ ⊥ U , and the latter shows that Y ⊥ ⊥ U .
Considering the output perturbation model, Theorem 2 proved that perfect privacy is not feasible for the (correlated) jointly Gaussian pair. The following theorem states the opposite for the full data model. 
where N ∼ N (0, 1) is independent of X. By letting U =
where (56) is used in (57), and (58) follows from the fact that X ⊥ ⊥ N .
VI. MAXIMAL CORRELATION
Consider a pair of random variables (X, Y ) ∈ X × Y distributed according to p X,Y , with |X |, |Y| < ∞. LetF denote the set of all real-valued functions of X, and define
LetG and G be defined similarly for the random variable Y . The maximal correlation of (X, Y ) is defined as ( [16] , [17] , [18] ):
If F (and/or G) is empty 4 , then ρ m is defined to be zero.
An alternative characterization of the maximal correlation is given by Witsenhausen in [23] 5 as follows. Let the matrix Q be defined as
with singular values σ 1 ≥ σ 2 ≥ · · · . It is shown in [23] that σ 1 = 1, and the maximal correlation of (X, Y ), i.e., ρ m (X; Y ), is equal to the second largest singular value of matrix Q, i.e., σ 2 .
In what follows, we propose an alternative characterization of the maximal correlation, which also helps us interprete the other singular values of matrix Q. The following preliminaries from [25] are needed in the sequel.
A. Preliminaries
Assume that R is an n-by-n real symmetric matrix, and c is an n-dimensional vector satisfying c 2 = 1.
Assume that we are interested in finding the stationary values of
subject to the constraints c T x = 0,
Letting λ and µ be the Lagrange multipliers, we have
Differentiating the Lagrangian with respect to x, we obtain
which results in µ = −c T Rx, after multiplying both sides by c T and noting that c 2 = 1. By substituting this value of µ in (63), we are led to
where P = I − cc T . Since P is a projection matrix, i.e. P 2 = P, the stationary values of x T Rx are the singular values of the matrix PR that occur at the corresponding eigenvectors.
Finally, assume that the vector c in the constraints is replaced with an n × r matrix C with r ≤ n. Also, assume that the columns of matrix C are orthonormal. It can be verified that the results remain the same after having P modified as P = I − CC T .
B. Alternative characterization of ρ m (X; Y )
Consider a pair of random variables (X, Y ) ∈ X × Y (|X |, |Y| < ∞) distributed according to P X,Y , with the marginals p X and p Y . The matrix P X|Y can be viewed as a channel with input Y and output X. When the input of this channel is distributed according to q Y , the output is distributed according to q X = P X|Y q Y . Y , and in particular,
Proof. Having q Y → p Y , we can write
where is an auxiliary vector. From the relationship q X = P X|Y q Y , we have 22 Assume that p 0 and p are two probability vectors in the interior of P(Y). Let p 0 (·) and p(·) denote their corresponding probability mass functions. We can write the Taylor series expansion of the relative entropy as
. . .
, are the gradient and the Hessian of D(·||p) at p 0 , respectively, and the higher order terms of are denoted by dots in (66). Therefore, (65) boils down to
where we have used the facts that D(p||p) = 0, P T X|Y 1 |X | = 1 |Y| and T · 1 |Y| = 0. When 2 → 0, the higher order terms of in (67), shown with dots, can be ignored. Hence, we are interested in finding the stationary values
when 1 T |Y| · = 0, = 0. Note that the condition 2 → 0 is redundant as the norm 2 cancels out from both the numerator and the denominator of (68). We can equivalently write (68) as
Y 1 |Y| , and it is obvious that c 2 = 1. Without loss of generality, we assume that v 2 = 1. Therefore, we are led to finding the stationary values of
Y , subject to the constraints
Note that R is a |Y|-by-|Y| real symmetric matrix, and c is a |Y|-dimensional vector satisfying c 2 = 1. Therefore, (69) is the same problem as in (61) whose stationary values are the eigenvalues of the matrix (I − cc T )R, which occur at their corresponding eigenvectors.
We have
where Q is defined in (60). Also, c is the eigenvector of R corresponding to the eigenvalue of 1, which follows from:
Therefore, the eigenvalues of the matrix (I − cc 
.
The other eigenvalues of (I − cc T )R (or equivalently, the other singular values of matrix Q, except the largest one) can be interpreted in a similar way. Assume that v 1 is the maximizer of (69), i.e., v 1 is the eigenvector of
If besides the constraints in (70), we also impose the constraint that v should be orthogonal to v 1 , i.e., replacing c by matrix C whose first and second columns are, respectively, c and v 1 , the maximum of (69) would be λ 2 = σ Y c = p Y . In Sections III and IV of this paper, the problem of perfect privacy, i.e., the quantity g 0 (X, Y ), is studied.
Although the optimal utility-privacy trade-off curve is not straightforward analytically, it is of interest to check the behaviour of this curve when a small amount of private data leakage is allowed. To this end, we study the slope of this curve in the following section.
VII. THE SLOPE OF THE UTILITY-PRIVACY TRADE-OFF REGION
In this section, we consider the trade-off region g (X, Y ) vs. as defined in (1) . We are interested in evaluating the rate of increase in the utility when I(X; U ) ≈ 0. In other words, we focus on the slope of this trade-off curve at (0, g 0 ). For the case when g 0 = 0, this slope is obtained, while for the case g 0 > 0, a lower bound is proposed.
Let V * ∈ [1, +∞] be defined as
with the convention that if for some q Y ( = p Y ), we have q X = p X , then V * = +∞.
Proposition 10. We have g 0 (X; Y ) = 0 if and only if V * < +∞.
Proof. The proof is provided in Appendix G.
A. The slope at (0,0)
Proof. When perfect privacy is feasible, it is already known that g 0 (X, Y ) > 0 and the slope is infinity at the origin. This, along with Proposition 10, proves (72) 
where q * X is induced by q * Y , i.e. q *
where this sufficiently small ζ makes p Y |u2 a probability vector. We have
We are interested in inspecting the behaviour of (73), when ζ → 0. From the Taylor series expansion, we have
where K y is a constant and the dots denote the higher order terms in the Taylor series expansion. A similar expansion can be written for the first term in the denominator of (73) with the corresponding constant denoted by K x . Hence, we have
Since δ is chosen arbitrarily, we can write
On the other hand,
where the assumption of p Y |u = p Y in the summations of (79) causes no loss of generality, as it only excludes the zero terms. From (78) and (80), (72) is proved.
Remark 3.
In the general observation model of Section V, i.e., (X, Y ) − W − U , where the privacy-preserving mapping is p U |W , it can be similarly verified that the slope at (0, 0) of the optimal utility-privacy trade-off curve, characterized by I(Y ; U ) vs. I(X; U ), is given by
where the same convention of the definition in (71) holds; the probability vectors p W , p X , p Y , and the matrices
) and Y is connected to X through a binary symmetric channel (BSC) with crossover probability α ∈ (0, 
where H b (t) = −t log t − (1 − t) log(1 − t) is the binary entropy function, and H
where (83) is from the application of L'Hospital's rule. According to [15] , perfect privacy is not feasible for this (X, Y ), and we have g 0 (X, Y ) = 0. Hence,
where (85) is from Proposition 11; (86) is permissible, since the ratios involved are bounded away from zero and infinity; (87) is a direct result of adding constraint to the infimum, and (88) is from the analysis after (64). Note that, in the specific case of this example where |Y| = 2, the inequality in (88) can be replaced by equality, as the standard 1-simplex has only one dimension. In other words, when q Y → p Y , the infimum and the supremum of the ratio are the same, i.e., 
By a simple calculation of ρ m , which is the second largest singular value of the matrix P
It is obvious that for a fixed p x , when α → , and therefore, from (90), ρ m → 0. This is intuitive, since having α → 1 2 , the pair (X, Y ) moves towards independence; and therefore, any correlation between them vanishes. As a result, the left hand side (LHS) of (89) becomes unbounded, while its right hand side (RHS) tends to zero. For example, with p x = 0.6 and α = 0.45, the LHS is approximately 104.12, while its RHS is 0.0099, which makes (89) invalid. The reason for this phenomenon is that the upperbound in (82) does not hold in general, which is due to a subtle error in employing Mrs. Gerber's lemma in [15, Lemma 1] , in which, the conditional entropy H(Y |U ) is bounded below as
where the crossover probability α is captured in the additive binary noise N ∼ Bernoulli(α), and (91) is due to Mrs. Gerber's lemma. Then, H(X|U ) is replaced with H(X) − , since I(X; U ) = , to obtain the bound in (82).
However, in the statement of Mrs. Gerber's lemma [26] , N must be independent of the pair (X, U ), while this is not necessarily the case here. Assume that, in the Markov chain X − Y − U , U is obtained by passing Y through a Z channel 6 . Then, N is not independent of the pair (X, U ). Actually, it can be verified that for one realization of U , N becomes a deterministic function of X. Therefore, the application of Mrs. Gerber's lemma is not permissible.
Remark 5. It can be readily verified from Theorem 6 and Proposition 11 that
where in (92), we use the convention
] is equal to I(X; U ), and it is written like this to be comparable with the constraint of supremization in (93), i.e., an average constraint in (92) versus a per-realization constraint in (93).
B. The slope at (0, g 0 )
In the previous subsection this slope was obtained when g 0 = 0. In what follows, we consider the case g 0 > 0, and we are interested in finding
In the sequel, we propose a lower bound for (94). Assume that g 0 , as obtained through an LP formulation in Theorem 1, is achieved by
where the vectors p Y |u , ∀u ∈ U belong to the extreme points of the set S, defined in (10). Define
and if for some u , there is no q Y for which 0 < D(q Y ||p Y |u ) < +∞ (which happens exactly when p Y |u is a corner point of the probability simplex), then let ψ(u ) = 0.
Proposition 12.
We have ψ(u ) < +∞, ∀u ∈ U .
Proof. The proof is provided in Appendix H. 6 The Z channel has binary input and output alphabets, and conditional pmf p(0|0) = 1,
and denote a/the maximizer of (96) by u j for some j ∈ [1 : |U |]. From (95) and (96), for a fixed δ, we have
Construct the pair (Y, U ) as follows. Let U = {u 1 , u 2 , . . . , u |U | ,û j }, and
Note that for sufficiently small > 0, p Y |ûj is a probability vector, since we have D(q Y ||p Y |u j ) < +∞. In other words, for any entry of the vector p Y |u j that is zero (note that it is an extreme point of S), the corresponding entry in q Y is also zero. Finally, it can be verified that from (98) and (99), the marginal probability vector p Y is also preserved.
With this construction, we can have the Markov chain X − Y − U and
where the numerator in (100) is from (98); the denominator in (100) is from the fact that p X|ui = p X|u i , ∀i ∈ [1 : |U |], i = j and p X|u = P X|Y p Y |u = p X , ∀u ∈ U ; (101) is due to (99). We can write the Taylor series expansion for the second term in the numerator of (101) as
Replacing the above in (101), the numerator becomes
which, after some manipulations, becomes equal to
Following similar steps, an expansion for the second term in the denominator of (101) can be obtained. Letting → 0, and ignoring the higher order terms (denoted by the dots), we get
where (102) is due to (97). Since δ > 0 was chosen arbitrarily, we get
On the other hand, construct the pair (Y, U ) as follows. Let U = {u 1 , u 2 , . . . , u |U | ,ũ 1 ,ũ 2 , . . . ,ũ |Y| }, and
where e i is an |Y|-dimensional vector denoting the i th extreme point of the probability simplex, i.e. e 1 = 1 0 0 . . .
T
, e 2 = 0 1 0 . . .
, and so on. It can be verified that the marginal probability vector p Y is preserved.
where we have used the facts that D(e i ||p Y ) = − log p Y (y i ) and p X|ũi = P X|Y e i = p X|yi . Therefore, combining (103) and (104), we have
Example 3. Assume X = {1, 2}, Y = {1, 2, 3}, and We can simply obtain ψ(·) as 
VIII. CONCLUSIONS
This paper addresses the problem of perfect privacy, where the goal is to find the maximum utility obtained through a (distorted) disclosure of available data Y , while guaranteeing maximum privacy for the private latent variable X. It is shown that this problem boils down to a standard linear program when the utility is measured by the mutual information between Y and its disclosed (distorted) version U . Similar results are obtained for other utility measures, in particular mean-square error and probability of error. It is shown that when the private variable and the observed data form a jointly Gaussian pair, utility can be obtained only at the expense of privacy when the data release mechanism has access only to the observed data Y . On the other hand, it is shown that, when the privacy mapping has direct access to both the data Y and the latent variable X, perfect privacy is feasible.
Measuring both the utility and privacy by mutual information, we have then investigated the slope of the optimal utility-privacy trade-off curve when the revealed and private data are independent, i.e., I(X; U ) = 0. Finally, we have proposed an alternative characterization of the maximal correlation between two random variables.
APPENDIX A
Let U be an arbitrary set. Let P be the set of probability mass functions (pmf) on Y. Let r : P → R |Y|+1 be a vector-valued mapping defined element-wise as
Since P corresponds to the standard (|Y|−1)-simplex, which is a closed and bounded subset of R |Y| , it is compact.
Also, r is a continuous mapping from P to R |Y|+1 . Therefore, from the support lemma [26] , for every U ∼ F (u) defined on U, there exists a random variable U ∼ p(u ) with |U | ≤ |Y| + 1 and a collection of conditional pmfs
This means that for an arbitrary U with X − Y − U , the terms p Y (·), I(Y ; U ) and I(X; U ) are preserved if U is replaced with U . Since we can simply have X − Y − U , there is no loss of optimality in considering |U| ≤ |Y| + 1.
Let P p U |Y (·|·) U ∈ U, Y ∈ Y, |U| ≤ |Y| + 1 and P y p U |Y (·|y) U ∈ U, |U| ≤ |Y| + 1 , ∀y ∈ Y.
The set P y is the standard (|U| − 1)-simplex, and therefore compact (since |U| ≤ |Y| + 1 < ∞). The set P = ∪ y∈Y P y is a finite (|Y| < ∞) union of these compact sets, which is still compact. Finally, the set P = p U |Y (·|·) ∈ P X − Y − U, I(X; U ) ≤ is a closed subset of P (due to the continuity of mutual information and closedness of the interval [0, ]), and therefore, it is also compact. Since I(Y ; U ) is a continuous mapping over P , its supremum is achieved; and therefore, it is a maximum. This proves the first equality in (2) . The second equality in (2) follows from the convexity of the objective function on P , and the maximum occurs at an extreme point of P , for which I(X; U ) = .
APPENDIX B
It is already known that when g 0 > 0, we have p Y |u ∈ S, ∀u ∈ U. The reasoning in Appendix A can be modified as follows. P can be replaced with S, and the mapping r is modified as r : S → R |Y| , where the last constraint in (106) is removed, as for any element in S, we have H(X|U = u) = H(X). Therefore, we obtain the sufficiency of |U| ≤ |Y|. Now, assume that the minimum in (12) is achieved by K(≤ |Y|) points in S. We prove that all of these K points must belong to the extreme points of S. Let p be an arbitrary point among these K points. p can be written as
where α i ≥ 0 (∀i ∈ [1 : |Y|]) and
|Y|]) belong to the extreme points of S and p i = p j (i = j). From the concavity of entropy, we have
where the equality holds if and only if all of the α i s but one are zero. From the definition of an extreme point, if p is not an extreme point of S, it can be written as in (107) with at least two non-zero α i s, which makes the inequality in (108) strict. However, this violates the assumption that the K points achieve the minimum. Hence, all of the K points of the minimizer must belong to the set of extreme points of S.
It is obvious that for an arbitrary function
Therefore,
where (110) is due to (109); and (111) is due to the (strict) convexity of x 2 .
APPENDIX D
From the construction in (45), we have ∀m
Hence, s ∈ S, ∀s ∈ S , which means that S ⊆ S.
From (45), the non-zero entries of any probability vector s ∈ S are the same as the elements of the set in (43).
Finally, let the set of |Y|-dimensional probability vectors {s m1 } m1∈E1 on Y be defined element-wise as
By induction, define
where it can be verified that (113) and (45) are equivalent for n = B. By constructions in (112) and (113), we can, respectively, write
and
Therefore, p Y can be written from (114) and (115) as
By letting
we are led to (46).
APPENDIX E
Without loss of generality, by an appropriate labelling of the elements in Y, we can assume that E 1 = 1 : |E 1 | , Define the vectors
where (118) holds with equality if and only if dim(Null(P X|Y )) = 0.
Proof. The proof is provided in Appendix F.
If dim(Null(P X|Y )) = 0, any element in S is an extreme point of S. The reasoning is as follows. Note that S ⊆ S. Hence, it remains to show that no point of S can be written as a convex combination of two different points of S. Pick an arbitrary point s in S . It can be verified that no > 0 and e ∈ N exist such that both s + e and s − e remain a probability vector. This is due to having a negative element in either or both of them. From Proposition 13, we have N = Null(P X|Y ) which in turn means that s cannot be written as a convex combination of two different points of S. Therefore, the elements in S belong to the extreme points of S.
On the other hand, when dim(Null(P X|Y )) = 0, assume that there exists s * ∈ S that is an extreme point of S. We show that this leads to a contradiction. 
can produce a vector whose all the elements corresponding to E m are zero except one. Since dim(Null(P X|Y )) = 0, we have from Proposition 13 that N = Null(P X|Y ), which in turn means that
E i , then we must have s * j = s j for some j ∈ [G + 1 : |Y|]. Still, ∆s cannot be written as a linear combination of the vectors in N, as for any vector n ∈ N, we have n k = 0, ∀k ∈ [G + 1 : |Y|]. This leads us to s * ∈ S, which is again a contradiction.
Therefore, we conclude that when dim(Null(P X|Y )) = 0, the extreme points of S are the elements of S .
If dim(Null(P X|Y )) = 0, from Proposition 13, there must exist a non-zero vector v such that v ∈ Null(P X|Y )
and v ∈ N. Pick an arbitrary point of S . In order to make the analysis simple, let the picked vector beŝ 0 , which iŝ
From v, we can construct a non-zero vectorṽ ∈ Null(P X|Y ), as done in (119). Then, it is obvious that for sufficiently small > 0,ŝ 0 can be written as a convex combination ofŝ 0 + ṽ andŝ 0 − ṽ, where both are in S.
This shows thatŝ 0 cannot be an extreme point of S. A similar approach 8 can be applied to show that the other 8 The only difference is in constructing a vectorṽ, such that when a point of S is perturbed along the direction ofṽ, it still lies in S. This can be done by noting that it is sufficient to construct aṽ whose position of zero elements in [1 : G] matches that of the arbitrary point from S. In a similar way thatṽ(∈ Null(P X|Y )) was constructed from v in (119), by using other orthogonal vectors in N, instead of e i m , a newṽ can be constructed whose position of zero elements in [1 : G] matches that of the arbitrary point from S. points of S do not belong to the set of extreme points of S. Hence, from dim(Null(P X|Y )) = 0, we conclude that none of the elements in S is an extreme point of S.
APPENDIX F
The fact that N ⊆ Null(P X|Y ) can be verified by observing that P X|Y e i m = 0, ∀i ∈ [1 :
If dim(Null(P X|Y )) = 0, we must have N = Null(P X|Y ). If this is not true, from (118), there must exist a non-zero vector v such that v ∈ Null(P X|Y ) and v ∈ N. Let v i denote the i th element in v. We can write
where it can be verified that the coefficients α , we havẽ v ∈ Null(P X|Y ). Also, note thatṽ is a non-zero vector, since otherwise (119) would result in v ∈ N. Finally, from the structure ofṽ andP X|Y , we observe thatP X|Yṽ = P X|Yṽ = 0, whereṽ is obtained from eliminating the zero vectors ofṽ, denoted by 0 |Ei|−1 , ∀i ∈ [1 : B], in (119). Sinceṽ is a non-zero vector, so must beṽ . Hence, dim(Null(P X|Y )) = 0, which is a contradiction. Therefore, we must have N = Null(P X|Y ).
If N = Null(P X|Y ), we must have dim(Null(P X|Y )) = 0. If this is not true, there exists a non-zero vectorr such thatP X|Yr = 0, and correspondingly a non-zero vectorr such that P X|Yr = 0, where the relation betweeñ r andr is similar to that betweenṽ andṽ in the previous paragraph. Therefore, we haver ∈ Null(P X|Y ).
However, it can be verified that due to the structure of the vectors e . This results inr ∈ N, which is a contradiction, as we assumed N = Null(P X|Y ). This proves that dim(Null(P X|Y )) = 0.
APPENDIX G
When g 0 (X, Y ) = 0, there is no q Y = p Y , such that q X = p X , since otherwise we could have constructed a random variable U ∈ {u 1 , u 2 }, and a sufficiently small α > 0, such that
where the sufficiently small α makes p Y |u2 still a probability vector. With this construction, it can be verified that Y e e = 0, which is not possible, since e is a non-zero vector, and so is P X|Y e due to the fact that σ i (P X|Y ) = 0, ∀i ∈ 1 :
min{|X |, |Y|} and |Y| ≤ |X |, i.e. the null space of P X|Y is only the all-zero vector. Therefore, the minimum eigenvalue of the matrix Q T Q is bounded away from zero. Equivalently, the inverse of (64) is bounded above by the inverse of the minimum eigenvalue of Q T Q. Hence, V * < +∞.
The proof of the second direction is immediate, since having g 0 (X, Y ) > 0 leads to the existence of q Y = p Y , such that q X = p X , which in turn violates V * < +∞.
APPENDIX H
Firstly, note that for any point q Y that satisfies 0 < D(q Y ||p Y |u ) < +∞, we have q Y ∈ S (i.e., q X = p X ),
where S is defined in (10), since otherwise from the fact that D(q Y ||p Y |u ) < +∞, for sufficiently small , we can make the probability vector q Y = .
Similarly to the analysis after (64), the above becomes equal to the minimum eigenvalue ofQ TQ , wherẽ
andP X|Y is an |X |×(|Y|−|I u |)-dimensional matrix obtained by eliminating the columns of P X|Y that correspond to the indices in I u ; P Y |u is a (|Y| − |I u |) × (|Y| − |I u |) diagonal matrix whose diagonal elements are the corresponding non-zero elements of p Y |u .
In what follows, we show that the minimum eigenvalue of the matrixQ TQ is bounded away from zero, since otherwise there must exists a non-zero (|Y|−|I u |)-dimensional vectorẽ, such thatQẽ = 0. Letẽ P X are full rank matrices, we must haveẽ ∈ Null(P X|Y ), and therefore according to Proposition 3, 1 T |Y|−|I u | .ẽ = 0. Construct the |Y|-dimensional vector e as follows. Let its elements corresponding to the indices in I u be zero, and its other terms be equal to the elements ofẽ . It is obvious that e ∈ Null(P X|Y ), since the elements of e corresponding to the columns of P X|Y that are not inP X|Y are zero and we havẽ e ∈ Null(P X|Y ). From Proposition 3, having e ∈ Null(P X|Y ) results in 1 T |Y| .e = 0. For sufficiently small > 0, let q Y = p Y |u + e . Since = 0 and e = 0, we have D(q Y ||p Y |u ) > 0. Moreover, since the elements in q Y corresponding to the indices in I u are zero, we have D(q Y ||p Y |u ) < +∞. Therefore, from the reasoning at the beginning of this Appendix, we have q Y ∈ S. However, since e ∈ Null(P X|Y ) and P X|Y p Y |u = p X , we have q Y ∈ S, which is a contradiction. Therefore, the minimum eigenvalue of the matrixQ TQ is bounded away from zero. This in turn means that the inverse of ψ(u ) is bounded away from zero, and therefore, ψ(u ) < +∞, ∀u .
