Abstract-Recently, Qin et al. proposed a three-tier Peer-toPeer (P2P) architecture for real-time file search in distributed networks [8] . In this architecture, indices of files held by the user peers in the bottom layer are stored at the super-peers in the middle layer, and the correlation of those two bottom layers is controlled by the central server(s) in the top layer using the notion of tags. In Qin's system, a heavily loaded superpeer can move excessive load to a lightly loaded super-peer by using a notion of task migration. However, such task migration approach is not sufficient to balance the load of super-peers if the size of tasks is highly imbalanced. To overcome such issue, in this paper, we propose two load-balancing schemes for this architecture, aiming to ensure an even load distribution over the super-peers. The first scheme controls the load of each task in order to decrease the total cost of task migration. The second scheme directly balances the load over tasks by reordering the priority of tags used in the query forwarding step. The effectiveness of the proposed schemes are evaluated by simulation. The result of simulations indicates that all the schemes can work in coordinate, in alleviating the bottleneck situation of super-peers.
I. INTRODUCTION
Recently, Peer-to-Peer (P2P) systems have emerged as a popular way to provide scalable network services over the Internet [1] . A P2P system consists of a large number of computers called nodes or peers, which are connected with a logical network called P2P overlay to realize a direct communication between them. Thus far, a number of important network services have been realized under the P2P model, which include Napster [7] , BitTorrent [2] , and Skype [12] . Unlike traditional Client/Server (C/S) systems, P2P systems are supposed to be working in a dynamic environment in which participating nodes frequently repeat join and leave operations, and each node can simultaneously play the roles of a server and a client.
As the scale of P2P glows, it has been posed a strong requirement to develop an efficient way of managing a large amount of objects (e.g., contents of media files) distributed over the network. In other words, information retrieval becomes a key issue in realizing a scalable contents sharing over the P2P systems. Such an information retrieval is an intrinsically difficult task in fully distributed systems such as P2P, since they do not rely on a centralized server to collect and manage the global information as in C/S systems.
To overcome such difficulty, a number of techniques have been proposed in the literature, and some of them are implemented in actual P2P applications.
The architecture of P2P systems can be classified into two categories; i.e., unstructured type and structured type. In unstructured P2Ps, link in the overlay are established arbitrarily, and a query message requesting for a necessary information on shared objects is "flooded" through the network, in order to find peers to have a requested information, until it consumes a predetermined number of hops called Time-to-Live (TTL). Since there is no correlation between peers and the contents (and the information) managed by them, the flooding does not always find a target peer. In addition, it is also a serious problem that a flooding consumes a large amount of communication bandwidth in the network. On the contrary, structured P2Ps employ globally consistent query routing protocols such as DHT (Distributed Hash Table) [13] and skip graph [6] to tightly control the overall P2P overlay to realize an efficient data storage and information retrieval. Examples of P2P overlay based on the notion of DHT include Chord [13] , CAN [10] , Tapestry [17] , Pastry [11] , and BATON [6] . It should be noted here that although it would certainly improve the efficiency of information retrieval compared with unstructured P2Ps, such a tight control leads to a high communication overhead which increases the overall cost required for the resource management and the topology maintenance.
In order to overcome such drawback of conventional approaches, in this paper, we focus on a hierarchical P2P proposed by Qin et al. [8] . This is a three-tier architecture consisting of top, middle, and bottom layers, where indices of files held by the user peers in the bottom layer are stored at the sub-servers in the middle layer, and the correlation of those two bottom layers is maintained by the central server(s) in the top layer using the notion of tags (see Section III-A for the details). Note that peers in the middle layer can be regarded as super peers used in many conventional P2P systems [16] . As will be described later, this hierarchical architecture has a great potential for striking a good trade-off point between the search efficiency and the system cost by balancing the load of sub-servers, while it was not explicitly addressed in [8] . In fact, in this system, the imbalance of the load of sub-servers becomes large, since the number of files assigned to sub-servers is not uniform and/or the access frequency to sub-servers is not uniform. An overloaded subserver easily becomes a bottleneck of query processing, and it will increase the search time thereby significantly degrading the overall performance of the information retrieval system. Hence, it is a crucial issue for the Qin's hierarchical system to design effective mechanisms to balance the load of sub-servers.
In this paper, we address several issues in P2P load balancing. In Qin's system, the task of a sub-server is defined to be a collection of indices held by the user peers which is represented by a set of tags associated with the indices. The load imbalance of sub-servers can be alleviated by migrating excessive tasks from a heavily loaded subserver to a lightly loaded sub-server similar to previous schemes. However, such task migration approach is not sufficient to balance the load of sub-servers if the size of tasks is highly imbalanced, e.g., if the preference of tags by the users follows a power-law such as Zipf's law (in fact, it is known that the user's preference follows such a "biased" distribution in many cases). To overcome such issue, in this paper, we propose two load balancing schemes based on the notion of resizing of tasks. The first scheme tries to bound the maximum size of the tasks using an appropriate threshold value μ, i.e., it splits a task if the size of the task exceeds μ. We propose a mechanism to efficiently realize such task splitting with low overhead. The second scheme controls the size of each task by modifying the definition of the tasks. More concretely, we propose an idea of reordering the priority of tags used in the query forwarding step in Qin's system (see Section IV-D for the details). The performance of the proposed schemes is evaluated by simulation. The result of simulations implies that, by applying the proposed schemes, we could greatly reduce the maximum load of SP, and ensure a more even load distribution over the superpeers, thereby alleviate the bottleneck situation of superpeers.
The remainder of this paper is organized as follows. Section II outlines related work. Section III overviews Qin's hierarchical P2P, and Section IV proposes two load balancing schemes. The result of evaluation is given in Section V. Finally, Section VI concludes the paper with future works.
II. RELATED WORKS
During past years, the load balancing problem has been recognized as a key issue in P2P systems. In this section, we overview conventional approaches on this problem, for each type of the P2P architecture; i.e., structured type and unstructured type.
A. Structured P2Ps
Most of structured P2Ps adopt Distributed Hash Table  (DHT) as an overlay network, in order to realize an efficient data management and information retrieval. In such structured P2Ps, each object is mapped to a unique key in a key space. The key space is partitioned among the nodes, and each node is responsible for storing all the objects that are mapped to a key contained in its portion of the key space. Thus, each node can efficiently locate the destination node which is responsible for a given key, by identifying the point corresponding to the key in the key space and by routing a query message towards the identified point. Such P2Ps, which are referred to as P2P DHTs, generally assume that all nodes are homogeneous, objects are of the same size, and IDs given to all objects are uniformly distributed over the ID space (i.e., key space) of the DHT. Examples of P2P DHT include Chord [13] , CAN [10] , Tapestry [17] , and Pastry [11] .
To realize an effective load balancing among peers, Chord introduces the notion of virtual servers which play a similar role to the tasks in conventional load balancing schemes. More concretely, each node is assigned several virtual servers, and a load distribution is realized by migrating virtual servers among nodes, where each virtual server is responsible for a portion of the ID space. CFS [4] improves such scheme of Chord by taking into account the node heterogeneity, i.e., it determines the number of virtual servers associated to a node in such a way that it is proportional to the node capacity. CFS also introduces a mechanism to decrease the number of overloaded nodes by allowing each overloaded node to "drop" some of its virtual servers. Rao et al. [9] proposed three schemes in which migration of virtual server takes place between a set of heavy nodes and a set of light nodes. As such, the notion of virtual servers makes it easy to realize an effective load balancing in P2P DHT. However, it has a serious drawback such that it should use a number of directories to store and update the load information of the light nodes in the system, which consumes a large amount of resources in the P2P system. As an alternative approach, Baton proposed a load balancing scheme based on the notion of heap [6] . More concretely, by maintaining a set of light nodes using a heap structure (i.e., a balanced binary tree of nodes), each node can acquire (a list of) light nodes by simply referring to the heap.
B. Unstructured P2Ps
In unstructured P2Ps such as Gnutella and Winny, random peer selection is commonly adopted to realize a load balancing. Chawathe et al. [3] proposed a load balancing scheme based on the notion of random walk. It tries to increase the probability of visiting a light peer by organizing the overlay in such a way that a peer with high capacity has a large number of adjacent peers, while it would need a global view of the system concerned with the distribution of the node capacities. Triantafillou et al. [15] focused on the load balancing in P2P resource sharing systems, and proposed a two-level hierarchical architecture, in which meta-data held by the ordinary peers in the bottom layer is aggregated by its cluster leader in the top layer, and a load balancing is realized by migrating objects among clusters.
Garbacki et al. [5] proposed a load balancing scheme for hierarchical P2Ps, based on a list of super-peers called super-peer cache. In this scheme, a heavy super-peer can reduce the number of requests received from ordinary peers by reducing its "priority" in the super-peer cache held by each peer, where ordinary peer tries to connect to the super-peers in the order indicated in the super-peer cache. Although this scheme could autonomously reduce the load of heavy super-peers, it has a serious drawback such that a selfish behavior of the super-peers would significantly degrade the performance of the overall system, since it lacks a mechanism of determining the relative load of the superpeers. An aggregation of global load information can be realized much more easily in hybrid P2Ps such as Napster and eD2K, since index server in those systems can naturally behave as an information aggregator. Although it would be a practically reasonable solution, such a central server easily becomes a bottleneck as increasing the number of participating peers, if we try to collect "all" of the latest load information to the central server.
III. SYSTEM MODEL
In this chapter, we describe an outline of three-tier hierarchical P2P system proposed by Qin et al. which is aiming to provide a real-time file search in distributed networks. Moreover, we describe a skewed query model assumed in this paper.
A. Design
Consider a hierarchical P2P system consisting of three layers, where the top layer consists of a central server S 0 , the middle layer consists of a set of super-peers (SPs, for short) S = {S 1 , S 2 , . . . , S m }, and the bottom layer consists of a number of user peers (UPs, for short) [8] . Figure 1 illustrates an overview of the P2P architecture. In this system, each file held by a UP is associated with an SP in such a way that the index of the file is maintained by its corresponding SP. S 0 keeps the correlation between files and SPs, and forwards queries received from UPs (i.e., users behind UPs) to its relevant SP using an appropriate discrimination tree described later. Such a mapping of files to SPs is controlled by a set of "tags" attached to each file. Let T = {t 1 , t 2 , . . . , t |T | } be the set of all tags to be considered in the system.
Let σ be a bijection from T to {1, 2, . . . , |T |}. In the following, σ(t) is referred to as the priority of tag t under σ, and we say that tag t 1 is given a higher priority than tag t 2 under σ, if σ(t 1 ) < σ(t 2 ). By defining an inclusion relation between sets of tags 1 , we can define a mapping of files to SPs in the following manner [8] : 1) Each S i ∈ S is associated with a tag set T i by the central server S 0 . 2) Each file x is attached with a set of tags T (x) by its contents holder.
In other words, in this mapping scheme, tag set T i defines a task for S i .
Such an assignment of tasks can be represented as a discrimination tree constructed as follows:
1) Each vertex of the tree is associated with a task (except for the root vertex). 2) Let T (u) denote a task associated to vertex u in the tree. Let t be a lowest priority tag in T (u) and let i = σ(t ) for brevity. Then, vertex u has at most |T |−i children associated with tag set
3) The level of a vertex is defined as the distance from the root to the vertex. 4) Each vertex is mapped to an SP, and each SP is assigned with several tasks in the tree. In the following, we will use such a discrimination tree for matching a given a query, in a sense that the query is placed at the root of the tree and moves toward a vertex associated with a task including the query.
Suppose that queries and tasks are given as follows: ) By using such notions, the load balancing problem could be stated as a problem of determining a "set of tag sets" associated to SPs in such a way that the load of SPs is balanced as much as possible.
B. Skewed Query Model
Let Q be a query consisting of several tags. After receiving such query, the system conducts an information retrieval, and returns a set of files attached with all tags contained in Q. In this paper, we assume that there are no correlation between tags, i.e., the probability of associating a tag to a query (or a file) is independent of the association of the other tags. Let p i denote the probability of associating tag t i ∈ T to a query (or a file), and without loss of generality, we assume that p i ≥ p i+1 for any 1 ≤ i ≤ |T | − 1. More specifically, we assume that the set of probabilities follows the Zipf's first law, i.e.,
where
and s is a parameter characterizing the distribution (it is often referred to as Zipfparameter). Note that |T | i=1 p i = 1 by definition. In addition to the above assumption, in this paper, we assume that the length of each query Q follows a binomial distribution which is roughly verified by the real statistical data [14] . More concretely, we assume that each query is constructed using a Bernoulli trial with stopping probability p; i.e., the probability that a given query has length i is given by (1 − p) i−1 × p. It should be worth noting that under such natural and reasonable assumptions, the number of queries associated with each tag will be highly imbalanced; i.e., a popular tag is contained in a large number of queries, while an unpopular tag is rarely contained in the queries. In other words, an SP which is associated with a popular tag will receive a significant number of queries which causes an overload of the SP.
IV. LOAD BALANCING SCHEMES
In this chapter, we first give a formal definition of the load balancing problem. After illustrating a simple task migration scheme for solving the problem, we propose two load balancing schemes, i.e., 1) a task splitting scheme to ensure that the size of each task is bounded by an appropriate value, and 2) a tag reordering scheme to bound the depth of the discrimination tree used in the query forwarding step.
A. Preliminaries
In the following, we assume that each SP is associated with several tag sets corresponding to tasks, and will use words "task" and "tag set" interchangeably.
A mapping of tasks in D to the set of SPs in S is represented by a binary matrix C such that
, is the summation of the load of tasks assigned to it, i.e.,
The load balancing problem is now stated as follows: Definition 1 (Load balancing problem): Find matrix C to minimize max 1≤j≤m (S j ).
In this paper, we propose a heuristic scheme to solve the load balancing problem in P2P environment. We use several notations described as follows. Let b i be a Boolean variable which represents whether or not the load of S i exceeds a threshold θ, where θ is typically determined as θ = Si∈S i /|S| + c for some slack c > 0 and is referred to as the target load of SPs. The load of S i is said to be heavy if b i = true, and non-heavy otherwise. Let B = (b 1 , b 2 , . . . , b n ) be a Boolean vector representing the load of SPs, where in the following, we assume that vector B is maintained by S 0 in its local storage. Finally, we should remind that in our hierarchical P2P architecture, the migration of tasks is realized by modifying binary matrix C, and by transferring a set of indices corresponding to the migrated tag sets to their destination.
B. Task Migration
In this subsection, we describe a scheme to migrate excessive tasks of heavy SPs to non-heavy SPs, which will be used as a procedure in the proposed schemes. Let S * be a heavy SP, and D * be the set of tasks assigned to S * . By definition, (S * ) > θ. At first, S * notifies S 0 that it becomes heavy. Upon receiving the notification message, S 0 updates vector B to reflect the change of the status, conducts a matching process for S * , and returns S * a list of nonheavy SPs which can accommodate excessive tasks of S * . After receiving the list, S * tries to hand over (a portion of) excessive tasks to the recommended SPs until it satisfies (S * ) ≤ θ or the list of non-heavy SPs becomes empty.
Task migration between two SPs is executed as follows. LetD be the set of excessive tasks of S * , and suppose that S * selects S as the target of task migration. Before starting a task migration, S * acquires the available capacity
of S by directly communicating with S . It then determines the set of tasks to be migrated to S as follows:
function TASK SELECTION(δ)
Step 1:Let Q = ∅.
Step 2:If δ < min d∈D (d), then go to Step 4.
Step 3:Let d be a task with largest load inD such that (d ) ≤ δ. It moves d fromD to Q, decrements δ by (d ), and go to Step 2.
Step 4:Output Q, and terminate. After that, S * sends a copy of index set associated with tasks contained in Q to S , and after completing such a index transfer, it sends a message to S 0 to change the mapping of tasks to the SPs.
C. Task Splitting
In the task migration scheme described in the last subsection, there is a possibility that no tasks in a heavy SP can move to a non-heavy SP, if the load of tasks is highly imbalanced. For example, let S = {S 1 , S 2 , . . . , S 10 } and assume the target load θ is calculated as 10. If the load of tasks associated with S 1 is {20, 15, 10}, then the excessive tasks with load 20 and 15 can not be migrated to another SPs in this case.
The key idea of our first scheme is to bound the maximum load of the tasks by a predetermined constant. More concretely, if the load of a task exceeds the threshold, the task is split into several tasks according to the predetermined priority sequence σ. Moreover, task splitting is strictly conducted from level h to level (h +1) in the discrimination tree. The concrete procedure is described as follows:
Step 1:Let P = ∅, where P is a set of tasks to be split.
Step 2:Let μ be a variable representing the threshold of load of task. Let T α ⊆ T denote a overloaded task, i.e., (T α ) > μ. Let t be a lowest priority tag in T α , and let i = σ(t ) for brevity.
Step 3:Let Q be the set of all children associated with T α , where |Q| = |T | − i and
then go to step 5.
Step 4:The set of tasks P ⊆ Q is determined in such a way that Minimizes
Step 5:Output P , and terminate.
After that, T α virtually splits its indices into several sets according to the tasks contained in P . Note that task integration is a reverse operation of task splitting, which should be invoked when the size of each task becomes too small, since such small tasks increases the overhead for the task management and query processing.
D. Tag Reordering
Assuming that queries are usually ends up with no more than a certain number of tags, say L. Accordingly, it also means that the maximum level of the discrimination tree should be limited in L. Cause if the maximum level of the discrimination tree is larger than L, it is easy to bring out uneven load distribution over tasks. Moreover, a task with a popular tag will receive a large number of queries which has a high probability leading to overload, such a task may be split again and again. What is worse, if a popular tag is assigned with a higher priority, a task contained such a popular tag even cannot bound its load by splitting it.
Based on the observation above, the basic idea of our second scheme is to move such popular and high priority tag to the end of the tag priority sequence. More concretely, in this system, tag priority sequence has a direct impact on choosing tasks to receive query in the discrimination tree, i.e., a totally different path from the root to a vertex in the discrimination tree would be determined as long as the tag with the lowest priority in the given query altered. Here, it is worth noting that how to set an appropriate threshold value μ is also important. If μ is set to a high value, the load over tasks may be still highly imbalanced, and if μ is set with a low value, it may accelerate task splitting. Tag reordering triggered byŜ is executed as follows.
function TAG REORDERING(L)
Step 1:Let L denote the threshold of the maximum level of the discrimination tree, and T β denote a task assigned toŜ at level L of tree. Let t l be the lowest priority tag, and let l = σ(t l ) for brevity. Let μ be a variable representing the threshold of the load of task.
Step 2:If (T β ) > μ,Ŝ send a message insert(t l ) to S 0 .
Step 3:Upon receiving the message insert(t l ), S 0 reorders the priority sequence as follows, i.e., σ(t i ) decrease by 1 for each (l + 1) ≤ i ≤ |T | and σ(t l ) = |T |.
Step 4:After that, all of tasks associated with t l send a copy of indices to corresponding tasks according to new priority sequence σ.
V. SIMULATION
In this chapter, we evaluate the performance of all load balancing schemes by simulation. The simulation is written in Java, and is developed under the following environment: open-SUSE/10.1, Intel Core TM 2 Duo CPU 3.00GHz, Memory 2GB, Eclipse/3.4, JDK/1.6.
In the set of simulations, we omit a concentration of tasks to a non-heavy SP which may cause a chain effect of task migration; i.e., the non-heavy SP becomes next heavy SP and continue to migrate its tasks to the other SPs. To simplify the exposition, we measure the load of a task by means of its access load, since the storage load of a task is follows the same distribution model to its access load. The effectiveness of the proposed load balancing schemes is evaluated in terms of the following metrics; i.e., (1) Total number of tasks: Defined as the total number of tasks in the system. It represents the overhead for the task management and query processing. 
A. Simulation Model
Let |S| = 100 be the set of SPs to be considered in the simulation. Let |T | = 100 be the set of selected tags, and each tag in T is associated with an access probability according to Zipf's first law as was described in Section III-B. For simplicity, we regard each tag t i in T as a task, and without loss of generality, we assume that each S i in S is associated with one single tag t i in T in the beginning. The length of each query Q is generated by using a Bernoulli trial with stopping probability 0.4, i.e., the probability that a given query with i tags is give by (0.6) i−1 × 0.4. The default value of the maximum length of query is 10. In the simulation, We assume that the depth of the discrimination tree is bounded by 6 since more than 95% of queries are end up less than 6 tags. We assume the total number of queries |Q| = 10000 during a certain period of time. Zipf-parameter s varies from 0.2 to 1.6. In addition, we do not consider join and departure of SPs in the simulation.
B. Effect of tag priority sequence
We first evaluate the effect of several priority sequence in terms of the size of cluster of queries associated with each tag. Recall that, the size of cluster for each tag depends on two factors, i.e., p i which is the probability of associating tag t i to a query, and σ(t i ) which is the priority value of t i . In this subsection, we study the effect of two concrete tag priority sequence as follows.
Case 1: We consider an ascending order of tag priority sequence over T such that σ( Case 2: We consider a descending order of tag priority sequence over T such that σ(t i ) > σ(t j ) iff p i > p j . The result of both cases is illustrated in Figure 2 . In this figure, we fix |Q| = 10000. By varying Zipf-parameter s from 0.2 to 1.6, the standard deviation of the load distribution over T increases from 940.64 to 966.88 in case 1. While in case 2, the standard deviation of the load distribution over T is concentrated to a narrow area from 15.39 to 106.23. It is easy to see that the load imbalance over tags in case 2 is much better than case 1. In particular, in case 1, tag t 1 is associated with approximately 95% total queries under different Zipf-parameter.
C. Effect of Task Splitting
Under case 1 in the last subsection, we next evaluate the maximum level of the discrimination tree by setting an threshold of task size μ varied from 100 to 500. The results are summarized in Table I . As is shown in the table, there is a trade-off between μ and the maximum level of the discrimination tree, i.e, if μ is set to a small value, it will accelerate task splitting, thus the maximum level of discrimination tree will be higher. On the contrary, if μ is set to a high value, the load of tasks is still highly imbalanced.
We then study the overhead of task splitting scheme in terms of the total number of tasks in the system. We compare our proposed task splitting scheme with uncon- strained splitting scheme where a overloaded task splits all its children tasks. Figure 3 illustrates that our proposed task splitting scheme can significantly reduce the total number of tasks compared to unconstrained splitting scheme: it reduce approximately 36% extra tasks in the systems. In this figure, the Zipf-parameter is fixed to 0.2 under case 1. 
D. Effect of Load Migration
In this subsection, we evaluate the performance of task migration scheme used as a procedure in our proposed schemes. We compare our heuristic task migration scheme with a "greedy" task migration scheme. The difference between them is to select a set of excessive tasks before task migration or not. The result is illustrated in Figure 4 . In this figure, we fix Zipf-parameter to 0.2 under case 2. We found that heuristic task migration scheme moves much smaller loads to achieve balance than greedy task migration scheme. The reason why the heuristic task migration scheme performs better than greedy task migration scheme is that we use a heuristic algorithm to select an minimal set of excessive tasks before task migration. In contrast, greedy task migration scheme has a much higher possibility to move more tasks to achieve balance. Figure 5 shows that the number of probes sent by heavy UPs to central server S 0 to achieve balance. In this figure, four curves represent the total probes and useful probes when the number of non-heavy SPs contained in the response list by S 0 is 1 and 5, respectively. A probe is considered useful depends on whether it results in task migration. We found that to enlarge the number of non-heavy SPs per list, the total number of probes and the useful probes can be significantly reduced. It is worth noting that there is a trade-off between the size of response list and the efficiency of probing in practical environment. 
E. Effect of Tag Reordering
In this subsection, we evaluate the effect of tag reordering scheme in terms of the maximum level of discrimination tree and the total load rearrangement caused by tag reordering. Under case 1, as was showed in Table I , when μ=100 and Zipf-parameter s=1.4 and 1.6, the depth of discrimination tree exceeds the given threshold L=6. Table II shows the effect of tag reordering. As shown in the Table, the maximum level of discrimination tree is bounded 6 after move t 1 to the end of the tag priority sequence. It is proved that tag reordering can directly balances the load over tasks. Also, we note that tag reordering usually causes a large number of load rearrangement. 
F. Effect of Varying the size of T
Finally, we study the effect of varying the size of tag set T used in the system. Figure 6 shows the average processing time required for per query by varying |T | from 500 to 4000. As shown in this Figure, an average processing time per query is bounded by 0.5 second when the size of T less than 1000, and as increasing the size of T , the query processing time gradually increases. The performance degradation is because that a large size of T indicates more tags need to be compared when checking the inclusion relation between a given query and a task. It is an important future work to reduce query processing time. 
VI. CONCLUDING REMARKS
In this paper, we have studied the load balancing problem in a hierarchical P2P file search system, and proposed two load-balancing schemes based on the notion of resizing of tasks to solve the load balancing problem. These schemes help to avoid overloading super-peers for this system. We implemented a simulation, and the simulation results demonstrate the effectiveness of these schemes.
Our future work is as follows. First, our skewed query model is entirely artificial. We would like to measure the performance of real queries generated by real users. Second, a network with large number of super-peers is difficult to simulate because of the limitation of time required for query processing. We plan to reduce the query processing time, thereby we can apply the proposed schemes to a network with large number of super-peers. Third, we plan to study the effectiveness of our schemes in a more realistic dynamic P2P environment such as heterogeneous capacity of superpeers, and join and leave of super-peers.
