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A new characterization f the bivariate Marshall-Olkin distribution is presented: 
it is shown that if a distribution possesses a certain bivariate NBU property, it is 
Marshall-Olkin if and only if a given function of the first and second moments and 
the hazard rates at the origin vanishes. The theory of probability metrics is utilized 
to analyze the stability ofthis characterization. ‘c 1991 Academx Press. Inc. 
1. INTRODUCTION 
When one uses a stochastic model to represent a physical process, one 
is inevitably using the model as an approximation: the various conditions 
characterizing the stochastic process are seldom, if ever, satisfied in 
practice. In consequence, many authors have investigated the stability of
stochastic models, examining the effects of perturbing the assumptions. In 
this paper, we analyze the stability of a characterization of the bivariate 
Marshall-Olkin distribution. 
Recall that if G(x, y) = P{X, > x, X2 > y } denotes the bivariate survivor 
function of (X,, X,), the Marshall-Olkin distribution is defined by 
G(x, y)=exp(-L,x-R,y-E.,,max(x, y)) (1.1 1 
for I,, i, > 0, i,, 2 0, and x, y >, 0 (e.g., Marshall and Olkin [6]). In this 
paper, we introduce a bivariate aging class, WBNBU*, which includes the 
Marshall-Olkin distribution, and determine an upper bound on the 
uniform distance between a Marshall-Olkin survivor function and the 
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survivor function G of an arbitrary WBNBU* distribution. The bound 
depends only on the first and second moments of G and on the values of 
the marginal hazard functions at the origin, and is readily evaluated, so 
that it is easy to determine how well the bivariate Marshall-Olkin distribu- 
tion approximates a given WBNBU * distribution. As an immediate 
corollary, it follows that the bivariate Marshall-Olkin distribution is 
characterized by the WBNBU* property and a vanishing bound. It is 
extremely difficult o obtain a bound on the uniform distance directly. 
Instead, we derive an upper bound on the distance measured by a different 
metric and then make use of the theory of probability metrics to pass to 
a bound on the uniform distance. 
A variety of other characterizations of the bivariate Marshall-Olkin dis- 
tribution are known; see, for example, Galambos and Kotz [3, Chap. 51, 
Obretenov and Rachev [7], and Klebanov and Rachev [S]. A number of 
authors have derived bounds on the distance between an exponential 
distribution and a univariate aging class which contains the exponential 
distribution; see Brown [l] and Brown and Ge [2] for such results and 
for references to related work. The corresponding analysis for bivariate 
exponential distributions is more difficult, and less progress has so far been 
made, although some preliminary results are given by Obretenov and 
Rachev [7, 81. See [9] for a generalization of NBU. 
Before proceeding with the stability analysis, it is instructive briefly to 
review some results concerning the univariate exponential distribution 
which are generalized in this paper. 
2. THE UNIVARIATE CASE 
Recall that a nonnegative random variable X with distribution function 
F, is said to be NBU if FX(t + x) <FX(t) F*(x) for all x, t b 0 and to be 
HNBUE if fp” FX(u) dud pe- ‘jP for all t 2 0, where FX= 1 - FX and 
,u = E(X). We write a = 1 - var(X)/p2, h(x) = -d log FX(x)/dx, assuming 
that this derivative exists, =D to denote equality in distribution and &(a) 
to denote an exponential variate with parameter a. 
THEOREM 2.1. (i) If X is HNBUE, then X=9 b( l/p) $ and onZy if 
a = 0. 
(ii) If X is NBU and h(0) exists, then X=a b(h(0)) if and only if 
p = l/h(O). 
To investigate the stability of these characterizations, itis convenient to 
define the following metrics on the space of distributions of nonnegative 
random variables: 
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PM, G) =j-m IF(x) - G(x)l dx 
0 
P#‘, G) = ;;p, IF(x) - G(x)1 
M-C G) =scc (F’(x) - G’(x)\ dx (assuming F’ and G’ exist). 0 
THEOREM 2.2. (i) If X is HNBUE, then 
(a) P~(X &CUP)) = hL2m 
(b) PAX &~/CL)) G 2~ & 
(4 P~(x, 4lh4) d 3w2)“3. 
(ii) If X is NBU and h(0) exists, then p4(X, &(h(O))) < 2[ 1 - ph(O)]. 
Proof See Kalashnikov and Rachev [4]. 
Theorem 2.2 provides quantitative estimates of the stability of the 
characterizations given in Theorem 2.1. In particular, Theorem 2.2(i)(a) 
shows that pi is the “ideal” metric to investigate the stability of the charac- 
terization given in Theorem 2.1 (i). 
As a corollary of Theorem 2.2, we have the estimates 
1 1 
,&<-cc 
2 
if p3>--, 
2 
where p3 = p3(X, 8(1/p)) and where X is NBUE, i.e., jI” F,(u) du 6 ,uLFx(t) 
for all t > 0. In particular, p3(X, a( l/p)) < &; this improves on the result 
of Brown and Ge [2] who proved that p3(X, 6(1/p)) 6 (4 ,,&r) 4. 
3. THE CHARACTERIZATION AND ITS STABILITY 
Let g denote the class of all bivariate survivor functions of pairs 
of nonnegative random variables. For GE .9?, define the hazard 
vector (h,(t), h2(f)) =V[ -log G(t, t)], assuming that this exists, and 
write H,(x, JJ) = - 5 log G(x, Y)/c~x, H,(x, y) = - 8 log G(x, y)/CJy and 
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c = H,(O, 0) + H,(O, 0). The corresponding bivariate Marshall-Olkin dis- 
tribution is defined as 
Rx, Y) = 
i 
exp{-cy-UW-y)) if x>y 
exp{ -cx-h,(O)(y-x)) if xd y, (3.1) 
i.e., C? is the bivariate survivor function of the Marshall-Olkin distribution 
(1.1) with i,=c-h*(O), &=c--hhl(0), and A,,=hi(O)+h,(O)-c. Note 
that if (Xi, X,) has survivor function G, then E(X,) = l/hi(O) and 
E(Xf) = 2/[/~,(0)]~ (i= 1,2) and E(X,X,) = [l/h,(O) + l/h,(O)]/c. 
DEFINITION. Suppose that GE ~8, the survivor function of (Xi, X,), 
satisfies the inequalities 
(i) G(x + t, y + t) < G(x, y) G(t, t) for all x, y, t 2 0 
(ii) G,(x + t) < Gi(x) Gi(t) f or all x, t > 0 where Gi is the survivor 
function of Xi (i = 1,2). 
Then G is said to be weakly biuariate NBU (WBNBU). Further, G is said 
to be WBNBU* if G is WBNBU and if the partial derivatives aG(x, y)/ax 
and dG(x, y)/ay exist. 
It is easily seen that if G is WBNBU, then moments of all orders are 
finite. 
Define 
P(G) = W/MO) -&X,)1 + Cl/MO) - W-,)1 
+ PJW,) -h,(O) w-:)I + C2&X*) -MO) m31 
+ 4CE(J-,) + Jw,) - cE(X,&)l}/c. (3.2) 
The following theorem is an immediate consequence of Theorem 3.5 below. 
THEOREM 3.1. If G is WBNBU*, then G is Marshall-Olkin if and only 
if p(G) = 0. 
We now investigate the stability of this characterization by deriving an 
estimate of the uniform distance between an arbitrary WBNBU* survivor 
function G and the corresponding Marshall-Olkin survivor function G 
given by (3.1). First, we present a bound on the distance as measured by 
the average metric p1 on 9% defined by 
P,(GI, GJ = fm j-* IG,(x, Y)- Gdx, Y)I dx dy for G,, G,E&@. (3.3) 0 0 
THEOREM 3.2. p ,(G, G) < B(G) for all G E 9?. 
The proof is deferred to Section 4 below. 
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Our next task is to pass from an estimate of the distance between G and 
G in terms of the average metric to a corresponding estimate in terms of 
the uniform metric. Define the Levy metric on 9? by 
L(G,, G,)=inf(a>O 1 G,(x-E, y-E)+E>GAx, y) 
>G,(x+&, y+c)-sforallx, y>O) 
and the uniform metric p on @ by 
p(G,, G,)=sup lG,(x, y)-G,b Y)I 
x > 0 
,v 2 0 
for G,, GZe%9. 
LEMMA 3.3. pl(G,, G,) 3 [L(G,, G,)]’ for all G,, G2 E S?. 
Proof. This is straightforward. 
It follows from Lemma 3.3 that the topology induced by the metric p, 
is stronger than the topology of weak convergence since the latter is 
induced by the Levy metric. Further, since pi(G,, G,) 2 IE(X\“X:“) - 
E(X\“Xf’)1 where Gi, G,E&? and (X’,i), Xy’) is a random vector with 
bivariate survivor function Gi (i = 1,2), it follows that pi-convergence 
implies convergence of the two marginal first moments and of the product 
moment. Suppose, now, that {(X , I”’Xr’), n 2 1 } is a sequence of random 
vectors with corresponding survivor functions {G,} and that (xi, R,) 
follows a bivariate Marshall-Olkin distribution. It follows from 
Theorem 3.2 that if /?(G,,) t0 as n ---) co, then (Xy), XFj)A (x,, w,), 
E(Xy)) + E(fi) (i= 1,2) and E(A’~)X:“)) --f E(g,y2) as n -+ co. More is 
true: the following lemma shows that G, converges uniformly to the 
survivor function of (8,) X2) as n + a. 
LEMMA 3.4. p(G, G) Q (1 + c*e’) L(G, G) for all G E 9. 
ProoJ Suppose that L(G, G) < E. Then 
G(x, y)-@x, y)=G(x, y)-@X-E, y-E)+@x-cE, y-&)--(x, y) 
G&f 
1 
e -~.(X--E)-h2(0)(t.-.r)_,-c~--hz(0)()  x) if yax 
e -L.().-E)-h,(O)(r- v) -e c.v- hl(0)f.y ,,I if y<x 
{ 
e -L.(x--c) -e-‘-’ 
bs+ 
if y3x 
e -c(.v-&) -e-” if y<x 
Q E + e’” - 1 6 (1 + c2eC)a. 
Similarly, it can be shown that 6(x, y) - G(x, y) g (1 + c2ec)&. 
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In a similar fashion, it can be proved that p(G, I?) < [I + l/h,(O) + 
l/h,(O)] L(G, c). This result would be more useful than that of Lemma 3.4 
if c is large. 
The following theorem, which is immediate from Theorem 3.2 and 
Lemmas 3.3 and 3.4, provides quantitative estimates of the stability of the 
characterization given in Theorem 3.1. 
THEOREM 3.5. p(G, i?) < (1 + ~~e’)[~(G)]“~for all GE$~‘. 
4. PROOF OF THEOREM 3.2 
It is easily seen that if G is WBNBU*, there exists a function 
f: R2 + (-co, 0] such that G satisfies the following system of differential 
equations: 
& G(x, 0) + h,(O) G(x, 0) =f(x, Y) for x>O, y<O 
; W> Y) + h2(0) G(O, y) =f(x, Y) for x<O, ~20 
; G(x, Y) + T$ G(x, Y) + cG(x, Y) =f(x, Y) for x>O, ~20. (4.1) 
Further, a routine calculation shows that the general solution of the lirst- 
order partial differential equation 
g 4x, Y) + g 4x, Y) + 4% Y) =f(x, Y) 
is given by 
4% Y) = 
,-cC-~+YW (x+y)/fi 
Jz J-0 
eCl’df((t - (y - xY&Ji 
(t+ (y-x)/,,h)/fi)dt+e-‘(X+y”2a((y-x)/fi) (4.2) 
where a is a real-valued function. 
It follows from (4.1) and (4.2) that, for y 2 x, 
G(x, Y)= e@f((t - (.Y - x,/&Jz 
,-++Y)lz (y-x)&5 
- 
I 
& O 
ecr’Jif((t-(y-x)/fi)/JZ, 
(t+(y-x)/,h)l,,‘bt (4.3) 
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since, as is readily verified, 
We can write 
where 
1, =,-cx-hzW-s) 
s 
y ~ x 
HAuk 
hz(O)u d* 
0 
and where H*(X) = h*(O) G*(X) + G;(x) d 0 and 
so that 
IG(x, J+,--~Z(O)(YP~)( dydx 
A straightforward calculation verifies that 
To estimate jr j? 1Z21 dv dx, we note that, by Fubini’s theorem, we can 
write -K, CGs i lIzI 4 dx 0 .x 
m cc 
11’” 
J5r+x,-c(x+?,/2+criJz 
= 
Q 0 JZ,+.r 
G 
xf^((~-(~-x)l~):~,(r+(~-x)l~)i~)dyd~dx, 
where f= If I. Substituting j = (t - (y - x)/$)/$ and rearranging, we 
see that 
j= jK (I,\ dydx=$ joe j‘e-c(~‘-~)i2 jK f(L;,$r-J)dtdjdx. 
0 .r 0 0 
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From (4.1), 
+ jxT4 .0x, $ t -xl dt 
so that 
00 03 
J J lZ21 dydx<A++B, 0 x 
where 
and 
A = Joa J: e -c’“-“‘2y[-GG;(y)-h,(0)G,(y)] dydx 
B= cc 
J J 
xe-c(w)/2 
J 
O3 .ft~, u) du dy dx. 
0 0 
o 
It is easily seen that 
A = WV,) - h,(O) -W-:)1/c 
and that 
B=2[E(X,)+E(X,)-cE(X,X,)l/c 
so that 
m m 
J J 
1121 dy dx 
0 x 
<2 2E(X,)+E(X,)-~~~(O)E(X:)-cE(X,X,) 
[ Ii c. (4.5) 
In summary, it follows from (4.4) and (4.5) that 
00 cc 
J I 
(G(x, y) - e-cx-h2(o)(Y--x)l dy dx 
0 X 
G (C1/~2fO)-~(~2)1+ L=W,)-h(O) ‘w-31 
+2[E(X,)+E(X,)-cE(X,X,)l}/c (4.6) 
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for y 3 x. By symmetry, 
O” 
s s 
y (G(x, y) _ e-“‘-h(0)(x-- P)J dJ, dx 
0 0 
G { CWIW) - ax,)1 + CWX,) - h,(O) w31 
+2CE(X,)+E(X,)-cE(X,X2)1}Ic 
for y<x. The result follows from (3.2), (4.6), and (4.7). 
(4.7) 
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