Minimum Opaque Covers for Polygonal Regions by Provan, J. Scott et al.
ar
X
iv
:1
21
0.
81
39
v1
  [
cs
.C
G]
  3
0 O
ct 
20
12
Minimum Opaque Covers for Polygonal Regions
J. Scott Provan Marcus Brazil Doreen A. Thomas Jia F. Weng
July 26, 2018
Abstract
The Opaque Cover Problem (OCP), also known as the Beam Detector Problem, is the problem of
finding, for a set S in Euclidean space, the minimum-length set F which intersects every straight line
passing through S. In spite of its simplicity, the problem remains remarkably intractable. The aim
of this paper is to establish a framework and fundamental results for minimum opaque covers where
S is a polygonal region in two-dimensional space. We begin by giving some general results about
opaque covers, and describe the close connection that the OCP has with the Point Goalie Problem.
We then consider properties of graphical solutions to the OCP when S is a convex polygonal region
in the plane.
1 Introduction
Opaque covers, also known as beam detectors, were studied as far back as 1916 by Mazurkiewicz
[14], where they were used by astronomers to describe properties of nebulae. For a century
they have continued to be a topic of interest and intrigue. This paper considers the two-
dimensional form of the problem. Given a set S in the plane, an opaque cover (OC) for S
is any set F having the property that any line in the plane intersecting S also intersects F .
The problem of finding an opaque cover of minimum length for any given planar set S is
known as the Opaque Cover Problem (OPC). Intuitively, an opaque cover forms a barrier
that makes it impossible to see through S from any vantage point; or equivalently, in the
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case of the term beam detector, it can detect any beam of light passing through S. Various
restrictions can be placed on F regarding its form, connectivity, and relationship to S. The
problem of finding an opaque cover of minimum length appears to have been first studied
by Croft in 1969 [5]. An excellent discussion of the problem, together with examples and
observations, appears in [10], and an extensive bibliography of related papers can be found
in [8]. The problem has also been popularlised in a recent book by Stewart [18].
In 1987, V. Akman [1] attempted to solve the problem by giving a characterization of an
OCP solution along with an associated polynomial-time algorithm to find such a solution.
That paper, however, has been shown to be generally flawed. In particular, Shermer [17]
gave a counterexample to the general structure Akman purported to characterize OCP
solutions, and subsequently conjectured his own characterization of OCP solutions. As
this paper shows, that conjecture is also false. In spite of the fact that all conjectured
OCP solutions are piecewise-linear, it is not known whether optimal opaque covers are even
measurable, let alone piecewise-linear, and the problem has remained elusive and remarkably
intractable.
The aim of this paper is to establish a fundamental framework for research into OCPs, par-
ticularly for the case where the input set S is a polygonal region. This paper establishes a
basic theory of minimum opaque covers, including a number of local optimality conditions.
We use these conditions to construct examples of OCP solutions with previously undiscov-
ered structure that are currently the smallest length solutions for their regions. At the same
time, we identify some of the key open research questions that need to be addressed before
further substantial progress can be made on this problem. It is our hope that this paper
will provide a useful basis for future work in this area.
The organisation of this paper is as follows. In Section 2 we set up a formal mathematical
framework for the study of OCs, and establish some fundamental properties. The section
contains a key conjecture, The Graphical Conjecture, which states that a minimum OC for
a polygonal region is composed of a finite number of straight-line segments; in light of this
conjecture we assume throughout the remainder of the paper that all minimum OCs have
this property. In Section 3 we describe the close connection that the OCP has with the Point
Goalie Problem. Section 4 is a study of structural and geometric properties of minimum
connected OCs. The results in this section are then applied to understanding properties of
each connected component in solutions to the general OCP, studied in Section 5. Section 6
concludes the paper and describes some key open questions in this area.
2 Basic properties of opaque covers
Let S be a compact connected set in ℜ2. An opaque cover (OC) for S is defined to be a
set F in ℜ2 having the property that every line in the plane intersecting S also intersects
F . Informally, the Opaque Cover Problem (OCP) aims to find an opaque cover F for S
such that F has the minimum possible “length”. This term itself needs to be made precise,
since we no nothing about the nature of the set F . A suitable choice of measure, proposed
in [11] and elsewhere, is the following.
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Definition 2.1 For set F ∈ ℜ2, the 1-dimensional Hausdorff measure of S is defined by
λ1(F ) = lim
δ→0
(
inf
{
∞∑
i=1
diam(Ei) |
∞⋃
i=1
Ei = F, diam(Ei) ≤ δ, i = 1, 2, . . .
})
(1)
where diam(E) is the supremum of the distance between any two points of E.
Note that this matches the normal definition of Euclidean length when it is defined, but
exists for any set in ℜ2.
Definition 2.2 The Opaque Cover Problem (OCP).
Given: a compact connected set in S in ℜ2.
Find: a set F of minimum 1-dimensional Hausdorff measure, such that F is an OC for S.
There are a number of versions of the OCP in the literature that depend upon restrictions
on the structure of F as an OC:
interior OCs: F is required to lie entirely inside S.
rectifiable OCs: F is required to be composed of a finite number of rectifiable curves.
graphical OCs: F is required to be composed of a finite number of straight-line seg-
ments.
connected OCs: F is required to be graphical and connected.
single-path OCs: F is required to be graphical and a single path.
Note that single-path ⇒ connected ⇒ graphical ⇒ rectifiable, and that any of these four
restrictions can be combined with the interior restriction. For clarity, we sometimes refer
to a type of OC as general if it is not restricted to being interior.
In spite of the apparent generality of some of these restrictions, none of these properties is
known to hold for general unrestricted minimum OCs for any set S except in the following
case, where the proof is obvious.
Lemma 2.3 If S is a straight line segment, then the minimum OC for S is the set S itself.
There are three more results that hold for general sets S that we mention here.
Notation. For any set S let S¯ represent the convex hull of S.
Lemma 2.4 A set F is an OC for S if and only if it is an OC for S¯.
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Proof. An OC for S¯ is an OC of S since S ⊆ S¯. For the converse, observe that if p ∈ S¯ \S
then any line through p also passes through S, since S is connected. Hence, every OC of S
is an OC of S¯.
By Lemma 2.4 we can assume without loss of generality for general OCs that S is convex.
It is a nontrivial restriction on S for interior OCs.
The proof of the following lemma is obvious.
Lemma 2.5 If F is an OC for S then S ⊆ F¯ .
Lemma 2.6 Any OC F for S has length λ1(F ) ≥ diam(S).
Proof. Let E1, E2, . . . be any collection of sets where the length of the union, F , is
measured as indicated by Equation (1). Let u and v be two points defining a diameter of
S, and consider sweeping a line l(x) though S that is perpendicular to uv at each point x
on uv. Each Ei must intersect all l(x) with x ∈ Ti, where Ti is the projection of Ei onto
uv. Then diam(Ti) ≤ diam(Ei), and so
∞∑
i=1
diam(Ei) ≥
∞∑
i=1
diam(Ti) ≥ |uv| = diam(S).
and the inequality follows.
At present, this seems to be the extent of results about OCPs that can be made without
placing further assumptions on the structure of the problem.
Our key assumption involves restricting the nature of the set S; we will assume throughout
this paper that the boundary of S, ∂S, is a convex polygon, with vertices denoted by
VS . In view of Lemma 2.4 this also allows us to work with general polygonally-bounded
regions in the case where F is not required to be an interior OC, by replacing S with the
(polygonally-bounded) set S¯. The assumption that ∂S is a convex polygon also makes the
following important structural conjecture plausible.
Conjecture 2.7 (The Graphical Conjecture) A minimum OC is always graphical.
A partial justification for this assumption is a result of Dumitrescu et al. [8]
Lemma 2.8 ([8], Lemma 1) Any rectifiable OC for S can be arbitrarily closely approxi-
mated by a graphical OC.
Graphical OCs have a couple of nice properties. First, the Hausdorff measure becomes
simply the sum of the Euclidean length of the line segments. Second, we can consider
graphical OCs as graphs, and so we can use standard graphical terminology such as vertices,
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edges, and trees to describe features of the OC. At the present time there is no polygonally-
bounded region S for which a conjectured solution to OCP on S has more than |VS | straight-
line segments. It is interesting to note that Bagemihl in [2] has constructed an instance of
an OC for a rectangle that is nowhere rectilinear, although it has infinite Hausdorff measure
and is hence clearly not minimal. Whether the Graphical Conjecture holds remains one of
the major open questions for the OCP.
If we consider the graphical OCP, we can strengthen the bounds of Lemma 2.6. For a finite
set X of points in ℜ2, a minimum Steiner tree (MST) for X is the minimum length set
(under the measure in Definition 2.1) connecting all points in X. Such a set is a tree which
may contain nodes other than the points in X. The fundamental properties of MSTs are
well understood (see, for example, [13]). Let ρ(S) denote the length of ∂S, and let st(S)
be the length of an MST on VS . The following result has appeared in a number of places
[8, 11, 20]
Lemma 2.9 Let F be a minimum graphical OC for S in ℜ2. Then
ρ(S)/2 ≤ λ1(F ) ≤ st(VS).
The final lemma of this section indicates the close relationship between OCP solutions and
MSTs.
Lemma 2.10 Let F be a minimum graphical OC for S. Then each component C of F is
an MST on VC¯ .
Proof. Any line that is blocked by C will be blocked by any set connecting VC¯ . Thus in
order that F have minimum length, the components will have to be MSTs.
3 Opaque covers and the Point Goalie Problem
An interesting related problem to OCP has been studied by Richardson and Shepp [16],
and provides a good discrete analogue to OCP. For x ∈ ℜ2 and δ > 0 let Bδ(x) denote the
closed disk of diameter δ centered at x, and for subset X of ℜ2 let Bδ(X) = ∪x∈XBδ(x). A
δ-point goalie (δ-PG) for convex polygonally-bounded set S in ℜ2 is a any set X for which
Bδ(X) blocks every straight line through S. The intuition for the name is that we wish
to block straight-line hockey shots through S by positioning a number of “goalies” on the
plane each of whom can protect a disk of diameter δ. The δ-point goalie problem is to find
the minimum cardinality of an δ-PG for S. Note that since S is compact then there is
always a finite δ-point goalie for any δ.
In [16] the authors consider a form of “LP-relaxation” for point goalies. They compare it
to a certain measure on ℜ2, called a tomographic goalie, that turns out to be a limiting
measure for “LP-goalies”. They also briefly mention minimum OCs, giving them the name
“minimum length goalies”, although they do not consider the relationship between minimum
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length goalies and δ-goalies. We investigate limiting results for δ-goalies by asking what
happens to δ-PG’s when δ approaches zero. Define the limiting point goalie value for S to
be
P (S) = lim
δ→0
min{δ|Xδ | : Xδ is an δ-PG for S}. (2)
The value δ|Xδ | is simply the sum of the diameters of each of the disks in B(Xδ), and so
P (S) corresponds to a discrete approximation of the Hausdorff measure of B(Xδ), with the
Ei sets represented by the disks.
In general it is not clear that the limit for P (S) exists, or what relationship it has with
OCP solutions. Under the Graphical Conjecture, however, the limiting point goalie value
P (S) does exist, and is in fact the same as that of minimum OC in the following sense. Let
{Xδ : δ > 0} be a set of δ-PGs, and let F be a finite set of lines segments in ℜ
2. Define
Xcδ (F ) = {x ∈ Xδ : F ∩Bδ(x) = ∅}.
We say that F is a limit of {Xδ} if
(L1) lim
δ→0
λ1 (F \ Bδ(Xδ)) = 0, and
(L2) lim
δ→0
δ|Xcδ (F )| = 0
That is, the appropriate measure of the “symmetric difference” between the δ-PGs and the
set F goes to zero.
Theorem 3.1 Let the Graphical Conjecture hold, let F ⊂ ℜ2 be a finite set of line segments,
and let {Xδ : δ > 0} be a set of min-cardinality δ-PGs where the limit is F . Then:
(i) F is a solution to OCP;
(ii) the limit in Equation (2) exists; and
(iii) P (S) = λ1(F ).
Proof. Let E1, . . . , Ek be the set of line segments of F , with Ei of length li, i=1,. . . ,k.
First, suppose that F is not an opaque cover, that is, there is some line L that intersects
S but not F . Since S and F are both compact, this means that there is a strip W of
width ∆ > 0 around L such that each of the parallel lines in W intersects S but misses
F . Therefore it will be necessary to have at least ⌊∆/δ⌋ disks Bδ(x), x ∈ Xδ that do not
intersect with F in order to cover this set of parallel lines Thus for each δ there are at least
⌊∆/δ⌋ points in Xcδ (F ), and so the collection {Xδ} does not satisfy (L2). It follows that no
such line l exists, and so F is an OC.
We next construct upper and lower bounds on δ|Xδ |. For the upper bound we construct an
appropriate δ-PG for F . For each segment Ei, place a set X
i
δ of ⌈li/δ⌉ points of distance δ
from each other and at most δ/2 from the endpoints of Ei, so that Ei ⊂ Bδ(X
i
δ). If we set
Xδ =
⋃
iX
i
δ, then each Xδ is a δ-point goalie of cardinality
|Xδ | =
k∑
i=1
⌈li/δ⌉,
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and so
δ|Xδ | ≤
k∑
i=1
δ⌈li/δ⌉.
For the lower bound, let {Xδ} be a collection of δ-PGs converging to F . First note that for
sufficiently small δ, any disk Bδ(x) for which x is distance more than Mδ from the endpoint
of any line segment (M being approximately the cosecant of the smallest angle between any
two adjacent segments) can cover at most one of the line segments.
Choose an arbitrary ǫ > 0. By (L1) we can choose ∆0 so that for any δ < ∆0 we have
λ1 (F \ Bδ(Xδ)) ≤ ǫ/2,
or in other words,
λ1 (F ∩ Bδ(Xδ)) > λ1(F )− ǫ/2.
Now the total length of the portions of the k line segments within Mδ of their endpoints is
2kMδ, and the remaining length λ1(F ) − 2kMδ − ǫ/2 of F ∩ Bδ(Xδ) must be covered by
individual disks. Thus by choosing
∆ = min
{
∆0,
ǫ
4kM
}
we have
δ|Xδ | ≥ λ1(F )− 2kMδ − ǫ/2 ≥ λ1(F )− ǫ.
To summarize, for any ǫ we have
λ1(F )− ǫ ≤ δ|Xδ | ≤
k∑
i=1
δ⌈li/δ⌉
holding for all sufficiently small δ. Since the left-hand and right-hand-sides both converge
to λ1(F ), this establishes (ii) and (iii). Further, this also implies that F has minimum
length, since by the Graphical Conjecture any smaller-length solution must also be made
up of a finite number of line segments, and hence for all sufficiently small δ we can construct
appropriate δ-PGs X0δ as above such that each |X
0
δ | is bounded above by a value less than
λ1(F ). This violates (iii).
Sadly, there is nothing more known about the general structure of δ-goalies or their limits
than there is for OCPs. We end the section with a conjecture.
Conjecture 3.2 Independent of the Graphical Conjecture, a limit of point goalies always
exists, and is a minimum OC.
4 Connected opaque covers
For the remainder of the paper we continue to assume that S is a convex polygonally-
bounded set, and in addition we consider only graphical OCs. In this section we focus
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exclusively on connected OCs, both because they are simpler in structure than general
graphical OCs, and because the properties of minimum connected OCs give an insight into
the structure of the connected components of minimum graphical OCs.
4.1 Interior connected OCs
The simplest types of OCs are the interior connected OCs; the interior connected OCP is
the only known OC problem for which the solution can be fully characterised and computed.
The following result is an immediately consequence of Lemma 2.10.
Corollary 4.1 A minimum interior connected OC for S is an MST on VS.
This leads to the following result.
Theorem 4.2 The interior connected OCP is NP-hard, but has a fully polynomial approx-
imation scheme.
Proof. The NP-hardness follows from [4], where it is shown that the MST problem is NP-
hard even in cases where the points lie on two parallel straight lines. These points can be
perturbed slightly to form the boundary vertices of a convex set, while still maintaining the
NP-hardness properties. A fully polynomial approximation scheme for the MST problem
can be found in [15].
We note that, despite the NP-hardness of the MST problem, there an efficient solution
software tool, GeoSteiner, for finding general MSTs [19]. This means that fairly large
interior OCPs (for regions S with hundreds of vertices) can be solved in reasonable time.
Interior single-path OCs are considerably easier to find, since they amount to finding the
minimum length path that goes through every point of VS . This problem is known as
the Traveling Salesperson Path Problem (TSPP), which is the variant of the Traveling
Salesperson problem where the beginning and ending points of the tour do not have to be
the same. The following result was proved in [8].
Theorem 4.3 TSPP on VS, and hence the interior single-path OCP problem on S, can be
solved in O(|VS |
2) time.
4.2 General connected OCs
It is not known whether a minimum OC can always be chosen to be contained entirely in
the set S, but this is definitely not true for connected, or even single-path, OCs. Figure 1
illustrates many of the terms and results of this section. This figure gives three OCs on
the same nonagon BCDEFGHJM . The figure has been drawn significantly out-of-scale
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in order to illustrate its structure more clearly. Figure 1(a) gives the conjectured minimum
connected OC for S, consisting of the single path ABCDLEKFGHI of length 4091.17. We
will specify its structure more clearly in the discussion below. Figure 1(b) is the solution to
the interior connected OCP as indicated in Corollary 4.1, also a single path BCDMEJFGH
of length 4100.58. Figure 1(c) is a popular conjectured optimal structure (see, for instance,
the examples in [3]), called the “tent”, which involves dropping perpendiculars from the
right- and left-most points of S to a horizontal line tangent to S and connecting them with
the remaining boundary path enclosing S. In this case the OC is NBCDEFGHP , for total
length 4093.04. Thus the tent path, while better than the best interior connected OC, is
still not the optimal connected OC for this set.
It follows immediately from Lemma 2.10 that a minimum connected OC F on S is an MST
on V∂F¯ , and so a key question is to understand the relationship between F , S and F¯ . We
begin by examining properties of the set F¯ for a connected OC F .
Lemma 4.4 Let F be a minimum connected OC on S. Then
(a) F¯ must contain S.
(b) The vertices of ∂F¯ are exactly the degree 1 or 2 vertices of F .
(c) Every edge of ∂F¯ is either an edge of F or has only its endpoints in F .
(d) Let uv and vw be adjacent edges of ∂F¯ .
(i) uv ∪ vw intersects S at some point other than u and w.
(ii) If exactly one of uv and vw, say uv, is in F then S intersects uv at some point
other than u.
(iii) If both uv and vw are in F , then v is in S.
(e) There are at most 2|VS | vertices in ∂F¯ .
Proof. (a) This follows directly from the definition of an OC.
(b) Since F is an MST on the vertices of ∂F¯ the Steiner vertices of F cannot lie on the
boundary of F¯ (since the three incident edges at a Steiner point form angles of 2π/3 with
each other). Furthermore, the non-Steiner vertices must all be vertices of ∂F¯ , and have
degree 1 or 2.
(c) Again, since F is an MST on the vertices of ∂F¯ , there can be no vertices of F lying
between the endpoints of an edge of ∂F¯ .
(d) If any of the given conditions is violated, then we can move one of the three points u,
v, or w inward slightly without violating the OC property to obtain a shorter OC. (This is
illustrated in Figure 1(a) by the edges BA and AL for properties (i) and (ii), and by edges
AB and BC for property (iii).)
(e) From (d) we conclude that the interior of any consecutive pair of edges of ∂F¯ contains
at least one element of VS . Thus there can be no more than 2|VS | edges in ∂F¯ in total.
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S(a) Conjectured minimum connected OC: length = 4091.17
V
(c) "Tent" path: length = 4093.04
(b) MST on     : length = 4100.58  
H
C
D
B
G
E
F
H
C
D
I
JKLM
A
J
N P
B
G
E
F
H
C
D
B
G
E
F
M
Coordinate Values
x y
A −2030.0100 35.0000
B −2030.0000 33.0000
C −2018.0000 15.0000
D −2000.0000 5.0000
E 0.0000 0.0000
F 2000.0000 5.0000
G 2018.0000 15.0000
H 2030.0000 33.0000
I 2030.0100 35.0000
J 1944.1117 35.4295
L 1199.3837 39.1531
M −1199.3837 39.1531
K −1944.1117 35.4295
Figure 1: Three opaque covers
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Figure 1(a) and (c) are examples of two general connected OCs F , both of which satisfy
the properties in Lemma 4.4. The polygonal region F¯ for Figure 1(a) has 11 sides, two
more than that of S, and has one edge LK not touching S at all. Lemma 4.4(d), however,
guarantees that the two edges adjacent to LK in ∂F¯ , namely AL and KI, both intersect
S in their interiors, in this case at M and J , respectively.
We also note that in Figure 1(a) the edge MJ of ∂S can be replaced by an arbitrary
number of boundary edges (keeping S convex) without changing the conjectured OCP
solution. Hence, although, by Lemma 4.4, at least one in every pair of adjacent edges of ∂F¯
intersects S, there can be an arbitrary number of adjacent edges of ∂S that do not intersect
F¯ .
For the general connected OC problem we can, in theory, find the minimum OC if we can
first identify the (at most 2|VS |-vertex) region F¯ . In order to understand the properties of
F¯ , the following definitions will be useful (in this and later sections).
Definition 4.5 Critical lines, points and edges.
1. A critical point of a graphical OC F for S is a vertex v of F that is not in VS but which
can be perturbed, along with its adjacent edges in F , in such a way that the length of
F decreases. Note that if F is a minimum graphical OC then any such perturbation
will necessarily result in the existence of some violating line L that intersects S but
misses F .
2. A critical line L of F is the limit of violating lines obtained by length-decreasing
perturbations of critical points.
3. An edge of ∂F¯ that is contained in a critical line of F is called a critical edge of F .
Note that a critical edge of F is an edge of ∂F¯ , but is not necessarily an edge of F . In
Figure 1(a), the critical points are A, L, K, and I, while the critical lines are those passing
through the edges AL, and KI, but not the one passing through LK. In Figure 1(c) the
critical points are N and P , and the one critical line is NP .
Lemma 4.6 Let F be a minimum connected OC for S. Then
(a) The critical points of F are precisely the vertices of ∂F¯ that are not vertices of ∂S,
or equivalently, the degree 1 or 2 vertices of ∂F that are not vertices of ∂S.
(b) Every critical point is on at least one critical line.
(c) Every critical line of F contains a critical edge of F .
(d) An edge of ∂F¯ is critical if and only if it is not an edge of ∂S but intersects S at some
point other than the endpoints.
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Proof. (a) If we move any vertex of F that is not a vertex of ∂F¯ then F will continue
to be an OC for S. Thus F could not be made any shorter by doing this. Conversely, any
vertex of ∂F¯ can be moved along its adjacent edge or along the bisector of the angle of its
pair of adjacent edges, so as to decrease the length of F . The equivalent characterization
follows from Lemma 4.4(b).
(b) This follows from the definition of a critical line.
(c) Suppose a critical line L does not contain an edge of ∂F¯ . Then it must either (i) miss
F entirely, (ii) intersect the interior of F¯ , or (iii) touch only a vertex v of ∂F¯ . Options (i)
and (ii) cannot occur, since then no perturbation of F and L will cause L to intersect S
and miss F . Option (iii) cannot occur, since if the point v is in S then it cannot be critical,
and if v is not in S then there is no way of perturbing L so that it passes through S.
(d) Let e be a critical edge of F . If e did not intersect S in its interior, then no noncritical
endpoint of E could be perturbed in such a way as to allow a perturbed line to pass through
S. Conversely, suppose e is not an edge of S, but has a point u of S in its interior. Then
one of its endpoints v is not in S, and perturbing v along its adjacent edge or angle bisector
must expose u to the line passing through L.
Note that not every edge of ∂F¯ that is not an edge of S will necessarily be a critical edge,
as the example in Figure 1(a) illustrates.
Definition 4.7 A critical point v is a free critical point (FCP) if it lies on only one critical
line.
In Figure 1, the critical edges AL and KI in (a) and the critical edge NP in (c) all have
both of their endpoints free. The importance of FCPs is that they provide a method of
further restricting solutions of OCPs, since they can be moved along a critical edge in
either direction without violating the conditions of F being an OC. This allows us to place
conditions on the positions and angles of the edges of F adjacent to FCPs in a minimum
connected OC.
Theorem 4.8 Let F be a minimum connected OC for S, let E = v1v3 be a critical edge of
∂F¯ , and let L be the line through E. Referring to the labels given in Figure 2 we have
(a) For i = 1, 3, if vi is an FCP of degree 1 in F , then the adjacent edge must be perpen-
dicular to L. If vi is an FCP of degree 2 in F , then the two adjacent edges to vi in F
form equal angles αi ≤ π/6 with L.
Suppose that both v1 and v3 are FCPs and L ∩ S is a single point v2, as in Figure 2(a).
For i = 1, 3, let di be the distance |viv2|; then F has the following properties:
(b) If v1 and v3 have degree 1 in F , then d1 = d3.
(c) If v1 has degree 1 and v3 has degree 2 in F , then d1 = 2d3 sinα3.
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(d) If v1 and v3 have degree 2 in F , then d1 sinα1 = d3 sinα3.
Next, suppose L ∩ S is an edge v2v
′
2 of ∂S¯, with v1, v2, v
′
2, v3 in order from left to right
on L, as in Figure 2(b). Let d1 = |v1v2|, d2 = |v2v
′
2| and d3 = |v
′
2v3| ; then F has the
following properties:
(e) If both v1 and v3 are of degree 1 then d1 ≤ d2 + d3 and d3 ≤ d1 + d2.
(f) If v1 is of degree 1 and v3 is of degree 2, then
1
2
(
d1
d2 + d3
)
≤ sinα3 ≤
1
2
(
d1 + d2
d3
)
.
(g) If both v1 and v3 are of degree 2 then
d1
d2 + d3
≤
sinα3
sinα1
≤
d1 + d2
d3
.
S
L
d1
α1α1 α3
v1 v2 v3d3
α3
(a) L ∩ S is a single point
S
L
d1
α1α1 α3
v1 v3d3
α3
v2 v
′
2d2
(b) L ∩ S is an edge of ∂S¯.
Figure 2: The two cases for L in Theorem 4.8
Proof. For (a) we note that in both the degree 1 and 2 case if the angle condition does
not hold then we can move vi slightly in the direction of the smaller of the incident angles
and decrease the length of the OC. The upper bound on αi comes from the fact that the
angle between the edges of F can be no less than 2π/3, since F is an MST.
Statements (b)–(g) all use the following argument from variational calculus. Suppose we
have a vertex vi on L of degree 1 in F where the incident edge in F is orthogonal to L.
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Let v be another point on L at distance d from vi. If we rotate L about v so that the edge
adjacent to vi increases in length, then the infinitesimal rate of increase in the length of
that edge is d sin(π/2) = d. Suppose on the other hand, the vertex vi on L is of degree 2 in
F where the two incident edges both lie on the same side of L and both form equal angles
αi with L. If we rotate L about v so that both edges adjacent to vi increase in length,
then the infinitesimal rate of increase in the length of each edge is d sinαi and hence the
total increase in length is 2d sinαi. To prove each of the statements (b)–(g), simply note
that if any of the (in)equalities do not hold then we can rotate L about v2 or v
′
2 slightly in
the appropriate direction, moving the adjacent edges to v1 and v3 accordingly, so that the
resulting set is still an OC and has smaller length than F .
Corollary 4.9 Let F be a minimum single-path OC for S. Then Lemmas 4.4 and 4.6, and
Theorem 4.8 hold, except that in Theorem 4.8 the requirement in (a) that αi ≤ π/6 is no
longer required.
Referring again to Figure 1, we have
• The degree one vertices A and I in (a) and N and P in (c) satisfy Theorem 4.8(a).
• The endpoints of the critical edges AL and KI in (a) satisfy Theorem 4.8(c).
• The endpoints of the critical edge NP in (c) satisfy Theorem 4.8(e).
Theorem 4.8 is limited, covering only the critical edges of ∂F¯ for which the endpoints are
FCPs. The situation can become much more complicated when two or more consecutive
edges of ∂F¯ are critical. In these cases, altering the shape of F¯ may result in a very complex
change in the position and length of the MST for ∂F¯ . Thus even for general connected or
single-path problems the OCP solutions appear to be difficult to characterize, let alone
find. We note, however, that we know of no examples of polygonal regions S for which
the conjectured minimum connected OC has a critical edge, the endpoints of which are not
both FPCs.
We finish the section by solving one special case of the connected OCP. Namely, when S
is a triangular region we show that F¯ = S¯, and hence the minimum connected OC is an
MST on VS . For this theorem we first recall some well-known facts about MSTs (see, for
example, [13]).
Let T be an MST on point set V . Let |T | denote the total length of T (that is, |T | := λ1(T )).
A Steiner vertex of T is a vertex of T that is not in V . Then
1. T is made up of at most 2|V | − 3 edges.
2. Each vertex of T has degree 1, 2, or 3.
3. All Steiner vertices have degree 3, and the incident edges form angles of 2π/3 with
each other.
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4. The degree 2 vertices have their adjacent edges forming angles of at least 2π/3.
An MST interconnecting a given set of n points is said to be full if each of the given points
has degree 1 in the MST; such a tree has exactly n− 2 Steiner vertices. Suppose T is a full
MST on the set {a, b, c} with Steiner vertex s, and let e = ec(a, b) be the unique point such
that △abe is an equilateral triangle and e lies on the opposite side of the line through ab to
c. Then ce is known as the Simpson line for T , and has the properties that: (1) |T | = |ce|,
and (2) s lies on ce. This relationship between |T | and the Simpson line no longer applies if
T is not full, or more specifically if △abc contains an angle strictly greater than 2π/3. Also
note that the length of any edge of △abc is less than |T |.
Before proving the main theorem, we require the following lemma.
Lemma 4.10 Let p and q be given points in ℜ2, and let r = r(x) be a variable point on a
given line (in ℜ2) parameterized by the real variable x. Let T (x) be the MST on {p, q, r}
with length l(x) := |T (x)|. If l(x0) is a local maximum for l then T (x0) is a non-full MST
such that r has degree 2 and 6 prq = 2π/3.
Proof. Let L be the given parameterized line in ℜ2. If, for some point r = r(x) on L, r
is of degree 1 in T (x) then l(x) is not a local maximum, since moving r in one of the two
possible directions along L will increase the length of the Simpson line (if T (x) is full), or
the full component of T (x) incident with r if T (x) is not full. Similarly, if, for some point
r(x) on L, r is of degree 2 in T (x) and the angle at r is strictly greater than 2π/3 then l(x)
is not a local maximum since moving in one of the two possible directions along L takes
one outside the ellipse with foci p and q and with r on the boundary.
Theorem 4.11 For any triangular region S = △abc, the minimum connected OC for S is
the MST on {a, b, c}.
Proof. Let F be a connected OC for S; then Lemma 2.5 implies that F¯ is a polygonal
region containing S. By Lemma 2.10, the theorem is equivalent to showing that the MST
T0 for {a, b, c} is no longer than the MST TF¯ for the vertices of ∂F¯ . The strategy of the
proof is to take a copy of S and to try to expand it to find a new MST T with the property
that |T0| ≤ |T | and |T | ≤ |TF¯ |.
First note that we can assume that a, b, c lie on the boundary of F¯ , since if any of the
points is in the interior of F¯ it is easy to see that S can be expanded in such a way as to
increase |T0|. Furthermore, it follows from Lemma 4.10 that, by moving the vertices of S
along edges of ∂F¯ so that |T0| increases, we can assume that two of the vertices of S (say,
a and b) are vertices of ∂F¯ , and that the third vertex of S (c) is either a vertex of ∂F¯ or
a degree 2 terminal of T0 with an angle of exactly 2π/3, lying on a boundary edge of F¯ .
There are three cases to consider.
Case 1: Suppose c is a vertex of ∂F¯ ; ie, all three points a, b, c are vertices of ∂F¯ . In this
case, TF¯ interconnects a, b, c, hence by the definition of a MST it follows that |T0| ≤ |TF¯ |,
as required.
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Case 2: Suppose c is a degree 2 terminal of T0 with an angle of exactly 2π/3 and lying
on the boundary edge v1v2 of ∂F¯ where v1 is also a vertex of S (say v1 = a); see Figure 3.
Let T2 be the MST for {a, b, v2}. The tree T0 is a degenerate full MST with Simpson
a
b
c
120
v
2
a
b
c
v
2
v
1
s
1
s
2
d
Figure 3: Diagrams for Cases 2 and 3 of the proof. The boundary of the polygon F¯ is
indicated in grey, the MST T0 for {a, b, c} is shown in black. In each case, the angle at c in
T0 is 2π/3.
line ec(a, b)c. Noting that 6 ec(a, b)cv2 = 2π/3 > π/2, it follows that moving c along v1v2
towards v2 increases |T0|, and hence |T0| < |T2| ≤ |TF¯ |, where the second inequality again
follows from the argument in Case 1.
Case 3: Suppose c is a degree 2 terminal of T0 with an angle of exactly 2π/3 and lying on
the boundary edge v1v2 of ∂F¯ where neither v1 nor v2 is in {a, b}. Let T1,2 be a MST for
{v1, v2, b, a} (where the points are listed in clockwise order around the quadrilateral). By
considering the angles between the two diagonals of the quadrilateral v1v2ba, it can easily
be shown, using for example [6], that either T1,2 has a full topology where one of the Steiner
vertices, s1, is adjacent to a and v1 and the other, s2, is adjacent to v2 and b, or else T1,2
is a degeneracy of this topology; see the second diagram in Figure 3. We can assume (by
relabeling if necessary) that |v1s1| ≥ |v2s2| ≥ 0. If |v1s1| = 0 then T1,2 interconnects a, b, c
and hence |T0| ≤ |T1,2| ≤ |TF¯ |. If |v1s1| > 0 then let d be the closest point on s1s2 to c, and
note that |cd| < |v1s1|. Let T
′
1,2 be the tree obtained from T1,2 by removing the edge v1s1
and adding the edge cd. Then T ′1,2 interconnects a, b, c and hence
|T0| ≤ |T
′
1,2| ≤ |T1,2| ≤ |TF¯ |
giving the required result for the final case.
Note: the above result is mentioned in a few previous papers (such as [10]), but this appears
to be the first time a proof has appeared in the literature.
5 Opaque covers with multiple connected components
For the remainder of this paper we will be considering the general graphical OCP, again
for a convex polygonally-bounded set S but now allowing for the possibility of multiple
connected components. We will not be considering the interior version of the problem;
although there are a couple of interesting modifications of the material in this section that
would apply to the interior problem, they are not very illuminating in their own right.
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Figure 4: Conjectured minimum OC for Figure 1: length = 4089.27
The conjectured optimal connected solution for the set S given in Figure 1(a) is not the
best graphical OC. A smaller OC for S is based on a construction of Shermer [17]. He
conjectured that the minimum OC for a convex polygonal set S can be obtained by the
following procedure:
1. Triangulate S, and then remove all of the diagonals inside some convex region P0
made up of a chosen subset of the triangles.
2. Find the MST T0 on the vertices of P0.
3. Recursively for i = 1, . . . , |VS |−|VP0 | choose a triangle ∆i (not in Pi−1) in the triangu-
lation that shares an edge ei with Pi−1, and let Ai be the altitude of ∆i perpendicular
to ei. Set Pi = Pi−1 ∪∆i and Ti = Ti−1 ∪Ai.
4. These steps can be repeated for all triangulations of S. The final Ti obtained in each
case will be an OC of S.
In Figure 4, P0 is the lower half of S, and the perpendiculars are inserted as given in the
figure. In this case Shermer’s construction yields what we conjecture to be the minimum
OC. However, as we will show below (in the example in Figure 11), it does not do so in
every instance.
In [8], Theorem 7, it is shown how to efficiently recognize a graphical set as being an OC
for S. By observing the configurations obtained from finding violating lines we can give a
more precise description of critical points and lines in the multi-component case.
Notation: For a graphical OC F made up of multiple components, let F be the set of
extreme points of the convex hulls of the components of F .
Proposition 5.1 Let S be a convex polygonally-bounded set, and let F be a finite set of
line segments consisting of at least two connected components. Then F is an OC for S if
and only if there do not exist points u ∈ F and v ∈ VS ∪F , and a line L intersecting S and
containing u and v, having the following properties (see Figure 5):
(a) Every component of F lies entirely in one of the half-planes determined by L; and
(b) In a left-right traversal of L, the components of F that intersect L to the left of v,
and those that intersect L to the right of v, lie in opposite half-planes as determined
by L; and
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Figure 5: Position of S and components C¯ for Proposition 5.1.
(c) Either L intersects the interior of S, or (i) v ∈ VS, (ii) S and the component of F
containing u are both tangent to L from the same side, and (iii) all components tangent
to L on the v-side of u lie on the opposite side of L to S.
Proof. First suppose F is not an OC for S. Then there exists a line L that intersects S
but misses F , and without loss of generality we may assume that L intersects the interior
of S at some point x in general position. Now rotate L clockwise about x until it first
intersects F at a unique point y, and let C1 be the component of F containing y. Now
continue the rotation by rotating L clockwise around the boundary of C¯1 until it either
becomes tangent to S, or is prevented from further rotation by another component C2 of
F . Let u be the vertex of ∂C¯1 representing the final point of rotation of L around C¯1, and
let v be the point of VS ∪ F on L that has prevented L from further rotation. Note that
since x was in general position, these two rotations must be through positive angles. From
the construction it is clear that (a) and (b) are satisfied, and that L continues to intersect
S. Further, if L does not now intersect the interior of S, then it would be tangent to S at
some vertex v of S, with S on the same side of L as C¯1, so that (c) is satisfied.
Conversely, suppose there is a line L and points u and v satisfying (a)–(c). Then a small
rotation of L about u, followed by a small translation of L away from the component of F
containing u, results in a line that intersects S but misses F . Thus F is not an OC for S.
Proposition 5.1 provides a means of verifying whether a given graphical set is an OC for S.
Corollary 5.2 It can be determined whether or not a finite set F of line segments is an
OC for S in time O(|F|2|VS ∪ F|).
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Proof. Using Proposition 5.1, we can check if a finite set F of line segments is an OC for
S, by considering every suitable pair u and v and checking whether they satisfy conditions
(a)–(c) with respect to the line L going through them. The three conditions simply require
checking the location of the elements of VS ∪ F with respect to the line L. It is clear that
all pairs of points u, v ∈ F can be checked in time O(|F|2|VS ∪ F|). For each pair of the
form u ∈ F and v ∈ VS , the relative positions of L and S can be determined by considering
the locations of the two vertices of δS adjacent to v with respect to L (due to the convexity
of S); hence conditions (a)–(c) can now be checked by only considering the locations of
the elements of F . It follows that in this second case all pairs can be checked in time
O(|F|2|VS |). The result follows.
5.1 Critical points and critical lines
For this subsection we assume F is a minimum graphical OC for S. From Lemma 2.10 we
know F is a forest for which each component C of F is an MST on the vertices of the bound-
ary of its convex hull ∂VC¯ . Further, these components satisfy the conditions of Lemma 5.1.
Thus an important step in solving the OCP is determining geometric relationships between
the polygonal regions determined by these convex hulls. The key structures for doing this
are the critical points, critical lines, and FCPs as given in Definitions 4.5 and 4.7.
The following lemma is obvious.
Lemma 5.3 The critical points for F are precisely the elements of F \ VS.
The next result characterizes the orientation of critical points and their adjacent components
in relation to their associated critical lines. The statement of the lemma defines three types
of critical lines which we will use in later parts of this paper.
Lemma 5.4 Let c be a critical point for minimum OC F . Then up to left/right symmetry,
there exists an associated critical line L with points v1, v2, and v3 lying consecutively left-
to-right on L and satisfying one of the following three criteria, (see Figure 6):
Type I critical line: L is tangent to F¯ . Then v1 and v3 are distinct elements of F ,
v2 is in VS (possibly coincident with v1 or v3), c = v1, and no other point of F lies
to the left of v2 on L.
Type II critical line: L is tangent to S but not tangent to F¯ . Then v1 is in VS and
v2 and v3 are in F with v2 tangent from the same side as S and v3 tangent from the
opposite side as S, and either
(i) c = v2 and no other point of F is tangent before v3 on L from the same side as
S nor after v3 on L from the opposite side as S, or
(ii) c = v3 and no point of F is tangent before v2 on L from the same side as S nor
after v2 on L from the opposite side as S.
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Figure 6: Positions of tangent components for Lemma 5.4, up to symmetry. Black com-
ponents are tangent at critical points, grey components are additional required tangent
components, and dotted components are optional.
Type III critical line: L intersects the interior of S. Then v1, v2 and v3 are all in
F , with either
(i) c = v1 and no other point of F is tangent before v3 on L from the same side as
v1 nor after v2 on L from the opposite side as v1,
(ii) c = v2 and on at least one side of v2 there are no points of F tangent to L from
the same side as v2.
Proof. Let C be the component containing c. First perturb F by moving c inward with
respect to C¯ in such a way as to decrease the length of F , so that the perturbed set F ′ is
no longer an OC. This implies that there must be a line L′ and associated points u′ and
v′ satisfying the three conditions of Proposition 5.1 with respect to F ′. Now consider the
nonperturbed points u and v on F corresponding to these, and the line Luv that passes
through u and v. Clearly Luv intersects S and does not intersect the interior of the convex
hull of any component of F , since this is true of the perturbed line L′ with respect to F ′.
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Thus, by definition, Luv is a critical line for c. Let Luv be the critical line L in the statement
of the lemma. We note that c and C¯ and the components of F must prevent the conditions
of Proposition 5.1 from occurring. In other words, the components of F tangent to L must
prevent any rotation of L that allows L to enter S. By considering placement of a single
disqualifying tangent component to Figure 5, we get the placements given in this lemma.
Corollary 5.5 Let F be a minimum OC, with a critical line L. Let v1, v2, and v3 be points
of F on L satisfying the conditions of Lemma 5.4. Then any other vertex of F lying on L
must lie on at least two critical lines, and hence is not an FCP.
Proof. This follows immediately from the minimality of F . Note that these extra vertices
correspond to the dotted optional components indicated in Figure 6.
Corollary 5.6 Any minimum OC F for S that contains more than one component must
contain at least one critical line of Type II or Type III.
Proof. We begin by proving that if F contains more than one component, then there
must be at least one element of F lying in the interior of F¯ . Suppose, on the contrary, that
every element of F lies on ∂F¯ . Then, since F is a minimum OC every element of F is a
vertex of ∂F¯ . Now start at any vertex v1 of ∂F¯ , set i := 1, and perform the following steps
iteratively:
1. Find the component Ci of F containing vi.
2. If C¯i does not intersect the interior of S, then let xy be the edge of ∂C¯i between points
x, y ∈ ∂F¯ separating C¯i and the interior of S in F¯ .
3. Traverse ∂F¯ from x in the direction of a component of F intersecting the interior of
S until the next vertex of ∂F¯ , vi+1, is reached.
4. Set i := i+ 1.
At each iteration we are decreasing the area of F¯ in which we are searching for a component
Ci of F for which C¯i intersects the interior of S; hence this process must end with a suitable
Ci. Note that, for this Ci, C¯i does not strictly contain S, since otherwise Ci itself would
be a one-component OC for S. Thus there must be an edge xy of C¯i, with x, y ∈ ∂F¯ , that
intersects the interior of S. But this implies that there must be a component C ′ such that
C¯ ′ touches xy from the opposite side of xy, since otherwise F would not be an OC. Since C ′
cannot contain either x or y, then there must be some vertex c of ∂C¯ ′ lying strictly between
them. Then c lies in the interior of F¯ , giving the required contradiction.
By Lemma 5.3, c is a critical point of F , and hence the result follows by Lemma 5.4.
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5.2 Further properties of critical lines
In the case where the critical points on a critical line are FCPs we obtain useful additional
properties that further characterize OCP solutions.
We first note that it is possible to construct examples of OCs for polygonal regions where
not all critical points are free. For example, the OC for the triangular region S bounded
by △ABC shown in Figure 7(a) has three critical points (the vertices of the inner triangle
formed by the intersections of the critical lines) none of which is free. However, in this
D
B
C
A
E
eA(C, D)
A B
C
(a) (b)
Figure 7: Two examples of OC’s with critical points that are not free. Here critical lines are
indicated by dashed lines. The example in (a) is not a minimum OC, whereas the example
in (b) for the region ABCD is a conjectured minimum OC.
example the OC is not minimum; if we move each critical point to the orthocenter of the
triangle formed by the three critical points then we obtain a shorter connected OC for S
(with no critical points).
Figure 7(b) shows an example of a polygonal region S where the conjectured minimum OC
contains a critical point that is not free. For this example we assume ABE is a right isosceles
triangular region with coordinates A = (−100, 0), B = (100, 0), E = (0, 100). Given a small
positive constant ε, let S be the region ABCD where C = (ε, 100−ε) andD = (−ε, 100−ε);
intuitively, S is the region ABE with the vertex at E cut off. For ε sufficiently small the
conjectured minimum graphical OC for S is the MST on {A,B,E}, as shown in Figure 7(b).
Using the properties of MSTs outlined in Section 4, it is straightforward to see that this is
shorter than the MST on {A,B,C,D} because the equilateral point eA(C,D) lies outside
△ABE. For example, if ε = 1 then the length of the MST on {A,B,E} is 273.205, while
the MST on {A,B,C,D} has length 273.937 (and all other possible OCs appear to be
substantially longer). In the conjectured minimum OC, E is a critical point, but is not free,
since it lies on two critical lines (as shown in the figure). We note that these two critical
lines are both Type I and are extensions of edges of S.
All known examples of polygonal regions where the conjectured minimum OC contains
critical points that are not free are similar to the example in Figure 7(b), in that each such
critical point is determined by two Type I critical lines that are extensions of edges of S.
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It seems likely (but unproven) that all non-free critical points satisfy this condition. This
motivates the study of critical lines where all critical points are FCPs, as it is these points
that appear to present the main challenge in constructing minimum OCs.
Lemma 5.7 Let F be a minimum OC for S, and let v be an FCP with respect to its
associated critical line L. Then
(a) v has degree 1 or 2 in F ;
(b) if v is of degree 1 then the edge of F incident to v is perpendicular to L;
(c) if v is of degree 2 then the two edges incident to v form an angle with each other of
at least 2π/3, and form equal angles α ≤ π/6 with L.
Proof. Statement (a) follows from the proof of Lemma 4.6(a). Statements (b) and (c)
follow from the proof of Theorem 4.8(a). Note that neither of these earlier proofs rely on
F being connected.
For the remainder of this section we focus on critical lines in which all of the incident critical
points are free.
Lemma 5.8 Let L be a critical line in which all of the incident critical points are FCPs.
Then in addition to satisfying Lemma 5.7 the points v1, v2 and v3 satisfying the conditions
of Lemma 5.4 are the only points of intersection of F with L.
Proof. This follows immediately from Corollary 5.5. Note that, for each of the three
types of critical line, the components of F tangent to L appear as shown in Figure 8.
We will now consider the three types of critical lines separately.
Theorem 5.9 Let L be a Type I critical line for which all incident points of F are FCPs.
Then L intersects F¯ in a critical edge, the points v1 and v3 are both of degree 2 in F , and
using the notation in Figure 2 we have:
(a) if L ∩ S is a single point v2 then d1 sinα1 = d3 sinα3 and sinα1 + sinα3 ≤ 1/2;
(b) if L ∩ S is an edge of S then
sinα1 ≤
1
2
(
d2 + d3
d1 + d2 + d3
)
, sinα3 ≤
1
2
(
d1 + d2
d1 + d2 + d3
)
;
and
d3
d1 + d2
≤
sinα1
sinα3
≤
d2 + d3
d1
.
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Figure 8: Positions of tangent components of F on L when all critical points of L are FCPs.
Proof. First suppose v1 has degree 1 in F . Referring to Figure 2, if S intersects L in one
point v2 or in an edge v2v
′
2, then we can rotate L about v3 inwards (with respect to S),
decreasing the length of the edge adjacent to v1 while growing an edge from v2 perpendicular
to L. In either case this will decrease the length of F without violating the conditions of an
OC, giving a contradiction. A symmetric argument shows that v3 also has degree 2 in F .
The equality and inequalities in the statement of the theorem can all be established by
showing that they are necessary in order to prevent the existence of rotations of L which
decrease the length of F .
For (a), we first consider rotations of L about v2 that could potentially decrease the length
of F . The infinitesimal rate of change in the length of F from such a rotation in the
direction towards v1’s component is 2d3 sinα3 − 2d1 sinα1, and for the opposite rotation is
2d1 sinα1−2d3 sinα3. Hence, both expressions must equal zero, and the equality d1 sinα1 =
d3 sinα3 follows. For the inequality, we note that rotating L around, say, v1 towards v3’s
component and adding a perpendicular from L to v2, results in an infinitesimal rate of
change in the length of F of d1 − 2(d1 + d3) sinα3. Noting that this must be nonnegative,
and using the equality above, we obtain the required inequality sinα1+ sinα3 ≤ 1/2. Note
that the same inequality also results from rotating L about v3.
For (b), we note that a rotation of L about v3 toward v1’s component, adding a perpendicular
from L to v2, results in an OC where the infinitesimal rate of change in the length of F is
(d2+d3)−2(d1+d2+d3) sinα1. Since this must be nonnegative, the first inequality follows.
By rotating L about v1 toward v3’s component, we get the second inequality. The last pair
of inequalities follows, by a similar argument, from considering rotations of L about v2 and
v′2 away from S in each case.
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Theorem 5.10 Let L be Type II critical line for which all incident points of F are FCPs.
Then, referring to the notation in Figure 9, v3 has degree 2 in F , and we have:
(a) if L ∩ S is a single point and v2 has degree 1, then
sinα3 =
1
2
(
d2
d2 + d3
)
;
(b) if L ∩ S is a single point and v2 has degree 2, then
sinα3
sinα2
=
d2
d2 + d3
;
(c) if L ∩ S is an edge and v2 has degree 1, then
1
2
(
d2
d2 + d3
)
≤ sinα3 ≤
1
2
(
d1 + d2
d1 + d2 + d3
)
;
(d) if L ∩ S is an edge and v2 has degree 2, then
d2
d2 + d3
≤
sinα3
sinα2
≤
d1 + d2
d1 + d2 + d3
.
Proof. First, if v3 has degree 1 in F then we can rotate L about v1 toward v3’s component,
decreasing the length of the edge adjacent to v3 while adding an edge from v2 perpendicular
to L. This results in an OC of smaller length, giving a contradiction.
For (a) and (b), if we rotate L about v1 either way, moving v2 and v3 and adjusting F
accordingly, it follows from minimality that the length of F does not decrease. The rate of
change for this rotation is ±(d2−2(d2+d3) sinα3) for (a) and ±(2d2 sinα2−2(d2+d3) sinα3)
for (b). The two equalities follow.
For (c), if we rotate L about v′1 towards v2’s component, moving v2 and v3 and adjusting F
accordingly, again the length of F does not decrease. The rate of change for this rotation
is 2(d2 + d3) sinα3 − d2, which must be nonnegative. Similarly , if we rotate L about v1
towards v3’s component, the rate of change is (d1+ d2)− 2(d1+ d2+ d3) sinα3, which must
also be nonnegative. The inequalities follow.
For (d), if we rotate L the same way as for (c) we get rates of change of 2(d2 + d3) sinα3 −
2d2 sinα2 and 2(d1 + d2) sinα2 − 2(d1 + d2 + d3) sinα3 respectively, which must both also
be nonnegative. The inequalities follow.
Theorem 5.11 Let L be a Type III critical line for which all incident points of F are
FCPs. Then referring to Figure 10, both v1 and v3 have degree 2 in L and:
(a) if v2 has degree 1 in F , then
sinα1 =
1
2
(
d3
d1 + d3
)
, sinα3 =
1
2
(
d1
d1 + d3
)
;
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(b) L ∩ S is an edge
Figure 9: Figure for Theorem 5.10
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Figure 10: Figure for Theorem 5.11
(b) if v2 has degree 2 in F , then
sinα1 =
d3
d1 + d3
sinα2, sinα3 =
d1
d1 + d3
sinα2.
Proof. That v1 and v3 both have degree 2 follows from the same argument as given in
the proof of Theorem 5.10.
For (a), consider the perturbation of F consisting of rotating L clockwise about a point
on L distance x to the right from v1, moving v1, v2, and v3 along the associated arcs, and
moving the endpoints of the adjacent edges correspondingly. This causes a total rate of
change of length for F of
2x sinα1 + (d1 − x)− 2(d1 + d3 − x) sinα3.
Since F has minimum length, this perturbation cannot decrease the length of F , and so we
must have this value equal to 0 for every value of x. Evaluating the perturbation at x = d1
and x = 0, we obtain
d1 sinα1 − d3 sinα3 = 0, d1 − 2(d1 + d3) sinα3 = 0
from which the equations follow.
For (b), if v2 has degree 2, we rotate L the same way, now moving the edges adjacent to v2
accordingly. The rate of change of length is now
2x sinα1 + 2(d1 − x) sinα2 − 2(d1 + d3 − x) sinα3.
Again, since this must have value 0 for every x we have
d1 sinα1 − d3 sinα3 = 0, d1 sinα2 − (d1 + d3) sinα3 = 0
from which the equations follow.
We end this section by considering the OCP for the set S with boundary polygon ABCD
given in Figure 11. Below are the relevant OCP solutions and conjectured solutions for S:
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(a) minimum connected OC
(b) conjectured minimum OC
B
D
F
A C
E
E F
B
D
A C
Coordinate Values
A 0.0000 1.0000
B 8.0000 0.0000
C 16.0000 1.0000
D 8.0000 2.0000
E 2.0635 1.5328
F 13.9365 1.5328
E0 2.6667 2.0000
F0 13.3333 2.0000
E′ 2.4259 1.3032
F ′ 13.5741 1.3032
Figure 11: Two opaque covers
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• The minimum interior single-path OC is the path ABDC, with length 18.1246.
• By Corollary 4.1, the minimum interior connected OC is the MST on ABCD; this is
a full MST with length 17.7602.
• The conjectured minimum connected OC, which happens to be a single-path OC, is
given in Figure 11(a), and consists of the path AE0BF0C with E0 = v1 and F0 = v3
satisfying the conditions of Theorem 4.8(d). The length of this path is 17.1245.
• The conjectured minimum OC for S is the one shown in Figure 11(b). It consists of
two components, one of which is the path AEBFC going through the points E and
F determined by Theorem 5.11(a). Its length is 16.9919.
• The above conjectured minimum OC lies partly outside S. We can compute a con-
jectured minimum interior OC for S by determining the points E′ on AD and F ′
on CD that minimize the total length of the path AE′BF ′C plus the length of the
perpendicular from D to E′F ′. The optimal locations for E′ and F ′ are given in the
table in Figure 11. The length of this OC is 17.0352, which is less than any of the
connected OCs.
• This example also shows that the construction of Shermer [17], discussed at the be-
ginning of Section 5, does not always give a solution to the OCP. Here the Shermer
proposed OC turns out to consist of the MST on ABC, which is simply the path ABC,
together with the perpendicular from D to AC. This has length 17.1245, which is
greater than either of the 2-component OCs given above.
• The line through the points E and F in Figure 11(b) is a Type III critical line. We
note that if we replace D by the point D′ with the same x-coordinate as D and with
y-coordinate changed to 1.5328 (that of E and F ), then the conjectured minimum OC
for the resulting polygon ABCD′ is now the single path AEBFC, and the line through
E and F is now a Type I critical line. We have not been able to find a conjectured
minimum OC with a Type II critical line that is shorter than ones without such critical
lines, and it is an open question whether such critical lines actually occur in minimum
OCs.
5.3 Further properties of OCs with multiple connected components
For the general OCP, we give further structural properties for each connected component,
relating to its structure as an MST. Let F0 be a connected component of an OC, let e be
an edge of F0, and let p be an interior point of e. We say that p is visible if for each of the
four quadrants determined by the line extending e and the line perpendicular to e through
p there exists a ray from p lying in that quadrant not intersecting F0 (at a point other than
p). If there is no such ray in one or more of the quadrants, then p is said to be invisible. An
edge of F0 is said to be fully visible if there is no subinterval of e (of length > 0) consisting
only of invisible points (with respect to the same quadrant). For example, in Figure 12(a)
the edge e = t1s1 is not fully visible since the interval ps1 consists only of invisible points.
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(a) (b)
Figure 12: Examples of invisible points, p, belonging, in each case to an edge of an OC that
is not fully visible. In (b) the edge e = v1v2 is not minimal because e can be replaced by a
pair of edges of shorter length.
Theorem 5.12 If F is a minimum graphical OC, then every edge of F is fully visible.
Proof. Suppose the edge e = v1v2 of a graphical OC F is not fully visible. We will show
that F is non-minimal.
Let F0 be the connected component of F containing e. Without loss of generality, we can
assume that e is horizontal. Choose a subinterval I of e such that every point of I is invisible
with respect to, say, the top right quadrant.
Let p be an interior point of I. Then there exists an angle ε > 0 such that the ray from p
at an angle of ε to the left of the upwards vertical ray from p meets F at a point q, and the
projection of pq onto e lies in I. The existence of such an ε and q follow from the fact that
all points in the interval I to the left of p are also invisible (see Figure 12(b)). The OC F
can be shortened as follows. Replace v1v2 by two line segments v1w1 and w2v2 where each
wi is the projection of vi onto the line extending pq. Clearly |v1w1|+ |w2v2| < |v1v2|, since
ε > 0. But F ∪ v1w1 ∪w2v2 \ v1v2 is also an OC since every line that intersects w1w2 meets
F by construction.
Corollary 5.13 Let F be a minimum OC. Let T be a full Steiner component of F con-
taining two adjacent Steiner vertices s1 and s2. Then no edge of T incident with s1 or s2
is longer than s1s2.
Proof. Suppose there exists a vertex t2 adjacent to s2 such that |t2s2| > |s1s2|. Let t1 be
a vertex adjacent to s1 on the same side of the line through s1s2 as t2. Since each of the
angles between incident edges at s1 and s2 is 2π/3 it follows that t1s1 is not fully visible
(as in Figure 12(a)), contradicting the minimality of F .
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Corollary 5.14 Let F be a minimum OC. If T is a full Steiner component of F then T
contains at most two Steiner vertices.
Proof. Suppose T contains three Steiner vertices s1, s2, s3, such that s1 and s3 are both
adjacent to s2. By Corollary 5.13, |s1s2| = |s2s3|. But then one of the other edges incident
with s1 is not fully visible.
The following corollary is also an immediate consequence of Theorem 5.12 and is a poten-
tially useful tool for establishing the non-minimality of certain OCs. For example, in the
OC in Figure 1 the critical lines through AL and IK both fail the condition of the corollary,
implying that the OC is not a minimum graphical OC for the associated region S. This is
verified by the shorter OC illustrated in Figure 4.
Corollary 5.15 If an edge of a component of a minimum OC meets a critical line L at an
angle of π/2, then no other edge of that component meets L.
We finish the section by revisiting the OCP for a triangle. Theorem 4.11 establishes the
structure of the minimum connected OC. For the graphical OCP it is not even known if
there is a bound on the number of components a solution can have, let alone the structure
of such a solution. We end the paper by presenting one result regarding minimum graphical
OCPs on a triangle.
Theorem 5.16 For any triangular region S = △abc, the minimum OC on S having at
most two components is the MST on {a, b, c}.
Proof. Let F be a minimum 2-component OC for S = △abc, and, without loss of
generality, suppose that component Ca contains a and component Cbc contains b and c. Let
L be the critical line separating the two connected components, with consecutive tangent
points v1, v2, v3, and note that this must be the only critical line, and it will be of Type
III. By Lemma 5.4 v1 and v3 both belong to one connected component of F , and v2 to the
other.
Suppose v1 and v3 both belong to Cbc. Then Cbc is an OC for △v2bc (since v2 lies on the
line segment v1v3). If T2 is a MST for △v2bc then, by Theoerem 4.11, |T2| ≤ |Cbc|, and
T2 ∪ Ca is a connected OC for S, contradicting the minimality of F .
Similarly, if v1 and v3 both belong to Ca, then |v2a| ≤ |Ca|, and again F is non-minimal.
Thus F can have only one component, and so by Theorem 4.11 must be a MST on S.
It is possible to prove stronger versions of Theorem 5.16, for OCs with more than two
components (for example, the case where there are up to three components). However the
proofs appear to become increasingly technical, and involve eliminating possibilities where
some critical points are not free (such as the OC in Figure 7(a)). Currently there is no
known method for generalising Theorem 5.16 for an arbitrarily large number of components.
Nevertheless, we believe the following conjecture to be true.
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Conjecture 5.17 The minimum graphical OC for a triangle is the MST on its vertices.
6 Conclusion
In this paper we have studied the Opaque Cover Problem (OCP) for any polygonal region S
in the Euclidean plane. This is the problem of finding a minimum-length set F which inter-
sects every straight line passing through S, where length is defined using the 1-dimensional
Hausdorff measure. A key conjecture relating to this problem is the following:
The Graphical Conjecture: A minimum OC for a polygonal region S in the Euclidean
plane is graphical, that is, composed of a finite number of straight-line segments.
In light of this conjecture, we have limited ourselves to the study of minimum graphical OCs.
The main part of this study is divided into two sections, first a study of minimum connected
graphical OCs (Section 4) and then minimum graphical OCs with multiple components
(Section 5). In each of these sections we characterise structural properties of F for each
component, and strong geometric constraints on the locations of the extreme points of each
component.
The most important structural property is that each connected component is a Steiner
minimum tree on its extreme vertices, and there is a limit on the number of Steiner vertices
in each component. Not only does this constrain the topology of each component of F , but
it also allows us to make use of efficient software packages, such as GeoSteiner, for solving
the Steiner tree problem to explicitly construct the components of F once their extreme
vertices are known.
The extreme points of each component have been shown to be either vertices of ∂S or
critical points. The locations of the critical points and the directions of their incident edges
in F are strongly constrained by properties of the critical lines of F . Some of the key results
of this type are those in Theorems 4.8, 5.9, 5.10 and 5.11. These theorems can be thought
of as providing a mathematical toolbox for attempting to construct minimum OCs. The
conjectured minimum connected solution for the example in Figure 1, and both conjectured
solutions in Figure 11 were constructed with the aid of the properties in these theorems.
Despite the properties established in this paper, our understanding of minimum OCs re-
mains frustratingly incomplete. One of our long-term aims is to design an exact finite
algorithm for constructing a minimum OC for any polygonal region. In the shorter term
there are a number of key open questions, including The Graphical Conjecture above, still
to be addressed:
1. Is the minimum graphical OC for a triangular region S the MST on VS? We conjecture
that this is the case, and have proved it for OCs containing at most two connected
components. It is currently unclear how to generalise this result to an arbitrarily large
number of connected components. Answering this question may depend on being able
to answer the next open question below.
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2. In a minimum graphical OC, under what conditions can there exist critical points that
are not free? All of the conjectured minimum OCs that the authors have seen have
the property that any critical point that is not free is determined by two Type I critical
lines that are extensions of edges of S. It would be useful to resolve whether or not
this always holds, since the geometric constraints in this paper on the locations of the
critical points of a minimum OC only apply to FCPs.
3. Do critical lines of Type II exist for any minimum graphical OC? There are no known
examples of conjectured minimum OCs containing a Type II critical line.
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