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Fiir die Familie der Exponentialsummen wird die Struktur untersucht, die sich 
aus der Klassifikation nach den Vorzeichen bestimmter Faktoren ergibt. Die 
Vorzeichenklassen sind die Zusammenhangskomponenten beziiglich der Topo- 
logien, die fur die Tschebyscheff-Approximation von Bedeutung sind. Die 
Existenz lokal bester Approximationen wird gezeigt, und diese werden durch 
entsprechende Vorzeichen charakterisiert. Fur die Entwicklung von Iterations- 
verfahren zur Konstruktion bester Approximationen ergeben sich daraus erheb- 
lithe Konsequenzen. 
EINLEITUNG 
Die Bestimmung der Tschebyscheff-Approximierenden beider Anpassung 
stetiger Funktionen durch Exponentialsummen stellt ein nichtlineares 
Minimumproblem dar. Im Gegensatz zur Approximation mit Polynomen 
und rationalen Funktionen gibt es Falle, in denen mehrere beste Approxi- 
mationen, d.h. mehrere globale Minima existieren [l]. Indem wir in dieser 
Arbeit die Struktur der Exponentialsummen weiter untersuchen, zeigen wir, 
da13 im allgemeinen mehrere lokale Minima mit verschiedener Vorzeichen- 
struktur existieren. Die Konsequenzen fur die Konstruktion von 
Minimalliisungen mittels Iterationsverfahren diskutieren wir in einer weiteren 
Arbeit. 
Bei der Exponentialapproximation betrachtet man die Summen der Form 
E(u, x) = 5 a,e’n”, 
n=1 
A, < A, < **- < A, . 
(8.1) 
Eine zentrale Rolle spielen in dieser Arbeit die Vorzeichenverteilungen der 
Faktoren 01,) wobei die Frequenzen h, entsprechend (8.1) anzuordnen 
sind. Die Vorzeichen definieren eine Klasseneinteilung fi.ir die Menge der 
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Exponentialsummen mit maximalem Grad. Bekanntlich mu13 man fiir die 
Approximationsaufgabe die Menge der Exponentialsummen (8.1) noch 
erweitern und abschlieDen [1,4]. Auch in der erweiterten Familie findet man 
die Struktur wieder, die sich aus den Vorzeichen ergibt. Sie beschreibt dann 
SogardieZusammenhangsverhaltnissein d r Familie der Exponentialsummen. 
Mit der Untersuchung kniipfen wir direkt an eine friihere Arbeit tiber 
Eindeutigkeitsfragen bei der Exponentialapproximation an [ 11. Die dort 
eingefiihrten Bezeichnungen und Formeln werden such hier benutzt. Die 
Abschnitte sind weiternumeriert, und Zitate mit (1.1) bis (7.3) beziehen sich 
auf Formeln jener Arbeit. Das gleiche gilt fur die Satze 1 bis 6. 
9. DARSTELLUNG DER EXPONENTIALSUMMEN 
DURCH DIFFERENZENQUOTIENTEN 
Bei der Exponentialapproximation betrachtet man nicht nur die Summen 
der Form (8.1) sondern alle Funktionen 
E(a, x) = i P,(x) e"@, 
n=l 
mit 
c M, = k < N, 
fl=l 
(9.1) 
Diese Normaldarstellung ist jedoch fur topologische Untersuchungen icht 
sehr geeignet. Denn aus ihr ist z.B. nicht zu erkennen, dal3 ftir 6 -+ 0 
strebt und da13 fur kleine 6 die Funktionen 1/6(eA” - e(A-6)r) in einer (starken) 
Umgebung von xel” liegen. Deshalb wird noch eine andere Darstellung 
entwickelt. 
In der Darstellung (8.1) werden die eigentlichen Exponentialsummen 
als Linearkombinationen von 
eAl”, e”e” .. . ew (9.2) 
geschrieben. Eine aquivalente Basis bilden die Funktionen 
do(&) eAz, dl(hl, A,) eAz, LP(h, , A,, A3) --* LiN-‘(Al **- AN) eAz. (9.3) 
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Dabei werden die Differenzenquotienten fiir Funktionen von h in der 
iiblichen Weise rekursiv definiert [8] 
A’lh -** h+1)9 = 
Au-l& +-- A& - Au-‘@, e.0 hv+&o 
I - &+1 (4 f h+1)* (9.4) 
Der Zusammenhang zwischen den Systemen (9.2) und (9.3) wird durch 
eine nichtsinguldre Dreiecksmatrix vermittelt, woraus die Aquivalenz folgt. 
Durch (9.4) sind die Differenzenquotienten fur paarweise verschiedene 
Argumente hI , h, *a. Xv+l definiert. Von dieser Voraussetzung befreien wir 
uns, urn alle Exponentialsummen-also such die uneigentlichen-einheitlich 
in der Gestalt 
N-l 
E(a, x) = C /Iv AQ, , A2 * * * /\y+1) eAz (9.5) 
v=O 
darstellen zu kijnnen. Wir wahlen die Definition (9.6) fiir v-ma1 differen- 
zierbare Funktionen [8] 
Ayh, *-* h,+l)p = j: j; **. j+-llpqA, + (A, - A,) 11 + *-(A”+1 
0 
x dt;..dt,. 
Aus (9.6) folgt speziell fur gleiche Argumente 
- AJ 61 
(9.6) 
(9.7) 
HILFSSATZ 3. Jede Exponentialsumme mit Grad < N ist in der Form 
(9.5) darstellbar. Die Frequenz h, (n = 1, 2 *a* I) tritt Me-ma1 als Argument 
in (9.5) auf, wenn in (9.1) der Grad des zugehiirigen Polynoms M, - 1 
betrligt. 
Beweis. Es wird zungchst gezeigt, daB die Anwendung des Differenzen- 
operators auf eAo zu Funktionen der Form (9.1) fiihrt und der Grad der 
Polynome kleiner ist als die Vielfachheit, mit der die zugehiirige Frequenz 
als Argument im Differenzenquotient auftritt. 
Fur N = 1 ist nichts zu beweisen. Die Behauptung sei schon fur N - 1 
bewiesen. Wenn alle Argumente A, tibereinstimmen, folgt die Behauptung 
aus (9.7). sonst ist A1 f AN , und man kann die Rekursionsformel (9.4) 
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fur v = N - 1 heranziehen. Auf Grund der Induktionsvoraussetzung 
erhalt man die Behauptung. 
Die Exponentialsummen (9.1) mit festen Frequenzen h, und vorgegebenen 
Polynomgraden M, bilden einen linearen Teilraum der Dimension C, M, . 
Andererseits gentigen die Funktionen 
c,(x) = cy(x; A, -es AN) = AQ, a*- A,,,) eAs 
= xY 1; J; . . . f’-’ exp{[h, + (A, - 4) tl *-. + (h,, - A,) t&c) dt, **f dtl 
(9.8) 
und die Ableitungen am Nullpunkt den Relationen 
g LJX = 0) = 1; fur p = v ftirp < v 0 < p < v < N - 1. (9.9) 
Die Differenzenquotienten bilden deshalb eine Basis eines N-dimensionalen 
Raumes. Also werden durch die Linearkombinationen alle Exponential- 
summen erfaBt. 
Den Exponentialsummen E[a] mit maximalem Grad k = N ist durch (9.5) 
ein Satz von 2N Parametern fly , X, eindeutig zugeordnet. Ehe wir nachweisen, 
da13 sich in diesen Parametern such die Topologie von V, wiederspiegelt, 
bringen wir einen topologischen Satz. 
SATZ 8. Die Mengen beschrtinkter Exponentialsummen 
bW : EM E v,, II Ebll d M < 4 (9.10) 
sind kompakt bez. der vier folgenden Topologien, und diese sind zueinander 
iiquivalen t . 
1. Die Topologie, die durch eine Metrik 
45 g) = s;t ~(4 - I f(x) - &)I (9.11) 
erzeugt wird. Dabei sei w(x) E C(x) eine im Innern von X positive Funktion 
und w(x) verschwinde am Rand von X. 
2. Die Topologie der kompakten Konvergenz im oflenen Intervall. 
3. Die Topologie der punktweisen Konvergenz in einer dichten Teilmenge 
von X. 
4. Die Topologie der Konvergenz an 2N Punkten des oflenen Intervalls. 
Diese Topologien sind in V, - Vu-, mit der durch die TschebyschefS- 
Norm erzeugten Topologie iiquivalent, und V, - Vn-, ist lokalkompakt. 
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Beweis. Wie in [5] gezeigt wurde, sind die beschrankten Mengen (9.10) 
folgenkompakt in der Topologie der kompakten Konvergenz. Da diese 
Topologie innerhalb der beschrankten Funktionen durch die Metrik (9.11) 
erzeugt wird, und in metrischen Raumen folgenkompakte Mengen kompakt 
sind, gilt die Behauptung fur die beiden zunachst genannten Topologien. 
Die beiden anderen Topologien [6] sind separiert, da zwei Exponential- 
summen identisch sind, wenn sie nur auf 2N Punkten tibereinstimmen. 
Deshalb fallen diese Topologien nach (6) auf S. 19 in [2] mit den starkeren 
Topologien zusammen, fur die bereits die Kompaktheit bewiesen ist. 
Da nach [5] aus konvergenten Folgen solche Teilfolgen herausgezogen 
werden konnen, die im ganzen Interval1 gleichmll3ig konvergieren, falls das 
Grenzelement den Grad k = N hat, ergeben sich die Aussagen fur V, - VN-r 
unmittelbar. 
SATZ 9. In VN - V,-, ist die Abbildung, die ,jeder Funktion E[a] die 
Parameter /3” , h, zuordnet, eine stetige Abbildung. 
Beweis. Sei E[ap] E V,,, eine konvergente Folge. Wenn die Grenzfunktion 
E[a] in V, - V,-, enthalten ist, sind nach [5] die Frequenzen hVO beschrlnkt, 
und es la& sich eine Teilfolge mit konvergenten Frequenzen auswahlen. 
Wir nehmen an, wir hatten bereits eine solche Teilfolge gewahlt und es sei 
h,* = lim X,O. Seien x1 < xz < ..’ < xN beliebige Punkte des Intervalls. 
Die Parameter /3yp der Darstellung (9.5) sind durch die Gleichungen 
N-l 
E(a”, xi) = /3yo<y(x( ; X10, h,P ... hNQ) (i = 1, 2,..., N) 
bestimmt. Fur alle p sind die N x N-Matrizen mit den Elementen [LJxJ] 
nicht singular, da die Funktionen [, nach Hilfssatz 3 linear unabhangig 
sind und die Haarsche Bedingung erfiiilt ist. Nach (9.8) sind die Funktionen 5, 
stetig in allen N + 1 Argumenten. In den Matrizen und ebenso in den 
Inversen konvergieren die Elemente gegen die Werte, die man durch Einsetzen 
der Grenzfrequenzen h,* erhalt. Zusammen mit der Konvergenz der 
Funktionswerte E(a”, xi) folgt daraus die Konvergenz der Faktoren lgyn + pV*. 
Offensichtlich ist die Funktion 
Grenzelement der Folge, fallt also mit E[a] zusammen. Dies gilt wegen der 
Eindeutigkeit der Darstellung fur jede Folge (also nicht nur fur die Teilfolge). 
Die Abbildung ist folgenstetig. Da V, - V,-, metrisierbar ist, ist sie stetig. 
640/3/1-s 
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10. DIE VORZEICHENKLASSEN 
Die Exponentialsummen klassifizieren wir nach den Vorzeichen der 
Koeffizienten. Jeder Exponentialsumme mit Grad k wird ein Vorzeichen- 
vektor zugeordnet, dessen k Komponenten die Werte + 1 oder - 1 annehmen. 
Fi.ir die eigentlichen Exponentialsummen mit geordneten Frequenzen enthglt 
der Vektor gerade die Vorzeichen der Faktoren sign 01,. Fur die verall- 
gemeinerten Summen definieren wir die Vorzeichen rekursiv. 
DEFINITION. 
(a) Die speziellen Exponentialsummen 
M-l 
E(x) = P(x) ehz = C yvx”eAs, 
V=O 
YM-1 f 0 (10.1) 
erhalten das Vorzeichen mit A4 Komponenten 
sign (E) = (- l)“-l u ,..., 0, -u, u 
mit 0 = sign Y~-~ .
(b) Wenn alle Frequenzen von E1 kleiner als die von E2 sind, ist 
sign& + E,) = sign(&), sign(E,). 
Beispiel. 
Damit wird 
(x + 5) e-3z + -, + 
4ex ---f + 
-x2e2s + -, +, - 
(x + 5) e-3x + 4e” - x2e2% --f -, +, +, -, +, -. 
Diese Definition entspricht genau der Interpretation von Vorzeichen im 
Hilfssatz 1 in [l]. 
Bei der Einfiihrung von Vorzeichenklassen i V, werden such die Summen 
einbezogen, deren Grad kleiner als N ist.l 
DEFINITION. Sei s ein Vorzeichenvektor mit N komponenten. Die 
Menge V,(s) enthalte die Exponentialsummen aus V,, , deren Vorzeichen 
mit s iibereinstimmt oder deren Vorzeichen aus s gewonnen werden kann, 
indem man passende Komponenten von s streicht. Ferner sei 
V$(S) = v&) n VNo. 
1 Eigentlich wird nur in VN - Vn-, eine Einteilung in disjunkte Klassen erkbrt. Die 
Summen mit Grad < N gehijren zu mehreren Vorzeichenfamilien. 
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Danach ist V,&‘) C I’&), wenn M < N gilt und s’ durch Streichen 
aus s hervorgeht. AuBerdem gilt die Abktirzung I’,(+, +, + *.. +) = V,+. 
Ebenso sei I’,(--, - - .*. -) = V,-. 
Da13 diese Konvention sinnvoll ist, zeigt sich mit Satz 10. In der Topologie 
der kompakten Konvergenz im offenen Interval1 ist V,(s) die abgeschlossene 
Hiille von vNo(s). Zum Beweis schicken wir einen Hilfssatz voraus. 
HILFSSATZ 4. Sei &-I f 0. Dann gehiirt die Funktion 
M-l 
E(u*, x) = 1 ye*xueA*" 
!d=O 
(10.2) 
genau dann zur abgeschlossenen Hiille von VMo(s*), wenn 
s * = (-l)“-” sign yGWl 12 (n = 1, 2,..., M) (10.3) 
ist. 
Beweis. In der Darstellung nach (9.5) 
E(a*, x) = C /lu* &A*,..., A*) eAz 
II 
hat /35-I = y&.&W - l)! das gleiche Vorzeichen wie y&-l . Nach Satz 9 
ist in jeder gegen E[u*] konvergenten Folge E[@] E VMo flir hinreichend 
grol3e p: sign /3!& = sign /3&-, , und die Differenzen hno - h,~ streben 
gegen 0. Unter Benutzung der Formel [B] 
Ll-l(h, )..., UP = i dh) ii1 & 3 (10.4) 
n=l n in. 
m#?l 
erhalten wir 
Fiir p -+ co ist das Vorzeichen der Ausdriicke in der geschweiften Klammer 
allein durch /3$M-l und damit durch sign y&-x bestimmt. AuBerdem ist 
1 sign fl ~ mfn A, - jj, = (-l)“” (10.5) 
mitp, = Anzahl der Frequenzen h,,, , die grL$er als X, sind. 
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Wenn man die Summen in der Form I: a, e L,A’s2 schreibt, sind deshalb die 
Faktoren ano fiir hinreichend groBe p abwechselnd positiv und negativ, 
und der Term fur die hochste Frequenz hat das gleiche Vorzeichen wie 
/?$-1 bzw. y&r . Fur hinreichend grol3e p liegt E(uP, X) in V,(s*). Daraus 
folgt die Behauptung. 
SATZ 10. Beztiglich der Topologie der Konvergenz im Innern gilt 
(a) VN(s) ist die abgeschlossene Hiille von Vxo(s). 
(b) In V, - VNP1 sind die Zusammenhangskomponenten durch 
VA@) n (VN - VN-1) (10.6) 
gegeben, wobei s al/e Vorzeichenkombinationen durchliiuft. 
Beweis. (a) Da die Aussage im folgenden nur in V, - VNel herangezogen 
wird, beschranken wir uns auf den wesentlich einfacheren Beweis, da13 
VN(s) C VNo(s) u V,-, , also der Abschlul3 von V,O(s) in V,(s) enthalten ist. 
Sei E[a*] E V,(s) mit k* = N so geschrieben, da13 jeder Term P,*(x) eA*ne 
fiir sich gem23 (9.5) dargestellt wird 
&a*, 4 = c c P,*,&, h,*,..., A *). 
n=1 y=o 
(10.7) 
Sei nun eine Folge in V,” gegeben, die gegen E[a*] konvergiert. Nach Satz 9 
strebt das Spektrum (d.h. die Menge aller Frequenzen) gegen das Spektrum 
von E[a*], und man kann in der Folge die Terme in derselben Gruppierung 
zusammenfassen wie bei der Grenzfunktion. Indem man den Hilfssatz 4 auf 
jeden der 1* Terme einzeln anwendet, erhalt man die Behauptung. 
(b) Die Teilmengen V(s) = V,(s) n (V, - I/,-,) bilden eine Zerlegung 
von V, - V,-, 
u V(s) = v, - VN-1 , 
V(s) A V(s’) = 4 fur s f s’. (10.8) 
Es ist zu zeigen, dal3 diese eine Zerlegung in zusammenhdngende, zugleich 
offene und abgeschlossene T ilmengen ist. Stellt man die Exponentialsummen 
aus 
KW n (v, - v,-,) (10.9) 
in der Form (8.1) dar, ist die zugehbrige Parametermenge konvex. Also sind 
die Mengen (10.9) zusammenhangend. Das gleiche gilt fiir die Mengen V(s), 
die nach Satz 10 a die abgeschlossenen Htillen der Mengen (10.9) sind. 
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AuDerdem folgt aus (10.8) 
V(s) = (V, - v,-1) - u V(d) S’#S 
Also sind die Mengen V(s) nicht nur abgeschlossen, sondern such offen. 
Die beschrankten Teilmengen von V,(s) sind nach Satz 6 und Satz 10a 
kompakt. Daraus ergibt sich ebenso wie beim Nachweis einer Minimalliisung 
bez. V, das 
KOROLLAR. F2r jede Funktion f E C(X) existiert eine beste Tschebyschef- 
Approximierende bez. V,(s). 
11. LOKALE MINIMA 
Bei einer Exponentialsumme ,!?[a] liegt ein lokales Minimum der Funktion 
@@) = Ilf- m4l vor, wenn eine Umgebung von E[a] keine bessere 
Approximation fur die Funktion f(x) enthalt. Wir werden zeigen, da13 es 
auDer der Minimalliisung noch mindestens ein lokales Minimum gibt, 
sofern die Minimalliisung nicht in VN+ order in V,- enthalten ist und die 
identisch verschwindende Funktion nicht beste Approximation bez. V,-, ist. 
Beim Beweis werden wir nachweisen, daB es in den betreffenden Fallen 
in wenigstens zwei verschiedenen Vorzeichenklassen V,(s) und VN(s’) 
Funktionen gibt, die besser approximieren als alle Exponentialsummen 
aus VNPl. Dann haben die Minimallosungen bez. V,(s) und V,(s’) den 
Grad N, sind also nach Satz lob voneinander verschieden. Offensichtlich 
sind sie such lokale Minima fur die Approximation in V, . 
HILFSSATZ 5. Sei I!? mit Grad x Minima&sung fur fE C(X) bez. Vi-, , 
aber nicht bez. V, . Seien h~+~ , XS+~ ,..., h, beliebige reelle Zahlen, die nicht 
im Spektrum von I? enthalten sind. Dann gibt es in jeder Umgebung von ,?? 
eine Funktion E, E V; und Zahlen a~+~, qiz ,..., olN, so da13 die 
Exponentialsumme 
E(u, , x) = E,,(x) + F a,e’@ E VN 
(11.1) 
eine bessere Approximation fur f ist. 
Der Beweis verlauft analog zum Beweis des Alternantenkriteriums, das 
in Satz 1 enthalten ist. Die Familie 
I 5 ane’nz mit freien Parametern oil .. . o”~- , h, ... h, n=l 1 
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erfiillt die Haarsche Bedingung lokal. Da zu l? nur eine Alternante der 
Lange N + R gehiirt, ist i? nach Satz 12 in [3] nicht Minimallosung. Die 
Behauptung folgt dann unmittelbar aus dem Satz 8 in [3]. 
Wir untersuchen nun die Vorzeichenverteilungen der in dem Hilfssatz 
konstruierten Exponentialsummen. 
SATZ 11. Sei i? E Vds) Minimalliisung fiir f 6 C(X) bez. VzMl, aber 
nicht bez. V, . Die Fehlerkurve am Alternantenpunkt mit der grGJ?ten Abszisse 
sei positiv (negativ). Ferner sei s ein Vorzeichenvektor mit N Komponenten, 
und es sei miiglich, diesen aus E durch Einschieben von N - h Komponenten 
zu erhalten. Dabei sei die neu eingeschobene Komponente mit dem gr6Jten 
Index positiv (negativ), und die anderen N - 6 - 1 seien abwechselnd positir 
und negativ. Dann enthiilt V,(s) eine bessere Approximation als V,-, . 
Beispiel. Die beste Approximation bez. V,O sei in V,( + + - -) enthalten. 
Die Vorzeichenverteilung haben wir in Fig. la veranschaulicht, indem wir 
iiber den X Achse die Vorzeichen aufgezeichnet haben. Der Satz sagt aus, 
da13 in V,(+ + - + - + -) eine bessere Approximation existiert; denn durch 
Streichen der l., 3. und 6. Linie in Fig. lb entsteht die Konfiguration wie 
in Fig. la. 
FIGURE 1 
Beweis des Satzes. Bei der Konstruktion von besseren Approximationen 
nach Hilfssatz 5 kann man annehmen, da13 sich die Koeffizienten in der 
Teilsumme E, nur wenig von denen in I!? unterscheiden und so zwei Eigen- 
schaften gelten. 
(1) E, und & gehiiren zur gleichen Vorzeichenklasse von Vi. 
(2) Eine Frequenz aus dem Spektrum von E, ist genau dann grijDer 
als eine zusatzliche Frequenz X, , wenn such die entsprechende Frequenz 
aus dem Spektrum von i? groI3er als X, ist. Wir zeigen nun. da13 dann in der 
besseren Approximation E[a,] ftir die zuslitzlichen Terme in (11 .l) die 
Relationen 
sign 01, = (- l)N+n fur n >, R + 1 (11.2) 
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gelten. Ordnet man in der Differenz E(u, , X) - g(x) die Frequenzen der 
GrGBe nach, dann sind nach einen in [I] mehrfach benutzten SchluB (wegen 
N + k - 1 Nullstellen) die Faktoren abwechselnd positiv und negativ, 
und der Faktor zur grbl3ten Frequenz ist positiv. Die Beziehung (11.2) 
folgt deshalb unmittelbar fur den Spezialfall, dal3 alle zusatzlichen Frequenzen 
h, grSDer sind als diejenigen von g und EO . Ob in der Differenz ~!?[a,] - l? 
eine gerade oder ungerade Anzahl von Frequenzen grijI3er als h, ist, hangt 
aber wegen der Eigenschaft (2) nicht von der Wahl der h, , sondern nur vom 
Index n ab. Damit gilt (11.2) allgemein. 
Erfiillt der Vorzeichenvektor s die Voraussetzungen des Satzes, dann kann 
man Frequenzen h~+~ ..* h, so angeben, da13 
(11.3) 
gilt, falls (11.2) erftillt ist. Aus dem ersten Teil des Beweises, folgt die Existenz 
einer besseren Approximation 
Ed-4 + f w+“, 
n=z+1 
fir die (11.2) erfiillt ist. Auf Grund der Bedingungen (1) und (2) liegt sie 
in der gleichen Klasse wie die in (11.3) genannte Funktion. Damit ist der 
Satz bewiesen. 
Die Existenz mehrer lokaler Minima 15iBt sich nun fur den Normalfall 
zeigen. 
SATZ 12. Die Minimalliisung fiir f E C(X) bez. VNel sei eine eigentliche 
Exponentialsumme und verschwinde nicht identisch. Wenn die Minimalliisung 
bez. V, nicht in V,-, u V,+ u V,- enthalten ist, dann existieren mindestens 
zwei lokale Minima. 
Beweis. Wie am Anfang dieses Abschnitts vermerkt, ist zu zeigen, daD 
es mindestens zwei bessere Approximationen mit verschiedenen Vorzeichen- 
verteilungen gibt. 0.E.d.A. kiinnen wir annehmen, daD die Alternente zu A 
E E ViPl positiv ist. Zwei FBlle werden unterschieden. 
Fall 1. Es sei R < N - 1. Wir konstruieren zwei verschiedene Vor- 
zeichenverteilungen mit Hilfe von Satz 11. Erstens wahlen wir hg,, gem+3 
x, \ -ii g,, < A, *** . Also gibt es eine Teilmenge V,(s) mit s2 = (-l)N+“fl 
mit einer besseren Approximation. Als zweite Mijglichkeit wahlen wir 
&.+I < iif& < A, < *** . Also gibt es such eine bessere Approximation in 
einer Teilmenge V,(s’) mit s2’ = (- 1)N+k+2. 
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Fall 2. Es sei & = N - 1. Es ist g $ V$& ; denn wegen der positiven 
Alternante hat die Minimallosung bez. V,,, einen positiven Faktor mehr 
als 8 und sie w%re sonst in V,+ enthalten, was wir ausgeschlossen haben. 
Also gibt es einen Index j mit $ = - 1. Wahlen wir X, > & , so fiihrt die 
Konstruktion nach Satz 10 zu V,(s) mit sj = $ = - 1. Andererseits fiihrt 
die Wahl hj-l < h, < Xj nach Satz 11 zu VN(s’) mit sj’ = + 1. 
Die Anzahl der verschiedenen Vorzeichenverteilungen, die man nach der 
im Beweis zu Satz 11 verwandten Konstruktion erhalten kann, la& sich 
fur h = N - 1 genau angeben. Die Alternante sei positiv. Durch die 
Frequenzen von & mit negativen Faktoren wird die reelle Zahlengerade 
in k-[&l + 1 Intervalle geteilt. Die Vorzeichenverteilung hangt nun davon ab, 
in welchem dieser Intervalle die Frequenz h, gewahlt wird. Die Anzahl der 
verschiedenen Verteilungen betragt also 
1 + k-[&l bei positiver Alternante 
(11.4) 
1 + k+bl bei negativer Alternante 
Fiir ff < N - 1 la& sich die Zahl der Moglichkeiten nach unten abschatzen. 
Sie betragt mindestens 
1 + max(k+[8], k-[&l). 
Beispiel. Die beste Approximation bez. V, sei in V,(+ - - +) enthalten 
(s. Fig. 2a) und die Alternante habe genau die Lange 9 und sei positiv. 
Dann gibt es lokale Minima in V,(++--+), V,(+-+-+) und 
V,(+- -++), wie in den Fig. 2b-d deutlich wird. 
(a) r,l 
Cdl +- 
FIGURE 2 
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Die Existenz mehrerer lokaler Minima 1lDt sich Bhnlich beweisen, wenn 
die Minimalliisung bez. V,-, eine uneigentliche Summe ist und die Alternante 
nur die L%nge N + I + 1 hat. Wenn die Alternante mehr Punkte enthglt, 
ist dies jedoch nur unter Einschrdnkungen richtig. Deshalb verzichten wir 
hier auf eine genaue Diskussion. 
Diese Arbeit enthalt den zweiten Teil meiner Habilitationsschrift, von der der erste 
Teil 1967 in Computing erschien. Die Abschnitte 9 und 10 werden auf Grund einer Idee 
von Professor Dr. Werner [7] neu gefal3t. Durch die Verwendung von Differenzenquotienten 
konnten die Beweise wesentlich verki.irzt werden. Es ist mir eine Freude, Herrn Professor 
Dr. Werner fur seine Anregungen zu danken. 
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