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Abstract. In this paper, we propose an output regulation approach, which
is based on principle of model-reality differences, to obtain the optimal output
measurement of a discrete-time nonlinear stochastic optimal control problem.
In our approach, a model-based optimal control problem with adding the ad-
justable parameters is considered. We aim to regulate the optimal output
trajectory of the model used as closely as possible to the output measurement
of the original optimal control problem. In doing so, an expanded optimal
control problem is introduced, where system optimization and parameter es-
timation are integrated. During the computation procedure, the differences
between the real plant and the model used are measured repeatedly. In such
a way, the optimal solution of the model is updated. At the end of iteration,
the converged solution approaches closely to the true optimal solution of the
original optimal control problem in spite of model-reality differences. It is im-
portant to notice that the resulting algorithm could give the output residual
that is superior to those obtained from Kalman filtering theory. The accuracy
of the output regulation is therefore highly recommended. For illustration, a
continuous stirred-tank reactor problem is studied. The results obtained show
the efficiency of the approach proposed.
1. Introduction. Recently, an integrated optimal control algorithm for solving
discrete-time nonlinear stochastic optimal control problems has been proposed, see
for examples [3], [9], [10] and [4]. The developed algorithm is an iterative approach,
where the model-based optimal control problem is solved repeatedly in order to
approximate the true optimal solution of the original optimal control problem. With
the adjustable parameters that are introduced in the model, the differences between
the real plant and the model used could be measured. The repetitive solution is
then converged to the real optimal solution within a given tolerance in spite of
model-reality differences [11], [12], [1]. On the other hand, because of the present of
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the random disturbances, an optimal filtering solution of the nonlinear stochastic
optimal control problem in discrete-time is obtained, where the modified linear
quadratic Gaussian optimal control problem is solved repeatedly [5]. In addition to
this, a least-square output residual is introduced in the cost functional such that
the output error is further minimized [6].
However, minimizing the output error would not give a minimum value of the
cost function due to the weighted parameter that is selected for the least-square
output residual in the model. In this paper, we propose an efficient computation
approach to improve this limitation. In our approach, the linear quadratic regulator
optimal control model is considered, where the trajectories of state and control are
smoothed in expectation manner. Moreover, an adjustable parameter is introduced
to the model output, which is measured from the expected state trajectory. The
aim of this adjustable parameter is to regulate the expected output as closely as
possible to the real output, as such giving the smallest minimum output error.
Note that the Kalman filtering theory is not applied here. It is remarked that the
proposed approach gives both of the optimal expected solution and the optimal
regulated output at the end of iteration computation procedure despite model-
reality differences. Hence, the accuracy of output solution is highly recommended.
The rest of the paper is organized as follows. In Section 2, a general class of
discrete-time nonlinear stochastic optimal control problem is described. In Section
3, the model-based optimal control problem with the adjustable parameters is dis-
cussed. The expectation optimal solution is obtained and then the expected output
is regulated approximately to the real output in spite of model-reality differences.
In Section 4, an illustrative example of continuous stirred-tank reactor problem is
presented to show the efficiency of the proposed approach. Finally, some concluding
remarks are made.
2. Problem Description. Consider a general class of stochastic optimal control
problem given below:
min
u(k)
J0(u) = E[ϕ(x(N), N) +
N−1∑
k=0
L(x(k), u(k), k)]
subject to (1)
x(k + 1) = f(x(k), u(k), k) +Gω(k)
y(k) = h(x(k), k) + η(k)
where u(k) ∈ <m, k = 0, 1, . . . , N − 1, x(k) ∈ <n, k = 0, 1, . . . , N , and y(k) ∈ <p,
k = 0, 1, . . . , N , are, respectively, the control sequence, the state sequence, and
the measured output. The terms ω(k) ∈ <q, k = 0, 1, . . . , N − 1, and η(k) ∈ <p,
k = 0, 1, . . . , N , are the stationary Gaussian white noise sequences with zero mean
and their covariance matrices are given by Qω and Rη, respectively, where Qω is a
q × q positive definite matrix and Rη is a p × p positive definite matrix. G is an
n × q process noise coefficient matrix, f : <n × <m × < → <n represents the real
plant, and h : <n × < → <p is the output measurement, whereas ϕ : <n × < → <
is the terminal cost, L : <n × <m × < → < is the cost under summation. Here, J0
is the scalar cost function and E[·] is the expectation operator. It is assumed that
all functions in (1) are continuously differentiable with respect to their respective
arguments.
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The initial state is
x(0) = x0
where x0 ∈ <n is a random vector with mean and covariance given, respectively, by
E[x0] = x¯0 and E[(x0 − x¯0)(x0 − x¯0)>] = M0.
Here, M0 is an n × n positive definite matrix. It is assumed that the initial state,
process noise and measurement noise are statistically independent.
This optimal control problem is regarded as the real optimal control problem,
and is referred to as Problem (P). We notice that the exact solution of Problem (P)
is, in general, unable to be obtained. Furthermore, applying the nonlinear filtering
theory to estimate the state of the real plant is computationally demanding. In
view of these, we propose to solve Problem (P) via solving a simplified model-based
optimal control problem iteratively. Let this simplified model-based optimal control
problem, which is referred to as Problem (M), be given below:
min
u(k)
J1(u) =
1
2
x¯(N)>S(N)x¯(N) + γ(N)
+
N−1∑
k=0
[
1
2
(x¯(k)>Qx¯(k) + u(k)>Ru(k)) + γ(k)]
subject to (2)
x¯(k + 1) = Ax¯(k) +Bu(k) + α1(k), x¯(0) = x¯0
y¯(k) = Cx¯(k) + α2(k)
y˘(k) = y¯(k) + α3(k)
where x¯(k) ∈ <n, k = 0, 1, . . . , N , y¯(k) ∈ <p, k = 0, 1, . . . , N , and y˘(k) ∈ <p,
k = 0, 1, . . . , N , are, respectively, the expected state sequence, the expected output
sequence and the regulated output sequence. A is an n×n state transition matrix,
B is an n×m contol coefficient matrix, C is a p×n output coefficient matrix, while
S(N) and Q are n × n positive semi-definite matrices and R is a m ×m positive
definite matrix. Here, γ(k) ∈ <, k = 0, 1, . . . , N , α1(k) ∈ <n, k = 0, 1, . . . , N − 1,
α2(k) ∈ <p, k = 0, 1, . . . , N , and α3(k) ∈ <p, k = 0, 1, . . . , N , are introduced as
adjustable parameters.
Notice that solving Problem (M) iteratively would give the optimal expected
output solution of Problem (P), which is given by y¯(k), and the optimal regulated
output solution of Problem (P), which is represented by y˘(k). Since the Kalman
filtering theory is not used here, the state error covariance is larger than the state
error covariance as presented in [5]. However, the additional output measurement,
which is added into the model, regulates the expected output sequence as closely
as possible to the real output trajectory. In this regulation procedure, we aim to
approximate the true output trajectory of Problem (P).
3. Output Regulation with Model-Reality Differences. Now, let us intro-
duce an expanded optimal control problem, which is referred to as Problem (E),
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given below:
min
u(k)
J2(u) =
1
2
x¯(N)>S(N)x¯(N) + γ(N)
+
N−1∑
k=0
[
1
2
(x¯(k)>Qx¯(k) + u(k)>Ru(k)) + γ(k)
+
1
2
r1 ‖ u(k)− v(k) ‖2 +1
2
r2 ‖ x¯(k)− z(k) ‖2
+
1
2
r3 ‖ y¯(k)− yˆ(k) ‖2]
subject to (3)
x¯(k + 1) = Ax¯(k) +Bu(k) + α1(k), x¯(0) = x¯0
y¯(k) = Cx¯(k) + α2(k)
y˘(k) = y¯(k) + α3(k)
1
2
z(N)>S(N)z(N) + γ(N) = ϕ(z(N), N)
1
2
(z(k)>Qz(k) + v(k)>Rv(k)) + γ(k) = L(z(k), v(k), k)
Az(k) +Bv(k) + α1(k) = f(z(k), v(k), k)
Cz(k) + α2(k) = h(z(k), k)
yˆ(k) + α3(k) = y(k)
v(k) = u(k)
z(k) = x¯(k)
yˆ(k) = y¯(k)
where v(k) ∈ <m, k = 0, 1, . . . , N − 1, z(k) ∈ <n, k = 0, 1, . . . , N , and yˆ(k) ∈ <p,
k = 0, 1, . . . , N , are introduced to separate the sequences of control, expected state
and estimated output in the optimization problem from the respective signals in the
parameter estimation problem, and ‖ · ‖ denotes the usual Euclidean norm. The
terms 12r1 ‖ u(k)−v(k) ‖2, 12r2 ‖ x¯(k)−z(k) ‖2 and 12r3 ‖ y¯(k)−yˆ(k) ‖2 with r1 ∈ <,
r2 ∈ < and r3 ∈ < are introduced to improve convexity and to facilitate convergence
of the resulting iterative algorithm. It is important to note that the algorithm is
designed such that the constraints v(k) = u(k), z(k) = x¯(k) and yˆ(k) = y¯(k) are
satisfied upon termination of the iterations, assuming that convergence is achieved.
The state constraint z(k), the output constraint yˆ(k) and the control constraint v(k)
are used for the computation of the parameter estimation and matching schemes,
while the corresponding state estimate constraint x¯(k), output estimate constraint
y¯(k) and control constraint u(k) are used in the optimization of the model-based
optimal control problem. On this basis, the system optimization and the parameter
estimation are mutually interactive.
Note that Problem (E) is equivalent to the estimation of Problem (P), which is
in terms of expectation and regulation.
3.1. Necessary optimality conditions. To solve Problem (E), let us define the
Hamiltonian function as follows:
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H2(k) =
1
2
(x¯(k)>Qx¯(k) + u(k)>Ru(k)) + γ(k)
+
1
2
r1 ‖ u(k)− v(k) ‖2 +1
2
r2 ‖ x¯(k)− z(k) ‖2
+
1
2
r3 ‖ y¯(k)− yˆ(k) ‖2
− λ(k)>u(k)− β(k)>x¯(k)− θ1(k)>y¯(k)
+ p(k + 1)>(Ax¯(k) +Bu(k) + α1(k)) (4)
where λ(k) ∈ <m, k = 0, 1, . . . , N − 1, and β(k) ∈ <n, k = 0, 1, . . . , N − 1, are
modifiers. Then, the augmented cost function becomes
J ′2(k) =
1
2
x¯(N)>S(N)x¯(N) + γ(N) + p(0)>x¯(0)− p(N)>x¯(N)
+ξ(N)(ϕ(z(N), N)− 1
2
x¯(N)>S(N)x¯(N)− γ(N))
+Γ>(x¯(N)− z(N)) + θ1(N)>(y¯(N)− yˆ(N))
+
N−1∑
k=0
[He(k)− p(k)>x¯(k) + λ(k)>v(k) + β(k)>z(k)
+ξ(k)(L(z(k), v(k), k)− 1
2
(z(k)>Qz(k) + v(k)>Rv(k))− γ(k))
+µ(k)>(f(z(k), v(k), k)−Az(k)−Bv(k)− α1(k))
+θ1(k)
>yˆ(k) + θ2(k)>(Cx¯(k) + α2(k)− y¯(k))
+θ3(k)
>(y¯(k) + α3(k)− y˘(k))
+pi1(k)
>(h(z(k), k)− Cz(k)− α2(k))
+pi2(k)
>(y(k)− yˆ(k)− α3(k))] (5)
where p(k), γ(k), ξ(k), µ(k),Γ, λ(k), β(k), pii(k), i = 1, 2, and θi(k), i = 1, 2, 3, are
the appropriate multipliers to be determined later.
Applying the calculus of variation [4], [5], [6], [2], [8], the following necessary
optimality conditions are obtained:
(a) Stationary condition:
Ru(k) +B>p(k + 1)− λ(k) + r1(u(k)− v(k)) = 0 (6a)
(b) Co-state equation:
p(k) = Qx¯(k) +A>p(k + 1)− β(k) + r2(x¯(k)− z(k)) (6b)
(c) State equation:
x¯(k + 1) = Ax¯(k) +Bu(k) + α1(k) (6c)
(d) Boundary conditions:
p(N) = S(N)x¯(N) + Γ and x¯(0) = x¯0
(e) Output equations:
y¯(k) = Cx¯(k) + α2(k) and y˘(k) = y¯(k) + α3(k) (7)
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(f) Adjustable parameter equations:
ϕ(z(N), N) =
1
2
z(N)>S(N)z(N) + γ(N) (8a)
L(z(k), v(k), k) =
1
2
(z(k)>Qz(k) + v(k)>Rv(k)) + γ(k) (8b)
f(z(k), v(k), k) = Az(k) +Bv(k) + α1(k) (8c)
h(z(k), k) = Cz(k) + α2(k) (8d)
y(k) = yˆ(k) + α3(k) (8e)
(g) Multiplier equations:
Γ = ∇z(k)ϕ− S(N)z(N) (9a)
λ(k) = −(∇v(k)L−Rv(k))−
(
∂f
∂v(k)
−B
)>
pˆ(k + 1) (9b)
β(k) = −(∇z(k)L−Qz(k))−
(
∂f
∂z(k)
−A
)>
pˆ(k + 1) (9c)
θ1(k) = r3(y¯(k)− yˆ(k)) (9d)
with ξ(k) = 1, µ(k) = pˆ(k + 1), pi1(k) = θ2(k) = 0, and pi2(k) = θ3(k) = 0.
(h) Separable variables:
z(k) = x¯(k), v(k) = u(k), pˆ(k) = p(k), yˆ(k) = y¯(k) (10)
In view of these optimality conditions, the multipliers are computed from (9), the
parameter estimation problem is defined by (8), where the adjustable parameters are
calculated, and the modified model-based optimal control problem, which satisfies
the optimality conditions in (6) and (7), is given below. This modified model-based
optimal control problem is referred to as Problem (MM).
min
u(k)
J3(u) =
1
2
x¯(N)>S(N)x¯(N) + Γ>x¯(N) + γ(N) + θ1(N)>y¯(N)
+
N−1∑
k=0
[
1
2
(x¯(k)>Qx¯(k) + u(k)>Ru(k)) + γ(k)
+
1
2
r1 ‖ u(k)− v(k) ‖2 +1
2
r2 ‖ x¯(k)− z(k) ‖2
+
1
2
r3 ‖ y¯(k)− yˆ(k) ‖2
− λ(k)>u(k)− β(k)>x¯(k)− θ1(k)>y¯(k)]
subject to (11)
x¯(k + 1) = Ax¯(k) +Bu(k) + α1(k), x¯(0) = x¯0
y¯(k) = Cx¯(k) + α2(k)
y˘(k) = y¯(k) + α3(k)
with the specified α1(k), α2(k), α3(k), γ(k),Γ, λ(k), β(k), θ1(k), v(k) and z(k), where
the boundary conditions x¯(0) and p(N) are given with the specified modifier Γ.
Note that it is essential to include the modification terms λ(k)>u(k), β(k)>x¯(k)
and θ1(k)
>y¯(k) in the cost function of Problem (MM). Otherwise, the correct solu-
tion estimate of Problem (P) cannot be obtained by simply iterating the solution of
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Problem (M) and performing parameter estimation at every iteration step. In addi-
tion, to obtain the solution of Problem (MM), it is necessary to solve the two-point
boundary-value problem (TPBVP) that is defined by (6b) and (6c).
3.2. Feedback control law. The solution method for solving Problem (MM) is
described in Theorem 3.1, where the feedback control law is resulted.
Theorem 3.1. Suppose the optimal control law for Problem (E) exists. Then, this
control law is the feedback control law for Problem (MM) given by
u(k) = −K(k)x¯(k) + uff (k) (12)
where
uff (k) = (B
>S(k + 1)B +Ra)−1(−B>s(k + 1)
−B>S(k + 1)α1(k) + λa(k)) (13a)
K(k) = (B>S(k + 1)B +Ra)−1B>S(k + 1)A (13b)
S(k) = Qa +A
>S(k + 1)(A−BK(k)) (13c)
s(k) = (A−BK(k))>(s(k + 1) + S(k + 1)α1(k)
−βa(k) +K(k)>λa(k) (13d)
with the boundary conditions S(N) given and s(N) = 0, and
Ra = R+ r1Im, Qa = Q+ r2In, λa(k) = λ(k) + r1v(k), βa(k) = β(k) + r2z(k).
Proof. From the necessary optimality condition (6a), we obtain
Rau(k) = −B>p(k + 1) + λa(k) (14)
Applying sweep method [2], [8],
p(k) = S(k)x¯(k) + s(k) (15)
we substitute (15) for k = k + 1 into (14), which yields
Rau(k) = −B>S(k + 1)x¯(k + 1)−B>s(k + 1) + λa(k) (16)
Then, substitute the expected state equation (6c) into (16). After some algebraic
manipulations, the feedback control law (12) is obtained, where (13a) and (13b) are
satisfied.
From the co-state equation (6b), we substitute (15) for k = k + 1 to give
p(k) = Qax¯(k) +A
>S(k + 1)x¯(k + 1) +A>s(k + 1)− βa(k) (17)
Consider the expected state equation (6c) in (17), we obtain
p(k) = Qax¯(k) +A
>S(k + 1)(Ax¯(k) +Bu(k) + α1(k)) +A>s(k + 1)− βa(k) (18)
Substitute the feedback control law (12) into (18), and doing some algebraic ma-
nipulations, it is found that (13c) and (13d) are satisfied after comparing to (15).
This completes the proof.
Taking (12) into (6c), the expected state equation becomes
x¯(k + 1) = (A−BK(k))x¯(k) +Buff (k) + α1(k) (19)
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whereas the expected output is measured from
y¯(k) = Cx¯(k) + α2(k) (20a)
and the regulated output is obtained from
y˘(k) = y¯(k) + α3(k) (20b)
3.3. Iterative computation procedure. From the discussion above, the result
is summarized as an iterative algorithm, where the computation procedure is given
below.
The iterative computation procedure
Data A,B,C,G,Q,R,Qω, Rη, S(N),M0, x¯0, N, r1, r2, r3, kv, kz, kp, ky, f, L, ϕ, y and
h. Note that A and B may be chosen based on the linearization of f , and C
is obtained from the linearization of h.
Step 0 Compute a nominal solution. Assuming that α1(k) = 0, k = 0, 1, . . . , N −1,
α2(k) = 0, k = 0, 1, . . . , N , α3(k) = 0, k = 0, 1, . . . , N , and r1 = r2 = r3 = 0,
solve Problem (M) that is defined by (2) to obtain u(k)0, k = 0, 1, . . . , N − 1,
and x¯(k)0, p(k)0, y¯(k)0, y˘(k)0, k = 0, 1, . . . , N . Then, with α1(k) = 0, k =
0, 1, . . . , N − 1, α2(k) = 0, α3(k) = 0, k = 0, 1, . . . , N , and using r1, r2, r3
from the data, compute K(k) and S(k), respectively, from (13b) and (13c).
Set i = 0, v(k)0 = u(k)0, z(k)0 = x¯(k)0, pˆ(k)0 = p(k)0 and yˆ(k)0 = y¯(k)0.
Step 1 Compute the parameters γ(k)i, k = 0, 1, . . . , N , α1(k)
i, k = 0, 1, . . . , N − 1,
and α2(k)
i, α3(k)
i, k = 0, 1, . . . , N , from (8). This is called the parameter
estimation step.
Step 2 Compute the modifiers Γi, λ(k)i, β(k)i, k = 0, 1, . . . , N − 1, and θ1(k)i, k =
0, 1, . . . , N , from (9). Note that this step requires taking the derivatives of
f, h and L with respect to v(k)i and z(k)i.
Step 3 Using α1(k)
i, α2(k)
i, α3(k)
i, γ(k)i,Γi, λ(k)i, β(k)i, θ1(k)
i, v(k)i and z(k)i, s-
olve Problem (MM) that is defined by (11) using the result that is presented
in Theorem 3.1. This is called the system optimization step.
3.1 Solve (13d) backward to obtain s(k)i, k = 0, 1, . . . , N , and solve (13a), either
backward or forward, to obtain uff (k)
i, k = 0, 1, . . . , N − 1.
3.2 Use (12) to obtain the new control u(k)i, k = 0, 1, . . . , N − 1.
3.3 Use (19) to obtain the new state x¯(k)i, k = 0, 1, . . . , N .
3.4 Use (15) to obtain the new costate p(k)i, k = 0, 1, . . . , N .
3.5 Use (20) to obtain the new output y¯(k)i and y˘(k)i, k = 0, 1, . . . , N .
Step 4 Test the convergence and update the optimal expectation solution and the
optimal output regulation of Problem (P). In order to provide a mechanism
for regulating convergence, a simple relaxation method is employed:
v(k)i+1 = v(k)i + kv(u(k)
i − v(k)i) (21a)
z(k)i+1 = z(k)i + kz(x¯(k)
i − z(k)i) (21b)
pˆ(k)i+1 = pˆ(k)i + kp(p(k)
i − pˆ(k)i) (21c)
yˆ(k)i+1 = yˆ(k)i + ky(y¯(k)
i − yˆ(k)i) (21d)
where kv, kz, kp, ky ∈ (0, 1] are scalar gains. If v(k)i+1 = v(k)i, k = 0, 1, . . . ,
N − 1, z(k)i+1 = z(k)i, k = 0, 1, . . . , N , and yˆ(k)i+1 = yˆ(k)i, k = 0, 1, . . . , N ,
within a given tolerance, stop; else set i = i + 1, and repeat the procedure
starting with Step 1.
OUTPUT REGULATION FOR DISCRETE-TIME 283
Remarks:
(a) The off-line computation is done, as stated in Step 0, to compute K(k), k =
0, 1, . . . , N − 1, and S(k), k = 0, 1, . . . , N , for the control law design. Then,
these parameters are used for solving Problem (M) in Step 0 and for solving
Problem (MM) in Step 3, respectively.
(b) The parameters α1(k)
i, α2(k)
i, α3(k)
i, γ(k)i,Γi, λ(k)i, β(k)i, θ1(k)
i and s(k)i
are zero in Step 0. Their calculated values, where α1(k)
i, α2(k)
i, α3(k)
i and
γ(k)i in Step 1, Γi, λ(k)i, β(k)i and θ1(k)
i in Step 2, and s(k)i in Step 3,
change from iteration to iteration.
(c) The driving input uff (k) in (13a) corrects the differences between the real
plant and the model used, and it also derives the controller given in (12).
(d) Problem (P) is not necessary to be linear or to have a quadratic cost function.
(e) The conditions v(k)i+1 = v(k)i, z(k)i+1 = z(k)i, and yˆ(k)i+1 = yˆ(k)i are
required to be satisfied for the converged optimal control sequence, the con-
verged state estimate sequence and the converged output estimate sequence,
respectively. The following averaged 2-norms are computed, and then they
are compared with a given tolerance to verify the convergence of v(k), z(k)
and yˆ(k):
‖ vi+1 − vi ‖2=
(
1
N − 1
N−1∑
k=0
‖ v(k)i+1 − v(k)i ‖
)1/2
(22a)
‖ zi+1 − zi ‖2=
(
1
N
N∑
k=0
‖ z(k)i+1 − z(k)i ‖
)1/2
(22b)
‖ yˆi+1 − yˆi ‖2=
(
1
N
N∑
k=0
‖ yˆ(k)i+1 − yˆ(k)i ‖
)1/2
(22c)
(f) The relaxation scalars (kv, kz, kp, ky) are step-size that regulates the conver-
gence mechanism. They are normally chosen from the interval (0, 1], but this
choice may not result in an optimal number of iterations. It is important
to note that the optimal choice of kv, kz, kp, ky ∈ (0, 1] is problem dependent,
requiring that the proposed algorithm is run several times from Step 1 to Step
4. These values are initially set as kv = kz = kp = ky = 1 for the first run
of the algorithm from Step 1 to Step 4, and then the algorithm is run with
different values ranging from 0.1 to 0.9. The value that provides the optimal
number of iterations can then be determined. The parameters r1, r2 and r3
are to enhance convexity, leading to the improvement of the convergence of
the algorithm.
4. Illustrative Example. Consider a continuous stirred-tank reactor problem [7].
The real plant is given by
x1(k + 1) = x1(k)− 0.02(x1(k) + 0.25) + 0.01(x2(k) + 0.5) exp
(
25x1(k)
x1(k) + 2
)
− 0.01(x1(k) + 0.25)u(k) + ω1(k)
x2(k + 1) = 0.99x2(k)− 0.005− 0.01(x2(k) + 0.5) exp
(
25x1(k)
x1(k) + 2
)
+ ω2(k)
for k = 0, 1, . . . , 77, with initial condition
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x1(0) = 0.05, x2(0) = 0,
and the output measurement is y(k) = x1(k) + η(k), where the expected cost func-
tion
min
u(k)
J0(u) = 0.01
N−1∑
k=0
E[(x1(k))
2 + (x2(k))
2 + 0.1(u(k))2]
is to be minimized. Here, ω(k) = [ω1(k) ω2(k)]
> and η(k) are Gaussian white noise
sequences with their respective covariance given by Qω = 10
−3I2 and Rη = 10−3.
This problem is referred to as Problem (P).
To obtain an optimal output solution, which is close enough to the real output,
we simplify Problem (P) and propose the following model-based optimal control
problem as Problem (M) given below:
min
u(k)
J1(u) =
1
2
N−1∑
k=0
[(x¯1(k))
2 + (x¯2(k))
2 + 0.1(u(k))2 + 2γ(k)]
subject to[
x¯1(k + 1)
x¯2(k + 1)
]
=
[
1.0895 0.0184
−0.1095 0.9716
] [
x¯1(k)
x¯2(k)
]
+
[ −0.003
0.000
]
u(k) +
[
α11(k)
α12(k)
]
y¯(k) = x¯1(k) + α2(k)
y˘(k) = y¯(k) + α3(k)
with the initial condition x¯(0) = [0.05 0]>, and the adjusted parameters γ(k), α3(k),
α2(k), and α1(k) = [α11(k) α12(k)]
>.
After running the iterative algorithm, the simulation result is shown in Table 1,
where the iteration number is 19 with the final cost 0.0164. It is almost 99% of the
reduction to obtain the optimal cost.
Table 1. Algorithm performance
Iteration Elapsed time Initial cost Final cost
number (s) J∗1 J
∗
19
19 2.233 2.0847 0.0164
The output residual of the proposed approach is 0.016748, which is smaller than
the output residual of the filtering solution given by 0.034731; see [5]. Figures 1,
2 and 3 show, respectively, the trajectories of final control, final state, and final
output. From these figures, the trajectories of control and state are smoothly free
from disturbance, and the trajectory of output is regulated closely to the real output.
These trajectories are then compared to the filtering trajectories of final control,
final state and final output as shown in Figures 4, 5 and 6, respectively. It is
concluded that the regulated output trajectory tracks the real ouput trajectory
efficiently as well as giving the smallest output residual.
5. Concluding Remarks. An output regulation, which is added into the model-
based optimal control problem, was discussed in this paper. The proposed iterative
approach with adjustable parameters is for solving the discrete-time nonlinear sto-
chastic optimal control problem in spite of model-reality differences. The expected
trajectories of state and control were obtained and the output was measured deter-
ministically. By introducing an adjustable parameter to the expected output, the
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Figure 1. Final control u(k) – regulation case
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Figure 2. Final state x¯(k) – regulation case
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Figure 3. Final output y¯(k) and real output y(k) – regulation case
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Figure 4. Final control u(k) – filtering case
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Figure 5. Final state x¯(k) – filtering case
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Figure 6. Final output yˆ(k) and real output y(k) – filtering case
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regulated output approximates closely to the real output with the smallest output
error compared to the filtering solution. It is highly recommended, without applying
the Kalman filtering theory, the output regulation solution is prior to the filtering
solution and the efficiency of the proposed approach is shown.
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