Alternating direction method (ADM) has been well studied in the context of linearly constrained convex programming problems. Recently, because of its significant efficiency and easy implementation in novel applications, ADM is extended to the case where the number of separable parts is a finite number. The algorithmic framework of the extended method consists of two phases. On each iteration it first produces a trial point by using the usual alternating direction scheme. Then the next iterate is updated by using a distancedescent direction offered by the trial point. The generated sequence approaches the solution set monotonically in the Fejér sense, and the method is called alternating direction-based contraction (ADBC) method. In this paper, in order to simplify the subproblems in the first phase, we add a proximal term to the objective function of the minimization subproblems. The resultant algorithm is called proximal alternating direction-based contraction (PADBC) methods. In addition, we present different linearized versions of the PADBC methods which substantially broaden the applicable scope of the ADBC method. All the presented algorithms are guided by a general framework of the contraction methods for monotone variational inequalities and thus the convergence follows straightforwardly.
Introduction
The linearly constrained convex programming problem in the sense that both the objective function and the constraints are separable into finitely many of parts has the following mathematical form: n i = n. We shall denote x = (x 1 , . . . , x m ) and X := X 1 × X 2 × · · · × X m , where x i (resp. X i ) is the i-th part of x (resp. X ). It is assumed that the solution set of (1.1), denoted by X * , is not empty. Let λ ∈ l denote the Lagrangian multiplier for the linear constraints
A i x i = b and Λ * be the set of the related optimal multipliers. For convenience, we denote the augmented Lagrangian function of (1.1) by 
(1.3)
In the i-th sub-problem of (1. Therefore, the scheme (1.3) can be viewed as a practical and structured-exploited variant (split form or relaxed form) of Gauss-Seidel form, with the adaptation of minimizing the involved separable variablesx i separably in an alternating order. It is well known that for m ≤ 2, one can directly takew k by (1.3) as the next iterate, and the resultant methods become some classical methods for constrained convex optimization.
• For m = 1, taking w k+1 =w k , the alternating directions scheme (1.3) is the recursion of Augmented Lagrangian Method (ALM) for problem
(1.4)
The sequence {λ k } generated by ALM satisfies
We refer to, e.g. [1, 25] , for the intensive study of ALM for minimization problem with nonlinear constraints.
• For m = 2, taking w k+1 =w k , the alternating directions scheme is the recursion of Alternating Directions Method (ADM) for problem
(1.6)
The sequence {(x k 2 , λ k )} generated by ADM satisfies (see [20] )
Alternating directions method dates back to [11] . It is perhaps one of the most popular methods for solving (1.6) . Because of its significant efficiency and easy implementation, ADM has attracted wide attention of many authors in various areas, see e.g. [2, 4, 6, 7, 10, 12, 13, 15, 20, 22, 31] . In particular, some novel and attractive applications of ADM have been discovered very recently, e.g. the total-variation problem in Image Processing [8, 24, 30] , the covariance selection problem and semidefinite least square problem in Statistics [19, 32] , the semidefinite programming problems [27, 29] , the sparse and low-rank recovery problem in Engineering [33] . It is clear that some special minimization problems such as [17] , the resultant method falls into the frameworks of both the extended AD scheme (1.3), and the contraction-type methods (according to the definition in [3] ) in the sense that the sequence of iterates is Fejér monotone with respect to W * . Therefore, the method is called Alternating Direction-Based Contraction (ADBC) method [17] .
In order to simplify the subproblems in (1.3), in this paper, we present some similar methods to the ADBC method but use different schemes to produce the trial pointw k . In detail, instead of solving the sub-problems 8) in the scheme (1.3), we solve the subproblems by adding a quadratic proximal term
The resulting scheme for producing the trial pointw k is called the Linearized versions of the Proximal Alternating Directions Scheme. Again, in the case that w k ∈ W * , the trial pointw k offers us the search directions which satisfy the conditions in the general framework [18] and the new iterate is closer to W * . For this reason, the proposed methods are named Proximal Alternating Directions Based Contraction (PADBC) methods.
In the following, H is a given l × l positive definite matrix and ν > 0 is a constant. In the case that we need linearize
The rest of this paper is organized as follows: In Section 2, as a preparation for the rest of the analysis, we review some basic properties of the projection mapping and variational inequalities. A useful general framework (including search directions and error measure function) for contraction methods of variational inequalities is quoted in this section. Section 3 presents the proximal alternating direction scheme for producing the trial vector, and offers the distance-decent directions and error measure function which satisfy the conditions of the general framework. In section 4, using the rationale of the general framework of contraction methods, we give the updating forms and prove the convergence of the resulting methods. From Section 5 to Section 7, we present different linearized versions of the proximal alternating direction scheme and their related requirements on the proximal coefficients. The parallel analysis validates the conditions in the general framework and thus the resultant contraction methods are convergent. Finally, some conclusions are drawn in Section 8.
Preliminaries
For convergence analysis, it is useful to characterize the first order optimal condition of the constrained optimization problem by a variational inequality. In this section, we summarize some basic properties and the related definitions which will be used in the analysis and discussions.
VI Characterization of the first order optimal condition
It is clear that the first order optimal condition of the generally separable linearly constrained convex programming problem (1.1) is characterized by the following variational inequality: Find w
In the more compact form:
where 
(2.4) Note that M (r i ≥ 0) is positive semi-definite (but not symmetric).
Variational inequality and projection mapping
This subsection summarizes preliminaries of the n-dimensional variational inequalities. Let Ω be a nonempty subset of n , F be a continuous mapping from n to itself. The variational inequality problem, denoted by VI(Ω, F ), is to find a vector w * ∈ Ω such that
Let G be a n × n positive definite matrix, we denote w G = √ w T Gw as the G-norm of vector w ∈ n . The projection under G-norm will be denoted by P Ω, G (·). In other words, for given v,
From the above definition, it follows that
Consequently, we have
and
Definition 2.1. a). F is said to be monotone with respect to Ω if
b). F is strongly monotone with respect to Ω if there exists a constant κ > 0 such that
We say V I(Ω, F ) is monotone if the mapping F is monotone. 
Proof. See ( [2] , pp. 267).
According to Lemma 2.2, for any positive definite matrix G ∈ n×n , p ∈ n and α > 0,
The solution set of a monotone variational inequality is convex (see Theorem 2.3.5 in [9] ). For monotone VI(Ω, F ), we have
A general framework of some contraction methods
We use the rationale of the general framework of some contraction methods in [18] for the finitedimensional monotone variational inequalities to prove the convergence of the proposed methods. For given w, a vectorw generated by certain well-defined scheme is called a trial point. A trial pointw ∈ Ω is said to be a test vector of w if and only if
where Ω * is the solution set of V I(Ω, F ).
The general framework. For given w, letw ∈ Ω be a test vector of w. For this pair of w and w, we find d 1 (w,w), d 2 (w,w) ∈ n and ϕ(w,w) ∈ which satisfy following conditions:
2. There is a constant K > 0 such that
In [18] , (2.11a) was stated in its equivalent form (see Lemma 2.2) 
Combining the (2.14) with (2.11c), we obtain
and consequently (2.13). The lemma is proved. 
Proof. Since w ∈ Ω, set w = u in (2.12) we get
Add (2.16) and (2.11c) we obtain (2.15) and the lemma is proved.
Note that condition (2.11b) in the general framework means that d 1 (w,w) → 0 as w−w → 0. However, the framework does not claim the same requirement for d 2 (w,w) . Along −d 1 (w,w) (resp. −d 2 (w,w)) we can reach a point which is closer to the solution set and thus we name it the framework of contraction methods. Due to the properties of (2.11d), ϕ(w,w) can be viewed as an error measure function; it measures how much w fails to be in Ω * .
Some contraction methods based on the general framework
The general framework offers us a powerful tool for constructing contraction methods. To see this importance, we give the following simple examples:
The proximal point algorithms. Applying the proximal point algorithm [23, 26] to VI(Ω, F ), for given w k ∈ Ω and β > 0, the sub-problem in k-th iteration is
where
Letw k be the solution of (2.17), then we havẽ
It follows from (2.18) that the conditions (2.11a) and (2.11b) are satisfied. Sincew k ∈ Ω and w * ∈ Ω * , it follows from (2.10) that 20) and thus conditions (2.11c) and (2.11d) are fulfilled. In the classical PPA , the solution of (2.17), w k , is taken as the next iterate
satisfy the general framework, we can use the updating form 21) to produce the next iterate. It follows from (2.13) that 22) and the sequence {w k } is Fejér monotone with respect to Ω * .
Projection and contraction method. To solve VI(Ω, F ), for given w k ∈ Ω and β > 0, let
where β > 0 is selected (under the condition that F is Lipschitz continuous) to satisfy 
which is an equivalent expression of the condition (2.11a) (see (2.12)). It follows from (2.24) and (2.25) that
we get condition (2.11c). Using the Cauchy-Schwarz Inequality, it follows from (2.24) that 28) and thus condition (2.11d) is satisfied.
and the error measure function ϕ(w k ,w k ) satisfy the general framework. If we use the updating form
it follows from (2.13) and (2.27) that
The last inequality of (2.30) follows from (2.24) and the sequence {w k } is Fejér monotone with respect to Ω
25) (resp. (2.26)) were used in [14] (resp. in [21] ) and the resulting methods are called projection and contraction methods.
In the above mentioned examples, the update form for the new iterate is
with α ∈ (0, 2) (in (2.21)) or α = 1 (in (2.29)). Indeed, by using the framework, we get (2.22) and (2.30). These inequalities are principal for the convergence. Therefore, in the following sections, for the trial pointw k produced by the proximal alternating direction scheme and its different linearized versions, we concentrate our effort to find
and ϕ(w k ,w k ) which satisfy the general framework.
Proximal alternating direction scheme
In this section, we use the proximal alternating direction scheme in the first phase to produce the trial point. In other words, we only add a quadratic proximal term
We abuse the notations that have been used in Section 2 without ambiguity. The subscript such as in x i of x = (x 1 , . . . , x m ) denotes the i-th part of the vector x. A superscript such as in w k refers to a specific vector and usually denotes an iteration index.
The proximal alternating direction (AD) scheme:
and denote its solution byx
Note that the variable in the i-th sub-problem of (3.1a) is
2)) can be characterized as the following variational inequality:
and by a manipulation, (3.2) can be rewritten as
Thus, the pointw k generated by the proximal alternating direction scheme (3.1) is a test vector for given w k . In the following we will find d 1 (w,w), d 2 (w,w) ∈ n and ϕ(w,w) ∈ which satisfy conditions (2.11) of the framework in Subsection 2.3.
Lemma 3.1. Letw k be generated by the proximal alternating direction scheme (3.1) from the given vector w k . Then, we havẽ
M is defined in (2.4) and
. . .
for all x ∈ X . Since
and the assertion of this lemma is proved.
Note that the assertion of Lemma 3.1 is the condition (2.11a) of the framework in Subsection 2.3. Indeed, 
Combining (3.10) and (3.11), the lemma is proved.
By defining 12) it immediately follows from (3.8) that 
where ϕ(w k ,w k ) is defined by (3.12).
Proof. Recall that (see (2.4))
. .
By manipulations, we have
Adding (3.15) and (3.16), it follows that 
The last inequality in (3. 
is positive semi-definite. The lemma is proved.
In order to guarantee ϕ(w k ,w k ) to satisfy the condition (2.11d) of the framework in Subsection 2.3, we need the following requirement on r i in (3.1).
Requirement on r i in (3.1).
Although r i in (3.18) is not necessary non-negative, we suggest to take r i ≥ ν for i = 1, . . . , m, where ν > 0 is a small scalar. 
Proof. We get the assertion (3.19) from (3.14) and (3.18) directly. If ϕ(w k ,w k ) = 0, it follows from (3.19) that
Substituting it in (3.3), we get
In addition, we have
Combining (3.20) and (3.21) we get
and thusw k is a solution point of the problem VI(W, F ).
For given w k , the trial pointw k produced by the proximal alternating direction scheme (3.1) is a test vector of w k . Under the requirement (3.18), the analysis in this section proves (3.5) and (3.6), respectively) and ϕ(w k ,w k ) (defined in (3.12)) satisfy conditions (2.11) of the framework in Subsection 2.3. 
PADBC methods and the convergence
. Therefore, using the proximal alternating direction scheme outputs as the foot-stone as in [17, 18] , we construct the the proximal alternating direction-based contraction method.
Proximal alternating direction-based contraction (PADBC) methods:
Step 0. Given positive definite matrix G ∈ (n+l)×(n+l) , > 0 and w 0 ∈ W.
Step 1. Produce a trial pointw k ∈ W via the proximal alternating direction scheme (3.1).
Step 2. If w k −w k ≤ , then stop,w k is an approximate solution of (2.1); else set
The sequence {w k } generated by (4.3a) is not necessary contained in W while the updating form (4.3b) produces a sequence in W. Note that the step size α k is only dependent on ϕ(w k ,w k ), d 1 (w k ,w k ) and γ, even if the search direction in the updating form (4.3b) is d 2 (w k ,w k ). The proposed methods use different search directions but the same step length sizes! According to our numerical experience in the similar research [16] , the updating form (4.3b) usually outperforms (4.3a). However, we use (4.3b) to get the new iterate only when the projection P W, G (·) is easy to be carried out, and thus the computational load of the updating forms is minor. Since both
are offered by the proximal alternating direction scheme, they are called the proximal AD scheme-based search directions.
The new iterate w k+1 is determined by the chosen positive definite matrix G and the step size α k in the updating form (4.3a) or (4.3b). In order to explain how to determine the step size α k in (4.3), we define the step-size-dependent new iterate by
In this way,
are the distance decrease functions in the k-th iteration by using updating form (4.5) and (4.6), respectively. Since w * ∈ W * is unknown, we cannot maximize ϑ(α k ) directly. The following theorem introduces a tight lower bound of ϑ I (α k ) and ϑ II (α k ), namely q(α k ), which does not include the unknown vector w * .
Theorem 4.1. For any w * ∈ W * and α k ≥ 0, we have
Proof. From (4.5) and (4.7) we have
The last inequality follows from (4.1) and the right hand side of the above inequality is q(α k ). Now we turn to prove
in the above inequality, we get
Substituting it in (4.8), we obtain
Adding (see (3.13))
to (4.13), we get
Substituting (4.14) in the right hand side of (4.12), we obtain
This completes the proof.
By defining ϑ(α
it follows from Theorem 4.1 that
Note that q(α k ) is a quadratic function of α, it reaches its maximum at 17) and this is just the same as defined in (4.4). Moreover, due to (2.11b) and (2.11d), α * k > 0 is bounded away from zero. In other words, there is a constant c 0 > 0 such that
From (4.9), (4.11) and (4.17) follows that
Because some inequalities are used in the proof of (4.9) and (4.10), in practical computation, taking a relaxed factor γ > 1 is useful for fast convergence. By using (4.11) and (4.17), we have
In order to guarantee that the right hand side of (4.19) is positive, we take γ ∈ [1, 2). The following theorem points out that the sequence {w k } generated by the proposed method is Fejér monotone with respect to W * .
Theorem 4.2.
For any w * ∈ W * , the sequence {w k } generated by the proposed method with contraction form (4.3a) or (4.3b) satisfies
Proof. Because the contraction form is (see (4.3a))
it follows from (4.9) and (4.10) that
The result of this theorem follows from (4.19) directly.
Theorem 4.2 tells us that the generated sequence {w k } approaches the solution set monotonically in the Fejér sense. Thus, according to [3] , the proposed methods belong to the contraction methods. Thus, they are called Proximal Alternating Direction Based Contraction Methods. 
The sequence {w
Proof. The first assertion follows from (4.20) directly. Moreover, since α * k ≥ c 0 , from (4.20) we get
Consequently, it follows from Lemma 3.4 that
. . , m and lim
The second assertion is proved. Substituting it in (3.3), we get
Combining (4.23) and (4.24) we get In the proposed methods, H and G are given positive definite matrices, in practical computation, we can take H (resp. G) as a scalar matrix (resp. identity matrix). The convergence proofs are based on the general framework in Subsection 2.3 and thus similar as those in [17, 18] . Since the practical objective of adding the proximal term is to simplify the optimization subproblems (1.8) for producing the trial vectorw k , in the following we consider linearized versions of the proximal alternating direction schemes. For the validity to use the general framework, we need only to show that the directions d 1 (w k ,w k ) and d 2 (w k ,w k ) and error measure function ϕ(w k ,w k ) offered by different linearized versions satisfy the conditions (2.11).
Linearized version A of the proximal AD scheme
In the linearized version A of the proximal alternating direction scheme, we only linearize the part of the quadratic function in
The linearized version A of the proximal alternating direction scheme:
and denote the solution byx
The analysis is parallel to that in Section 3. The variable in (5.1a) is x i and its first order optimal condition can be characterized as the following variational inequality:
and by a manipulation, (5.3) can be rewritten as
Note that (5.3) is obtained by substituting
Thus,w k generated by the linearized version A of the proximal alternating direction scheme (5.1) is a test vector for given w k . In the following we will find d 
and M is defined in (2.4). And
Proof. The proof is similar as those of Lemma 3.1. In comparison (3.3) and (5.3) we obtaiñ w k ∈ W and
for all w ∈ W. Note that (5.7) is obtained by substituting
in the right hand side of (3.7) by
. In addition, the left hand side of (5.7) is
Using the notation of d A 1 (w k ,w k ) to the right hand side of (5.7), it can be expressed as
The assertion of this lemma is proved.
Note that the assertion of Lemma 5.1 is the condition (2.11a) of the framework in Subsection 2.3. Indeed, there is a constant K > 0 such that d .5)). Thus, the condition (2.11b) is also satisfied. Since the updating form ofλ k in this section are the same as in Section 3 and definition of d 
Moreover, by defining
we obtain 
Proof. The proof is similar as that in Lemma 3.3 and thus omitted.
In order to guarantee ϕ A (w k ,w k ) to satisfy the condition (2.11d) of the framework in Subsection 2.3, we need the following requirement on r i in (5.1).
Requirement on r i in (5.1).
This requirement is satisfied when r i ≥ ν + 
Proof. We get the assertion (5.13) from (5.11) and (5.12) directly. The reminder of the proof is the same as that in Theorem 3.4.
For given w k , the trial pointw k produced by the linearized version A of the proximal alternating direction scheme (5.1) is a test vector of w k . Under the requirement (5.12), the analysis in this section proves that d (5.5) and (5.6), respectively) and
, respectively, the resultant method is a contraction method and its convergence proofs are same as those in Section 4.
Linearized version B of the proximal AD scheme
In the linearized version B of the proximal alternating direction scheme, we linearize the function
In this case we assume that each
The linearized version B of the proximal alternating direction scheme:
The analysis is parallel to that in Section 3. Again, the variable in (6.1a) is x i and the first order optimal condition of the i-th sub-problem can be characterized as the following variational inequality:
and by a manipulation, (6.2) can be rewritten as
Note that (6.3) is obtained by substituting
If w k =w k , it follows from (6.3) and (6.1b) that
Thus,w k generated by the linearized version B of the proximal alternating direction scheme (6.1) is a test vector for given w k . In the following we will find d
(w,w) ∈ n and ϕ B (w,w) ∈ which satisfy conditions (2.11) of the framework in Subsection 2.3. 5) and M is defined in (2.4). And
Proof. The proof is similar as that of Lemma 3.1. In comparison (3.3) and (6.3) we obtaiñ
for all w ∈ W. Note that the right hand side of (6.7) is (w −w
to the both sides of (6.7) and using the notations of d
Note that the assertion of Lemma 6.1 is the condition (2.11a) of the framework in Subsection 2.3 for the problem V I(W, F ). Under the assumption that f i is Lipschitz continuous, there is a constant K > 0 such that d (6.5) ). Thus, the condition (2.11b) is also satisfied. Since the updating form ofλ k in this section are the same as in Section 3 and d 
we have
are defined in (6.5) and (6.6), respectively. Note that (6.10) is the condition (2.11c) of the framework and the remainder is to show the condition (2.11d). 
where ϕ B (w k ,w k ) is defined by (6.9).
Proof. The proof is similar as those in Lemma 3.3 and thus omitted.
In order to guarantee ϕ B (w k ,w k ) to satisfy the condition (2.11d) of the framework in Subsection 2.3, we need the following requirement on r i in (6.1).
Requirement on r i in (6.1).
Obviously, when r i ≥ ν + l i (see (1.9) ), the requirement is satisfied. 
Proof. We get the assertion (6.13) from (6.11) and (6.12) directly. The reminder of the proof is the same as that in Lemma 3.4.
For given w k , the trial pointw k produced by the linearized version B of the proximal alternating direction scheme (6.1) is a test vector of w k . Under the requirement (6.12), the analysis in this section proves that d (6.5) and (6.6), respectively) and ϕ B (w k ,w k ) (defined in (6.9)) satisfy conditions (2.11) of the framework in Subsection 2.
Linearized version C of the proximal AD scheme
In the linearized version C of the proximal alternating direction scheme, we linearize both
For the given
, the task of the alternating directions step of the k-th iteration generates aw
The linearized version C of the proximal alternating direction scheme:
Note that the variable in (7.1a) is x i and its first order optimal condition can be characterized as the following variational inequality:
and by a manipulation, (7.2) can be rewritten as
Note that (7.3) is obtained by substituting
If w k =w k , it follows from (7.3) and (7.1b) that
Thus,w k generated by the linearized version C of the proximal alternating direction scheme (7.1) is a test vector for given w k . In the following we will find d 
and M is defined in (2.4), and
Proof. The proof is similar as those of Lemma 3.1. In comparison (3.3) and (7.3) we obtaiñ
for all w ∈ W. Note that (7.7) is obtained by substituting 
are defined in (7.5) and (7.6), respectively. Note that (7.10) is the condition (2.11c) of the framework and the remainder is to show the condition (2.11d). 
where ϕ C (w k ,w k ) is defined by (7.9).
In order to guarantee ϕ C (w k ,w k ) to satisfy the condition (2.11d) of the framework in Subsection 2.3, we need the following requirement on r i in (7.1).
Requirement on r i in (7.1).
This requirement is satisfied when r i ≥ ν + Proof. We get the assertion (7.13) from (7.11) and (7.12) directly. The reminder of the proof is the same as that in Lemma 3.4.
For given w k , the trial pointw k produced by the linearized version C of the proximal alternating direction scheme (7.1) is a test vector of w k . Under the requirement (7.12), the analysis in this section proves that d 
Conclusions
In order to simplify the minimization sub-problems in the first phase of the alternating directionbased contraction method [17] , this paper presents some modified methods by adding the proximal terms to the sub-problems. Use the linearized versions, the subproblems become easy and the method is more practical. For the convergence property of the proposed methods, it has various restriction on the proximal parameters r i (i = 1, 2, ..., m) due to various version of the proximal alternating direction scheme. In summary, by defining 
Linearized version C (Linearizing both the function θ i and the quadratic function)
. Indeed, by scaling a positive factor 1/r i , the first order optimal condition of (7.1a) (see (7. 2))
