In recent years, interior point methods for linear programming have generated much excitement. High-performance interior point codes such as OBl (OBl is a trademark of XMP, Inc.) compete with advanced simplex codes such as CPLEX (CPLEX is a trademark of CPLEX, Inc.) to solve problems on a scale considered completely impractical only a few years ago. Currently, each class of methods outperforms the other on some types of problems, and neither has proved to be superior overall.
One important challenge in the implementation of interior point algorithms is the development of methods to construct an optimal basis.
Whereas the simplex method naturally terminates with an optimal basic pair of primal and dual solutions, interior point algorithms provide only a "nearly" (strictly) complementary primal-dual pair. In fact, if multiple primal or dual optima exist, the interior point solution is likely be a point in the "middle" of the optimal face [5, 11] . This is a significant drawback in some applications, since the current state of the art allows post-optimality analysis to proceed only from a basic primal-dual optimal pair. (See [1] for an investigation into the potential for post-optimality analysis in the context of interior point methods.)
Of particular interest is the reoptimization of a modified problem, given the optimal solution to the unmodified problem. This situation arises frequently in integer programming, where branching or adding cutting planes causes the last known solution to become infeasible. It is also an issue in nonlinear programming methods that solve sequences of LPs, and in many planning applications where problem structure remains the same, but coefficient values change from one period to the next.
An additional difficulty with current implementations of interior point methods is their numerical stability near the optimal solution. The linear system solved at each iteration of the Newton barrier algorithm implemented in OBl is singular at a strictly complementary point, and as the solution is approached, the system becomes progressively more ill-conditioned. This may lead to problems such as difficulty meeting convergence criteria, or unacceptably large residuals. Although future developments in interior point techniques may eventually overcome these difficulties, recovery of a basic optimum is currently the best method available to ensure accuracy when the interior point methods encounter difficulties.
One early attempt to recover basic optima from interior optima by "crossing over" to the simplex method is described in [10] . This experiment applied an extension to Marsten's XMP simplex code to handle "superbasic" variables and combat stalling to the solution generated by a dual affine interior point algorithm. The dual affine algorithm produces a dual interior solution and a nearby complementary primal solution, which may not be primal feasible. The (then-current) extended XMP accepted a super basic solution (see below), and set up an all-logical basis. Variables near their bounds were locked at their bounds, and the simplex method was started.
After an optimal solution was found, the locked variables were released, and the problem was reoptimized. Finally, any remaining superbasic variables were moved to their bounds or pivoted into the basis. This experiment met with decidedly mixed success. Overall, the basis recovery phase took about 45% of the interior point time and about 30% of the time required to solve the problems from scratch using XMP's simplex algorithm. On some problems, basis recovery took longer than the interior-point phase.
The approach described in this paper is philosophically similar to that of [10] , but it starts with the output of a primal-dual interior algorithm, generates an advanced starting basis, and uses different rules for choosing and manipulating superbasic variables. We demonstrate that the combination of simple crossover rules, switch from a primal-dual interior algorithm and a robust simplex implementation yields a very effective basis recovery method. The critical factors in designing a successful crossover are the identification of the positive variable in a primal-dual complementary pair, and the construction of a stable starting basis.
We begin in Section 1 with a review of essential concepts. In Section 2, we describe the rules for selecting variables to appear in a proposed starting basis. In Section 3, we describe the techniques we apply to repair the initial basis in case the proposed basis is invalid. Section 4 describes the pivoting strategy to move to a basic optimum. Recent results by Megiddo [12] have shown that, given a complementary primal-dual optimal pair, there is a strongly polynomial algorithm for basis recovery. In Section 5, we describe an interpretation of Megiddo's result and compare this method with our proposal. Finally, Section 6 describes a comprehensive set of tests on the Netlib test set [3] , and Section 7 presents final remarks.
Basic Concepts
We consider the bounded-variable linear program (LP):
where A is an m x n matrix. Arbitrary bounds, including lj = -oo and Uj = oo, are allowed.
When presented with a problem in this form, OBl transforms it into a problem in which all variables satisfy O ~ x j ::; Uj, with Uj = oo allowed.
The problem is transformed back to its original form before it is handed off to the crossover routine.
A normal basic solution to (1) is described by a partition of the index set {1, ... , n} into subsets B, £, U and F, such that the following properties hold (for convenience, we define N = £ U U U F):
• IBI = m and the submatrix B of A, consisting of the columns { A.j I j E B} is nonsingular.
•
• F = {j EN: lj = -oo and Uj = oo}.
The variables are assigned the values
(where L, U, F and N are defined similarly to B).
A superbasic solution to (1) is described by a similar partition, with the following modification:
• j E Fis permitted for any j such that lj < Uj, and for j E F, any value for Xj is permitted, as long as lj < Xj < Uj.
• the solution is specified by the sets B, C, U and F, and the value of XF. The value of XB is computed as above.
Note that any feasible solution to (1) can be described as a superbasic solution involving any basis B (with B nonsingular), and suitably-chosen C, U, F and XF.
The Interior Point Algorithm
The interior point code used in this experiment is OBl, which implements a primal-dual barrier method with a predictor-corrector enhancement. The details of the algorithm are described in [9] , and the details of the Cholesky factorization are described in [7] . Reordering of the rows of A to control fillin in the factorization of AAT is accomplished using the Multiple Minimum Degree heuristic [8] . The only modification to OBl itself was the substitution of our own crossover routine for the routine which crosses over from the interior-point phase to the XMP simplex code.
The Simplex Algorithm
The simplex code we use is CPLEX, modified to handle superbasic primal variables. These are treated as free variables, except that, if one is selected to enter the basis, the appropriate bound participates in the distance computation for selecting a leaving variable, and it may move to that bound without requiring a pivot.
At the end of a simplex run, any remaining superbasic variables are forced to move to a bound or enter the basis, and free variables are forced to enter the basis or move to zero. CPLEX terminates with a normal basic feasible solution.
Code to accept a starting super basic solution and generate a usable starting basis is included, and this is described in detail below. The superbasic code uses partial/multiple reduced gradient pricing or a hybrid strategy mixing Devex [6] and partial/multiple pricing, and handles structural or slack variables between their bounds. Variables that violate their bounds are permitted only if they are in the basis.
Selecting a Candidate Basis
The first step in our crossover process is to identify which primal variables are to be considered away from their bounds. This is accomplished as follows:
• For each Xj such that lj < Uj, we compute Sj = min{xj -lj, Uj -Xj}-
The variables are sorted in decreasing order of Sj. If x j is free, then Sj = lxil-Fixed variables are excluded from consideration.
• Variables are examined in order of decreasing Sj. A variable x j is considered to be between its bounds as long as Sj > t: 1 , where t: 1 
10-
5 was used in all our computational tests.
• The status lists thus constructed are used as a starting point in the construction of the initial basis. Once an acceptable starting basis has been generated, the remaining superbasic variables are checked again, and set at the nearest bound if x j ~ E2.
Forming the Starting Basis
As we have pointed out, any superbasic solution can be described in terms of any basis. Our task is to choose a basis in which to describe the interior solution. This basis should contain a maximal set of variables strictly away from their bounds. The difficulty is that when we compute XB as the well-conditioned basis, even if this means rejecting variables that appear desirable, and that would be acceptable in other circumstances. We construct such a basis using the method described in this section.
The interior solution and the status list constructed above are used to generate a candidate basis (partial basis, in case fewer than m candidates are found). CPLEX attempts to factor this matrix, as described in [2] (see also [14] ).
One aspect of the factorization that is of interest here is the singularity tolerance, T. The LP is scaled by CPLEX as part of its initialization, so that maxi,j laijl ~ 1. The singularity tolerance gives the minimum absolute magnitude of an acceptable pivot entry. For this initial factorization attempt, we select T = 10-3 ( compared to the default of T = 10-8 for normal operation). Columns for which no acceptable pivot can be found are rejected.
Each of the remaining columns is said to cover the row in which its pivot entry appears.
If the basis is incomplete, either because of an insufficient number of candidates or because of rejected columns, it is extended as follows: any non-basic slack variable that covers an uncovered row is included; other candidates are taken from the list of variables initially marked superbasic (not including rejected variables), if any, then from the variables at bounds, according to criteria described in [2) . The factorization is attempted again.
Any uncovered rows after this pass are covered by artificial variables. The factorization and addition of artificial columns may be repeated up to ten times, if required to produce a complete, successfully factored basis.
Once a basis has been successfully constructed, the value of XB is computed, and the resulting solution becomes the initial candidate starting superbasic solution. If the total scaled infeasibility of this solution is greater than 1.0, this is taken as an indication that the chosen basis is too illconditioned to be acceptable. In this case, the entire process is repeated, starting with the current candidate basis, with r = 10-1 .
The test for infeasibility after the first successful factorization ( with T = 10-3 ) essentially approximates a test for the accuracy of the computed XB. Although this test does not distinguish between infeasibilities due to inaccuracy and infeasibilities due to superbasic variables being pushed to bounds, it is quite effective in practice. If the infeasibility is small enough, we accept the current basis. If not, we demand a better-conditioned basis, by applying the selection process again with T = 10-1 . If the new solution is still not satisfactory, then the infeasibility is probably not due to ill-conditioning, and we proceed using the solution in any case. An improvement to this method would be to use large infeasibility as an indicator to adjust both r and E 2 , i.e., to attempt to control infeasibility due to illconditioning as well as movement of nonbasic variables. These issues remain a topic for future investigation.
Progress Toward a Normal Basic Optimum
After an acceptable basis has been constructed and variables moved to bounds as described above, the remaining nonbasic variables are made su- Megiddo's method differs from the method presented here in two ways.
First, rather than build the basis one column at a time, we construct a full basis at the start and use the usual simplex pivoting mechanism to recover our solution. Megiddo's algorithm can be easily modified to accommodate this strategy, as described below. Second, our method does not make use of the dual solution provided. We discuss the implications of each of these differences next. For each of the problems we solved, we estimated the number of Megiddo pivots to be expected under ideal conditions. The estimate was computed, after a satisfactory initial basis had been constructed, as the number of superbasic primal variables plus the number of super basic dual variables. This number is reported together with the times and number of pivots required by our algorithm, in Tables IV-VI. We observe that on only 14 problems does the number of actual pivots performed by our method exceed the number predicted. Overall, the number of pivots predicted exceeds the number actually performed by about 37%. If we assume that the average cost of an iteration is the same for both methods on each problem, the projected total solution time from Megiddo's method is higher by 47% than the actual time.
As the predictions are for ideal conditions, we can expect that the actual cost for an implementation of Megiddo's method using the same starting basis would be even higher.
It is apparent that, in most cases, our algorithm requires significantly fewer pivots than the Megiddo method. We might take this to be another instance of a familiar syndrome in linear programming: that algorithms with worst-case behavior that is polynomial often exhibit their worst-case behavior, whereas more daring algorithms may perform better on most practical problems, even if their worst-case behavior is not guaranteed to be good. On the other hand, there are likely to be certain problems for which Megiddo's method will outperform our method by a significant margin (in our test set, woodlp is a potential example). It is not apparent how to make the distinction a priori.
Computational Tests
We tested the proposed basis recovery algorithm on the problems in the Netlib test set [3) . Tests were run on a Sun 4/490 with 64 megabytes of RAM, running SunOS 4.1.1. OBl was compiled using the Sun f77 compiler, version 1.3.1, and the command line performance options -04 -cg89
-dalign -libmil. CPLEX was compiled with the Sun cc compiler supplied with the operating system, using the same command line options.
Two complete sets of tests were run, using different termination criteria for the interior point phase. In both tests, the default settings for OBl 's parameters were used, except:
• The problem fit2p could not be solved using a reasonable amount of memory without resorting to a technique for handling dense columns.
We used the OBl parameter dense 10, which effectively removes all 25 columns in this model with more than one nonzero element from the Cholesky factorization, and handles them separately using a Schur complement technique [9] .
• In the first set of tests, OBl was terminated when the relative duality gap reached the default tolerance of 10- These results can be contrasted with the results of (10] on a subset of 26 of these problems. The overall cost of basis recovery in that paper was 46% of the total interior point time. For the same subset of problems, the method presented here takes 18% of the interior point time. Furthermore, the dual affine interior algorithm and quotient minimum degree reordering heuristic of [10) are significantly slower than the implementation in OBl. In fact, it is interesting to point out that the total dual affine time for the tests in [10] was 8075 seconds, and the total recovery time was 3731 seconds ( on a VAX 8600 with no floating point accelerator). The same test on the Sun 4/ 490 using OBl 's primal-dual predictor-corrector ran in 385 seconds and the CPLEX basis recovery time was 69 seconds. Although the effect of the change of machine is not clear, the total test now runs over 25 times faster than the earlier version. The interior point portion of the test is 21 times faster, and the recovery portion is 54 times faster.
Perturbation
Of the total 700 seconds reported in the previous section for basis recovery on the Netlib set, 370 seconds are attributable to two problems. Degen3 One approach for dealing with this problem is to introduce a perturba- The resulting perturbed problem, LP, is then given to OBl, and solved, and the solution passed to CPLEX. Basis recovery is carried out for LP using this solution. Where Bis the recovered basis, Bis used as the starting point for a simplex solution of the original problem. The expectation is that this B will be already be optimal for the original problem, and that no additional iterations will be required. The idea of the perturbation (which is essentially that already used in CPLEX for dealing with stalling in the normal simplex method) is to make not only the optimal solution a vertex, but to put the vertices in one-to-one correspondence with the basic feasible solutions. This approach differs from that proposed by Mehrotra [13] , who perturbs only the objective, thus producing a unique vertex solution, but not a unique basic optimal solution.
For stocfor3 this perturbation approach reduces the basis recovery time to 59 seconds (and 283 iterations). For degen3 it reduces the time to 7.5 seconds (and 50 iterations). However, for several other problems that were tested, perturbation led to significant numerical difficulties for OBl, which could not then solve these problems to acceptable accuracy. This latter
behavior has yet to be explained.
Concluding Remarks
We have described an effective method for recovering an optimal basis from an optimal primal/dual interior point solution. In tests on the Netlib problem set, this method was able to recover an optimal basis in 5% of the interior point solution for most problems. Although highly primal degenerate problems such as stocfor3 appear to be intrinsically difficult, we have also indicated that pertubating the problem may effectively eliminate this difficulty. More experimentation is warranted, both in this area and in the selection of a robust starting basis. Nevertheless, it is clear that, in general, basis recovery can be done in reasonable time. For problems where the interior method is indicated, the requirement for an optimal basic solution need not be considered a significant drawback. 
