It is well known that a SAR image is composed of two types of information: amplitude and phase. Nevertheless, the information contained in the phase is hardly exploited on its own. Indeed, the number of processes at work and the scale difference between the image resolution and the wavelength induce, with regard to the phase, a quasi-random spatial behavior. However, our recent work shows that the phase of one image can be spatially correlated.
INTRODUCTION
The complex signal of a SAR image offers two types of information: amplitude and phase. In spite of specificities like speckle, the first component is often subject of processing close to those met in optical imagery. On the other hand, the information contained in the phase is hardly exploited on its own. Indeed, the number of processes at work and the scale difference between the image resolution and the wavelength induce, with regard to the phase, a quasi-random spatial behavior. This is why, it does not seem to be usable alone. The phase is only employed jointly with the amplitude within the framework of processing on complex signals, or by difference with the phase of a second image (since it is nevertheless temporally correlated) with the aim of interferometric applications.
However, we showed in previous papers [1, 2] , that the phase is not random any more when the high resolution is reached (lower than the meter). The figure 1 beneath illustrates the phase fringes observed on a real image produced by a crosspiece. We must absolutely be aware the fact that it is not an interferogram but indeed a simple phase image. As we could expect, postulations of the usual models may be not valid any more when the resolution approaches the wavelength. We give here a new mean to assess the spatial correlation of the phase, by two new estimators of the phase correlation. Then, we provide a complete list of the typical cases of phase correlation met in high resolution imagery. Afterwards, we develop a statistical model of the phase for the surfaces the correlation of which can not be straightforwardly explained. Simulations give the correlation induced by the model, and allow to draw conclusions concerning the physical bases from the model, and the use of this new information.
PHASE CORRELATION

Estimators
We want reckon the contribution of a deterministic signal compared to a stochastic phase behavior. With the aim of it, we define two new estimators of the phase correlation. We take as a starting point the coherence estimator commonly used in interferometry [3] . Coherence assesses the stability of the phase [4] . Therefore, we also make the following assumptions:
− The required conditions of ergodicity and stationnarity are locally ensured (standard hypothesis for the use of the coherence estimator [5] ).
− The signal can be split in two parts: a deterministic component known by its fringe model ( )
, and a random component. Thus, for M samples of one complex image z(x, y), we can define two new estimators:
The first one assumes that the phase information φ is always valid and can be completely dissociated from the amplitude. The second one takes into account the fact that the phase may be non accurate when the amplitude A is low, and thus favours the phase of strong signals. We previously used an estimator similar to the second one in our preceeding paper [1] , and we pointed up that it was not really satisfactory concerning the spatial phase correlation.
In practice, as we don't know the phenomena which produce the spatial correlation, the fringe model will be estimated by the mean of an average local gradient. We could use a better estimation of the fringe model as E. Trouvé [6] does, but the need of a more complex fringe model would mean that the spatial correlation is hardly predictable. If our purpose is to exploit the spatial correlation of the phase in order to predict the phase of the neighbouring pixels, the fringe model needs to have few parameters.
Phase correlation induced by the impulse response
As the impulse response of a radar system is rather a cardinal sine function than a Dirac function, close pixels are generally correlated. In order to reduce this correlation and to prevent the possible appearance of phantom echoes, the images are generally filtered. Our data seem to have been filtered by a Hamming filter (figure 2a). That moderates the amplitude of the secondary lobes of a cardinal sine. However, pixels are still correlated by the impulse response.
Thus, even if we consider an image which have been generated with a random phase, the impulse response and the size of the window used to estimate the correlation induce a non null value of this correlation. The figure 2.b indicates the average correlation obtained for a window of varying size. For the measurements, we generally employ φ γ with a window of size 10×10 pixels, for which the spatial correlation of the phase should be about 0.3 on average for a random behavior with a Hamming weighting. 
Measurements on real data
We have two types of high resolution data (lower than one meter) coming from two different sensors: This spatial correlation can also be produced by an anthropic element which has a particular structure like a wagon (figures 4a, 4b, 4c). In the figure 4, the trajectory of the sensor is parallel to the lengthways of the wagon, so that the corner of the roof (for example) may produce a coherent signal of phase along the azimuth. 
c) Homogeneous surfaces
The images 6a, 6b, 6c of a metallic crosspiece illustrate a spatial phase correlation generated by an homogeneous surface. Two phenomena could explain the correlation: the rugosity of the surface presents a regular pattern, or the area is relatively smooth. In the next part, we will see with our model how an homogeneous surface can produce a spatial correlation of the phase. 
A STATISTICAL MODEL
Hypothesis
Many models can be listed to describe the statistical behavior of the amplitude, associated to the phenomenon called speckle. But the modelization of the statistical behavior of the phase is restricted for most of them [7] to a uniform law. The principal reason is that they are usually based on the Goodman's model [8] which induces such a law. The main idea of this model is to consider that the response measured in a pixel can be modelized by a sum of complex contributions brought by N elementary reflectors. The assumptions of this model are the following: − The number N of elementary reflectors is sufficient to make it possible to use the central limit theorem and Gaussian distributions. − The phase φ k and the amplitude a k of the signal returned by any reflector k are independent. − Each phase (φ k , φ k+1 …), as each amplitude, is independent from the others. − The amplitude a k is a random process. − The phase φ k is randomly distributed on [0,2π[. This modelization leads to a well-known distribution of Rayleigh for the amplitude, and a uniform distribution law for the phase. We propose modifications of this simple model in order to provide a better statistical representation of the phase. We replace the last hypothesis by a new assumption commonly used in interferometry and we add another postulation:
− The phase φ k of the reflector k is related (for a wavelength λ) to the distance y k from sensor to reflector:
− The total response E n is the integral of the sum of contributions of each reflector (included those which are external to the pixel) on the surface of a pixel (of dimension P a ×P d and coordinates (x 0 ,y 0 )). This assumes that the SAR system samples the signal by integrating on a pixel size. And if the impulse response of the SAR system is a function h:
In this model, N represents an average density of reflectors by pixel. Therefore, there are ( )
reflectors on an area of ( ) 2 1 2 + n pixels. The limit indicates that we want to take into account even the contribution of targets far from the pixel. We call H the primitive of h and we define:
After several stages of calculations, it comes that the expectation of the complex signal is:
Study for a particular impulse response
The resolution of the SAR system depends on the type of the impulse response, and on the width W of the spectrum in term of spatial frequency. If B is the bandwidth of the radar impulse, c is the speed of the wave, PRF is the Pulse Repetition Frequency of the radar (we assume that it has been suitably chosen for the aperture of the antenna), v is the speed of the sensor along the direction of azimuth, we can formulate the associated resolutions:
where k h is a constant related to the type of impulse response h of the SAR system (table 1) . We firstly assume that the impulse response is the classical cardinal sine function: We therefore neglect the effects of a possible weighting.
As k h indicates the constant such as R represents the resolution (it means the width of the main lobe, for an amplitude3dB lower than the maximum), in the case of the cardinal sine function (we denote by arcsinC the reciprocal function of sinC, and sinCint a primitive of sinC), we deduce:
The term A a can be computed exactly by writing its formulation (12) with series (13): 
We can permute the sum operator and the integral operator, and after some simplifications we obtain: 
Finally we get A a :
The expression (6) of A d presents some difficulties for the computation of the integral:
We thus will make some approximations on the function sinCint. If we look at the figure 7, we can notice that the primitives H 2 and H 3 are close to the simple curve associated to H 0 , when data have been weighted by a Hanning or Hamming filter. We therefore assume that H 1 can be modelized by (20) 
Nevertheless, the true resolution associated to this new function is different from the resolution of the cardinal sine function (table 1) . The true resolution of this new function will be greater than the expected one. We have to substitute
where k h0 is equal to 1. If we let:
We can simplify the expression (23) in order to obtain (24): 
Figure 7 -H according to the weighting
We also get the formulation of the expectation of the complex vector (25), and we can split into its real part m X and its imaginary part m Y (26). We can also express it as a product of its module a (see (27)) and a complex the phase of which is ϕ (see (28)).
[
Contrarily to the classical models, the expectation of each projection of the average of the complex vector is not null. It means that the marginal law of the phase is not uniform.
A new statistical law
The matrix of covariance becomes complex, but we can express the joint law of random variables A and φ (amplitude and phase) according to the variances σ X , σ Y and to the coefficient of correlation ρ between X and Y: The marginal laws of the amplitude and the phase theoretically result from this expression, but their analytical expression is not easy to find. Thus, rather than to calculate the marginal laws, we assess that:
− The statistical behavior of the phase is related to the behavior of the phase of the average complex vector. − The higher the amplitude of the average complex vector is, the more deterministic the phase is. It means that the correlation of the phase is modulated by the pulsation of two sine functions (27). It depends on the ratio of the resolution R d to the wavelength λ and on the ratio of the sampling rate P d to the wavelength λ as below. The correlation is maximal whenever:
On the other hand the stochastic behavior will be dominating when :
4. SIMULATIONS
Conditions of simulations
For simulations, many parameters are to be taken into consideration: − The type of the impulse response. − The targets density (value and type). − The ratio of the sampling rate to the wavelength. − The ratio of the resolution to the wavelength. Moreover, a compromise between precision and calculating time is required. We have had to limit the precision on the computation of the integrals and on the maximum range of the effects of the impulse response. It may induce undesirable effects on the results. The computation of the correlation is generally made over 500 samples. Samples are totally independant, so that the correlation induced by the impulse response between close pixels is ignored. We only measure the deterministic effect of the phase. Two types of distribution have been studied: the main case of the random spatial distribution and the case of a distribution with a periodic pattern. a) A totally random distribution For the random distribution, the target density is 1000 by cell of size λ. The problem was dealt with from an unidimensional point of view. In previous simulations, we used lower targets densities, and obtained higher correlations. But some approximations have had been made on simulations which seem to have had much effects. b) A periodic pattern The main idea is that certain anthropic surfaces may have a periodic pattern. We used a targets density equal to one by cell of size λ×λ (figure 8). The pattern is thus resonant with the wavelength. The standard deviation σ for the gaussian function of probability density is proportional to the sampling rate (34). The problem was tackled of a two dimensional point of view. 
Theoretical model
Simulations obtained for the theoretical model studied, show the expected modulation of the correlation (figure 9). Nevertheless, the correlation decreases faster (figure 10b) than in our previous simulations [1, 2] where some approximations had been made. In the figure 10b, the resolution equals the sampling rate. It rapidly reaches the level of the noise. According to this model, only a high targets density could produce a spatial correlation of the phase. It implies that the spatial distribution of the targets tends to be spatially uniform. If the spatial distribution modelizes the concept of rugosity, it suggests that only a surface with a low rugosity could produce such a correlation of phase.
That is why, we interested on the particular case of a periodic pattern (figure 10c). The target density is low (one by cell of size λ×λ) but a low standard deviation σ 0 is required (0.03) in order to get a high correlation. It suggests again, that even with a periodic pattern, a low rugosity is necessary.
Ratio between resolution and sampling rate Ratio between sampling rate and wavelength 
Effect of the weighting
The theoretical model takes into account in range a particular impulse response: a gate function. We however knows that the data may have been filtered by an Hamming or Hanning filter. We tried several types of impulse response, and we observed that the phase correlation depends greatly of this one. So, with a Hamming filter, the correlation becomes negligible at any resolution and sampling rate. This unexpected result (compared to the others) seems to draw its explication in the shape of the impulse response. The responses of the targets interfere so that, the amplitude of the returned signal is much lower than the theoretical case. Although the amplitude of the secondary lobes of the response decreases, the contribution of these to the value of the phase seems to increase. This assumption has to be for longer checked, but it could imply that the noise of the phase could be increased by a Hamming weighting. On the other hand, even with a Hamming weighting, the simulations obtained with the periodic pattern give still a high correlation (even if the standard deviation σ 0 was chosen lower: 0.02), but with a new modulation. 
CONCLUSIONS AND PERSPECTIVES
We proved that the radar phase can be spatially correlated in the high resolution SAR images. We distinguished three typical cases. The two first are flaws of the SAR images related to the presence of strong reflectors or artefacts of the synthesis processing. The errors (in interpretation of the phase) induced by strong reflectors can be detected thanks to the amplitude (in addition to many other techniques). On the other hand, artefacts can not be easily detected. The phase correlation can thus be used to detect those flaws and to suppress their effects on the interferometric process. Nevertheless, some surfaces seem to induce a spatial correlation of the phase, without being related to defects. It seems that the spatial correlation of the phase can be used to predict the phase of the close pixels, in order to reduce the interferometric noise. Moreover, the suggested model and the simulations highlight the fact that only surfaces with a low rugosity may induce a true correlation of the phase, and that a Hamming filter may increase the noise of the phase compared to Cardinal Sine filter and also reduce the interferometric quality.
It thus appears that the spatial correlation of the phase allows already two applications:
− Improving interferogram quality (removing errors, noise reduction). − Characterization of certain elements of the image (artefacts, homogeneous surfaces). The exact properties of the homogeneous surfaces need to be studied longer with the aim of distinguishing them from artefacts.
