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Abstract
Motivated by an analogy with the conformal factor problem in gravita-
tional theories of the R+R2-type we investigate a d-dimensional Euclidean
field theory containing a complex scalar field with a quartic self interaction
and with a nonstandard inverse propagator of the form −p2 + p4. Non-
constant spin-wave configurations minimize the classical action and sponta-
neously break the rotation symmetry to a lower-dimensional one. In classi-
cal statistical physics this corresponds to a spontaneous formation of layers.
Within the effective average action approach we determine the renorma-
lization group flow of the dressed inverse propagator and of a family of
generalized effective potentials for nonzero-momentum modes. Already in
the leading order of the semiclassical expansion we find strong “instability
induced” renormalization effects which are due to the fact that the naive
vacuum (vanishing field) is unstable towards the condensation of modes with
a nonzero momentum. We argue that the (quantum) ground state of our
scalar model indeed leads to spontaneous breaking of rotation symmetry.
I. INTRODUCTION
It is a common feature of several Euclidean field theories of physical interest that
spatially inhomogeneous, i.e. nonconstant field configurations have a lower value of the
action functional than homogeneous ones. This means that, at least semiclassically, the
inhomogeneous configurations are likely to dominate the functional integral and thus
to determine the quantum vacuum state |0〉. In this case we expect that the essential
features of the true vacuum state can be understood by an expansion in the quantum
fluctuations about a set of configurations with a position-dependent, non-translational
invariant value of the field variable. In the quantum vacuum this “condensation” of
spatially inhomogeneous modes contributes to certain expectation values 〈0| O |0〉 6= 0
where O is a scalar operator constructed from the derivatives of the fundamental fields
in such a way that it is sensitive to the nonvanishing kinetic energy of the contributing
configurations. (For instance, in a scalar model, O = ∂µφ ∂µφ.) We shall generically refer
to such contributions as “kinetic condensates”. They are to be distinguished from the
familiar translational invariant “potential condensates” characterizing the conventional
Higgs mechanism which is triggered by a nonzero but constant scalar field expectation
value.
In this context one should distinguish two different physical situations. If the de-
generate minimum of the effective action corresponds to configurations which are not
invariant under some global symmetry like translations or rotations such a symmetry is
spontaneously broken and only the remaining unbroken symmetry can be used for a clas-
sification of the spectrum of excitations. This spectrum will typically contain massless
“Goldstone-excitations”. In this case one typically has an order parameter whose expecta-
tion value breaks the symmetry, in addition to the invariant kinetic operators mentioned
above. In the second case the dominant configurations break a local symmetry. Then it
is well known that there is no true spontaneous symmetry breaking and no nonzero ex-
pectation value of a noninvariant order operator exists. Also the “Goldstone-excitations”
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are absent from the physical spectrum. Nevertheless, we have learned from the Higgs-
mechanism in the electroweak standard model that a language in terms of “spontaneous
symmetry breaking” can be very useful. This spontaneous symmetry breaking manifests
itself in nonperturbative contributions to invariant operators for “kinetic condensates”.
A typical example of a kinetic condensate is the gluon condensate in QCD. While the
classical Yang-Mills action 1/4
∫
d4xF aµνF
a
µν is minimized by Fµν = 0, already the one-loop
effective action assumes its minimum for Fµν 6= 0. The Savvidy vacuum [1] tries to model
the true ground state as a covariantly constant color magnetic field. The effective action
of this state is indeed lower than that for Fµν = 0. It is known, however, that the Savvidy
vacuum is unstable in the infrared (IR), and it has been speculated that the dominant
configurations may be spatially inhomogeneous (perhaps domain-like) in order to provide
an IR cutoff at a scale set by Λ−1QCD. Those nontrivial properties of the QCD vacuum are
parametrized∗ by 〈0|F aµνF aµν |0〉 and similar condensates of more complicated gauge- and
Lorentz-invariant operators.
Another important example is Euclidean gravity based upon the Einstein-Hilbert ac-
tion [2]
SEH [gµν ] = − 1
16πG
∫
d4x
√
g R (1)
which is not positive definite. In fact, decomposing the metric as gµν = exp(2φ)g¯µν where
g¯µν is a fixed reference metric, we obtain
SEH [gµν ] = − 1
16πG
∫
d4x
√
g¯ e2φ
[
R¯ + 6 g¯µν D¯µφ D¯νφ
]
. (2)
This shows that SEH can become arbitrarily negative if the conformal factor φ(x) varies
rapidly enough so that (D¯µφ)
2 is large. Leaving aside for a moment the well known pro-
∗Invariant operators like 〈0|F aµνF aµν |0〉 receive also perturbative contributions which are not
related to “kinetic condensates”. We do not discuss here the difficult problem how they can be
separated from “kinetic condensates”.
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blems in setting up a consistent theory of quantum gravity, it is tempting to speculate
that the theory cures this instability caused by the unboundedness of SEH in a dynamical
way. Nonconstant φ-modes could condense in such a way that the resulting quantum vac-
uum state is stable and constitutes the absolute minimum of some yet unknown effective
action functional. The expectation value of the metric in this state should be close to the
metric for flat space (which is not the minimum of SEH!). Also, operators like (D¯µφ)
2,
appropriately covariantized, should acquire nonzero expectation values. This would indi-
cate that the true vacuum arises from a “dynamical stabilization” of the bare theory due
to the condensation of nonconstant φ-modes.
A further model in which the existence of a variant of the “kinetic condensate” has been
speculated about is Liouville field theory [3], [4]. The expectation value of its operatorial
equation of motion reads
〈0 |✷φ| 0〉+ m
2
β
〈
0
∣∣∣eβφ∣∣∣ 0〉 = 0 . (3)
Provided it is possible to make the operator exp(βφ) well defined and that the regular-
ized operator is still positive definite, eq. (3) implies that 〈0 |✷φ| 0〉 is nonzero and, as a
consequence, that the vacuum |0〉 is not translational invariant.
In the examples mentioned above the determination of the vacuum state is a formidable
task which has not been mastered yet. In the present paper we shall therefore study the
formation of a “kinetic condensate” within the framework of a scalar toy model. On the
one hand, this model is simple enough to be treated analytically, on the other hand it is
found to have the feature of a “dynamical stabilization” which we hope to occur in QCD
and in quantum gravity.
The model is formulated in d Euclidean dimensions. It contains a massless complex
scalar field χ with a conventional λ|χ|4-self interaction but with a higher-derivative kinetic
term:
S [χ] =
∫
ddx
{
χ∗Ω(−✷)χ + λ
2
|χ|4
}
(4)
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The kinetic operator Ω is taken to be
Ω(−✷) = ✷+ ✷
2
2M2
, ✷ = ∂µ∂µ , (5)
so that in momentum space
Ω(p2) = −p2 + (p
2)2
2M2
(6)
where M is a constant with the dimension of a mass. On a Euclidean spacetime where
p2 ≡ pµpµ ≥ 0, the kinetic operator is positive for p2 > 2M2 but negative for momenta
between p2 = 0 and p2 = 2M2. It has a minimum at p2 =M2 where it assumes the value
−M2/2, see FIG. 1. The action (4) has a global U(1)-invariance under phase rotations
χ→ χ exp(iϕ) with a constant ϕ, and it is invariant under the Euclidean Poincare´ group
ISO(d) of rigid spacetime translations and rotations.
We will see that in this model the rotation symmetry is spontaneously broken whereas
a modified translation symmetry is preserved. As a classical statistical system in d = 3
dimensions or the (zero temperature) ground state of a quantum statistical system (d = 4)
this models the spontaneous formation of two-dimensional layers which break the rotation
symmetry. An effective translation symmetry rotates the phase factor of the complex field
φ by 2π as one translates from one layer to the next. In two dimensions it corresponds
to the spontaneous generation of line-like structures. We emphasize that the microscopic
action has rotation and translation symmetry, in contrast to lattice models. Our model
therefore describes situations where already a tiny perturbation of these symmetries re-
sults in nontrivial geometric structures.
The model shares some essential features with the conformal sector of a gravitational
model of the type S[gµν ] =
∫
ddx
√
g{αR + β R2}, for instance. (Here “R2” stands for
any invariant quadratic in the Riemann tensor.) The Euclidean classical action of this
model is bounded below, in contrast to the Einstein-Hilbert action. It is therefore a
good starting point for the definition of a Euclidean functional integral if the problems of
UV regularization can be mastered. The Einstein-Hilbert term
√
gR leads to a negative
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contribution to the kinetic term of the conformal factor of the metric, which dominates
at small momenta, while the R2-term gives rise to a positive contribution dominating at
large momenta. The instability at small and the stability at large momenta is modelled
by the ansatz (6) with M playing the role of the Planck mass.
The “wrong sign” p2-term in (6) induces an instability of the naive vacuum with χ = 0
towards the formation of a spatially inhomogeneous ground state because the system tends
to lower its Euclidean action by making the kinetic action
∫
pΩ(p
2)|χ˜(p)|2 as negative as
possible. Thus we expect that the vacuum of this model is dominated by nonconstant
field configurations whose typical momenta are of the order of the scale M . We shall see
that this is actually the case.
The true vacuum configuration 〈χ(x)〉 of any theory can be found from its (standard)
effective action Γ[φ] by solving the “dressed” field equation δΓ/δφ = 0. In this paper we
consider Γ as the zero-cutoff limit of the effective average action Γk[φ], a type of coarse
grained free energy with a variable infrared (IR) cutoff at the mass scale k [5]. It satisfies
an exact renormalization group equation, and it interpolates between the classical action
S = Γk→∞ and the standard effective action Γ = Γk→0. For our model we shall determine
the renormalization group trajectory k → Γk in the leading order of the semiclassical
expansion which, as we shall argue, provides a qualitatively correct picture already.
The functional Γk[φ] has the same U(1) and ISO(d) symmetry as the classical action.
In particular, the bilinear term of Γ ≡ Γ0 has the same structure as the one in S but
Ω(p2) is replaced by the dressed inverse propagator Ωeff(p
2). In FIG. 1 we have plotted
our result for Ωeff . Quite remarkably, due to the renormalization effects, the kinetic term
has become positive semidefinite even for a vanishing “background field” φ. For all modes
with p2 6= M2 it “costs” energy (action) to excite them. By including renormalization
effects these modes have been stabilized in a dynamical way. On the other hand, modes
with p2 =M2 can be excited “for free”. This indicates that those modes might be unstable
towards the formation of a condensate.
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FIG. 1. Classical inverse propagator Ω and quantum inverse propagator Ωeff (for zero back-
ground field) as functions of p ≡ |p|.
We shall analyze this phenomenon in terms of a family of generalized momentum
dependent effective potentials Uk(A; p
2) which are obtained by evaluating Γk[φ] for plane-
wave arguments φ = A exp(ipµxµ + iβ). It turns out that for k → 0 and p2 6= M2 all
Uk’s have their minimum at A = 0 so that the corresponding modes do not acquire a
vacuum expectation value. For p2 =M2 the situation is different: in the limit k → 0 the
potential Uk(A;M
2) develops a flat bottom which signals a nonzero expectation value,
i.e. a condensation of the plane-wave modes with momenta pµ = Mnµ. Here nµ is an
arbitrary unit vector. Indeed, for small but nonzero k the absolute minimum of Γk occurs
(within our approximation) for A 6= 0 in the mode p2 =M2.
In leading order we find the following expectation value of the fundamental field:
〈χ(x)〉 = M√
2λ
exp (iMnµxµ + iα) (7)
It is characterized by the phase α and the vector nµ. This means that the above expec-
tation value leads to a spontaneous breaking of both the U(1) and the ISO(d) symmetry.
For the translations in the directions nµ only a remaining symmetry corresponding to
combined transformations of the form
x′µ = xµ +
ξ
M
nµ
6
α′ = α− ξ (8)
is left unbroken, where ξ represents a real, constant parameter. For such combined trans-
formations the symmetry breaking from the spacetime translations is compensated by an
appropriate phase rotation so that Mnµxµ + α = Mnµx
′
µ + α
′. The case ξ = 2πm, m
integer, is special in the sense that no compensating phase rotation is needed to achieve in-
variance. Therefore we obtain a symmetry with respect to discrete spacetime translations
given by
x′µ = xµ +
2πm
M
nµ . (9)
As was already mentioned above the spontaneous breaking of the ISO(d) symmetry to this
discrete symmetry is analogous to the spontaneous formation of layers in statistical sys-
tems where the transformation (9) describes a translation from one layer to another. We
emphasize that the layer structure involves the internal degrees of freedom whereas U(1)
invariant operators have translationally invariant expectation values due to the combined
effective translation symmetry.
By analyzing the spectrum of small fluctuations about the vacuum configuration (7)
we find that all those fluctuations are stable. This dynamical stabilization of an apparent
tree-level instability is formally analogous to what happens in the familiar situation of an
ordinary kinetic term “+p2” along with a symmetry breaking potential V = −µ2|χ|2 +
(λ/2)|χ|4. In this case the naive vacuum χ = 0 is unstable because of the negative mass
term, and shifting the field by a constant is sufficient to reach the true vacuum. In our
model the analogous “shift to the new vacuum” is more involved since the field variable
is shifted by an explicitly xµ-dependent field.
The various candidates for the “vacuum field configuration” can be distinguished by
their contribution to the expectation value of ∂µχ
∗∂µχ. Clearly 〈∂µχ∗∂µχ〉 = 0 for the
perturbative vacuum, while we find for the ground state (7)
〈∂µχ∗∂µχ〉 = M
4
2λ
. (10)
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This is a translational invariant “kinetic condensate” quite analogous to the gluon con-
densate in QCD. The condensate (10) is nonanalytic in the coupling λ, i.e. it could not
be seen in any finite order of perturbation theory.
The remaining sections of this paper are organized as follows. In section II we discuss
the classical vacua, i.e. the degenerate absolute minimum of the functional S[χ], and
we determine the spectrum of small fluctuations about those field configurations. In
sections III and IV we review some aspects of the average action approach, and we discuss
the phenomenon of “classical renormalization”. It is well known that in theories where
standard perturbation theory about the trivial vacuum χ = 0 is applicable the lowest order
(i.e., classical) approximation of the loop expansion yields Γ = S and, more generally,
Γk = S. We shall see that for unstable theories such as the one investigated here Γ does
not equal S plus terms induced by loops. There are nontrivial renormalization effects even
at the classical level. The reason is that in this case the loop expansion must be performed
about the true minimum of the classical action rather than the false vacuum configuration
χ = 0. Within the loop expansion this type of classical renormalization [6] is refered to as
“instability induced” [7] as opposed to the familiar “fluctuation induced” renormalization
coming from the loops.† In order to understand the full quantum theory at a qualitative
level it is often sufficient to take the classical renormalization of the effective action into
account. It encodes the physics related to the shift to the true vacuum.
The average action Γk is defined in terms of a functional integral which contains a
modified classical action SJk containing the IR-cutoff and source terms. The semiclassi-
cal expansion will be applied to this integral. Therefore we need to know the absolute
minimum χmin(x; J, k) of this functional. In section V we derive a sufficient condition for
a configuration to be the global minimum of SJk . This is used in section VI in order to
†From the point of view of the exact renormalization group equation this distinction disappears
[8].
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establish that for vanishing sources the minimum is constituted by spin waves of the type
(7). For J 6= 0 the situation is more complicated and the corresponding discussion can
be found in appendix A.
In section VII we compute the bilinear term of Γk and derive the renormalization group
flow of the dressed inverse propagator Σk(p
2) for vanishing background field. In particular,
at the end point k = 0, we obtain the full quantum inverse propagator Ωeff(p
2). In section
VIII we identify regions in field space with no classical renormalization, i.e. configurations
φ for which Γk[φ] = S[φ] is indeed true in lowest order. Then, in section IX, we combine
all pieces of information available in order to draw a global picture of the effective average
action Γk. We introduce the momentum dependent potentials Uk(A; p
2) and use them
to discuss the structure of the true vacuum. Some calculational details are given in the
appendices B, C and D. The conclusions are given in section X.
II. SPIN WAVES AND THEIR FLUCTUATION SPECTRUM
For every Euclidean field theory the field configuration χmin with the smallest possible
value of the action S is of special importance. For a massless |χ|4-theory with an ordinary
kinetic term Ω = +p2 this configuration is χmin(x) = 0 which puts to zero the potential
and the kinetic energy separately. In our case the situation is less trivial because Ω(p2)
can assume negative values and hence it is able to compensate for positive contributions
coming from the potential. In fact, we shall prove later on in a more general context that
the absolute minimum of the action (4) is achieved for the “spin” wave configurations
χmin(x) =
M√
2λ
exp (iMnµxµ + iα) . (11)
Here nµ is an arbitrary unit vector (a point on S
d−1) and α is a free phase. Thus the global
minimum is degenerate and the corresponding “vacuum manifold” is S1×Sd−1. Different
points of this manifold correspond to different classical ground states of the theory. If we
pick one of those ground states, characterized by a fixed pair (n, α), this amounts to a
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spontaneous breaking of the ISO(d) symmetry of spacetime rotations and translations as
well as of the U(1) group of global phase transformations.
The classical (n, α)-vacua are characterized by a nonzero expectation value of the
operator ∂µχ
∗ ∂µχ, for instance. The spin wave solution (11) yields
〈∂µχ∗ ∂µχ〉 ≡ ∂µχ∗min ∂µχmin =
M4
2λ
. (12)
In order to further illustrate the physics of this kind of spontaneous symmetry breaking
let us look at the spectrum of small fluctuations δχ (particle excitations) about the ground
state. Inserting χ = χmin + δχ into (4) yields
S [χmin + δχ] = S [χmin] + Sfluct [χmin, δχ] +O
(
δχ3
)
(13)
with
Sfluct [χmin, δχ] =
1
2
∫
ddx (δχ∗, δχ) Sˆ(2)[χmin]
 δχ
δχ∗
 (14)
where Sˆ(2) is the 2×2 matrix differential operator corresponding to the second functional
derivatives of S with respect to χ and χ∗. In appendix B we diagonalize this operator by
a linear transformation from (δχ, δχ∗) to new, real fields Φ1 and Φ2. In terms of the new
fields Sfluct reads, in momentum representation,
Sfluct [χmin, δχ] =
1
2
∫ ddp
(2π)d
{
Φ1(−p)K1
(
p2, θ
)
Φ1(p) + Φ2(−p)K2
(
p2, θ
)
Φ2(p)
}
(15)
where θ is the angle between nµ and pµ. The kinetic terms K1/2 are given by
K1
(
p2, θ
)
=M2 + 4 cos2 θ p2 +
p4
M2
−
√
M4 + 16
cos2 θ
M2
p6 = 4 cos2 θ p2 +O(p4)
K2
(
p2, θ
)
=M2 + 4 cos2 θ p2 +
p4
M2
+
√
M4 + 16
cos2 θ
M2
p6
= 2M2 + 4 cos2 θ p2 +O(p4) = 4 cos2 θ
(
M2
2 cos2 θ
+ p2
)
+O(p4) . (16)
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In FIG. 2 we plot K1 and K2 for θ = 0 and θ = π/2 which amounts to excitations
propagating parallel and perpendicular to the vacuum direction nµ, respectively. For
other values of θ the behaviour is qualitatively similar.
The mode Φ1 is a massless excitation with an inverse propagator K1 which vanishes
at p = 0 for any θ. It represents the Goldstone boson of the spontaneously broken global
U(1) symmetry. The spontaneous breaking of the SO(d) rotation symmetry manifests
itself in the θ-dependence of the propagator. In particular, one should note that momenta
orthogonal to Q0µ = Mnµ (i.e. cos θ = 0) correspond to the “Goldstone direction” with
K1 = p4/M2. The mode Φ2 is massive for all values of θ. Its direction-dependent mass is
given by M/(
√
2 cos θ). It is the analogue of the “Higgs” or “radial” mode in the more
familiar case of a spontaneous symmetry breaking by a Mexican-hat potential.
0.5 1 1.5 2 2.5 3
2
4
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7
(b)
FIG. 2. K1 (lower curve) and K2 in units of M2 as functions of |p|/M plotted for (a) θ = 0
and (b) θ = pi/2.
III. THE EFFECTIVE AVERAGE ACTION
Before embarking on the detailed analysis of the theory let us briefly comment on
the method we are going to employ. In order to find the true vacuum state we need
nonperturbative information about the (conventional) effective action Γ[φ] where φ is the
vacuum expectation value of χ. As we mentioned in the introduction we regard Γ as the
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physical limit of the effective average action Γk[φ] which was introduced in refs. [5]. The
functional Γk results from the classical action S by integrating out only the field modes
with momenta larger than the infrared cutoff k. Changing k corresponds to a Wilson type
renormalization. The conventional effective action Γ is recovered in the limit k → 0. In
the space of all actions, the renormalization group trajectory Γk, k ∈ [0,∞), interpolates
between the classical action S = Γk→∞ and the standard effective action Γ = Γk→0. It
can be obtained by solving an exact functional renormalization group equation.
The infrared cutoff is implemented by modifying the path integral for the generating
functional of the connected Green’s functions according to
exp {Wk [J ]} =
∫
Dχ exp
{
− S [χ]−
∫
ddxχ∗(x)Rk (−✷) χ(x)
+
∫
ddx {χ∗(x) J(x) + J∗(x)χ(x)}
}
. (17)
Here Rk(p2) is a to some extent arbitrary positive function which interpolates smoothly
between Rk(p2) → k2 for p2 → 0 and Rk(p2) → 0 for p2 → ∞. It suppresses the
contribution of the small-momentum modes by a mass term ∝ k2 which acts as the IR
cutoff. In practical computations Rk(p2) = p2 [exp (p2/k2)− 1]−1 has been used often. In
cases where this does not lead to UV divergences the condition Rk(p2) → 0 for p2 → ∞
can be relaxed and one may also use a constant cutoff function Rk = k2 which amounts
to a momentum independent mass term. For the purposes of our present investigation
this simple cutoff will be sufficient.
The Legendre transform of Wk reads
Γ˜k [φ] =
∫
ddx {φ∗ J + J∗ φ} −Wk [J ] (18)
where the functional J = J(φ) is obtained by inverting the relations
φ(x) =
δWk
δJ∗(x)
, φ∗(x) =
δWk
δJ(x)
(19)
which define the k-dependent average field φ = 〈χ〉. The effective average action is
obtained from (18) by subtracting the cutoff term at the level of the average fields:
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Γk [φ] = Γ˜k [φ]−
∫
ddxφ∗Rk (−✷) φ (20)
It can be represented by an implicit functional integral
exp {−Γk [φ]} =
∫
Dσ exp
{
− S[φ+ σ]−
∫
ddxσ∗Rk σ
+
∫
ddx
(
σ∗
δΓk
δφ∗
[φ] + σ
δΓk
δφ
[φ]
)}
. (21)
Here we introduced the shifted field
σ ≡ χ− φ . (22)
It has been shown [5] that the functional defined in this way has the interpolating pro-
perties stated above, and that it satisfies an exact renormalization group equation. In
the present paper we shall not use this flow equation but rather calculate Γk directly
from the above definition. We shall evaluate the path integral (21) or (17) by means of a
saddle point approximation. It will turn out that the global minimum of the Euclidean
action can be found analytically. By expanding about this minimum and properly taking
its degeneracies into account we will be able to deduce the essential features of the true
vacuum already from the lowest order of the saddle point approximation. In the following
we shall disregard loop effects. Because of the nontrivial vacuum structure of the theory,
already the “tree-level” approximation yields nontrivial renormalization effects.
For configurations φsw close to the spin wave solution (7) the saddle point approxima-
tion for the effective average action obeys for all k
Γk [φsw] = S [φsw] . (23)
This follows directly from (21) by an expansion of φsw around (7) and an expansion
in powers of σ. The terms linear in σ cancel and the term quadratic in σ is positive
by virtue of the discussion in the last section. If the solution (7) corresponds to the
absolute minimum of Γk for small positive k the rotation symmetry is spontaneously
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broken. Indeed, if one adds a small source term J(~q) the degeneracy of the minimum is
lifted and the absolute minimum will occur for the same momentum direction and the
same phase as J . In the limit J → 0 the spin-wave configuration and its orientation
persist - this is spontaneous symmetry breaking. We will see below that this spontaneous
symmetry breaking of rotation symmetry is indeed realized for our scalar model.
IV. EFFECTIVE AVERAGE ACTION NEAR THE ORIGIN AND CLASSICAL
RENORMALIZATION EFFECTS
In order to establish that the spin-wave configuration (7) corresponds to the absolute
minimum of Γk for small positive k we need to understand the behaviour of Γk for arbitrary
φ. In this section we concentrate on small values of φ, i.e. configurations that are far away
from the spin-wave solution. In particular, we want to understand the issue of convexity
of the effective action for k → 0 in case of spontaneous breaking of rotation symmetry.
We are interested in the expansion of Γk quadratic in φ, i.e. the two-point function at
the origin. For this purpose we exploit the fact that the origin φ = 0 always corresponds
to a stationary point of Γk by virtue of the symmetries. By continuity we infer that -
except for the phase with spontaneous symmetry breaking - small values of φ correspond
to small sources J . In this case we will directly evaluate the scale dependent generating
functional Wk for the theory (4) which is given by the path integral
exp {Wk [J ]} =
∫
Dχ exp
{
−SJk [χ; J ]
}
(24)
with
SJk [χ; J ] = Sk [χ]−
∫
ddx {J∗ χ+ J χ∗} (25)
and
Sk [χ] =
∫
ddx
{
χ∗ ωk(−✷)χ + λ
2
|χ|4
}
. (26)
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Here
ωk(−✷) ≡ Ω(−✷) +Rk(−✷) (27)
is the complete kinetic operator. In momentum space it reads
ωk(p
2) = −p2 +Rk(p2) + (p
2)2
2M2
. (28)
For values of the cutoff k which are larger than some critical value kcr the modified
inverse propagator ωk(p
2) is positive for any value of the momentum p since the regulator
term Rk(p2) overrides any negative contribution which could come from Ω(p2). Every
admissible function Rk(p2) leads to a kcr which equals M times a number of order unity.
The mass-type cutoff Rk = k2 yields kcr = M/
√
2, for instance. As a consequence, for
large values of k, and in particular for k close to the UV cutoff Λ where we start the
renormalization group evolution, there is no instability. As we lower the cutoff k below
the critical value, ωk(p
2) becomes negative for certain modes. Obviously the modes with
momenta in a band centered at p2 = M2 become unstable first. Finally, at k = 0, all
modes with p2 in the interval (0, 2M2) have become unstable in the sense that by exciting
such modes we can push the value of the Euclidean action below its value for the trivial
configuration χ(x) = 0. We suspect that this instability causes the modes with typical
momenta of the order of M to “condense”, and it is this phenomenon which we are going
to investigate.
The functionals Wk[J ] and Γk[φ] enjoy the same invariance properties as the classical
action. In addition to Poincare´ symmetry they are invariant under J → J exp(iϕ) and
φ → φ exp(iϕ), respectively. This implies that the series expansion of Wk in powers of
the sources, provided that it exists, contains only terms with an equal number of J and
J∗. In particular, the quadratic term displaying the effective propagator reads
W quadk [J ] =
∫
ddx ddy J∗(x)Gk(x, y) J(y) ≡
∫
ddx J∗(x)Gk(−✷) J(x) (29)
so that
15
Wk [J ] = Wk [0] +W
quad
k [J ] + . . . (30)
where the dots stand for terms of order J2J∗2. Likewise, Legendre-transforming (29) and
using (20) leads to
Γk [φ] = −Wk [0] + Γquadk [φ] +O
(
φ2 φ∗2
)
(31)
where
Γquadk [φ] =
∫
ddx ddy φ∗(x) Σk(x, y)φ(y) ≡
∫
ddxφ∗(x) Σk(−✷)φ(x) (32)
with
Σk(−✷) = Gk(−✷)−1 −Rk(−✷) . (33)
Henceforth we interpret Σk as the differential operator Σk(−✷) or as the function Σk(p2)
in momentum space.
Frequently we shall evaluate the effective average action for plane-wave configurations
φ(x) = A exp(ipµxµ + iα). Then U(1)-invariance leads to
Γk[A exp(ipµxµ + iα)] ≡ V Uk(A; p2)
(
V ≡
∫
ddx
)
(34)
where we refer to Uk(A; p
2) as the effective potential for the mode with momentum p.
Note that while Γk gives rise to an infinity of such “effective potentials”, one for each mo-
mentum, it is clear that the totality of all those potentials contains much less information
than Γk since the correlations between different momentum modes are not specified.
In the subsequent sections we evaluate the functional integral (24) by means of a saddle
point approximation and determine Γk directly from its definition (18)-(20) rather than
by solving a flow equation. Denoting the global minimum of SJk by χmin(J) the lowest
order approximation reads
Wk [J ] “ = ”− SJk [χmin(J); J ] . (35)
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Under certain conditions (for instance for J = 0 and k sufficiently small) the global
minimum is degenerate. In this case eq. (35) is only symbolic (indicated by the equality
sign “=”) and one should sum over the degenerate minima. We ignore this subtlety for a
moment.
We shall see that already the lowest order approximation (35) encapsulates all the
essential physics which leads to a dynamical stabilization. At first sight this might seem
surprising because one could suspect that (35) leads to the trivial result Γk = S. In fact,
if one performs a conventional perturbative loop expansion in a theory with a positive
definite Hessian S(2) ≡ δ2S/δχ δχ∗ one has the standard lowest-order results Γ = S and
χmin = φ. Since all contributions from fluctuations (one-loop determinant etc.) are
neglected in (35) one might wonder how, nevertheless, nontrivial renormalization effects
can occur.
This point can be understood by looking at the integro-differential equation for Γk
given by eq. (21). Now we try to find the (k-dependent) global minimum σmin ≡ σmin(φ)
of the complete action in the exponential of (21). It satisfies
δS
δφ∗
[φ+ σmin] +Rk σmin = δΓk
δφ∗
[φ] . (36)
For very large values of k, the term
∫
ddx σ∗Rkσ in (21) strongly suppresses fluctuations
with σ 6= 0, so the main contributions to the integral (21) will come from small oscillations
about σmin = 0, which is indeed the global minimum in this case. In this case one has
χmin ≡ σmin + φ = φ and (36) is obeyed for Γk = S. When we lower k towards zero it
often happens that σmin = 0 continues to be the absolute minimum of the action. This
is the case for classically stable theories with a positive definite Hessian S(2) where no
condensation phenomena occur.
On the other hand, eq. (36) may admit also nontrivial solutions with σmin 6= 0 for
k small enough. They are relevant in the case of instabilities where the Hessian S(2)[φ]
develops negative eigenvalues. Setting σ = σmin+ψ and expanding up to second order in
ψ one has, with χmin ≡ φ+ σmin,
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exp {−Γk [φ]} = exp
{
− S [χmin]−
∫
ddxσ∗minRk σmin
+
∫
ddx
(
σ∗min
δΓk
δφ∗
[φ] + σmin
δΓk
δφ
[φ]
)}
×
∫
Dψ exp
{
−
∫
ddxψ∗
(
S(2) [χmin] +Rk
)
ψ
}
. (37)
For the “correct” saddle point S(2)[χmin] +Rk should be positive semidefinite. The zero
modes in case of degeneracy of the minimum lead to an integration over the vacuum
manifold. In lowest order one neglects the remaining Gauss integral involving the positive
eigenvalues of S(2)[χmin] and finds
Γk [φ] “ = ”S [χmin] +
∫
ddxσ∗minRk σmin −
∫
ddx
(
σ∗min
δΓk
δφ∗
[φ] + σmin
δΓk
δφ
[φ]
)
(38)
For σmin 6= 0 (i.e. if χmin 6= φ) this is still a complicated differential equation for Γk whose
solution is not given by Γk = S. Hence the lowest order (classical) term of the saddle
point approximation does indeed give rise to nontrivial renormalization effects leading
to Γk 6= S. In fact, all the qualitative features of the condensation phenomena we are
interested in are described by this classical term alone. The higher order corrections yield
minor quantitative corrections only. For this to be the case it is important to correctly
identify the absolute minimum χmin of the (total) action. At next-to-leading order the
fluctuations ψ modify the r.h.s. of (38) by a one-loop term lnDet′
(
S(2)[χmin] +Rk
)
where
the prime at the determinant indicates that the zero modes of S(2)[χmin] are excluded.
For our case of interest this correction is typically small, at least for d > 2.
In ref. [6] this formalism has been applied to the familiar spontaneous symmetry
breaking by a Mexican-hat potential. It was found that the classical term of the saddle
point expansion describes all salient features of the effective potential such as the approach
of convexity for k → 0, and that the one-loop determinant does not modify its qualitative
properties. In ref. [7] similar classical instability driven renormalization effects have been
found in the framework of the Wegner-Houghton equation. For an investigation of a
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different scalar theory with a higher derivative kinetic term containing the usual positive
quadratic kinetic term see ref. [9].
V. A SUFFICIENT CONDITION FOR THE ABSOLUTE MINIMUM
Later on we shall use the saddle point approximation to calculate the effective average
action. This requires the knowledge of the absolute minimum of the action SJk (25). In
order to identify the absolute minimum, we use a method similar to the one outlined in
[6]. First we split the field χ into a classical solution that minimizes the action and an
arbitrary, not necessarily small deformation δχ:
χ(x) = χmin(x) + δχ(x) (39)
If we insert this ansatz into the action (25) and take advantage of the fact that χmin is a
solution of the equation of motion (e.o.m.)
δSJk
δχ∗
= 0⇔
[
Ω(−✷) +Rk(−✷) + λ |χ|2
]
χ = J (40)
we obtain
SJk [χ; J ] = S
J
k [χmin; J ] + ∆Sk [χmin, δχ] (41)
where ∆Sk is defined as
∆Sk [χmin, δχ] ≡
∫
ddx
{
δχ∗ [Ω(−✷) +Rk(−✷)] δχ+ λ
2
[
χ2min (δχ
∗)2
+χ∗min
2 (δχ)2 + 4 |χmin|2 |δχ|2 + 2χmin δχ∗ |δχ|2 + 2χ∗min δχ |δχ|2 + |δχ|4
]}
. (42)
One can read off immediately that a solution of the e.o.m. corresponds to the absolute
minimum of SJk if
∆Sk [χmin, δχ] ≥ 0 (43)
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is satisfied for any deformation δχ. Because ∆Sk does not explicitly contain the sources
this condition is the same for SJk and S
J=0
k = Sk.
It is useful to rewrite the expression for ∆Sk in the following manner.
∆Sk [χmin, δχ] =
∫
ddx δχ∗
[
Ω(−✷) +Rk(−✷) + λ |χmin|2
]
δχ
+
λ
2
∫
ddx
(
χmin δχ
∗ + χ∗min δχ+ |δχ|2
)2
(44)
Because χmin δχ
∗ + χ∗min δχ = 2Re (χmin δχ
∗) is real the integrand of the second integral
in eq. (44) cannot become negative. Therefore we may conclude that∫
ddx δχ∗
[
Ω(−✷) +Rk(−✷) + λ |χmin|2
]
δχ ≥ 0 (45)
for any δχ(x) is a sufficient condition for χmin being the absolute minimum of the action
SJk for some suitable source J given by the solution of eq. (40).
VI. SEARCHING FOR THE ABSOLUTE MINIMUM
The aim of this section is to find the field configuration that minimizes the action SJk
globally. Here we start with the case of vanishing external sources and relegate the case
J 6= 0 to appendix A1. From now on we use the mass-type cutoff function Rk = k2. It
simplifies the algebra and allows for particularly transparent results.
We are searching for the minimum of Sk, so we have to solve the e.o.m.[
ωk(−✷) + λ |χ|2
]
χ = 0 , ωk ≡ Ω+ k2 = ✷+ ✷
2
2M2
+ k2 . (46)
Its most obvious solution is the one of vanishing χ, χmin = 0. We can now employ the
tool we developed in the last section to find out whether χmin = 0 constitutes the global
minimum. First we insert this solution into eq. (44) which yields
∆Sk [χ = 0, δχ] =
∫
ddx δχ∗
[
Ω(−✷) + k2
]
δχ +
λ
2
∫
ddx |δχ|4 . (47)
The next step is to use the Fourier representation
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δχ(x) =
∫
ddp
(2π)d
δ˜χ(p) exp (ipµxµ) (48)
and to go over to momentum space for the first term:
∆Sk [χ = 0, δχ] =
∫
ddp
(2π)d
∣∣∣δ˜χ(p)∣∣∣2 [Ω(p2) + k2] + λ
2
∫
ddx |δχ|4 (49)
For k2 ≥ M2/2 one finds that ωk(p2) = Ω(p2) + k2 ≥ 0 and, as a consequence, ∆Sk is
always positive (or zero). In this range of k χmin = 0 represents the field configuration
that minimizes the action globally. However, if k2 < M2/2, then, for certain deformations
with a sufficiently small amplitude, ∆Sk becomes negative. In that case χmin = 0 cannot
be the absolute minimum.
In order to find the global minimum for k2 < M2/2 we try the plane wave ansatz
χmin(x) = χ0 exp (iQµxµ + iα) , χ0, α real. (50)
Inserting (50) into the e.o.m. leads to the condition
χ0(Q
2) =
√
−ωk(Q2)/λ . (51)
Obviously χ0(Q
2) is real only if ωk(Q
2) ≤ 0.
It will be useful to calculate the action for the solution χmin determined above. We
obtain
Sk
[
χ = χ0(Q
2) exp (iQµxµ + iα)
]
= − V
2λ
ω2k(Q
2) . (52)
The action (52) still depends on a free‡ parameter, the momentum squared Q2. Hoping to
find the absolute minimum for the region of small k-values by using the plane wave ansatz,
we minimize the expression (52) with respect to Q2. This leads to the condition Q2 =M2.
Thus we have found a candidate for the global minimum in the region k2 ≤ M2/2 which
is given by
‡Q2 is free only within certain bounds, because we chose χ0 to be real.
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χmin(x) = χˆ0 exp (iQ0µxµ + iα) ; Q0µ ≡M nµ . (53)
Here nµ is an arbitrary unit vector (n
2 = 1), the phase α is taken to be in [0, 2π) and
χˆ0 ≡
√
−1
λ
ωk(M2) =
√
1
λ
(
1
2
M2 − k2
)
; k2 ≤ 1
2
M2 . (54)
By inserting the solution (53) into ∆Sk (44) we can check whether it corresponds to
the global minimum. In momentum space, the l.h.s. of (45) takes the form
∫
ddp
(2π)d
∣∣∣δ˜χ(p)∣∣∣2 [Ω(p2) + 1
2
M2
]
. (55)
Because of Ω(p2) ≥ −M2/2, this integral is nonnegative and thus the sufficient condition
for a global minimum is fulfilled.
Eq. (53) actually describes a whole family of degenerate minima parametrized by the
phase α and the unit vector nµ. As a consequence, the “vacuum manifold” is S
1 × Sd−1.
We conclude that the nontrivial solution (53) corresponds to the absolute minimum
of Sk for the region k
2 ≤ M2/2, while the solution χmin = 0 constitutes the absolute
minimum for k2 ≥ M2/2. The two solutions coincide at k2 =M2/2.
VII. RENORMALIZATION GROUP FLOW OF THE ZERO FIELD
PROPAGATOR
In this section we compute the scale dependent 2-point function Σk (inverse propa-
gator) which was introduced in eq. (32). The saddle point expansion about the global
minimum of SJk leads to
exp {Wk [J ]} = Nk
∑
χmin
exp
{
− SJk [χmin; J ]−
1
2
lnDet′Sˆ(2)k [χmin] + . . .
}
. (56)
Here
∑
χmin denotes a symbolic summation or integration over the possibly degenerate
absolute minima. The first term inside the curly brackets of (56) represents the dominant
classical term. The second one contains the one-loop effects, and it will be neglected in
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the following. The normalization constant Nk depends on the nature of the minimum and
its degeneracy. It will be adjusted such that Wk[0] is continuous with the initial condition
Wk→∞[0] = 0.
Because χmin(x) is now the minimum of the action S
J
k in presence of a source it
becomes here a functional of the source J(x). The determination of χmin = χmin(J) for
an arbitrary source would be a formidable task. The fact that we only want to study the
bilinear term in Wk simplifies the problem considerably, since in this case the minimum is
needed only for an infinitesimal source J , and χmin(J) can be obtained by a perturbative
expansion about the source-free minimum χmin(J = 0) ≡ ϕ(0) given by eq. (53). We write
J(x) ≡ εj(x) where ε counts the powers of J (with j taken to be of order ε0) and we
expand the saddle point according to
χmin(x) = ϕ
(0)(x) + ε ϕ(1)(x) + ε2 ϕ(2)(x) + . . . (57)
In order to compute the J∗J-term in Wk it is sufficient to know the first order correction
ϕ(1). It satisfies the linearized equation of motion J
J∗
 = εSˆ(2)k [ϕ(0)]
 ϕ(1)
ϕ(1)∗
 . (58)
The operator Sˆ
(2)
k is defined as
Sˆ
(2)
k [χ] δ
d(x− y) =
 δ2Skδχ∗(x) δχ(y) δ2Skδχ∗(x) δχ∗(y)
δ2Sk
δχ(x) δχ(y)
δ2Sk
δχ(x) δχ∗(y)
 (59)
which yields
Sˆ
(2)
k [χ] ≡
 ωk(−✷) + 2λ |χ|2 λχ2
λχ∗2 ωk(−✷) + 2λ |χ|2
 . (60)
For χ = ϕ(0) this matrix operator is nonsingular except for the case where “−✷ = M2”
which corresponds to the vacuum degeneracy for k2 ≤M2/2. For sources J(p2 6= Q20) one
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can obtain ϕ(1) by inverting (58). This leads to the following expansion of SJk up to terms
quadratic in the sources:
SJk [χmin; J ] = S
J
k
[
ϕ(0) + ε ϕ(1) + . . . ; J
]
= SJk
[
ϕ(0); J
]
− ε
∫
ddx
{
J ϕ(1)∗ + J∗ ϕ(1)
}
+
1
2
ε2
∫
ddx
(
ϕ(1)∗, ϕ(1)
)
Sˆ
(2)
k
[
ϕ(0)
]  ϕ(1)
ϕ(1)∗
+O (ε3)
= SJk
[
ϕ(0); J
]
− 1
2
∫
ddx (J∗, J) Sˆ(2)k
[
ϕ(0)
]−1  J
J∗
+O (J2J∗2) (61)
From now on no reference to the J-dependence of χmin is made any more, and knowledge
of the source-free saddle point ϕ(0) is sufficient in order to determine Gk from (56).
Let us first look at the upper region of the renormalization group evolution where
k2 ≥ k2cr = M2/2. Then χmin = ϕ(0) ≡ 0 is the relevant nondegenerate global minimum,
and from (56) with (61) we obtain
Wk [J ] =
∫
ddx J∗ ωk(−✷)−1 J + . . . (62)
(Wk[0] = 0 is achieved by setting Nk = 1 for all k ≥ kcr.) Hence Gk equals the tree level
(cutoff) propagator so that by eqs. (32) and (33)
Σk(p
2) = Ω(p2) , ∀k2 ≥M2/2 . (63)
We conclude that during the early stage of the evolution, as long as k is larger than kcr,
the inverse propagator is not renormalized, (except for the loop effects neglected here).
The situation changes once k drops below kcr. Then the relevant saddle point is given
by eq. (53) which represents a degenerate minimum parametrized by the unit vector nµ
and the phase α. Hence the “summation” over χmin in eq. (56) amounts to an integration
over the vacuum manifold S1 × Sd−1. This integration will turn out crucial in order to
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restore U(1)- and Poincare´-invariance. (In appendix B we comment on the situation where
the integration over the vacuum manifold is omitted.) In eq. (61) we also need
SJk
[
ϕ(0); J
]
= Sk
[
ϕ(0)
]
−
∫
ddx
{
J ϕ(0)∗ + J∗ ϕ(0)
}
= − V
2λ
ω2k(M
2)−
√
−1
λ
ωk(M2)
(
J˜(Q0) e
−iα + J˜∗(Q0) eiα
)
(64)
where J˜(p) denotes the Fourier-transform of J(x). For source functions J(x) which do not
contain Fourier components with p2 = Q20 = M
2 the last term of (64) drops out. Upon
expanding also the l.h.s. of eq. (56) the latter boils down to§
exp {Wk[0]}
(
1 +W quadk [J ] + . . .
)
= Nk exp
{ V
2λ
ω2k(M
2)
} 2π∫
0
dα
∫
Sd−1
dµ(n)
 1 +
+
1
2
∫
ddx (J∗, J) Sˆ(2)k
[
ϕ(0)
]−1  J
J∗
+ . . .
 (65)
Here
∫
dµ(n) denotes the SO(d)-invariant measure on Sd−1. Since ωkcr(M
2) = 0, we see
that Wk[0] is continuous at k = kcr ≡M/
√
2 if we set
Nk = [2πΩd−1]
−1 (66)
for k < kcr where Ωd−1 ≡ ∫Sd−1 dµ(n) is the volume of the (d−1)-sphere. Thus we are left
with
§ The limits J → 0 and V → ∞ may not commute. Here we take the infinite volume limit
at the end. Obviously the “correct” order of limits depends on the physical situation one has
in mind. In ordinary quantum field theories or in statistical mechanics the limits are usually
performed in reverse order, i.e. first V → ∞ and then J → 0. But since we would like to use the
present scalar result as a guideline for Euclidean quantum gravity on spacetimes with a finite
volume (Sd, etc.) we have to perform the limit J → 0 first.
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Wk [0] = −Ck V (67)
where
Ck = − 1
2λ
ω2k(M
2) = − 1
8λ
(
M2 − 2k2
)2
. (68)
and
W quadk [J ] = [2πΩd−1]
−1
2π∫
0
dα
∫
Sd−1
dµ(n)
1
2
∫
ddx (J∗, J) Sˆ(2)k
[
ϕ(0)
]−1  J
J∗
 . (69)
Before we can perform the integration over the vacuum manifold in the above expression
we need to know the inverse of the matrix operator Sˆ
(2)
k [ϕ
(0)] (60). This inverse is found
to be given by
Sˆ
(2)
k
[
ϕ(0)
]−1
=
 [ωk(−D∗2)− 2ωk(M2)] Pk(✷,D∗2) ωk(M2) e2iMnµxµ+2iα Pk(✷,D2)
ωk(M
2) e−2iMnµxµ−2iα Pk(✷,D∗2) [ωk(−D2)− 2ωk(M2)] Pk(✷,D2)
 (70)
where
Pk(✷,D2) =
[[
ωk(−D2)− 2ωk(M2)
] [
ωk(−✷)− 2ωk(M2)
]
− ω2k(M2)
]−1
(71)
and
Dµ = ∂µ + 2iMnµ , D∗µ = ∂µ − 2iMnµ . (72)
After inserting the expression (70) into eq. (69) we turn our attention to the integra-
tion over α first. Due to this integration the off-diagonal entries of the matrix operator
Sˆ
(2)
k [ϕ
(0)]−1 yield vanishing contributions. This removes the J2- and J∗2-terms and thus
guarantees the U(1)-invariance. For the diagonal entries which are independent of the
phase α the effect of this integration is just a factor of 2π.
Next we go over to momentum space and then interchange the two remaining (up to
this point, independent) integrations over the momentum p and the direction of the unit
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vector n such that the latter is performed first. The easiest way to solve this integral is
to choose the n-coordinate system in such a way that one of its axes is parallel to the
momentum p. After introducing polar coordinates for the integration over the (d − 1)-
sphere we have to deal with only one nontrivial angular integral since apart from the
volume element of the (d− 1)-sphere the integrand just depends on the angle θ enclosed
by p and n which enters via the scalar product pµnµ = |p| cos θ. The remaining d − 2
angular integrals amount to the volume of a (d − 2)-sphere and thus to a factor Ωd−2.
This leads to
Wk [J ] =Wk[0] +
∫
ddp
(2π)d
J˜∗(p) G˜k(|p|) J˜(p) +O
(
J2J∗2
)
(73)
where (κ ≡ k/M)
G˜k=Mκ
(
|p| =Mq
)
=M−2
Ωd−2
Ωd−1
(1+δd,2)π∫
0
dθ sind−2 θ
[(
(q2 − 1)2
2
+
1
2
− κ2
)
×
(
q4
2
− 4q3 cos θ + q2
(
3 + 8 cos2 θ
)
− 12q cos θ + 5− κ2
)
− 1
4
+ κ2 − κ4
]−1
×
(
q4
2
− 4q3 cos θ + q2
(
3 + 8 cos2 θ
)
− 12q cos θ + 5− κ2
)
. (74)
Here we can identify Gk(p
2) ≡ G˜k
(
|p| ≡ (pµpµ)1/2
)
as the propagator defined in eq. (29).
In summary the effective average action for small φ is given by
Γk [φ] = − V
8λ
(
M2 − 2k2
)2
+
∫
ddp
(2π)d
φ˜∗(p) Σ˜k(|p|) φ˜(p) +O
(
φ2φ∗2
)
(75)
such that the bilinear or kinetic term Σk(p
2) ≡ Σ˜k
(
|p| ≡ (pµpµ)1/2
)
is obtained as
Σ˜k(|p|) ≡ G˜k(|p|)−1 − k2.
We have calculated the remaining integral over θ for d = 2, 3 and 4 and found explicit
analytic expressions for the kinetic term at arbitrary values of k. The expressions for
d = 3, k = 0 and d = 4, k = 0 can be found in appendix C. We omitted the one for d = 2
dimensions and those for k > 0 because the formulas are extremely lengthy.
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FIG. 3. Kinetic term Σ˜k (in units of M
2) in (a) d = 3 and (b) d = 4 dimensions
as a function of |p|/M plotted for distinct k-values. The lowest curve corresponds to
κ ≡ k/M = kcr/M = 1/
√
2 whereas the remaining curves correspond to κ-values 0.65, 0.55,
0.45, 0.3 and 0 in increasing order.
The behaviour of the various kinetic terms is illustrated in figures 3 and 4 by means of
two different kinds of plots. In the 3D-plot the kinetic term is presented as a function of
the two variables |p| and k whereas the 2D-plots show certain slices of the corresponding
3D-plots at distinct k-values. (We have displayed only one of the 3D-plots here.) Since
for k ≥ M/√2 the kinetic term is not renormalized and thus does not flow at all, each
plot starts at k =M/
√
2 ≡ kcr.
Obviously the plots reflect the same qualitative behaviour for the values of d considered
here. At k = kcr the kinetic term is given by Ω(p
2) which is characterized by the features
discussed above. As we move on towards smaller scales k the whole function is lifted so
that the p-region where the kinetic term Σ˜k(|p|) takes negative values shrinks more and
more. Finally, at k = 0, Σ˜k(|p|) has become completely nonnegative rendering the theory
stable. In the course of this evolution the kinetic term builds up a downward peak at
|p| =M which grows sharper while the theory is evolved towards smaller values of k. At
the point |p| =M , Σ˜k=0(|p|) has a cusp-type singularity at which it is nondifferentiable but
still continuous. It is the shape of this cusp that makes up the main difference between
the results for d = 2 (which we have determined but not displayed here), d = 3 and
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FIG. 4. Kinetic term Σ˜k in d = 4 dimensions as a function of p ≡ |p| and the cutoff k.
d = 4. Obviously it turns sharper as we increase the dimensionality. The dressed inverse
propagator Ωeff ≡ Σk=0 had been presented in the introduction already (FIG. 1).
VIII. REGIONS IN FIELD SPACE WITHOUT CLASSICAL
RENORMALIZATION
The results for the effective average action derived so far concentrated on the structure
of its kinetic term for small φ. In the following sections we discuss the essential features
of the complete effective average action and of the potential for our model.
In section IV it was pointed out that there are regions in φ-space where no classical
renormalization occurs and thus
Γk [φ] = S[φ] =
∫
ddx
{
φ∗Ω(−✷)φ + λ
2
|φ|4
}
. (76)
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Obviously we obtain Γk = S for the whole φ-space if k ≥ kcr, since then Sˆ(2)k [χ] is positive
definite for any χ.
Let us now consider the case k < kcr. It follows immediately from the discussion
in section IV that no classical renormalization is expected for those φ which differ only
slightly from χmin. Furthermore, it is easy to see that as long as |φ| is sufficiently large
we have χmin = φ in leading order and thus Γk = S. To show this we assume that
J = λ |χmin|2 χmin (77)
provides a good approximation to the e.o.m. (40) which means that χmin, and thus J ,
are large enough to render the ωk(−✷)-term negligible. For sources leading to (77) the
generating functional Wk is then approximately given by
Wk[J ] = −SJk [χmin; J ] = −
∫
ddx
{
λ
2
|χmin|4 − J χ∗min − J∗ χmin
}
(78)
which coincides with the Legendre-transform of
Γ˜k[φ] =
∫
ddx
λ
2
|φ|4 = S[φ] (79)
where φ = χmin. If
∫
ddxφ∗ωk(−✷)φ is at least of the same order of magnitude as∫
ddx k2|φ|2 this implies Γk = S. Otherwise we have to assume in addition that k2|φ|2 <<
λ|φ|4 in order to obtain the same result Γk = S. Obviously, in both cases it is the large
field φ = χmin which causes the Hessian Sˆ
(2)
k [χmin] to be positive definite, thereby acting
as a cutoff.
In order to make this argument more precise we restrict our considerations from now
on to the subspace of plane-wave fields
φ(x) = A exp(ipµxµ + iβ) (80)
where A is a real, positive amplitude. We start from the assumption that indeed
Γk [A exp(ipµxµ + iβ)] = S [A exp(ipµxµ + iβ)] . (81)
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Then the results obtained in appendix A1 may be applied to (81) in order to determine
conditions on the parameter A which tell us when Γk = S is satisfied.
Inserting (80) into (76) and adding the cutoff term k2
∫
ddx |φ|2 leads to
Γ˜k [A exp(ipµxµ + iβ)] ≡ V
[
Uk(A; p
2) + k2A2
]
= V
[
ωk(p
2)A2 +
λ
2
A4
]
(82)
from which we obtain
J =
δΓ˜k
δφ∗
[A exp (ipµxµ + iβ)] =
[
ωk(p
2)A+ λA3
]
exp (ipµxµ + iβ) (83)
By setting J = ε exp(ipµxµ + iβ) this equation takes the form
ωk(p
2)A+ λA3 = ε (84)
which is equivalent to eq. (A5) with χˆ0 replaced with A. Thus we can read off the solution
of (84) from appendix A1 which is given by
A(ε; p) =
 χ0(ε; p) , ωk(p
2) ≥ 0
χ˜0(ε; p) , ωk(p
2) < 0
(85)
where χ0(ε; p) and χ˜0(ε; p) are defined by eqs. (A6), (A11), respectively.
∗∗ Eqs. (84), (85)
may now be used to perform the Legendre-transformation from Γ˜k to Wk which yields
Wk [J = ε exp(ipµxµ + iβ)] = −V
[
ωk(p
2)A2(ε; p) +
λ
2
A4(ε; p)− 2εA(ε; p)
]
= −SJk [A(ε; p) exp(ipµxµ + iβ); ε exp(ipµxµ + iβ)] . (86)
According to appendices A 1, A 2 this expression equals −SJk [χmin; J ] if and only if either
(I): k ≥ kcr or (II): k < kcr and A(ε; p) ≥ Atriv. Here
Atriv ≡ χˆ0 =
√
1
2λ
(M2 − 2k2) (87)
∗∗In case of ωk(p2) < 0 we only consider the solution which is continuous at ∆ = 0 (see eq.
(A7)) and omit the other two branches.
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denotes the critical value of the amplitude beyond which Γk becomes trivial, i.e. equal to
S.†† It depends on k but is independent of the momentum p. At the initial point k = kcr
we have Atriv = 0, but when we lower k Atriv grows and the A-interval with nontrivial
renormalization effects expands.
In terms of the effective potentials Uk(A; p
2) for plane-wave fields which we defined in
eq. (34) the statement Γk = S means that Uk(A; p
2) equals the classical potential
U (cl)(A; p2) ≡ Ω(p2)A2 + λ
2
A4 . (88)
Its minimum is located at
A
(cl)
min(p) =
√
−1
λ
Ω(p2) (89)
where it assumes the value
U (cl)(A
(cl)
min(p); p
2) = −Ω
2(p2)
2λ
(90)
For k not too far below kcr, the classical minimum lies in the region with no renormaliza-
tion (Atriv < A
(cl)
min). But, at k = 0, Atriv is always larger than A
(cl)
min, except for p
2 = M2
where Atriv = A
(cl)
min.
IX. STRUCTURE OF THE EFFECTIVE AVERAGE ACTION
In the previous section it was shown that the effective average action for plane-wave
fields equals S as long as A ≥ Atriv(k), which will be refered to as the “outer region” of
the effective potential. The inner region for A < Atriv(k) is characterized by nontrivial
instability induced classical renormalization. For k ≥ kcr no inner region occurs. For
†† If k < kcr and |p| = M , A = Atriv is assumed for ε = 0 which means that, in this special
case, we have to insert the free, degenerate minimum (53) into SJk in eq. (86). However, the
result for SJk [χmin;J ] is not influenced by the degeneracy of this solution.
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k < kcr the determination of Uk(A; p
2) in the inner region is more involved. Depending
on the momentum p several cases are to be distinguished.
A. |p| 6=M
First of all let us consider the case |p| 6=M . The definition of the effective potential
Γk [A exp(ipµxµ + iβ)] ≡ V Uk(A; p2) (91)
corresponds to sources which are plane waves of the form J = ε exp (ipµxµ + iβ). Here ε
is related to A, p and k via the source-field relation
ε =
1
2
∂Uk(A; p
2)
∂A
+ k2A . (92)
Since according to section VIII and appendix A1 the outer region A ≥ Atriv is already
parametrized by the ε-values lying in the interval [εk(p
2),∞) the inner region of Uk must
correspond to ε-values in [0, εk(p
2)). The problem is that, in case of ε < εk(p
2), we do not
have an exact expression for the field configurations χmin which minimize the action S
J
k
globally. Thus we are not able to determine the inner region of the potential Uk(A; p
2)
exactly. However, it is still possible to deduce the qualitative structure of Uk(A; p
2) for
A < Atriv by patching up the available pieces of information.
As in section VII we assume that, at least for sufficiently small |φ|, Γk is analytic in
φ and φ∗. Then it follows from U(1)-invariance‡‡ that Uk(A; p2) is an even function of A
and may be expanded about A = 0 according to
Uk(A; p
2) = − 1
8λ
(
M2 − 2k2
)2
+
∞∑
n=1
u
(2n)
k (p)A
2n . (93)
‡‡Since the parameter A is chosen to be real the U(1)-invariance of Uk is not manifest. It is
nevertheless present, since A has to be regarded as absolute value of a complex number.
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In section VII we already calculated the first coefficient of this expansion u
(2)
k (p) = Σk(p
2).
In addition, an expression for u
(4)
k is derived in appendix D. It is given by
u
(4)
k (p) = −
(
Σk(p
2) + k2
)4
G
(4)
k (p
2) . (94)
The 4-point function G
(4)
k (p
2) has an extremely complicated structure; it has been evalu-
ated numerically for some special values of p and k only. Thus we know the behaviour of
Uk(A; p
2) for small values of A.
On the other hand, we know that Uk(A; p
2) = Ω(p2)A2 + (λ/2)A4 for A ≥ Atriv.
For the intermediate range of A-values where (93) is not applicable any more but A
is still below Atriv we have to find an interpolation which connects the small-A region to
the outer region A ≥ Atriv in a qualitatively correct manner. We make the most natural
assumption that this interpolation is a minimal one in the sense that it leads to as few
as possible extrema of Uk. For instance, if Uk(0; p
2) < U (cl)(Atriv; p
2) and if the slope at
A = 0, i.e. Σk, is positive we interpolate with a monotonically increasing function from
the small-A region up to Atriv. Likewise, if the slope at A = 0 is negative the interpolating
function is assumed to have a single minimum in the intermediate region.
The justification for this scheme comes from three sources:
i) The inclusion of the A4-term confirms this picture in a part of the parameter space.
ii) In the limit k → 0 it leads to the expected convexity of U0(A; p2).
iii) The resulting Uk(A; p
2) connects smoothly to Uk(A;M
2) which can be evaluated
exactly.
We shall discuss momenta p with Ω(p2) ≥ 0 and Ω(p2) < 0 separately.
1. The case Ω(p2) ≥ 0
The case Ω(p2) ≥ 0 corresponds to p2-values lying in {0} ∪ [2M2,∞). In particular it
includes the standard effective potential for p = 0. Since in this case Σk > 0 for all k < kcr
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the minimal interpolation leads to the monotonically increasing function shown in FIG.
5. The shape of this curve changes only insignificantly in the course of the evolution. The
only change is a decrease of Ck compensated by an increase of the slope of the curve for
A < Atriv such that (a) the inner and the outer region join smoothly at A = Atriv and (b)
Uk2(A; p
2) < Uk1(A; p
2) is valid for all A < Atriv, if k2 < k1 ≤ kcr. The inclusion of the
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FIG. 5. Qualitative scaling behaviour of Uk(A; p
2) for p2 ∈ {0} ∪ [2M2,∞), illustrated by
three curves corresponding to the k-values k = kcr (upper curve), k = kl where 0 < kl < kcr
(curve in the middle) and k = 0.
A4-term gives additional support to this picture. It turns out that the A2-term dominates
the behaviour of Uk for all A ≤ Atriv if the difference between |p| and M is large enough.
Then higher order terms like u
(4)
k yield only minor corrections.
In FIG. 6 we plotted U (cl)(A; p2) (which coincides with the true Uk for k ≥ kcr, A
arbitrary and for k < kcr, A ≥ Atriv) and the approximations
U
(2)
k (A; p
2) ≡ Ck + Σk(p2)A2
U
(4)
k (A; p
2) ≡ Ck + Σk(p2)A2 −
(
Σk(p
2) + k2
)4
G
(4)
k (p
2)A4 (95)
for p = 0, k = 0 and for |p| = 3M , k = 0. Obviously p = 0 is not sufficiently far away from
M because U
(2)
0 is a good approximation only for very small A-values and then grows too
fast to be able to merge with U (cl) at Atriv. The effect of the A
4-term is to bend this curve
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FIG. 6. U (cl), U
(2)
k=0 and U
(4)
k=0 (in units of M
4/λ) as functions of A (in units of M/
√
λ).
(a): Case p = 0. The curves for U
(2)
k=0 and U
(4)
k=0 are those which coincide at A = 0, where
U
(4)
k=0 corresponds to the curve that develops a negative slope for large A. The remaining curve
corresponds to U (cl). (b): Case |p| = 3M . The difference between the three curves is hardly
visible. Near Atriv =M/
√
2λ we have U
(4)
k=0 < U
(cl) < U
(2)
k=0.
downward. Hence U
(4)
0 is already fairly accurate for a larger range of A-values and it gets
closer to the U (cl)-curve. For A approaching Atriv also the A
4-approximation breaks down
and it is clear that higher orders are needed in order to hit the U (cl)-curve at Atriv.
For |p| = 3M the situation is much better. U (cl), U (2)0 and U (4)0 are virtually identical
for all A ≤ Atriv = M/
√
2λ. (This is because Σk=0(p
2) ≈ Ω(p2) for large p.) Due to the
corrections coming from the A4-term we expect that U
(4)
0 agrees better with the exact
U0 than U
(2)
0 but the difference between the two approximations is too tiny to be visible.
However, we surely can infer from FIG. 6 that both U
(2)
0 and U
(4)
0 are convex. For even
larger momenta the quality of the approximation (93) increases.
From the general properties of Legendre transforms we expect limk→0Uk(A; p2) to be a
convex function of A, for all values of p. For the momenta considered here this convexity
is indeed achieved, albeit in a somewhat trivial fashion since the potential was convex
from the outset.
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2. The case Ω(p2) < 0
Let us now turn to the case Ω(p2) < 0, |p| 6= M , which is satisfied by all values of
p2 contained in (0, 2M2) \ {M2}. For such momenta the A2-expansion (93) yields no
reliable results because the higher order terms begin to dominate already at small values
of A < Atriv. Those results are at most as reliable as the one for p = 0, k = 0 and
they become increasingly worse as |p| approaches M . Hence we have to apply a different
method to determine the properties of Uk in the inner region.
First of all it should be noted that in the course of the evolution Σk(p
2) changes its
sign which is obvious from the FIGS. 3 and 4. There exists a scale kˆ(p) < kcr at which
Σkˆ(p
2) = 0; we have Σk < 0 for k > kˆ and Σk > 0 for k < kˆ.
Along with the evolution of Σk, i.e. the slope of Uk at A = 0, the constant term
Uk(A = 0; p
2) = Ck drops from Ck = 0 at k = kcr to Ck = −M4/(8λ) at k = 0. If one
minimally interpolates between this small-A behaviour and U (cl) one obtains the curves
shown in FIG. 7. Note that the change of sign of Σk is crucial for achieving convexity in
the limit k → 0. As long as k > kˆ(p), Uk is not convex since the negative kinetic term Σk
causes Uk to decrease for very small values of A.
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FIG. 7. Qualitative scaling behaviour of Uk(A; p
2) for p2 ∈ (0, 2M2) \ {M2}, illustrated by
three curves corresponding to the k-values k = kcr (upper curve), k = k0 where 0 < k0 < kcr
(curve in the middle) and k = 0.
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In FIG. 7 we included an additional piece of information which is easy to obtain. There
exists a certain scale k0(p) ∈ (0, kcr) at which the value of the potential at A = 0 equals
its value at Atriv: Uk0(p)(0; p
2) = Uk0(p)(Atriv; p
2). This means that Ck0(p) = U
(cl)(Atriv; p),
and by eq. (68) this condition is equivalent to Ω(p2) = k20 −M2/2. Hence
k0(p) =
1√
2M
∣∣∣M2 − p2∣∣∣ . (96)
Numerically we find that k0(p) < kˆ(p) for any value of p considered here. Therefore the
slope at the origin is positive for k = k0. Since, at Atriv, U
(cl) has a positive slope too this
means that Uk has (at least) one maximum and one minimum in the inner region. (The
minimum is the expected one, of course, essentially the minimum of U (cl), corrected by
the renormalization effects.) In order to obtain a convex potential in the limit k → 0 this
local maximum must shrink as the theory is evolved towards smaller k until it vanishes
at some scale between k0(p) and zero.
The results derived so far are sufficient to give a qualitative discription of Uk in the
inner region. FIG. 7 illustrates its essential features as well as the exact structure of the
effective potential in the outer region. Again, the effective average potential becomes
convex in the limit k → 0, this time in a less trivial fashion though.
B. |p| =M
Let us finally come to the “resonant” case |p| = M . It will turn out that an exact
expression for Uk can be derived in this case.
As in the case before we obtain from U(1)-invariance
Γk [A exp (iQ0µxµ + iβ)] ≡ V Uk(A;M2) (97)
where the corresponding sources are plane waves satisfying the source-field relation (92)
with p replaced with Q0. From section VIII and appendix A1 we know that any source-
amplitude ε > 0 is related to a field-amplitude A ∈ (Atriv,∞) via eq. (92) and that ε = 0
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yields Atriv. Actually ε = 0 corresponds to the complete inner region A < Atriv as well. To
see this we have to look at the generating functional Wk evaluated at J = ̺ exp(iQ0µxµ)
where ̺ ≡ ε exp(iβ) is complex. Inserting the global minimum χmin in presence of plane-
wave sources, eq. (A10), into Wk[J ] = −SJk [χmin(J); J ] and expanding this expression
with respect to |̺| ≡ ε about |̺| = 0 yields
Wk [J = ̺ exp(iQ0µxµ)]
= V
ω2k(M2)
2λ
+ 2 |̺|
√
−1
λ
ωk(M2)− |̺|
2
2ωk(M2)
+O(|̺|3) . (98)
The crucial point is that the term linear in |̺| causes dWk/d̺ to be discontinuous at
̺ = 0. In fact we obtain from (98)
lim
|̺|→0
[
d
d̺
Wk [̺ exp(iQ0µxµ)]
]
̺=|̺| exp(iβ)
=
√
−1
λ
ωk(M2) exp(−iβ) ≡ Atriv exp(−iβ) (99)
which shows that this derivative depends on β, i.e. on the direction in the complex plane
from which ρ = 0 is approached.
This singular behaviour has the effect that the conventional Legendre-transformation
is not applicable. In such cases one has to refer to the more general supremum-definition
of the Legendre-transformation, see e.g. [10]. In our case it amounts to
Uk(A;M
2) = −k2A2 + sup
ε≥0
{2Aε− Fk(ε;Q0)} (100)
where
Fk(ε;Q0) ≡ 1VWk [ε exp(iQ0µxµ + iβ)]
= 2ε χ˜0(ε;Q0)− ωk(M2) χ˜20(ε;Q0)−
λ
2
χ˜40(ε;Q0) (101)
with χ˜0 defined in (A11). Using eq. (A5) Fk may be rewritten as
Fk(ε;Q0) =
3
2
ε χ˜0(ε;Q0)− 1
2
ωk(M
2) χ˜20(ε;Q0) . (102)
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Since χ˜0(ε;Q0) is a strictly monotonically increasing function of ε we can infer from eq.
(102) that Fk is strictly convex. (This is of course as it should be because in our classical
approximation Wk is related to Sk via a Legendre-transformation.) Therefore the strict
inequality
∂Fk
∂ε
(ε) >
∂Fk
∂ε
(ε = 0) ≡ 2
√
−1
λ
ωk(M2) ≡ 2Atriv (103)
is satisfied for all ε > 0. It implies that as long as we have A < Atriv the supremum of
2Aε−Fk(ε;Q0) is always achieved for ε = 0 where it has the value Ck. As a consequence
the complete inner region [0, Atriv] corresponds to ε = 0 and the length of this interval
is determined by the linear term of Fk. For A > Atriv the supremum-definition coincides
with the familiar definition of the Legendre-transformation so that eq. (100) leads to
Uk(A;M
2) =
 Ck − k
2A2 if A ≤ Atriv
U (cl)(A;M2) if A > Atriv
. (104)
The behaviour of Uk is illustrated in FIG. 8 which contains several curves obtained from
eq. (104) for distinct values of k. The case |p| = M is special in that Ck=0 equals
exactly the value of U (cl) at its minimum A
(cl)
min, and also because it is precisely A
(cl)
min which
separates the inner from the outer region, i.e. Atriv = A
(cl)
min.
§§ As a consequence the inner
region of Uk approaches a constant value as the cutoff is lowered from k = kcr towards
k = 0. At k = 0 the inner region is entirely flat and thus Uk=0 is found to be convex.
Note that, as it should be, the functional Γ˜k is always convex even in situations where
Uk, i.e. Γk is not. Comparing (34) to (82) we see that Γ˜k yields U˜k ≡ Uk + k2A2 when
§§The potential (104) exhibits the special property that Uk results from the symmetric vacuum
state (53) not only for A < Atriv but also for A = Atriv whereas in the case |p| 6= M the
symmetry of the relevant quantum vacuum state is already broken at A = Atriv. For |p| = M
the region of spontaneously broken symmetry is restricted to values of A larger than Atriv.
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FIG. 8. Scaling behaviour of Uk(A;M
2), illustrated by six curves corresponding to different
values of k. With decreasing k the inner region appoaches a constant value.
evaluated for plane waves. For instance, from eq. (104) it follows that U˜k = Ck if A ≤ Atriv
and U˜k = U
(cl) + k2A2 if A > Atriv, which is perfectly convex for any value of k.
The physical interpretation of this behaviour of Wk and Γk is as follows. Eq. (99) is
nothing but the standard formula
δWk
δJ∗
∣∣∣∣∣
J=0
= 〈χ〉|J=0 ≡ 〈χ〉 (105)
evaluated for plane waves. Let us look at this equation for k = 0. The nonvanishing r.h.s.
of eq. (99) shows that the modes with |p| =M acquire a vacuum expectation value. After
the source J has been switched off adiabatically the expectation value
〈χ(x)〉 = M√
2λ
exp (iMnµxµ + iβ) (106)
“remembers” both the direction nµ and the phase β of the source. This singles out a point
(n, β) of the vacuum manifold and leads to a spontaneous breaking of both the ISO(d)
symmetry of spacetime rotations and of the U(1) phase symmetry.
This formation of a vacuum condensate happens only for the modes with |p| = M
but not for |p| 6= M . The difference of the two cases is nicely illustrated by the plots of
the various effective potentials. Let us look at FIG. 7 for |p| 6= M , say, and let us put
a “ball” into the minimum of the potential Uk at k = kcr. Then, when we lower k, at a
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certain point the ball rolls down from the local minimum at A 6= 0 to the minimum at
A = 0. Thus, for k = 0, the corresponding field mode has no expectation value. The
situation is different in FIG. 8 for |p| = M . Until the very last moment of the evolution
the ball always sits at the global minimum of the potential and has no tendency to roll
towards A = 0. Only for a strictly vanishing cutoff k, Uk(A = 0;M
2) is as low as Uk at
the minimum. This means that the corresponding mode acquires an expectation value. In
fact, our discussion here is remarkably similar to the analogous treatment of the familiar
spontaneous symmetry breaking by a Mexican-hat potential. In the latter case it is the
(p = 0)-modes which condense, but in the language of the generalized effective average
potentials Uk for arbitrary momenta this makes no conceptual difference.
Within the present approximation the true vacuum consists of a single plane wave.
Therefore this field configuration serves as a “master field” from which the expectation
value of any composite operator can be computed by simply inserting the r.h.s. of eq.
(106). For ∂µχ
∗ ∂µχ, say, this leads to the kinetic condensate (10) announced in the
introduction.
X. CONCLUSION
In this paper we investigated a scalar model with a nonstandard inverse propagator
consisting of a destabilizing −p2-term and a stabilizing +p4-term. We find that this model
exhibits both spontaneous breaking of translation symmetry and of a global U(1) phase
symmetry. The ground state respects, nevertheless, a modified combined translation
symmetry which also involves phase rotations. The rotation symmetry is broken from
SO(d) to SO(d − 1). In classical or quantum statistical systems our model describes the
spontaneous formation of layers in an otherwise homogeneous and isotropic setting. For
such models already a tiny perturbation leads to the formation of a geometrical structure.
In order to gain a detailed understanding how the instabilities are removed from the
effective action by including the effects of fluctuations we have performed a renormal-
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ization group analysis. In particular, we have calculated the renormalization group flow
of the dressed inverse propagator Σk(p
2) for zero fields and of the finite-momentum ef-
fective potentials Uk(A; p
2) in leading order of the semiclassical expansion. We found
strong renormalization effects which are “instability induced” rather than “fluctuation
induced”. They are driven by the classical instability of the trivial saddle point in certain
regions in the space of field configurations. This is related to the fact that the global
minimum of the Euclidean action S[χ] is not at χ = 0. Instead, it is realized by nontrivial
spin-wave configurations which form a space S1 × Sd−1 of classical vacua. At the level of
the effective theory, we found that the theory stabilizes itself in a dynamical way. The
dressed kinetic operator Ωeff ≡ Σk=0 gives a strictly positive action to all field modes with
momenta |p| 6= M . For modes with |p| = M it vanishes. These modes are stabilized
by a “shift to the true vacuum” which is similar to what happens in standard sponta-
neous symmetry breaking with a Mexican-hat potential. The modes with |p| = M form
a spatially nonuniform, Poincare´- and phase-symmetry breaking condensate. Within the
semiclassical approximation, the true vacuum consists of a single spin wave of momentum
M and amplitude M/(2λ), and is of an obviously nonperturbative nature therefore. The
fixed phase and direction of this spin wave lead to a spontaneous breaking of the classical
U(1)×ISO(d) symmetry.
In this paper we only have considered a model without a classical mass term. Due to
our particular choice of the infrared cutoff Rk = k2 generalized results for models with a
mass term can easily be infered from our results for nonvanishing k.
In the introduction we mentioned that a strong motivation for studying this
model is its similarity with Euclidean quantum gravity based upon actions such as∫
ddx
√
g {αR + β R2}. For the conformal factor of the metric such an action contains a
negative contribution to the kinetic energy, coming from
√
gR and dominating at momenta
small compared to the Planck mass. At large momenta the action becomes positive and
all modes are stable because of the manifestly positive contribution arising from
√
gR2.
43
In view of this analogy it is plausible to speculate that also quantum gravity dynamically
stabilizes the conformal factor by developing a nontrivial vacuum structure, with nonzero
condensates such as
〈
(D¯µφ)
2
〉
, so that all excitations about this ground state are stable.
In the scalar model the semiclassical expansion about χmin, the global minimum of
SJk , has led to an effective kinetic operator Ωeff(p
2) which has stabilized (almost) all
modes which were unstable with respect to the classical Ω(p2). In gravity we might ex-
pect a similar mechanism to be at work when we expand about the global minimum of∫
ddx
√
g {αR + β R2}. Roughly speaking, leaving finer details of the momentum depen-
dence aside, the Ωeff(p
2)-curve is obtained from Ω(p2) by shifting it upward by a constant
(mass)2-term M2/2, see FIG. 1. So the dynamical stabilization of the scalar model is
essentially a “mass generation”.
This mass generation also provides the justification for our loop expansion and retai-
ning the lowest order contribution only. Contrary to the case of massless models with an
ordinary kinetic term where the loop expansion does not lead to reliable results [11], in
our model the mass generation cuts off loops so that the loop correction to λ, for instance,
is negligible.
It is an important question how a similar mass generation would manifest itself in the
effective average action for gravity, Γk[gµν ], and which type of truncations should be used
in order to obtain it from the flow equation [12]. It is clear that a naive mass term for the
conformal factor is forbidden by general coordinate invariance. But also local curvature
invariants R2, RµνR
µν etc. are of no help because they vanish for flat space and will
not lead to an effective action whose minimum is at gµν = δµν [13]. This suggests that
the relevant terms in Γ and Γk must be nonlocal if expressed in a gauge invariant way.
(After gauge fixing, they may be local, nevertheless.) For instance, a higher dimensional
analogue of the 2d induced gravity action
∫
ddx
√
g R✷−1R, added to the Einstein-Hilbert
term, is known to have flat space as its global minimum [13]. Hence all fluctuations about
this ground state, including those of the conformal factor, are stable. Therefore it would
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be very interesting to study the renormalization group flow of Γk[gµν ] using a truncation
of the space of actions which includes nonlocal invariants. Work along these lines is in
progress.
One may wonder if the analogy between our model and gravity can be put even further.
In a gauge fixed version of gravity the local symmetry of general coordinate transforma-
tions may be “spontaneously broken”, similar to the Higgs-picture for local gauge theories.
This language is usually employed in order to describe spontaneous compactification of
higher dimensional theories. The fact that the minimum of the Euclidean action occurs
for a non-translationally invariant field configuration then strongly suggests the existence
of additional space dimensions, d > 4. Otherwise, for d = 4, the spectrum of excitations
may not exhibit the full four-dimensional Poincare´ symmetry, similar to the spectrum
shown in FIG. 2. In higher dimensions, the d-dimensional Poincare´ symmetry may be
reduced to a four-dimensional Poincare´ symmetry, again similar to our example. Actually,
classical solutions with spontaneous compactification which have a lower Euclidean action
than flat d-dimensional space have been discussed a long time ago [14]. In view of the
present paper it would be very interesting to find realistic classical solutions corresponding
to the absolute minimum of the Euclidean action.
APPENDIX A: GLOBAL MINIMUM FOR PLANE-WAVE SOURCES
In this part of the appendix we concentrate on determining the global minimum of
the action SJk for plane-wave sources J = ε exp (ipµxµ + iβ). In the first subsection we
discuss two kinds of solutions, each of them yielding the global minimum in a certain
range of the (ε, p, k)-parameter space. In the second subsection the function εk(p
2), which
describes the region in the parameter space separating these ranges, is exactly derived.
The third subsection of this appendix contains additional calculational details needed for
obtaining some of the results given in the first subsection.
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1. Solutions of the e.o.m.
For the calculation of the effective average action for plane-wave average fields (see
section IX) it is necessary to find out some properties of the solutions corresponding to
nonvanishing sources which are plane waves of the form
J(x) = ε exp (ipµxµ + iβ) (A1)
with a real “amplitude” ε ≥ 0 and β ∈ [0, 2π). This restriction allows us to calculate the
minimizing field configurations either exactly (for k2 ≥ M2/2) or at least approximately
for small values of ε (for k2 ≤M2/2).
For the source (A1), the e.o.m. we have to solve takes the form
[
Ω(−✷) + k2 + λ |χ|2
]
χ = ε exp (ipµxµ + iβ) . (A2)
a. The solution χ ∝ exp(ipx+ iβ)
The simplest solution one can think of is a field χ which does not “know” about the
existence of the nontrivial, degenerate minimum found for J = 0 and oscillates with the
same frequency and phase as the source. If we insert the corresponding ansatz
χ(x) = χ0 exp (ipµxµ + iβ) (A3)
into the e.o.m., the result is the x-independent equation
ωk(p
2)χ0 + λ |χ0|2 χ0 = ε . (A4)
As we chose ε to be real, χ0 must also be real, so that eq. (A4) boils down to a simple
cubic equation in the real variable χ0:
χ30 +
ωk(p
2)
λ
χ0 − ε
λ
= 0 (A5)
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The general solution of this equation is given by
χ0(ε; p) =
 ε
2λ
+
√
ε2
4λ2
+
ω3k(p
2)
27λ3
1/3 +
 ε
2λ
−
√
ε2
4λ2
+
ω3k(p
2)
27λ3
1/3 . (A6)
We have to distinguish the two cases where
∆ ≡ ε
2
4λ2
+
ω3k(p
2)
27λ3
(A7)
is either positive or negative. If it is positive, the above amplitude χ0(ε; p) represents
a single real solution of eq. (A5). But if it is negative, the square root of ∆ becomes
imaginary, so that χ0(ε; p) comprises three different real solutions. Those can be rewritten
in the manifestly real form
χ
(n)
0 (ε; p) = 2
√
−ωk(p
2)
3λ
cos
[
1
3
arccos
(
ε
2
√
− 27λ
ω3k(p
2)
)
+
2πn
3
]
, n = 0, 1, 2. (A8)
However, one can check easily that the only candidate for the global minimum is χ
(n=0)
0 ,
because the action corresponding to this branch is lower than the action corresponding
to the other two branches.∗∗∗ Taking into account that the branch χ(n=0)0 is the only one
that coincides with eq. (A6) at ∆ = 0, this result is not very surprising.
Combining the above expressions, which describe potential minima in the two comple-
mentary regions of ∆, we can formulate solutions for the whole range of ∆ and thus also
of ε. We have to consider two distinct cases. For ωk(p
2) ≥ 0, ∆ is always nonnegative, so
the candidate for the global minimum reads
χmin(x) =
[(
ε
2λ
+
√
∆
)1/3
+
(
ε
2λ
−
√
∆
)1/3]
exp (ipµxµ + iβ) . (A9)
For ωk(p
2) < 0, we have to fit together the two relevant solutions for ∆ ≥ 0 and ∆ < 0,
so that
∗∗∗The appertaining proof can be found in appendix A3.
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χmin(x) = χ˜0(ε; p) exp (ipµxµ + iβ) (A10)
where
χ˜0(ε; p) =

(
ε
2λ
+
√
∆
)1/3
+
(
ε
2λ
−√∆
)1/3
, ∆ ≥ 0
2
√
−ωk(p2)
3λ
cos
[
1
3
arccos
(
ε
2
√
− 27λ
ω3
k
(p2)
)]
, ∆ < 0
. (A11)
b. Is χ ∝ exp(ipx+ iβ) the global minimum?
What remains to be dealt with is the question whether the solutions (A9), (A10)
constitute absolute minima or just saddle points. First we check this for large values of
k, k2 ≥M2/2:
In this region the relation ωk(p
2) ≥ 0 is always satisfied which means that ∆ cannot
become negative. If we take the corresponding solution, eq. (A9), and send ε to zero, we
end up with χmin = 0, which was already shown to be the minimizing field configuration
for J = 0. In addition, it is clear that the integral
∫
ddq
(2π)d
∣∣∣δ˜χ(q)∣∣∣2
Ω(q2) + k2 + λ
[(
ε
2λ
+
√
∆
)1/3
+
(
ε
2λ
−
√
∆
)1/3]2 (A12)
is always nonnegative (remember that ωk(q
2) = Ω(q2) + k2 ≥ 0 for k2 ≥ M2/2) and thus
∆Sk ≥ 0 is satisfied.††† Consequently we can identify (A9) as the field that corresponds
to the absolute minimum for k2 ≥ M2/2; it coincides with the result of section V if we
set ε = 0.
Next we investigate the case k2 < M2/2. The amplitudes of the solutions correspond-
ing to both ωk(p
2) ≥ 0 and ωk(p2) < 0 grow monotonically, as we increase ε, without
approaching any finite bound. This means that, for sufficiently large values of ε, λ|χmin|2
†††The momentum q is not to be confused with the momentum of the source p.
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will always compensate any possible negative value of ωk(q
2) ≥ −M2/2, rendering the
integrals (A12) or ∫
ddq
(2π)d
∣∣∣δ˜χ(q)∣∣∣2 [Ω(q2) + k2 + λ χ˜20(ε; p)] (A13)
and thus ∆Sk positive. On the other hand the solutions (A9), (A10) do not approach the
nontrivial, degenerate solution (53) as we send ε to zero. (Even for momenta pµ =Mnµ,
|n| = 1, the limit ε → 0 produces only a unique solution of the form (53), with the
unit vector n and the phase β fixed.) In view of this behaviour we can state that for
any momentum p with |p| 6= M there exists a certain value εk(p2) > 0, so that for all
ε ≥ εk(p2) one of the solutions (A9) or (A10) yields the absolute minimum; it depends
on the value of ωk(p
2) whether (A9) or (A10) is the right one. This implies that for ε-
values below the corresponding boundary value εk(p
2) any of the above solutions becomes
unstable under certain deformations and therefore is a saddle point or a local extremum.
For sufficiently small ε-values the true global minimum must be a generalization of the
nontrivial minimum we calculated for the case of vanishing sources.
An upper bound for εk: Due to the condition (43) we can find an upper bound
ε˜k(p
2) for the amplitude εk(p
2), where the transition from one ε-region to the other takes
place. All we have to do is to insert χ0 = χˆ0 - this is the lowest value for χ0, for which
the first integral of eq. (44) is manifestly positive (or zero) - into eq. (A5) and calculate
the corresponding amplitude ε. The result is
ε˜k(p
2) =
1
2M2
√
−ωk(M2)/λ
(
p2 −M2
)2
. (A14)
We can turn the above condition on ε into a condition on the momentum of the source
p. It follows immediately that for all ε there exists a momentum pk(ε), so that for all p
2
satisfying the relation
max(0,M2 − p2k(ε)) ≤ p2 ≤M2 + p2k(ε) (A15)
the solutions (A9) and (A10) represent absolute minima. A lower bound p˜2k(ε) for p
2
k(ε)
is given by the expression
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p˜2k(ε) =
√√√√ 2M2 ε√
−ωk(M2)/λ
≤ p2k(ε). (A16)
(In appendix A2 we proof that indeed ε˜k(p
2) = εk(p
2) and thus p˜2k(ε) = p
2
k(ε).)
The exceptional case |p| = M : For momenta pµ = Q0µ = Mnµ, |n| = 1, the
situation is more subtle. For all ε > 0 we have χ˜0(ε;Q0) > χˆ0. Hence, if ε > 0, the corre-
sponding solution (A10) represents the absolute minimum. The phase and the direction
of the momentum vector of this solution are uniquely determined by the corresponding
parameters of the source. This is still the case for ε → 0, where the solution takes the
form χˆ0 exp(iMnµxµ + iβ) with nµ, β fixed. Despite of the fact that the integral (A13)
is nonnegative for this solution, it does not really yield the true vacuum for vanishing
sources, which is degenerate with respect to the phase and the direction of the momen-
tum Q0. Thus we recognize a discontinous behaviour concerning the degeneracy of the
true vacuum when we switch on sources of the form ε exp(iQ0µxµ+ iβ). This is analogous
to the “tilting” of a Mexican-hat potential caused by a symmetry breaking source.
c. Perturbative expansion about χmin(J = 0)
Let us now return to the case pµ 6= Mnµ. As mentioned before, the solution for
sufficiently small ε has to depend on ε in such a way that it approaches the degenerate
solution (53) for ε→ 0. As we show below it is a function of the same free parameters as
(53) and is degenerate as well, with the vacuum manifold given by S1 × Sd−1.
There are two important points concerning this solution that we do not really know.
Neither do we know if the transition “degenerate ↔ nondegenerate” is discontinuous as
in the case above (a smoothly vanishing dependence on the free parameters would be
conceivable as well), nor do we know the point where this transition takes place, since
we have no proof that there are no intermediate solutions connecting the degenerate
solution to the solution which is valid for ε ≥ εk(p2). It is natural to assume that no such
intermediate solutions exist and that the transition point is given by εk(p
2). This would
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mean that, contrary to the case pµ = Mnµ, the degeneration occurs below and not at a
certain boundary value of ε, since the source is nonzero at εk(p
2) and still dictates the
phase and the direction of the momentum.
From now on we will identify the domain of validity of this solution for small values
of ε with the region ε < εk(p
2). One should bear in mind that in principle there could
be additional, intermediate solutions in this region. However, the numerical evidence
which we present in section IX strongly supports the assumption that those intermediate
solutions do not exist.
Let us have a closer look at the structure of the solution for ε < εk(p
2). Due to the
information we have about this solution we may expand it in a power series of the form
χmin(x) = χˆ0 exp (iQ0µxµ + iα) +
∞∑
n=1
εn ϕ(n)(x) . (A17)
In order to calculate the first order term ϕ(1), we insert the ansatz
χmin(x) = χˆ0 exp (iQ0µxµ + iα) + ε ϕ
(1)(x) +O(ε2) (A18)
into the e.o.m. and obtain at order ε
[
ωk(−D2)− 2ωk(M2)
]
ϕ(1) exp (−iQ0µxµ − iα)− ωk(M2)ϕ(1)∗ exp (iQ0µxµ + iα)
= exp (i(pµ −Q0µ)xµ + i(β − α)) (A19)
where
Dµ ≡ ∂µ + iQ0µ . (A20)
It is convenient to introduce the field
ψ(x) ≡ ϕ(1)(x) exp (−iQ0µxµ − iα) (A21)
in terms of which equation (A19) looks more transparent:
[
ωk(−D2)− 2ωk(M2)
]
ψ − ωk(M2)ψ∗ = exp (i(pµ −Q0µ)xµ + i(β − α)) (A22)
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Obviously the most general solution to this equation can be obtained from the ansatz
ψ(x) = f exp (i(pµ −Q0µ)xµ + i(β − α)) + g exp (−i(pµ −Q0µ)xµ − i(β − α)) . (A23)
After some simple manipulations we find the following expressions for the parameters f
and g:
f =
ωk ((2Q0 − p)2)− 2ωk(M2)
[ωk ((2Q0 − p)2)− 2ωk(M2)] [ωk(p2)− 2ωk(M2)]− ω2k(M2)
(A24)
g =
ωk(M
2)
[ωk ((2Q0 − p)2)− 2ωk(M2)] [ωk(p2)− 2ωk(M2)]− ω2k(M2)
(A25)
By inserting the above expressions into eq. (A23) and multiplying the result by
exp(iQ0µxµ+iα) we obtain the desired expression for ϕ
(1). Thus, in the region k2 ≤M2/2,
the absolute minimum of the action SJk , containing sources with sufficiently small ampli-
tudes ε, reads
χmin(x) = χˆ0 exp (iQ0µxµ + iα)
+ε
[ωk ((2Q0 − p)2)− 2ωk(M2)] + ωk(M2) exp (2i(Q0µ − pµ)xµ + 2i(α− β))
[ωk ((2Q0 − p)2)− 2ωk(M2)] [ωk(p2)− 2ωk(M2)]− ω2k(M2)
× exp (ipµxµ + iβ) +O(ε2) (A26)
which is of course equivalent to eq. (57) combined with (58). Like the free one, the mini-
mum (A26) is parametrized by the directions of Q0 and the phase α. At the “resonance”
|p| = M the expansion (A26) is not well defined for all directions of pµ which, again,
illustrates why this case is special; see the discussion following eq. (A16).
2. A necessary condition for the absolute minimum
A given field configuration χmin minimizes the action S
J
k globally if and only if
∆Sk[χmin, δχ], defined by eq. (42), is nonnegative for all deformations δχ. In section
V we decomposed ∆Sk appropriately and derived a sufficient condition, eq. (45), which
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tells us that ∆Sk is always nonnegative for plane waves χmin = χ0 exp(ipµxµ+iα) provided
that k2 ≥ M2/2 or χ0 ≥ χˆ0 if k2 < M2/2. In this section we proof that, for plane-wave
sources, this condition is also necessary, i.e. that, for k2 < M2/2, the solutions (A9) and
(A10) represent saddle points rather than absolute minima if χ0(ε; p) < χˆ0, χ˜0(ε; p) < χˆ0.
We show that there always exist certain (infinitesimal) deformations which render ∆Sk
negative.
We start our proof by writing down ∆Sk in the form
∆Sk [χmin, δχ] =
1
2
∫
ddx (δχ∗, δχ) Sˆ(2)k [χmin, δχ]
 δχ
δχ∗

+
λ
2
∫
ddx
{
2 (χ∗min δχ + χmin δχ
∗) |δχ|2 + |δχ|4
}
. (A27)
After inserting χmin = χ0 exp(ipµxµ + iβ) into (A27) we diagonalize the matrix operator
Sˆ
(2)
k and obtain in analogy with appendix B for the part of ∆Sk which is quadratic in the
deformations
∆Squadk [χ0 exp(ipµxµ + iβ), δχ]
=
1
2
∫
ddx
{
Ψ1(δχ) Λ˜k,1(−D2p) Ψ1(δχ) + Ψ2(δχ) Λ˜k,2(−D2p) Ψ2(δχ)
}
(A28)
where
Λ˜k,1/2(−D2p) ≡ ωk(D2p) + ωk(D∗2p ) + 4λχ20 ∓
√
4λ2 χ40 +
(
Ω(−D∗2p )− Ω(−D2p)
)2
Dpµ ≡ ∂µ + ipµ ; D∗pµ ≡ ∂µ − ipµ . (A29)
The real fields Ψ1 and Ψ2 depend on δχ by relations similar to those between K1/2 and J
given by eq. (B7). They may be treated as new, independent variables.
It is important to note that the operator Λ˜k,1(−D2p), when applied to exp(±iqµxµ)
with qµ perpendicular to pµ (qµpµ = 0), yields the expression
Λ˜k,1((qµ ± pµ)2) = −2(q2 + p2) + 1
M2
(
q2 + p2
)2
+ 2k2 + 2λχ20 . (A30)
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For q2 =M2 − p2 we obtain
Λ˜k,1((qµ ± pµ)2) = 2k2 −M2 + 2λχ20 (A31)
which is obviously negative for all χ0 < χˆ0 ≡
√
(M2 − 2k2)/(2λ). This implies that (for
all χ0 < χˆ0) ∆S
quad
k < 0 can be achieved by any deformation of the form
(Ψ1,Ψ2) = A

(
cos(
√
M2 − p2mµxµ), 0
)
if p2 < M2(
exp(−√p2 −M2mµxµ), 0
)
if p2 > M2
(A32)
where A represents a nonvanishing, real parameter and mµ is a unit vector perpendicular
to pµ. It is not difficult to show that the above deformations (A32) are related to our
original deformations δχ via
δχ(x) = Ψ1(x) exp(ipµxµ + iβ) . (A33)
Thus inserting eqs. (A32), (A33) into ∆Sk leads to
∆Sk [χ0 exp(ipµxµ + iβ),Ψ1(x) exp(ipµxµ + iβ)]
=
1
2
∫
ddx
{(
2k2 −M2 + 2λχ20
)
Ψ21(x) + 4λχ0Ψ
3
1(x) + λΨ
4
1(x)
}
(A34)
By putting the system in a box with a finite volume V ≡ ∫ ddx, we may now introduce
an appropriate V-dependent amplitude δ/N (V) instead of the parameter A such that, in
the limit V → ∞, the integral ∫ ddxΨn1 (x) remains finite for n = 2, 3, 4 and is 6= 0 for
n = 2. This means that for all sufficiently small values of the (V-independent) parameter
δ > 0 the terms of third and fourth order in Ψ1 are negligible, which leads to ∆Sk < 0 if
χ0 < χˆ0.
A possible choice for N (V) is given by
N (V) =

√V if p2 < M2
C(Vν)
∫
ddx exp(−√p2 −M2mµxµ) if p2 > M2
(A35)
where Vν ≡ ∫ dxν and C(Vµ) = 1 if mν 6= 0 for all ν, C(Vµ) = 1/( ∏
ν:mν=0
√Vν) otherwise.
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From the above result we deduce that, in case of k < kcr, χˆ0 equals the boundary value
for χ0(ε; p) and χ˜0(ε; p) which separates the region where the plane wave solutions (A9)
and (A10) represent the absolute minimum from the region where the absolute minimum
is given by the degenerate solution (A17). This implies that ε˜k(p
2) = εk(p
2).
3. How to choose the correct χ
(n)
0
In this part of the appendix we present the still missing prove that only one of the
three solutions
χ
(n)
0 (ε; p) exp (ipµxµ + iβ) , n = 0, 1, 2 , (A36)
that we found in the region, where ωk(p
2) < 0 is satisfied, constitutes a genuine candidate
for the global minimum of SJk , and that is the solution for n = 0. What we have to do
here is to show that this solution produces a lower action than the other two. We start
the proof by recalling the expression for the amplitude χ
(n)
0 (ε; p), which takes the form
χ
(n)
0 (ε; p) = 2
√
−ωk(p
2)
3λ
cos
(
θ + 2πn
3
)
, n = 0, 1, 2 , (A37)
where θ is defined as
θ = arccos
(
ε
2
√
− 27 λ
ω3k(p
2)
)
. (A38)
Inserting (A36) into SJk leads to
SJk
[
χ
(n)
0 (ε; p) exp(ipµxµ + iβ); J
]
= V 4ω
2
k(p
2)
3 λ
[
−2z4 + z2
]
. (A39)
where we introduced the parameter
z ≡ cos
(
θ + 2πn
3
)
, (A40)
and used the relation
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cos θ = 4z3 − 3z . (A41)
The function f(z) = −2z4+z2 has zeros at z = −1/√2, z = 0 and z = 1/√2 and exhibits
a local minimum at z = 0 and two absolute maxima at z = ±1/2. This means that
f(z) describes a reverse double well. If we know the range of values, which z covers for
n = 1, 2, 3, we can use this information concerning the behaviour of f(z) to show that the
solution for n = 0 always yields the least action. For the z-intervals we need to know we
find:
n = 0 : arccos z ∈
[
0, π
6
]
⇒ z ∈
[√
3
2
, 1
]
n = 1 : arccos z ∈
[
2π
3
, 5π
6
]
⇒ z ∈
[
−
√
3
2
,−1
2
]
n = 3 : arccos z ∈
[
4π
3
, 3π
2
]
⇒ z ∈
[
−1
2
, 0
] (A42)
Since the symmetric function f(z) grows monotonically for z ∈ (−∞,−1/2], decreases
monotonically for z ∈ [1/2,∞) and is smaller than zero only for z ∈ (−∞,−1/√2) ∪
(1/
√
2,∞) one realizes immediately that the solution corresponding to n = 0 always
produces the least action, except for the z-values belonging to the angle θ = π/2, where
the action for n = 0 is identical with the one for n = 1. Thus we have proved that our
statement is correct.
APPENDIX B: SYMMETRY BREAKING BY A FIXED SPIN-WAVE
CONFIGURATION
In this appendix we diagonalize the matrix differential operator Sˆ
(2)
k [ϕ
(0)]−1 for
ϕ(0) ≡ χmin(J = 0) given by (53). From the technical point of view this amounts to
the computation of Wk or Γk with the integration over the vacuum manifold omitted, i.e.
we consider a plane wave ϕ(0) with a fixed direction nµ and phase α.
We start from the definition
W n,αk [J ] ≡
1
2
∫
ddx (J∗, J) Sˆ(2)k
[
ϕ(0)
]−1  J
J∗
+O(J2J∗2) (B1)
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which is analogous to (69) but does not include an integration over nµ and α. Then,
diagonalizing the operator Sˆ
(2)
k [ϕ
(0)]−1 via the unitary transformation
Sˆ
(2)
k [ϕ
(0)]−1 → V U Sˆ(2)k [ϕ(0)]−1 U †V † (B2)
where
U =
1√
2
 e−iMnµxµ−iα eiMnµxµ+iα
−e−iMnµxµ−iα eiMnµxµ+iα

V =
[
A2k(−D2) +B2(−D2)
]−1/2 Ak(−D2) −B(−D2)
B(−D2) Ak(−D2)
 (B3)
with
Ak(−D2) ≡ 2ωk(M2) +
√
4ω2k(M
2) +B2(−D2) , B(−D2) ≡ Ω(−D∗2)− Ω(−D2) ,
Dµ ≡ ∂µ + iMnµ , D∗µ ≡ ∂µ − iMnµ , (B4)
we find
W n,αk [J ] ≡
1
2
∫
ddx
{
K1(J ; x, n, α) Λk,1(−D2)−1K1(J ; x, n, α)
+K2(J ; x, n, α) Λk,2(−D2)−1K2(J ; x, n, α)
}
+O(J2J∗2) . (B5)
Here the operators
Λk,1/2(−D2) ≡ ωk(−D2) + ωk(−D∗2)− 4ωk(M2)∓
√
4ω2k(M
2) +B2(−D2) (B6)
represent the inverse propagators for the real fields K1 and K2 which are defined as
K1(J ; x, n, α) ≡
[
A2k(−D2) +B2(−D2)
]−1/2 {
Ak(−D2) Re
(
J(x)e−iMnµxµ−iα
)
+iB(−D2) Im
(
J(x)e−iMnµxµ−iα
)}
K2(J ; x, n, α) ≡
[
A2k(−D2) +B2(−D2)
]−1/2 {
Ak(−D2) Im
(
J(x)e−iMnµxµ−iα
)
+iB(−D2) Re
(
J(x)e−iMnµxµ−iα
) }
. (B7)
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Since we dropped the integration over the vacuum manifold, we can now perform the
Legendre-transformation directly on (B5) so that the analogue of the effective average
action takes the form
Γn,αk [φ] =
1
2
∫
ddx
{
Φ1(φ; x, n, α)
[
Λk,1(−D2)− 2k2
]
Φ1(φ; x, n, α)
+Φ2(φ; x, n, α)
[
Λk,2(−D2)− 2k2
]
Φ2(φ; x, n, α)
}
+O(φ2φ∗2) . (B8)
The relations between the real average fields Φ1 and Φ2 and the complex average field
φ ≡ δW n,αk /δJ can be read off from eq. (B7) if one replaces J with φ and Ki with Φi.
Obviously the effective kinetic terms for the fields Φ1, Φ2 are given by σk,1/2(−D2) ≡
Λk,1/2(−D2)− 2k2. After going over to momentum space it is easy to see that the kinetic
terms yield nonnegative expressions for k = 0. In fact, σ0,2((p + Mn)
2) = Λ0,2((p +
Mn)2) > 0 for all p. Furthermore, σ0,1((p +Mn)
2) = Λ0,1((p +Mn)
2) > 0 for all p 6= 0,
while σ0,1(M
2) = Λ0,1(M
2) = 0. Thus, for the vacuum consisting of a single plane wave,
all modes of the theory at k = 0 are found to be stable.
For k = 0, Γn,αk coincides with the action Sfluct discussed in section II. In momentum
space we have
Kj(p2, θ) = Λk=0,j
(
(pµ +Mnµ)
2
)
(B9)
with cos θ = pµnµ/|p|.
APPENDIX C: EFFECTIVE KINETIC TERM IN THREE AND FOUR
DIMENSIONS
d = 3:
Σ˜k→0(|p| =Mq)
=M2

4 (q10 − 4q8 + 7q6 − 6q4 + 2q2)1/2 − arctan
[
q(q6−4q5+q4+8q3−4q2−8q+6)
(q10−4q8+7q6−6q4+2q2)1/2
]
4 (q4 − 2q2 + 2) (q10 − 4q8 + 7q6 − 6q4 + 2q2)1/2
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+
4 (q10 − 4q8 + 7q6 − 6q4 + 2q2)1/2 + arctan
[
q(q6+4q5+q4−8q3−4q2+8q+6)
(q10−4q8+7q6−6q4+2q2)1/2
]
4 (q4 − 2q2 + 2) (q10 − 4q8 + 7q6 − 6q4 + 2q2)1/2

−1
(C1)
d = 4:
Σ˜k→0(|p| =Mq) = 8M2q2
{
16q6 − 32q4 + 32q2 − 2
(q4 − 2q2 + 2)2 + 2(q − 1)
−1 (q4 − 2q2 + 2)−5/2
×
(
(q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19)2
(q + 1)2 (q12 − 22q10 + 163q8 − 436q6 + 731q4 − 670q2 + 361)
)1/2
×
{
(q − 1)
(
q4 − 2q2 + 2
)1/2 [1
2
(q + 1)(q6 − 11q4 + 21q2 − 19)
q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19
+
1
2
(
(q + 1)2 (q12 − 22q10 + 163q8 − 436q6 + 731q4 − 670q2 + 361)
(q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19)2
)1/21/2
+sign
 q (q4 − 2q2 + 2)1/2
q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19

×
(
q5 + 3q4 − 2q3 − 6q2 + 2q + 6
)
×
[
−1
2
(q + 1)(q6 − 11q4 + 21q2 − 19)
q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19
+
1
2
(
(q + 1)2 (q12 − 22q10 + 163q8 − 436q6 + 731q4 − 670q2 + 361)
(q7 − 7q6 + 13q5 + 5q4 − 27q3 + 5q2 + 29q − 19)2
)1/21/2


−1
(C2)
APPENDIX D: THE FOUR-POINT FUNCTION
In this part of the appendix we calculate the coefficient u
(4)
k (p) which represents the
fourth-order contribution to the expansion (93) of the effective potential Uk, valid for
A < Atriv.
We start from the assumptions that k < kcr and that the sources are plane waves
J = ε exp(ipµxµ + iβ) satisfying |p| 6= M , ε < εk(p2). This implies that the global
minimum is degenerate and corresponds to the field χmin given by the expansion (A17) of
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appendix A1. Then it follows from section VII that, in the classical approximation, the
generating functional Wk is obtained from
exp {Wk[J ]} = Nk
2π∫
0
dα
∫
dµ(n) exp
{
−SJk [χmin; J ]
}
. (D1)
Let us consider the l.h.s. of this equation first. Because of U(1)-invariance and analyticity
in J and J∗, which we assume for sufficiently small |J |, Wk has an expansion of the form
Wk [J = ε exp(ipµxµ + iβ)] = V
[
−Ck +
(
Σk(p
2) + k2
)−1
ε2 +G
(4)
k (p
2) ε4 +O(ε6)
]
(D2)
where the first two coefficients were already determined in section VII. We will deal with
the four-point function G
(4)
k (p
2) for the rest of this section. Note that it depends here only
on one single momentum, p, which is due to the fact that we have inserted plane-wave
sources.
Next we also expand the exponent on the r.h.s. of eq. (D1) up to the fourth order in ε.
By a lengthy calculation (which we omit here for the sake of simplicity, except for n = 4,
see below) one finds that the corresponding coefficients consist of terms proportional to
V and terms containing δ-functions of momenta. Since the latter terms do not contribute
we obtain
∂m
∂εm
SJk [χmin; J = ε exp(ipµxµ + iβ)]
∣∣∣∣∣
ε=0
≡ V s(m)k (p, n;α, β) (D3)
at least for m = 0, . . . , 4. Thus eq. (D1) takes the form
exp
{
V
[
−Ck +
(
Σk(p
2) + k2
)
ε2 +G
(4)
k (p
2) ε4 +O(ε6)
]}
= Nk
2π∫
0
dα
∫
dµ(n) exp
{
−V
4∑
m=0
1
m!
s
(m)
k (p, n;α, β) ε
m +O(ε5)
}
(D4)
Expanding both sides of (D4) with respect to ε and V and comparing the coefficients of
Vε4 then leads to
G
(4)
k (p
2) = − Nk
4!V
2π∫
0
dα
∫
dµ(n)
∂4
∂ε4
SJk [χmin; J = ε exp(ipµxµ + iβ)]
∣∣∣∣∣
ε=0
. (D5)
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In order to deduce an explicit expression for the integrand of (D5) we insert the expansion
for the nontrivial, degenerate minimum (A17) into SJk and find
∂4
∂ε4
SJk [χmin; J = ε exp(ipµxµ + iβ)]
∣∣∣∣∣
ε=0
= 12λ
∫
ddx
{ ∣∣∣ϕ(1)∣∣∣4
+2
∣∣∣ϕ(1)∣∣∣2 (ϕ(2)∗, ϕ(2))
 ϕ(0)
ϕ(0)∗
+ (ϕ(2)∗, ϕ(2))
 (ϕ(1))2 ϕ(0)∗
(ϕ(1)∗)2ϕ(0)

 (D6)
where ϕ(0) and ϕ(1) are determined by (A26). ϕ(2) can be derived from
∂2
∂ε2
δSk[χmin]
δχ∗
∣∣∣∣∣
ε=0
= 0 (D7)
which represents the quadratic part of the e.o.m. (A2) and leads to ϕ(2)
ϕ(2)∗
 = −λ Sˆ(2)k [ϕ(0)]−1
2 ∣∣∣ϕ(1)∣∣∣2
 ϕ(0)
ϕ(0)∗
+
 (ϕ(1))2 ϕ(0)∗
(ϕ(1)∗)2ϕ(0)

 . (D8)
After inserting (D8) into (D6) the resulting expression just depends on the fields ϕ(0) and
ϕ(1). Using the explicit expressions for these fields, (D5) eventually yields
G˜
(4)
k=Mκ(|p| =Mq)
=
λ
2M8
Ωd−2
Ωd−1
(1+δd,2)π∫
0
dθ sind−2 θ
{[(
1
2
− κ2 + 1
2
(
q2 − 1
)2)
h(q, θ, κ)−
(
κ2 − 1
2
)2]−4
×
{
3 h(q, θ, κ)4 + 8
(
κ2 − 1
2
)
h(q, θ, κ)3 + 8
(
κ2 − 1
2
)2
h(q, θ, κ)2
+8
(
κ2 − 1
2
)3
h(q, θ, κ) + 3
(
κ2 − 1
2
)4
−
(
κ2 − 1
2
) [
−
(
κ2 − 1
2
)2
+
(
1
2
− κ2 + 8q2 cos2 θ − 16q3 cos θ + 8q4
)
×
(
65
2
− κ2 − 96q cos θ +
(
32 + 72 cos2 θ
)
q2 − 48q3 cos θ + 8q4
) ]−1
×
[
2
(
65
2
− κ2 − 96q cos θ +
(
32 + 72 cos2 θ
)
q2 − 48q3 cos θ + 8q4
)
h(q, θ, κ)4
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+8
(
κ2 − 1
2
) (
32− 96q cos θ +
(
32 + 72 cos2 θ
)
q2 − 48q3 cos θ + 8q4
)
h(q, θ, κ)3
+8
(
κ2 − 1
2
)2 (127
4
+
κ2
2
− 96q cos θ +
(
32 + 80 cos2 θ
)
q2
−64q3 cos θ + 16q4
)
h(q, θ, κ)2
+8
(
κ2 − 1
2
)3 (
8q2 cos2 θ − 16q3 cos θ + 8q4
)
h(q, θ, κ)
+2
(
κ2 − 1
2
)4 (1
2
− κ2 + 8q2 cos2 θ − 16q3 cos θ + 8q4
) ]}}
(D9)
where G
(4)
k (p
2) ≡ G˜(4)k (|p|) and
h(q, θ, κ) ≡ 5− κ2 − 12q cos θ +
(
3 + 8 cos2 θ
)
q2 − 4q3 cos θ + q
4
2
. (D10)
Since the integral over θ can be evaluated numerically for fixed values of p and k an
explicit expression for G
(4)
k (p
2) is at our disposal and therefore also for the expansion of
Wk given by eq. (D2).
Introducing φ = A exp(ipµxµ + iβ) and applying the definition
V Uk(A; p2) = Γk [φ = A exp(ipµxµ + iβ)]
= V
[
2Aε(A)− k2A2
]
−Wk [J = ε(A) exp(ipµxµ + iβ)] (D11)
we may now determine the corresponding approximate effective potential Uk as described
in section IX. The relation ε(A) appearing in (D11) is obtained by inverting
A =
1
2V
∂
∂ε
Wk [J = ε exp(ipµxµ + iβ)]
=
[(
Σk(p
2) + k2
)−1
ε+ 2G
(4)
k (p
2) ε3 +O(ε5)
]
(D12)
which yields
ε(A) =
(
Σk(p
2) + k2
)
A− 2
(
Σk(p
2) + k2
)4
G
(4)
k (p
2)A3 +O(A5) . (D13)
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Inserting this expression into (D11) finally leads to
Uk(A; p
2) = Ck + Σk(p
2)A2 −
(
Σk(p
2) + k2
)4
G
(4)
k (p
2)A4 +O(A6) . (D14)
Thus we can identify the coefficient u
(4)
k (p) as
u
(4)
k (p) = −
(
Σk(p
2) + k2
)4
G
(4)
k (p
2) . (D15)
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