Trees stand for a key component in the natural environment, thus modeling realistic trees has received much attentions of researchers in computer graphics. However, most trees in computer graphics are generated according to some procedural rules in conjunction with some random perturbations, thus they are generally different from the real trees in the natural environment. In this paper, we propose a systematic approach to create a 3D trunk graphical model from two images so that the created trunk has a similar 3D trunk structure to the real one. In the proposed system, the trunk is first segmented from the image via an interactive segmentation tool and its skeleton is then extracted. Some points on the skeleton are selected and their context relations are established for representing the 2D trunk structure. A camera self-calibration algorithm appropriate for the two-view case is developed, and a minimum curvature constraint is employed to recover the 3D trunk skeleton from the established 2D trunk structure and the calibrated camera. The trunk is then modeled by a set of generalized cylinders around the recovered 3D trunk skeleton. A polygonal mesh representing the trunk is finally generated and a textured 3D trunk model is also produced by mapping the image onto the surface of the 3D trunk model. We have conducted some experiments and the results demonstrated that the proposed system can actually yield a visually plausible 3D trunk model which is similar to the real one in the image.
Introduction
Creating a realistic virtual environment is the dream of many people working in computer science. Imagine that we are visiting a famous park in the other end of earth. We are roaming in the alley and enjoying the beauty of the natural scenery. If we have such a virtual environment, we can experience all of these without traveling there. Obviously, simulating a 3D natural scene is quite important for such a scenario. Since tree is a very common object in the natural environment, creating a realistic 3D tree model is necessary for constructing such a 3D natural scene. In fact, tree rendering has been a topic in computer graphics for many years, and in this area, the 3D model of a tree is typically constructed by first generating the skeleton of the trunk according to some procedural rules and then modeling the trunk by some simple graphical primitives such as truncated cones or generalized cylinders [1] . The leaves are then grown and pruned to produce a more natural global appearance. Some researchers also considered botanical principles in their algorithm to create trees faithfully reflecting the natural phenomena [2] . Today, tree rendering is well-developed and the created trees have a quite realistic visual exhibition (e.g. [3] ). Generally, trees in computer graphics are synthesized by some algorithmic rules plus some random variations, thus they are different from the real ones in our environment, i.e., the trees are grown themselves without any reference to the real trees in the nature. In order to generate a tree similar to a specified one in the real world, some approaches [3] [4] [5] have developed allowing the user to manipulate the created model so that a desired tree can be generated. However, this is generally a tedious work and often requires an experienced user to accomplish it. To create a tree similar to the real one while reducing user's efforts, a method which can automatically extract the 3D information of the trees from the images should be developed. Shlyakhter et al. [6] developed a system for reconstructing 3D tree models from instrumented photographs. In this system, the trees were first manually segmented from the images and the visual hull of the tree was then constructed. The 3D skeleton of the tree was extracted from the visual hull and the details of the tree were finally modeled by the L-systems [7] . This system seems to have a quite well visual result, but it often requires several images (typically greater than three) and need much computational power in visual hull construction and 3D skeleton extraction. In this paper, we will approach the construction of the 3D trunk model from a different viewpoint, namely, the techniques of structure from motion.
Structure from motion is a long-lasting research topic in computer vision. It can recover the 3D structure of objects from the correspondences in several views of the objects.
Typically, the success of structure from motion techniques hinges on how accurate the correspondences were identified. Unfortunately, searching correspondences is a rather difficult problem for tree images especially for the leaf regions. There are severe occlusions between leaves which will prevent the exact 3D position and orientation of each leaf from being recovered. Hence, the techniques of structure from motion will generally fail for reconstructing an exact 3D model of a tree. However, for many applications of 3D scene reconstruction, we do not require the exact 3D recovery of each leaf and branch. A 3D tree model with similar 3D trunk structure and global leaf appearance to the real one is enough. This motivates us to combine graphical methods with the techniques in structure from motion to construct a 3D tree model that is similar to the real one in the image. Namely, we can first recover the 3D trunk skeleton by employing the techniques in structure from motion, then model the trunk using generalized cylinders and finally generate leaves using graphical methods. The leaves should be pruned according to the image so that the resulting tree has a similar global appearance to the real one.
In this paper, we aim at developing a system for constructing a 3D trunk model from two slightly different images. Generally, more views can produce more accurate 3D recovery, but require more efforts in searching correspondences. We must deal with the appearance and disappearance of corresponding points in multiple views. Using only two views can greatly simplify the handling of these corresponding points. In addition, to facilitate the search of correspondences, we also demand the two images to be only slightly different. In the proposed system, the trunk is first extracted from the image. Since object segmentation is still an open problem in the field of computer vision, our system is semi-automatic and requires some manual adjustments to correctly extract the trunk from the image. We utilize an interactive segmentation tool to extract the trunk from the image. After retrieving the trunk, the 2D trunk skeleton is extracted and some points on the skeleton are selected. These selected points are then connected to represent the 2D trunk structure which can explicitly indicate the 3D trunk-branch relation of the tree. In this paper, we develop a camera self-calibration algorithm suitable for the two-view case to acquire camera parameters. The 3D trunk skeleton is recovered from the calibrated camera and the established 2D trunk structure. Since we demand the two images to be only slightly different, the problem of reconstruction uncertainty is inevitable. To improve estimation accuracy, we include a minimum curvature constraint in the computation of 3D trunk points to produce a more accurate 3D trunk skeleton. The 3D trunk model is then constructed by generating a set of generalized cylinders around the recovered 3D trunk skeleton. A textured 3D trunk model can also be generated by mapping the image onto the constructed 3D trunk model. In summary, the main contributions of this paper are: (1) A complete framework for constructing a 3D trunk model from merely two slightly different images is presented. (2) A camera self-calibration algorithm suitable for the two-view case is introduced. (3) A minimum curvature constraint alleviating the reconstruction uncertainty to produce an accurate 3D trunk skeleton is developed. In the following, the detailed formulation of proposed system will be described and some experimental results will be given.
The remainder of this paper is organized as follows. In the next section, more complete surveys for plants modeling, rendering, and camera calibration are given. In Section 3, we introduce how to create a 3D trunk model from two images. This contains trunk extraction, 2D trunk structure establishing, camera self-calibration, 3D trunk skeleton recovery, and 3D trunk model building. Some experiments are conducted and the results are discussed in Section 4. Finally, this paper is ended with conclusion and future work.
Related Work

Plant modeling and rendering
Rendering realistic plants represents a great challenge for people working in computer graphics. In fact, modeling tree is initially motivated by biologists who wanted to investigate the growth of plants. The formal exploration of plants growth began in 1968 by Aristid Lindenmayer [7] who developed the well-known L-systems for cell interaction.
This system was later developed and enhanced by Smith [8] and Prusinkiewicz [9, 10] in computer graphics for plant modeling and development. The basic concept behind L-systems is the parallel application of grammar rules of a rewriting system to generate a string of symbols. These symbols can be selected to represent the botanic entities such as leaves and flowers or to specify the branch sections and structural parameters such as branch angles. L-systems can also be extended to simulate some phenomena such as pruning [11] and the interaction of plants with their environment [12] . Because of their extensive applications, L-systems have become the most important models for plant generating and are widely employed in many modeling systems. In additional to L-systems, other models for plant rendering were also developed. Reeves [13] employed a structured particle system to generate trees and grass-covered forest floor. He modeled the tree by starting from the main trunk and generating the subbranches recursively.
In his model, tree is constructed by a set of line segments and circles representing the branches and leaves. Oppenheimer [14] presented a fractal model for branching objects.
He used several parameters to model the tree such as the angle between the main stem and the branches, the size ratio of the main stem to the branches, the rate at which the stem tapers, and so on. Some random perturbations were also imposed on these parameters to avoid auto-similarity. Following these models, more algorithms concentrating on different aspect of plant modeling and rendering were also developed. Bloomenthal [1] modeled the limbs with a set of points and connections and utilized generalized cylinders to represent the surface of the trunk. de Reffye et al. [2] integrated botanical knowledge of the architecture of trees or plants into their model so that the created trees were faithful to botanical structure and development. Instead of stressing on botanical knowledge, Weber and Penn [15] used a small number of parameters to generate a wide variety of complex realistic trees. This model is not strict adherence to botanical principles but can be easily used by the users who are not master of the principles beyond basic geometry. Additionally, some methods for animating plants motion and development and the interaction of natural environment were also put forward [12, [16] [17] [18] . To create more realistic trees, some researchers [3] [4] [5] developed interactive methods allowing the user to manipulate the plant structure. Lefebvre and Neyret [19] proposed an approach for bark generation to improve the realism of generated trees. To reduce computational power while preserving realism, Lluch et al. [20] built a multiresolution representation for plants and trees. A system for reconstructing the 3D tree models from instrumented photographs was also proposed by Shlyakhter et al. [6] . Recently, some plant ecosystems were also developed [21, 22] . There are many plants in the system and they can interact with others and with the environment. With this ecosystem, a quite realistic scene can then be generated.
Camera calibration
Camera calibration plays an important role in scene 3D structure recovery. In early periods, camera calibration was a central topic in the field of photogrammetry, where the camera was calibrated so that an accurate map could be generated [23] . In computer vision, camera calibration is usually achieved via some specific calibration patterns in conjunction with some geometric entities of multiple views. Some well-known calibration methods of this type can be found in [24] [25] [26] [27] . This type of calibration is referred to as off-line calibration since they were usually proceeded in laboratory and required some calibration objects. On the other hand, camera can also be calibrated on-line and the process of acquiring camera parameters is usually termed as camera self-calibration. For self-calibration, both of the scene and camera structures are initially unknown and the camera parameters, including internal and external, are estimated only from the image correspondences. To support camera calibration, multiple view geometries were also deeply explored [28] . The classes of multiple view geometry could be roughly classified as two-view, three-view and multiple-view cases. Attached to the two-view geometry, which is usually referred to as epipolar geometry, is the well known fundamental matrix. Because of its importance, many methods for estimating fundamental matrix were proposed, and a summary and performance evaluation of these methods can be found in [29, 30] . Faugeras et al. [31, 32] first put forward a method for camera self-calibration by utilizing the epipolar geometry and the so-called Kruppa equations. They demonstrated that each pair of views can provide two constraints on the five unknown camera parameters, thus these camera parameters can be estimated with sufficient number of views if the camera parameters are fixed for these views. An alternative approach was proposed by Harley [33] where he first established the projective reconstruction of the scene, then computed the quasi-affine reconstruction and utilized it to compute the calibration matrix, and finally refined the results using bundle adjustment. Some researchers also reconstructed 3D structure and calibrated the camera by exploiting the three-view geometry or the so-called trifocal tensor. Armstrong et al. [34] utilized the trifocal tensor to calibrate the camera with fixed camera parameters undergoing planar motion. Recently, more improved approaches to camera self-calibration were also developed. Triggs [35] employed the absolute quadric to calibrate the camera and obtained a metric 3D structure. Luong and Faugeras [36] showed that only correspondences between three images and the fundamental matrices computed from these correspondences are sufficient to recover the internal and external parameters of the camera. Previous techniques usually assumed fixed camera parameters during the capture of images. Bougnoux [37] proposed a calibration method that allows varying camera parameters. He derived a closed-form formula from Kruppa equation so that the focal length can be directly computed from the fundamental matrix, epipoles and principal points. He then utilized the obtained focal length as an initialization to further refine the results and recover the 3D scene structure. Pollefeys [38, 39] employed a stratified method to achieve camera self-calibration and metric reconstruction. He developed a modulus constraint [40] to recover scene structure to affine stratum, and then upgraded it to the metric stratum. He also discussed the possibility of relaxing camera constraints to allow varying and unknown internal camera parameters in [39, 41] . The approaches to camera calibration under restricted camera motions were also reported in the literature. One can refer to [28, 39] for further understanding the development of camera self-calibration, metric 3D reconstruction, and multiple view geometry.
Proposed System
System Overview
The proposed system consists of several modules as depicted in Fig. 1 . Two images are fed into this system with the first image the primary and second the auxiliary. The auxiliary image is merely used for locating corresponding points in the modules of Cam- Structure Establishing, the skeleton of the trunk is extracted first and the skeleton image is then partitioned into a number of small blocks called trunk elements. Within each trunk element, the central skeleton point is selected and is referred to as the 2D trunk point throughout this paper. These trunk elements are then connected according to the actual context relations of the trunk. These connected trunk elements represent the 2D trunk structure of the tree. This can be seen in the left-middle part of Fig. 1 , where an enlarged picture showing several connected trunk elements is displayed. The 2D trunk structure will be exploited in subsequent modules to recover the 3D trunk skeleton and create a 3D trunk model.
Camera Self-Calibration plays an important role in the proposed system. In this paper, we present a self-calibration method appropriate for the two-view case to estimate camera parameters. A number of corner points are selected in the primary image and their corresponding points are identified in the auxiliary image. We calibrate the camera by searching the camera intrinsic parameters (K) and camera pose (R, t) such that the sum of squared distances between the measured and reprojected image points is minimized. The estimated camera parameters (K, R, t) are then passed to the next module of 3D Trunk Skeleton Recovery. In the module of 3D Trunk Skeleton Recovery, the corresponding point for each 2D trunk point is searched via the epipolar line in the auxiliary image and its 3D position is recovered from the calibrated camera. In this paper, these recovered 3D points are termed as 3D trunk points in contrast to the 2D trunk points.
These recovered 3D trunk points in conjunction with previously established 2D trunk structure constitute the 3D trunk skeleton of the tree. The 3D trunk skeleton is utilized in the final module of 3D Trunk Model Building to create a polygonal mesh of the trunk.
The trunk texture is then mapped on the polygonal mesh and a realistic 3D trunk model is generated as revealed in Fig. 1 . Throughout the rest of the paper, each module of proposed system will be described and the test images shown in Fig. 1 will be used for illustration. More examples will be given in Section 4.
Extracting Trunk
Generally, extracting trunk from a single image is a rather difficult problem. There are thousands species of tree in the world with each one having very different shape and appearance. Moreover, because of the variation of environment, trees will exhibit quite different colors at different time. For instance, the color of a tree has very different presentation on the sunny and rainy day. Complex background is another problem for extracting trunk from an image. There are some objects similar to the trunk which will complicate the extraction of trunk. Because of these difficulties, it is quite difficult to develop a robust algorithm to extract trunk from an image under various situations.
Therefore, in our system we utilize an interactive segmentation tool to extract trunk from the image. We will provide three interactive methods and give a briefly qualitative comparison of these methods in this section.
Perhaps the simplest interactive method for extracting trunk is to first segment the image using a low-level segmentation algorithm such as K-means or EM (ExpectationMaximization) algorithm [42, 43] , and then select the trunk from the segmentation results.
In addition to color, we can also include the spatial position and texture as our segmentation features to have a better segmentation result. In our experience, EM algorithm can produce quite well image segmentation, but it is also a time consuming method.
The time consuming problem can be relieved by simplify the model parameters of the EM algorithm, and thus speed up the segmentation process. For example, we typically assume the model for generating the image features as mixture Gaussian, thus the covariance matrix can be simplified from a full matrix to a diagonal matrix, and extremely to a identity matrix. And if the prior probabilities are also the same, the EM algorithm is then reduce to the well-known K-means algorithm. The computational time is greatly reduced while the performance is somewhat degraded. Generally, this method requires an interactive refinement process to manually erase or include some image pixels so that a distinct object boundary can be produced. Clearly, for the simplified model with degraded performance, more user's efforts are required to amend the segmentation results.
This method is intuitive and easy to implement (e.g., the K-means algorithm) but requires much user labor and computational time. As the progress of technology, recently some interactive methods have been proposed which can separate the foreground and background within reasonable time and require less user's efforts.
Lazy Snapping [44] and GrabCut [45] , which are both based on graph cut theory, are two interactive tools that can be used to cut the desired object from the image. In Lazy Snapping, the user first specifies the foreground and background seeds using a graphical user interface and then applies the K-means algorithm to analyze the color distributions of the foreground and background seeds. These distributions are then utilized to formulate an energy function and the graph cut theory is employed to minimize this energy function, thus segmenting the image. This initial segmentation may not exactly coincide with the object boundary, thus a boundary editing process is then applied to refine the results. Since the foreground and background seeds can be selected far away the object boundary and boundary editing can be achieved by dragging the control points of the boundary to the desired positions via a well-defined user interface, Lazy Snapping could cut the object with less user labor than previous method. Moreover, by incorporating the watershed segmentation [46] and the efficient min-cut/max-flow algorithm [47] , Lazy
Snapping could even response user's operation in real-time.
GrabCut is similar to Lazy Snapping with an initial graph cut image segmentation followed by a border matting process. The different point is that GrabCut models the foreground and background color distributions as mixture Gaussian and applies an iterative method to minimize the energy function (which is also different from the formulation of Lazy Snapping.) The major advantage of GrabCut is that it does not need to specify the foreground (or background) region and the algorithm can automatically learn the foreground and background distributions by the iterative minimization algorithm. However, we found that for our application of trunk extraction, GrabCut sometimes failed to correctly identify our foreground region (the trunk), thus some user's efforts were still required to specify the foreground seeds. On the other hand, since it is an iterative method, it requires more computational time than Lazy Snapping. Therefore, we think that Lazy Snapping is more suitable for our application of trunk extraction. quite powerful for object segmentation, Lazy Snapping does not perform very well for thin and branch objects as claimed by the authors of Lazy Snapping [44] . Therefore, to have a satisfactory trunk extraction we must mark the foreground seeds along the trunk carefully as shown in Fig. 2b . This is a disadvantage of Lazy Snapping, but as long as the foreground seeds are selected carefully, the performance of trunk extraction is quite well as shown in Fig. 2d . Currently, the required processing time (including user selection of the foreground and background seeds and boundary editing) for this case is about six minutes. More complicated trees need more processing time, but it will not differ too much in contrast to this typical case.
Establishing 2D Trunk Structure
The skeleton of extracted trunk provides a good way to explore the 3D trunk skeleton.
If the depth information can be acquired, we can then establish the 3D trunk skeleton from these 2D skeleton points. Typically, there is no need to estimate the depths of all skeleton points, only some sample points are enough. This can simplify the establishment of the 2D trunk structure. In our system, we utilize a thinning algorithm with hidden deletable pixel detection to obtain a bias-reduced trunk skeleton [48] . We then partition After determining the trunk elements, the 2D trunk structure is then established. Establishing 2D trunk structure is referred to connecting the trunk elements or the 2D trunk points according to the trunk context relations so that the connected trunk elements can characterize the actual 3D trunk structure in the 2D image plane. The concept of trunk element and one example of the established 2D trunk structure are illustrated in Fig. 3 .
The 2D trunk structure is necessary for building the 3D trunk model since it provides a way for connecting adjacent cylinders in trunk modeling. Moreover, the context relations between trunk elements can also be utilized to constraint the 3D trunk points. This issue will be discussed in more details in Section 3.5.
Generally, establishing the 2D trunk structure is not a difficult problem when the tree has simple and distinct trunk. We can trace the trunk from the root and connect However, because of image projection, the extracted skeletons (red points) are connected together and thus require a sophisticated tracing method to decompose them. (b) Partial occlusion between stems: Portion of the two stems in the central part of the figure are merged together so that the extracted skeleton (red points) is deviated from the true one (yellow points). Establishing the 2D trunk structure is more difficult in this case for the extracted skeleton is not the correct one.
the trunk elements one by one. However, it is not always this case. Sometimes there are cross branches and partial occlusions between neighboring stems. Examples of cross branches and partial occlusion between stems are pictured in Fig. 4 . For cross branches case, by considering the color, orientation, and motion of candidate trunk elements, it is still possible to find the correct connecting path if a sophisticated tracing algorithm is applied. However, for the partial occlusion case, the extracted skeleton is deviated from the true one so that the trunk elements associated to the incorrect skeleton have failed to represent the actual trunk structure. These trunk elements should be discarded in the establishment of the 2D trunk structure. Discarding these trunk elements will loss some details of the trunk structure, but as long as the stems are not seriously occluded, the resulting trunk structure can still represent the actual structure of the trunk. However, without recognizing the actual trunk structure of the tree, it is quite difficult to distinguish these invalid trunk elements from the correct ones. Therefore, in this work, establishing the 2D trunk structure is semi-automatic. The trunk elements are first connected by tracing the trunk from the root automatically. Typically, this simple tracing process will cause some trunk elements being false connected. These false connected trunk elements are then modified via a graphical user interface. These trunk elements are reconnected or discarded by some designed operations such as disable, enable, connect, and disconnect with the assistance of this graphical user interface. Figure 5 shows a snapshot of this user interface. On the right side of this figure is the original image which is used for the guidance for establishing the 2D trunk structure, while on the left side is the current result of the 2D trunk structure. The user can select one trunk element and change its status via specific functional icons (disable, enable, connect, disconnect, etc.)
to produce more accurate trunk structure. Typically, the incorrect connections of trunk elements often occur at the branching points, thus we need only to modify a small part of the trunk elements to have a satisfactory result. Hence, the required user labor for this stage is much less than that of trunk extraction.
Camera Self-Calibration
Camera self-calibration plays a central role in many techniques of structure from motion. It states that: Given a set of correspondences between several views, find the intrinsic and extrinsic parameters of the undergoing camera. Typically, the projection of a 3D scene point M onto the image plane can be described by the relation: m ∼ PM,
where P denotes the projection matrix of the camera and m is the corresponding 2D image point. The symbol ∼ indicates that this equation is equated up to a scale due to the homogeneous representation of M and m. Generally, without any restrictions on the projection matrices and the 3D scene points, there are infinite solutions satisfying this relation no matter how many views we have. This phenomenon is referred to as projective ambiguity for the solutions satisfying this relation are all related by a projective transformation. To calibrate the camera and obtain a metric reconstruction of the scene, some constraints on the camera should be imposed.
With regard to a physical camera, the projection matrix P can be decomposed as
, where the rotation matrix R and translation vector t are the extrinsic parameters of the camera which determine the orientation and position of the camera with respect to some world coordinate system. The matrix K is the camera calibration matrix taking the following structure
where f is the focal length, τ stands for camera aspect ratio, α is the skew factor accounting for nonrectangular pixels, and (u 0 , v 0 ) denotes the image principal point, i.e., the intersection of optical axis with the image plane. These parameters are termed as the intrinsic or internal parameters of the camera. With this physical camera model, the problem of self-calibration turns to finding the camera projection matrix P such that it can be decomposed as K[R| − Rt] with the special structure of K and R. Specifically, suppose we have L views and N 3D scene points. Let P (i) denote the projection matrix of the ith view, M j be the jth 3D scene point, and m (i) j represent the jth image point in the ith view. Then, camera self-calibration can be formulated as the following optimization problem:
where (m
j,y ) is the measured image coordinate for the jth point in the ith view and P
(i)
k denotes the kth row of P (i) . This optimization problem states that we should look for
, and M j such that the reprojection error, i.e., the sum of squared image distances between the measured and reprojected image points, is minimized. This formulation is similar to that of bundle adjustment [28] except the constraint
] which is used for metric reconstruction and is generally omitted in bundle adjustment. The bundle adjustment has the advantages of being tolerant of missing data while providing a true ML estimate. Typically, using bundle adjustment often requires a good initialization so that it can converge to a reasonable solution.
Therefore, bundle adjustment is generally be used as the final step of any reconstruction algorithm. However, bundle adjustment often becomes an extremely large minimization problem because of the large number of parameters it involved. Thus, bundle adjustment will sometimes become quite costly. In the following, we will show that for the two-view case under some reasonable assumptions of the camera, the optimization problem in (2) can be reduced to a one variable minimization problem, and the solution can be easily obtained by a one-dimensional search algorithm.
In this work, we use only two images for camera self-calibration. We assume that the aspect ratio τ , skew factor α, and image principal point (u 0 , v 0 ) have been known prior to the calibration. Only the focal length f is unknown. Generally, the skew factor is quite close to zero and thus can be ignored. The aspect ratio is rather close to one and can be directly set to one. The principal point often requires other calibration techniques (e.g. [27] ) to extract it but we can simply assume that it is just located at the center of the image. This is not always true but, as will be seen in our experimental results, it still produces satisfactory results for 3D trunk model building. We also suppose that the unknown focal length is fixed for the two views, thus the two calibration matrices are identical under our assumptions. 1 Generally, if the two images are extracted from an image sequence without zooming and refocusing, the assumption of fixed focal length is reasonable. For other situations, we must carefully control the camera during the capture of images to satisfy this condition.
We align the world coordinate system with the camera coordinate system of the first view, thus the two projection matrices are reduced to
where, under our assumptions, the calibration matrix K is clearly a function of the focal length f . In fact, given an arbitrary f (which may not be the true f ), the rotation matrix R and translation vector t can be estimated from the fundamental matrix (or essential matrix) and the given K. Thus, in this sense, R and t are also functions of f . In depth, the fundamental matrix F can be expressed as
where S is the skew symmetric matrix created from t. The essential matrix is defined as E = RS and, therefore, if K is given, the essential matrix can then be calculated from F. Hartley demonstrated that the rotation R and translation t can be estimated via the singular value decomposition of E [50] . That is, if E = UDV T , then
where
By accounting for the two possible signs of t and the two possible choices of R, there are four possible configurations for the camera. However, only one is survived by testing with a single 3D point to determine whether it is located in front of the two views. After determining R and t, the 3D points M j can then be estimated by linear triangulation or optimal triangulation method [28] . Thus, in this sense, M j is also a function of f .
Based on previous discussion, the cost function in (2) turns to the following one variable function:
To deeply understand the characteristic of E(f ), we conducted an experiment and investigated its behavior. We set up a virtual camera with focal length equal to 1000 and took two views for a family of 200 points randomly distributed on the surface of a sphere. The graph of E(f ) with respect to the focal length ranged from 200 to 1800 is pictured in Fig. 6a . In this figure, there is only one minimum corresponding to the true focal length of the virtual camera. The unimodality of E(f ) in this range allows us to apply a one-dimensional search algorithm such as golden section search or Fibonacci search to locate the minimum [51] . However, E(f ) is not always unimodal in this range of f . Sometimes, there exists another minimum at very low f , typically ranged from 0 to 400. Nevertheless, we can narrow the search range to exclude the local minimum at low f so that E(f ) remains a unimodal function at the desired interval. This is reasonable for in most cases we can know the rough range of the true focal length from experience.
Thus, we can restrict our search range in a more practical interval of f . For instance, in our experiments of 3D trunk model building, the actual focal lengths are always ranged from 400 to 1200, and therefore we can restrict our search range to this interval. The function E(f ) is always unimodal in this range of f .
To examine the accuracy of proposed algorithm, we added the Gaussian noise with standard deviation ranged from 0 to 1.0 to the corresponding points of the two views.
The calibration results are shown in Table 1 . The results of another technique, the Bougnoux's method, are also listed in this table for comparison. Bougnoux provided a closed-form solution for calculating the focal length for the two-view case [37] . Before discussing the results, let us emphasize an important concept in camera self-calibration, the critical motion sequence [52] . For camera self-calibration, there exist some special camera configurations preventing the cameras from calibrating, and these special con- figurations are referred to as critical motion sequences. The problem of critical motion sequence is inherent so that it cannot be resolved by any algorithm without additional knowledge. Because of the existence of critical motion sequence, the accuracy of camera self-calibration highly depends on the camera configuration. Different camera configurations will lead to quite different accuracy of the estimated focal length. Table 1 lists the results under far away and near critical motion configurations. For the far away critical motion case, both our and Bougnoux's method can yield quite accurate focal length even for the serious disturbance case (σ n =1.0). The relative error of f produced by our method is only 0.422% with standard deviation 66.66. However, for the near critical motion case, our approach gave more more accurate focal length with narrower uncertain range than Bougnoux's closed-form solution. To demonstrate the feasibility of proposed method on real images, the images shown in Fig. 1 were tested by our calibration module and the resulting E(f ) is pictured in Fig. 6b . This figure reveals that there is one minimum in the reasonable interval, which coincides with our expectation. The f corresponding to the minimum of E(f ) is of course our estimated focal length. We will give more results for real images in Section 4.
3D Trunk Skeleton Recovery
Since the context relations between trunk points have been established in the module of 2D Trunk Structure Establishing, recovering the 3D trunk skeleton is equivalent to estimating the 3D position of each trunk point, i.e., computing the 3D trunk points.
Typically, recovering the 3D points is not a difficult problem as long as the camera is fully calibrated and the corresponding points are correctly identified. Simple triangulation can achieve this work. However, because of the unavoidable errors in the correspondences, there is an uncertainty region in 3D point recovery. This uncertainty region will be elongated if the rays of corresponding points tend to parallel. This phenomenon is pictured in Fig. 7 . To relieve this effect, the lines of sight of these two views should be quite different. Unfortunately, to facilitate the search of corresponding points, the two images are demanded to be only slightly different, which implies that the rays of corresponding points are close to parallel, and therefore the effect of reconstruction uncertainty is inevitable. To overcome this problem, we employ a smoothness constraint for computing the 3D trunk points. Since the 3D trunk skeleton can be seen as a curve in 3D space, the curvature of trunk skeleton provides a good constraint to restrict the position of each 3D trunk point [53] . In other words, we can formulate an optimization problem to compute the 3D trunk points, and at the same time minimize the curvature of the recovered 3D trunk skeleton. This minimum curvature constraint can produce a force to pull the deviated 3D trunk points back to their correct positions.
Generally, errors in correspondences are resided in both images. Since the 2D trunk points are obtained from the skeleton of the extracted trunk, thus we can reasonably as- 
a parameterization of the jth 3D trunk point can be obtained as follows:
where a j = (m
j,y −v 0 )/f , and X j is the inhomogeneous interpretation of M j .
2 By utilizing the projection equation m
where p ij refers to the (i, j) entry of P (2) . The depth of each 3D trunk point can be recovered by solving the linear equations in least-squares sense, i.e., by minimizing the following quadratic function:
where z = (z 1 , . . . , z N ) is a vector encapsulating the depth information of all trunk points, N is the number of trunk points to be reconstructed, and
Equation (10) does not include the minimum curvature constraint. The curvature of the trunk skeleton can be approximated by
where X i , X j , and X k indicate three successive trunk points on the skeleton with the order i → j → k. The relation of X i , X j , and X k are obtained from the established 2D trunk structure. The symbol s kj denotes the arc length between X j and X k . Typically, if the 3D trunk points are equally spaced, the arc length can be set to 1, but, unfortunately, for the real cases they are not equally spaced. Recall that when cross branches or partial occlusions between stems were occurred (see Fig. 4 ), the connected trunk elements will cross a rather large distance to ensure the correct establishment of the 2D trunk structure.
In this case, the arc length s kj and s ji will be severely unbalanced. To compensate this effect, s kj is selected according to the projected image distance of X k and X j , i.e.,
where B is the block size of the trunk element which is used to normalize the unit from pixel to block, (m
k,y ) and (m
j,y ) are the corresponding image points of X k and X j in the first image. Although this s kj is not the true arc length between X j and X k , it can efficiently reduce the effect of unbalanced situation between X k and X j . This manner can still generate satisfactory results as will be seen in our experimental results.
Combining the minimum curvature constraint with the original formulation, a new cost function can then be generated as follows:
where S indicates the set of all triple and successive trunk points on the trunk skeleton, and
These formulas are derived by substituting (7) into the minimum curvature constraint and expanding it. The weight w j is a parameter controlling the relative significance between the data and minimum curvature constraints at the jth point. Since not all corresponding points are correctly matched, some data constraints are unreliable. These unreliable data constraints are suppressed by controlling the value of w j . As usual, curvature provides a good way to detect the reliability of each data constraint. However, unlike previous case, we utilize the curvature without minimum curvature constraint to determine w j , i.e., we first recover the 3D trunk points using the linear triangulation method, and then estimate the curvature of each trunk point from the recovered 3D trunk points. Since no minimum curvature constraint is imposed, the recovered 3D trunk points from those severely mismatched points will greatly deviate from the true trunk skeleton, and hence will induce large curvatures at these points. Based on this consideration, the weight w j is given by
where c is a constant controlling the overall scale, κ j is the estimated curvature at the jth point, and σ is the scale parameter, which is selected as the median of κ j . This weight can efficiently suppress unreliable data constraints and yield satisfactory results in 3D trunk skeleton recovery.
The cost function given by (17) is a quadratic and convex function of z j , and by elementary algebra computation, this function can be rewritten in a matrix-vector form One example of 3D recovery by imposing the minimum curvature constraint into the computation of 3D points is shown in Fig. 8 . Figure 8a shows a helix in the threedimensional space. We took two views for this helix and added the Gaussian noise with standard deviation equal to 1 to the corresponding points in the second view. Figure   8b depicts the results using the linear triangulation method, where the reconstructed helix was somewhat destroyed due to the uncertainty of reconstruction. The root-meansquared error of the reconstructed 3D points is 1.99 for this case. Figure 8c illustrates the results produced by the method where the minimum curvature constraint is imposed.
For this simulated data, the weight w j in (17) is simply a constant for all j and the arc length s kj is set to 1 for all k and j. From this figure one can see that the helix is accurately reconstructed, and the root-mean-squared error of the reconstructed 3D points is only 0.41, which is much better than the linear triangulation method. One example of the recovered 3D trunk points for a real case is displayed in Fig. 9 . This figure illustrates that the minimum curvature constraint can efficiently alleviate the effect of reconstruction uncertainty and produces a visually acceptable 3D trunk skeleton.
Building 3D Trunk Model
In this section, the method for building the 3D trunk models is introduced. Since we have recovered the 3D trunk skeleton, we can model the trunk using a set of generalized cylinders as long as the trunk radius at each 3D trunk point is determined. Because we have calibrated the camera, the trunk radius can be easily calculated by similar triangles as follows:
where r i denotes the trunk radius at point X i , t i is trunk thickness at the ith trunk point in the image plane, which is defined as the average number of thinning operations to obtain the skeleton points in the trunk element, z i is the depth of X i , and f is the estimated focal length. As illustrated in Fig. 10 , the generalized cylinder can be constructed by determining the vertices around two successive 3D trunk points X i and X j , and connect those adjacent vertices to form the surface of the trunk. To facilitate the calculation of these vertices, we require a frame field at each 3D trunk point. Let (25) . Then, by utilizing the frame field at X i , the vertices p i,k around the 3D trunk point X i can be computed by (see [54] )
where the transformation H i is defined as
The scale s i is a parameter controlling the trunk radius at X i and is calculated by r i /r b .
The numbers N i,j , B i,j , T i,j , and X i,j denote the jth component of the vectors N i , B i , T i , and X i , respectively. So far, we have not described how to select the frame field at each 3D trunk point. In general, the Frenet frame field is a choice [1] . However, deriving
Frenet frame field requires computing the second-order derivative of the associated curve, which will sometimes vanish for some special cases such as the straight lines. Hence, another frame field is adopted for constructing the 3D trunk models. Suppose we are now considering determining the frame field at X j . Let X i be the previous point of X j with the associated frame field {T i , N i , B i }. Intuitively, T j can be selected as the vector tangent to the 3D trunk skeleton, and N j and B j can be chosen arbitrary as long as they are perpendicular to T j . However, arbitrary selection of N j and B j will lead to undesired twisting of the resulting cylinder, thus to setup a frame field while avoiding twisting, we develop the following formulas to determine the frame field at X j ,
where the symbol × indicates cross product. Note that in (29) the previous B is used to determine the new N, thus the phenomenon of twisting can be naturally avoided. With the formulas given by (28)- (30), the frame fields for all 3D trunk points can be determined by tracing the recovered 3D trunk skeleton from the root. Meanwhile, the vertices on each generalized cylinders are also computed by (26) . By connecting corresponding vertices to form the edges of each polygon, a polygonal mesh representing the trunk can then be constructed. The created polygonal mesh has definitely some superimpositions at the divisions of the trunk; however, they have little visual effect on the final rendering of the trunk, and a refinement process can be applied to solve this problem [55] . 
Experiments and Discussion
In this section, the detailed setup of our experiments and more experimental results are given. The experiments for camera self-calibration require more explanations on their detailed procedures, thus are given first. Following this, more experimental results for 3D trunk skeleton recovery are displayed. We constructed several 3D trunk models and rendered them from several different viewpoints to visualize the resulting 3D trunks.
Finally, this section is ended with a discussion about the restrictions of proposed system.
Camera Self-Calibration
The test images used in our experiments were all captured by a digital camera with the image size 640×480 pixels. Because we require the camera focal length remaining unchanged in our algorithm, our test images were all captured under fixed camera settings,
i.e., there were no refocusing and zooming between the two views. Before calibrating the camera, image correspondences should be established first. Since the two images were assumed only slightly different, image correspondences can be easily searched by matching a local region between the two images. In addition to this block matching approach, optical flow provides another way for locating image correspondences. Because of the rapid development of optical flow techniques in the past decades, today's optical flow estimation algorithms can produce very accurate image motions. Therefore, it is convinced that optical flow can yield more accurate image correspondences except for some special situations. In the proposed system, we exploited a gradient-based regularization method [56] to estimate the optical flow, and hence identified the corresponding points. In our camera self-calibration algorithm, we do not need every point in the image to be processed. Only some sparse points are sufficient. Since corner points provide more robust image feature for locating correspondences, only these corners were employed to calibrate the camera.
Harris's corner detector [57] was used to locate the corners in our experiments. After establishing image correspondences, the fundamental matrix was then computed. In our experiments, we employed a robust technique, the Least-Median-Squares (LMedS), to estimate the fundamental matrix. Some mismatched corresponding points, i.e., the outliers, can also be detected by LMedS, and these outliers were removed in our calibration method to achieve more accurate camera calibration. In our experiments, we assumed zero skew factor and unit aspect ratio for the camera. Image principal point was supposed at the center of the image. These assumptions are only approximations, not the true values; however, as will be seen in our experimental results, these assumptions are reasonable and satisfactory 3D trunk models can still be generated.
We depict the graphs of E(f ) for several real cases in Fig. 12 . This figure reveals that sometimes there are two local minimums in this range of f . However, one of the local minimum is located at low f , and hence can be excluded by narrowing the searching range of f . In our experiments, the Fibonacci search method [51] was utilized to locate the minimum and the searching interval of f was (400, 1200). The Fibonacci search method can yield the narrowest uncertainty range for the extreme value with the fewest function evaluations. For instance, in our experiments, only 15 function evaluations were sufficient to reduce the uncertainty range of f within 1 pixel. The estimated focal lengths for the four pairs of test images shown in Fig. 12 are 875, 651, 951, and 866 pixels, re-spectively. The processing time of our camera self-calibration algorithm depends on the number of points used for calibration and the numerical method in reconstructing the 3D points. For the four pairs of images shown in Fig. 12 , the number of points used for calibration was ranged from 800 to 1000 and the processing time was about 1.5 to 2.3 seconds running on a PC with Pentium IV 2.4 GHz CPU and 768 MB RAM. In fact, the overall processing time of our system is dominated by the interactive image cut tool for trunk extraction, which often requires several minutes to achieve an acceptable result. Thus, our camera self-calibration is quite efficient compared with other modules of proposed system.
3D Trunk Skeleton Recovery and 3D Trunk Model Building
In the proposed system, we utilize a smoothness constraint derived from the curvature of a space curve to acquire more accurate 3D trunk points. Before computing the 3D trunk points, the corresponding trunk points in the second image should be identified first. Typically, optical flow can provide quite accurate image correspondences except for those positions where the motion discontinuities occurred. Unfortunately, the motion of a trunk is usually different from its background, thus it will always yield motion discontinuities at the edge of the trunk. Therefore, using optical flow to locate trunk correspondences is sometimes inaccurate especially for small stems or branches. In our implementation, we employed the block matching approach to search the trunk correspondences. Since the fundamental matrix has been computed in previous module, the searching range of correspondences can be restricted to a line called epipolar line. Generally, we cannot ensure that all correspondences are correctly matched, and some outliers will be introduced. The problem of outliers is overcome by the smoothness or minimum To deeply visualize the created 3D trunk models, we constructed a simple virtual environment to place the textured 3D trunk models and rendered them from several different viewpoints. Figure 14 shows several views of a real tree and the created 3D trunk model under the corresponding viewpoints. In this example, the 3D trunk model is created based on the leftest image while other images are used only for inspection. From this figure we can see that except some minor details and the different lighting condition, the created 3D trunk model is quite similar to the real tree. Since our texture mapping is accomplished by projecting each vertex in the polygonal mesh onto the image plane and interpolating the intermediate pixels using the obtained colors, we also have a texture on the back of the trunk as revealed in this figure. This is incorrect but it can produce quite well visual effect. To get correct texture at the back of the trunk, more views of the trunk is definitely necessary. In this case, a fusing algorithm should be applied to combine the results from different viewpoints, which is beyond the scope of this paper.
In addition to this example, more 3D trunk models were also constructed as shown in Fig. 15 . The first column of Fig. 15 displays the original images, and the second column shows the front view of the created 3D trunk models. These plots reveal that our 3D trunk models are quite similar to the real trees in the images. To further explore the created 3D trunk models, the back and lateral views of these trunks are depicted in the third and fourth columns of Fig. 15 . By inspecting the real trees, we found that the created 3D trunk models can faithfully reflect the major 3D trunk structure of the trees. Our system is also applicable to those trees with complex branches as demonstrated by the second and fourth trees in Fig. 15 . In fact, as long as the trunk is not severely occluded and the trunk relations are correctly established, our system can yield rather satisfactory results.
Discussion
In general, our system can perform well for most situations except for some special cases. Recall that there are critical motion sequences that prevent the camera from calibrating. Indeed, it is the critical motion sequence that produce the first restriction of proposed system. Our camera can not be arbitrarily configured. As for the two-view case in our application, two critical configurations should be emphasized. If the camera is in pure translation or pure translation combined with arbitrary rotation about the optical axis, it is in critical motion [52] . We should avoid these two camera configurations in our applications. Typically, if the camera has great translation and rotation, critical motion is not easy to occur. However, since we demand our input images to be slightly different so that the corresponding points can be easily located, our camera should not be moved too much. Generally, a small translation together with a slightly rotation is sufficient to produce the images that satisfy our requirements. The images are only slightly different and the camera is not critically configured. All the test images in our experiments were captured in this way and the results were satisfactory.
Another restriction of proposed method is occlusion. There are two types of occlusions, the occlusions induced by trunk and introduced by leaves. The mutually occluded trunks will prevent the correct 3D trunk model from being constructed and the occlusions introduced by leaves will generate incorrect trunk texture and complicate the search of correspondences. The problem of mutually occluded trunks has been addressed in Section 3.3 where it will complicate the establishment of the 2D trunk structure. Generally, if the trunk is not seriously occluded, a correct 3D trunk model can still be generated.
However, if a trunk is fully occluded by another trunk, its 3D model can not be recovered obviously. In this case, the occluded trunk will be omitted in the final rendering. The problem of occlusion is inherent since the information for the occluded trunk is absent.
To solve this problem, more views are required and a fusing algorithm should be provided to combine the obtained results. At present, our system cannot deal with the problem of occlusion, thus we should carefully adjust the camera poses during the capture of images so that the occlusions are occurred as few as possible.
Conclusion and Future Work
In this paper we have presented a systematic system for creating a 3D trunk model from two images so that the created trunk is similar to the real tree. The proposed system is semi-automatic, i.e., some manual adjustments are still required. However, by utilizing an interactive segmentation tool with a well-defined user interface, the task becomes so simple such that a general user without any experience can still work well.
The user should capture two images of the tree by using a camera undergoing a small translation plus slightly different orientations to ensure the generation of slightly different images while avoiding critical configurations. Since the images are slightly different, image correspondences can be easily identified by means of block matching or optical flow estimation. We developed a camera self-calibration algorithm suitable for the two-view case to estimate camera parameters automatically. A minimum curvature constraint is formulated into the recovery of 3D trunk skeleton to alleviate the effects of reconstruc-tion uncertainty and mismatched corresponding points. We employ a set of generalized cylinders to model the trunk. Since the camera is calibrated, texture mapping can be easily achieved. With the trunk texture, a quite realistic 3D trunk model similar to the real one is then generated. Because generalized cylinder is a general primitive for plant modeling in computer graphics, our approach is compatible with other graphical methods for further development such as the interaction with the environment. Currently, our method is only applicable to those trees with distinct trunk and branches. Shrubs and bushes are unsuitable for the proposed system since their stems are generally severely occluded by other branches or leaves. However, these types of plants can be modeled by the graphical methods mentioned in Section 2. Combining our approach with these graphical methods, we believe that a rich natural environment can be constructed. The created virtual environment is more realism since some trees are generated from the images of the trees. At present, our system can only produce a realistic 3D trunk model, and our future work is to generate the leaves so that the created trees have a more similar global appearance to the real ones.
