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A bottom-up coarse-graining (CG) procedure for peptides in aqueous solution
is studied in this thesis. The coarse-graining procedure reduces the number
of degrees of freedom of the system, enabling us to investigate larger systems
and due to the smoother energy landscape one can get faster a better sam-
pling of the system. The interaction potentials in our coarse-grained model
are constructed in a such way, that the coarse-grained peptide reproduces
conformations according to a high-resolution (atomistic) model.
In this work the influence of differently constructed bonded potentials on
the reproduction of atomistic characteristics in structure-based CG simula-
tion was investigated. In the coarse-graining procedure one loses by constuc-
tion microscopic structural details of the peptide. This can be for example
correlations between degrees of freedom. In the thesis it is presented that
those “lost” properties can be recovered in a backmapping procedure which
reintroduces atomistic degrees of freedom into CG structures – as long as
the overall conformational sampling of the molecule is correctly represented
in the CG level of resolution. These correlations play an important role in
secondary structure formation. Therefore they are crucial for a realistic con-
formational ensemble of the peptide. It is shown that for an exact agreement
of the CG conformations with the atomistic reference additional bonded po-
tentials are required such as 1-5 bond and 1,3,5-angle potentials.
It is shown that the intramolecular parameters (i.e. bonds, angles, tor-
sions) determined for short oligopeptides are transferable to longer peptide
sequences. But one has to be aware that bonded potentials should be used
only in combination with those nonbonded interaction potentials, with which
they were parametrized. So, they cannot necessarily be combined with other
nonbonded interactions, for example a different water model.
Since the energy landscape is smoother in CG simulations, there is the
acceleration in time and in principle the CG time does not corresponds one
to one to the atomistic time any more. The dynamical properties of the
peptide in water on the atomistic and CG levels were investigated in order to
get an estimate for the speed-up of the dynamics in the CG model compared
to the atomistic one. We found that these scaling factors are different for
different dynamical properties and concluded that there is different “speed-
up” for different types of motions (for example rotation and translation).





In dieser Arbeit wird ein vergro¨bertes (engl. coarse-grained, CG) Simula-
tionsmodell fu¨r Peptide in wa¨ssriger Lo¨sung entwickelt. In einem CG Ver-
fahren reduziert man die Anzahl der Freiheitsgrade des Systems, so dass man
gro¨ssere Systeme auf la¨ngeren Zeitskalen untersuchen kann. Die Wechsel-
wirkungspotentiale des CG Modells sind so aufgebaut, dass die Peptid Kon-
formationen eines ho¨her aufgelo¨sten (atomistischen) Modells reproduziert
werden.
In dieser Arbeit wird der Einfluss unterschiedlicher bindender Wechsel-
wirkungspotentiale in der CG Simulation untersucht, insbesondere daraufhin,
in wie weit das Konformationsgleichgewicht der atomistischen Simulation re-
produziert werden kann. Im CG Verfahren verliert man per Konstruktion
mikroskopische strukturelle Details des Peptids, zum Beispiel, Korrelatio-
nen zwischen Freiheitsgraden entlang der Peptidkette. In der Dissertation
wird gezeigt, dass diese “verlorenen” Eigenschaften in einem Ru¨ckabbildungs-
verfahren wiederhergestellt werden ko¨nnen, in dem die atomistischen Frei-
heitsgrade wieder in die CG-Strukturen eingefu¨gt werden. Dies gelingt,
solange die Konformationen des CG Modells grundsa¨tzlich gut mit der atom-
istischen Ebene u¨bereinstimmen. Die erwa¨hnten Korrelationen spielen eine
grosse Rolle bei der Bildung von Sekunda¨rstrukturen und sind somit von
entscheidender Bedeutung fu¨r ein realistisches Ensemble von Peptidkonfor-
mationen. Es wird gezeigt, dass fu¨r eine gute U¨bereinstimmung zwischen CG
und atomistischen Kettenkonformationen spezielle bindende Wechselwirkun-
gen wie zum Beispiel 1-5 Bindungs- und 1,3,5-Winkelpotentiale erforderlich
sind. Die intramolekularen Parameter (d.h. Bindungen, Winkel, Torsio-
nen), die fu¨r kurze Oligopeptide parametrisiert wurden, sind u¨bertragbar
auf la¨ngere Peptidsequenzen. Allerdings ko¨nnen diese gebundenen Wechsel-
wirkungen nur in Kombination mit solchen nichtbindendenWechselwirkungs-
potentialen kombiniert werden, die bei der Parametrisierung verwendet wer-
den, sind also zum Beispiel nicht ohne weiteres mit einem andere Wasser-
Modell kombinierbar.
Da die Energielandschaft in CG-Simulationen glatter ist als im atomistis-
chen Modell, gibt es eine Beschleunigung in der Dynamik. Diese Beschleuni-
gung ist unterschiedlich fu¨r verschiedene dynamische Prozesse, zum Beispiel
fu¨r verschiedene Arten von Bewegungen (Rotation und Translation). Dies
ist ein wichtiger Aspekt bei der Untersuchung der Kinetik von Strukturbil-
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Proteins are biopolymers constructed of 20 natural amino acid building blocks
linked by peptide bonds [1, 2]. Proteins can be viewed as the driving forces of
cellular machinery, as they are responsible for diverse functions ranging from
molecular motors to signaling. They catalyze reactions, transport oxygen
and lipids, ions and sugar, form the building blocks of viral capsids, traverse
the membranes to yield regulated channels, and transmit information from
the DNA to the RNA. They also synthesize new molecules and are responsi-
ble for their degradation. Proteins are the vehicles of the immune response
and of viral entry into the cell [3].
One important group of proteins are structure proteins [1, 2]. A promi-
nent example of a structure protein is collagen, which is present in animal
tissues such as skin, muscle, tendon, etc. Another example of interesting
structure proteins are silk proteins [4, 5], which exist in silkworm and spi-
der silk [6, 7, 8]. They are composed of fibroin and have very interesting
properties (spider silk is very strong and at the same time very thin), which
one would like to understand and possibly copy for synthetic or biomimetic
materials. The organic matrix of many biological composite materials, such
as bone, teeth, nails, etc., is also formed by proteins [9]. Remarkable me-
chanical properties like the extensibility and strength of protein materials
are caused by a protein’s ability to form 3D structures [10, 11]. For example,
the strength of interactions between the β-sheet regions of proteins deter-
mines the tensile strength of each kind of silk [12]. 3-D protein structures
are hierarchically organized as can be seen in Fig. 1.1:
• The secondary structure is a regularly repeating local structure stabi-
lized by hydrogen bonds. α-helices, β-sheets and turns are the most
common examples [2].
• The tertiary structure is the overall shape of a single protein molecule.
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It stems from the spatial interactions between the secondary struc-
tures. The tertiary structure is generally stabilized by non-local in-
teractions, most commonly the formation of a hydrophobic core, but
also through salt bridges, hydrogen bonds, disulfide bonds, and even
post-translational modifications. The term “tertiary structure” is often
used as synonym with the term “fold”. The tertiary structure is what
controls the basic function of the protein [2].
• The quaternary structure describes a structure formed by several inde-
pendent protein molecules (separate polypeptide chains), usually called
subunits, which function as a protein complex. [2].
Proteins can be very long, up to thousands of amino acids [2] and, in
addition to having a large number of degrees of freedom (DOF), their ar-
chitectures are complex and of great diversity [2]. Therefore, the study of
their properties with computer simulations can be problematic because of
the required computer power and due to difficulties in parametrizing all of
their properties, e.g., creating a force field. But to start with, one does not
need such a long polymer, at least at the stage of investigating the model.
It is possible to study shorter sequences as model systems in order to get
an idea about the behavior and properties of the protein. A molecule with
sequences of up to 50-100 amino acids is called a peptide. Peptides rep-
resent the most favorable building blocks for the design and synthesis of
nanostructures because they offer a great diversity of chemical and physical
properties [15]. They can also be synthesized in large amounts, modified and
decorated with functional elements, and can then be used in diverse appli-
cations. Using basic biological building blocks and a large number of diverse
peptide structural motifs, it is possible to build new materials via a bottom-
up approach [11, 16, 17, 18, 19, 20]. The development of new bioinspired
materials frequently relies on peptide units which are able to self-assemble,
organize and form nanostructures [21, 22]. Many different approaches to de-
sign peptide sequences for structure formation have been pursued in the past:
peptides can be divided into sequences that lead to the formation of fibrillar
structures, hydrogels, or sequences that result in amphiphilic peptides which
function as surfactants [16, 23, 24, 25].
The ability of proteins to aggregate plays an important role in the forma-
tion of large protein complexes (e.g. virus shells) and protein-based materials
(e.g. spider silk, bones). From the biomedical point of view, these aggregates
appear to be of significant importance for the understanding of neurodegener-
ative diseases such as Alzheimer’s [26, 27], Huntington’s and Parkinson’s [28]
disease. These phenomena are caused by a drastic change in protein confor-






Figure 1.1: 3D-structures of proteins. (a) Secondury structure, α-helix (adopted from
[13]); (b) and (c) antiparallel and parallel β-sheets respectively (adopted from [14]); (d)
colored part presents the tertiary strusture of the protein and whole picture present the




formational changes or disorders are Kuru [16] and Creutzfeldt-Jakob [29]
in humans, scrapie in sheep, BSE (Bovine spongiform encephalopathy) in
cows [30], and certain types of cancer [16, 31, 32].
Partially driven by the need to understand neurodegenerative diseases
and amyloid aggregation [33, 34, 35], the aggregation of peptides and pro-
teins [36] has become a field of growing interest over the recent years. An-
other example of the importance of this development in medicine is the fact
that some peptides can aggregate and serve as templates for tissue growth,
in for example functional nerve networks, which can then even develop into
active synapses [15, 37, 38, 39]. The ability of the nanostructures to pro-
vide a permissive environment for axonal regeneration of the tissue in the
central nervous system after injury [15, 40] is used in tissue engineering and
regeneration processes. Self-assembling materials in combination with a bio-
engineering platform can also be used to assist functional bone regeneration
in cases of larger bone defects [21].
With these growing interests in protein- and peptide-based materials, un-
derstanding the relationship between sequences (structure and function) and
mechanical properties needs more attention. Here, computer simulations
are being used to gain a better molecular understanding of the systems and
processes, as well as the driving forces and mechanisms behind them. Simu-
lations can help to interpret and inspire experiments and to provide a picture
of the underlying microscopic processes at a single molecule resolution fre-
quently not accessible experimentally. The field of biomolecular simulation
has been growing tremendously over the last 30 years. Atomistic biomolecu-
lar force fields have been developed which allow one to study peptides, pro-
teins and other biomolecules on a microscopic level. Computer simulations
are very powerful for refining structures of biomolecules in solution, in mi-
celles or in membrane fragments, especially when the simulation refinement is
based on experemental data like NMR or crystallography [41, 42]. Atomistic
models provide important information on the nm scale (for example to study
a protein in its native folded state), but it is not feasible to perform fully
detailed atomistic simulations to obtain microscopic bulk properties of poly-
mers or biological materials, or to observe the folding of a protein [43] on an
atomistic level. This is because the huge number of degrees of freedom lim-
its atomistic approaches for the investigation of phenomena at macroscopic
length scales and the limited sampling also makes an assessment of possi-
ble force field problems difficult if the system gets trapped in the “wrong”
configurations. So, one needs to reduce the number of DOF by coarsening
the model and keeping only those DOF which are deemed relevant for the
particular questions of interest. Thereby all potentials of the system will
be smoother, all processes will run faster, and one can cover long time and
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the length scales. Meso-scale or coarse-grained (CG) models contain enough
information to retain the chemical identity of the parent polymer.
In a recent review, van Gunsteren et al. summerize several major chal-
lenges which biomolecular modeling is facing today [44]. They state that
present day biomolecular modeling is limited by four main problems: 1)
force field problems, 2) search (sampling) problems, 3) ensemble (sampling)
problems, and 4) experimental problems. One example of a force field prob-
lem is that the free energy differences driving processes like folding are in the
order of 1−10kBT , which are relatively small. However, these energies result
from a summation over all atom pairs, so this number is actually very large
for biological systems (106− 108). Hence, it would be impossible to simulate
folding or membrane formation. To reach the requested accuracy for the
total nonbonded energy, the accuracy of the individual terms in the summa-
tion must be higher. There are sampling problems because such big systems
have a large number of degrees of freedom and the energy hypersurface is
very rugged, with energy basins and mountains of a wide range of depths
or heights. This makes the search for a global energy minimum a daunting
task. The ensemble problem consists of the fact that the state of a system is
generally characterized not by one configuration or structure, but by a Boltz-
mann ensemble of configurations. Again, due to a large number of DOFs of
the biological system, the ensemble is also large. Experimental data are nec-
essary for the parametrization of force fields, but, for biomolecular systems
these are scarce relative to the number of degrees of freedom involved. How-
ever, many different conformational ensembles may reproduce the same set
of experimental data. Unfortunately, this makes the problem of deriving the
conformational ensemble from experimental data for a biomolecular system
under-determined. Different strategies have been pursued to overcome these
challenges for biomolecular simulations, such as the development of enhanced
sampling techniques, new force fields, etc. One important ingredient to over-
come search and ensemble problems is the development of coarse-graining
(CG) techniques.
CG methods to investigate proteins and peptides have already been devel-
oped for a long time and different ways of sampling such systems have been
found. For example, there are one-bead 1 models, which reduce many degrees
of freedom, but such models cannot easily describe secondary structure tran-
sitions [45]. Some people argue that this type of CG mapping scheme gives
a ‘natural’ representation, because the amino acids are the ‘building blocks’
of proteins [45]. Models with a larger number of bead types in a back-





bone can describe the system better, but will need more time and computer
resources [45]. In addition, intramolecular degrees of freedom of peptides
within the backbone chain are usually correlated, since the underlying atom-
istic degrees of freedom are already correlated. Although the correlations in
the atomistic simulation are usually reproduced, it is not so trivial to recover
these correlations in CG simulation as well [46]. It is a rather difficult task,
because one has to use pair interactions and it is better to avoid complex
multi-parameter potentials (expensive in terms of parametrization, compu-
tational time and resources). Because of this correlation, one usualy keeps
quite a high order of resolution for the backbones [47]. Also, the number of
beads per amino acid side chain may vary in the CG mapping schemes. The
choice of it depends on the properties which one wants to reproduce. Even
one bead located on sidechains allows one to easily describe the non-bonded
interactions [45] and an even higher resolution (almost atomistic) allows one
to reproduce realistically both secondary structure properties as well as the
hydrogen bonding behavior [48]. Different CG models are used in various
areas such as self-assembly of peptide-based materials, peptide folding and
in structure prediction algorithms [15, 48, 49, 50, 51, 52, 53]. Usually, these
models are parameterized in such a way that they reproduce Ramachandran
plots 2 [48, 55, 56, 57], which predict secondary structures [58, 59], known
from experiments or an atomistic reference simulation [60, 61].
Often CG models are just one component of a multiscale simulation study
where one investigates a system at several levels of resolution at the same
time. In this case, the consistency of the different models at the individual
levels of resolution is of particular importance. Suppose one wants to inves-
tigate a process on very large time and length scales for example, to study
biomolecular aggregation or biological materials while at the same time being
able to zoom in to a high resolution (to obtain local microscopic properties).
Then it is important to combine both high and low resolution simulation
models in such a way that it is possible to easily navigate in between them
– either sequentially or by simultaneously simulating parts of the system at
high and low resolution [62, 63]. In such a case, the switching/simultaneous
treatment can only be done if the models at different levels of resolution are
consistent both structurally and thermodynamically. Otherwise, each change
of resolution would lead to the disruption of the structures, phase changes,
etc. Several different coarse-graining approaches have been developed over
the years which share the goal of being able to switch in between resolutions
2A graphical representation in which the dihedral angle of rotation about the alpha-
carbon to carbonyl-carbon bond in polypeptides is plotted against the dihedral angle of
rotation about the alpha-carbon to nitrogen bond [54].
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Figure 1.2: Chemical structure of capped-alanine oligomer considered in this
thesis, with a scheme of CG beads.
and being transferable [64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76]. Usu-
ally in these approaches, a simulation at the higher resolution level (e.g. an
atomistic simulation) is used as a reference to determine interaction functions
for the lower resolution (CG) model.
Many of the CG methodologies and multiscale simulation methods (i.e.
structure-based approaches [67], thermodynamics force field (MARTINI) [74],
etc.) have been developed for or tested on model systems [66, 67, 77, 78] like
homogeneous liquids [72, 79] and amorphous polymers [64, 65, 80]. Extend-
ing them to more complex systems such as biological materials, biomolecular
systems with multiple components, etc. poses new and exciting challenges.
One can address questions concerning aggregation and phase separation as
well as complex conformational equilibria, which are in turn affected by the
interactions with surfaces and interfaces.
The scope of this thesis is to investigate several aspects of coarse-graining
with a special focus on extending the methodology to biomolecules (peptides)
in aqueous solution. We have studied methods to develop CG interaction
functions for multiscale simulations, conformational behavior on the CG level
and a backmapped atomistic ensemble, and dynamic properties of the CG
molecules. The central system of the thesis is a capped-alanine oligomer:
CH3− [CONH−CH2CH3]3−CH3 (Fig. 1.2). This choice is not accidental,
as alanine oligomers are typical systems used to test simulation models for
peptides (with structurally simple sidechains and no electrostatic charges).
Also, for the creation of a CG model, the alanine oligomers are attractive
since oligo-alanine by itself plays a significant role in the structure formation
of silks (specifically spider silk). Thus, these simulations will also be useful




In this thesis, a CG model for oligo-alanine peptides is developed based
on an atomistic (force field) description. We rely on a structure-based CG
methodology to represent bonded and nonbonded interactions, such that
they reproduce structural properties of the atomistic model. We assume
that bonded and nonbonded interactions can be separated and parametrized
independently. This assumption was originally made for amorphous polymer
systems where bonded and nonbonded interactions can often be clearly sepa-
rated. In this case, bonded interactions are determined based on sampling of
single chains with long-range exclusions to avoid double counting (for details
see Ref. [81]). Here, one assumes that the CG nonbonded “environment” has
the same effect on the conformational sampling as the all-atoms nonbonded
“environment” [60]. This assumption needs to be verified and in biomolecular
systems, it is likely to be problematic since a hydrogen bonding and solvation
effects significantly influence the conformational sampling. In Chapters 4 and
5 we will address the problems associated with interdependence of bonded
and nonbonded interactions and between different bonded DOFs in details.
For a short dipeptide (di-phenylalanine), a structure based CG model has
previously been developed, which reproduces both conformations as well as
the association behavior of the peptide in an atomistic description [60, 61].
In this thesis, the focus is on conformational sampling of a CG model for
slightly longer peptides (capped tri- and tetra-Alanine, denoted as Ala3 and
Ala4). It is investigated to which extend a (structure-based) CG model is
capable of reproducing the conformational equilibrium of a corresponding
atomistic model, with particular attention being paid on the problem of cor-
relations between bond, angle and torsional degrees of freedom. These play
a decisive role in the overall conformations adopted by biological molecules
in aqueous solution.
The nonbonded interactions can be parametrized to reproduce thermo-
dynamic properties (for example free energies) [69, 74, 82, 83] or structural
properties [60, 61]. Reproducing one of the characteristics does not guaran-
tee the reproduction of another [84]. Currently, some studies are in progress,
which try to derive CG potentials, that can reproduce both kinds of proper-
ties (thermodynamic and structure) with reasonable agreement [85, 86].
In the present work, first calculations were done using the nonbonded
potentials developed by Villa at al. [60, 61]. We also performed simula-
tions to reparametrize the nonbonded potentials and to study the influences
of pressure correction of the water model and of neighboring beads on the
nonbonded interactions between peptides in solution.
Dynamical properties of the CG peptide are also considered. CG dy-
namics is generally faster than the dynamics of the underlying atomistic
system as the averaging over detailed, local degrees of freedom leads to a
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smoother potential energy surface and consequently faster dynamics of CG
models [87]. To study the dynamics in a CG simulation, it is important to
make a “bridge” between atomistic and CG systems. The “speed-up” of the
dynamic processes depends on the CG model and it should be determined
empirically for each model. It is not a priory clear whether different dynam-
ical modes experience a different speed up in the coarse-graining process (for
example translational, rotational and internal dynamics). This needs to be
investigated since it influences the overall kinetics of the system and may lead
to a different sampling of kinetically controlled processes. A better knowl-
edge of the link between the time scales and their dependence on varying
conditions can also be linked to the aspect of transferability and, in the end,
to the predictive capability of the CG model.
The thesis is organized as follows: Chapter 2 gives a review of the the-
oretical background, which is the basis for molecular dynamics simulations.
The general idea of CG methods, in particular the structure-based methods,
are discussed in Chapter 3. We present our results and performance of the
CG model for oligo-alanin in Chapter 4. Here, we will discuss what kind
of properties we can reproduce with structure-based CG simulation. We
can also obtain accurate results for characteristics which were not directly
parametrized, and will present results for a backmapped system. Possible ad-
ditional corrections to the nonbonded and bonded interactions are discused in
Chapter 5. In this section we will present several variants of correction for CG
potentials in order to obtain all kinds of properties with good agreement to
the original atomistic system. In Chapter 6 the differences in non-bonded po-
tentials are considered. We will describe the process of obtaining nonbonded
potentials and possible ways of improving them. In Chapter 7, we focus on
the hydrodynamical properties of the pure water and “peptide+water” sys-
tem, like diffusion coefficients and rotational diffusion, and investigate the
dependence of these properties on the system size and compare them for the










In the present chapter I present briefly the theory, which is relevant to the
simulations done in this thesis. First, I will consider the equations of motion,
possible ways of their numerical determination [88, 89] and additional condi-
tional (constraints) [90, 91]. Then I will discuss different ensembles [92, 93],
periodic boundary conditions [94], the force fields [95, 96, 97] and the poten-
tials of mean force (PMF) [98].
2.1 Molecular dynamics. Equations of mo-
tion
Molecular dynamics (MD) simulation [98] is a technique used to describe the
motion of the system in a classical limit (with the laws of classical mechanics).
The main justification of the MD method is that statistical ensemble averages
are equal to time averages of a system, known as the ergodic hypothesis. The
key idea in MD simulation is to describe how positions and velocities of each
classical particle change with time use Newton’s equations of motion. In
other words, the behavior of an entire system can be determined if one has a
set of initial conditions and forces of interactions for each of its components.
The potential energy surface on which the equations of motion are simu-
lated is called force field. Though the descriptions of force fields include the
covalent structure of the molecules, classical methods cannot be used in the
case of chemical reactions which change the covalent structure (more details
on force field can be found in Sec. 2.5). For investigation of such cases, the
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reactive part of the molecular system should be treated differently, e.g. by
quantum-chemical methods. Although classical MD simulations are limited
by system size, the classical methods are faster than “ab initio” [99] methods.
As mentioned before, the MD simulation is based on the equations of
motion, which should be solved for each particle of the system. The starting
point is Hamilton’s variational principle, which concisely summarizes most
of classical mechanics into the statement that the phase space trajectory




is an extremum [88], where L is the Lagrangian:




q˙2imi − U({qi}), (2.2)
here T is a kinetic energy, U is a potential energy andmi is the mass of one of
the system’s particle. Given set of N independent generalized coordinates1
and velocities {qi, q˙i} that describe the state of a conservative system (one
in which all forces derive from some potential energy function U), so that











where i ∈ [1, N ]. If we take into account the Eq. 2.2, we can get the Newton’s







There is an alternative formulation of the equations of motion. Replace-
ment of the generalized velocities {q˙i} in the Lagrange formulation by general-
ized momenta pi =
∂L
∂{q˙i} (in case the coordinates are Cartesian and pi = miq˙i)





q˙ipi − L, (2.5)








1The generalized coordinate can be replaced with Cartesian or polar coordinates.
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2.1. MOLECULAR DYNAMICS. EQUATIONS OF MOTION
In case, when H has no explicit time-dependence, there will be H˙ = 0, so
H is a conserved quantity. Properly solving the equations of motion for a
system without time- or velocity-dependent forces will therefore produce a
microcanonical (NVE) ensemble, in practice, however, there will be errors
that cause deviations from ideal behavior: errors in forces (because of trun-
cation) will produce pseudorandom disturbances that cause energies to drift;
the finite time step will cause integration errors and the total energy will not
be exactly conserved. Therefore there are always modifications to the pure
Newtonian equations of motion needed to generate long stable trajectories.
The important quality, which an integration algorithm should possess, is
simplicity. A simple algorithm will involve the storage of only a few coor-
dinates, velocities etc., and will be easy to program. There are three main
criteria, which influence the choice of the algorithm:
• Time reversibility should be ensured, because it is inherent in the New-
tonian equations of motion.
• The generated trajectories should conserve volume in phase space, i.e.,
the algorithm should be symplectic (the deviation from symplectic be-
havior produces time-dependent weight factors in phase space) [89].
• The computational effort is completely dominated by the force calcu-
lation, and therefore, it is better to prefer methods that use only one
force evaluation per time step.
2.1.1 Verlet methods
Perhaps the most widely used method of integrating the equations of motion
is that initially adopted by Verlet [100]. This method is a direct solution of
the second-order equations Eq. 2.4. The method is based on positions ~r(t),
accelerations ~a(t) = ~¨r(t), and the positions ~r(t−∆t) from the previous step.
The derivation of the Verlet formula follows from the Taylor expansion of the
coordinate variable at times t+∆t and t−∆t [88]:












∆t2 + O(∆t3) (2.7)
Summing these two equations, we get:
~r(t+∆t) = 2~r(t)− ~r(t−∆t) +
~F (t)
m
∆t2 + O(∆t4). (2.8)
Rev. null
13
CHAPTER 2. THEORETICAL BACKGROUND: MD SIMULATION
The velocity ~v(t) is not directly involved in the solution, but if required it








The “leap-frog” algorithm [101, 102], which was used in this work, is equiva-
lent to the Verlet scheme. It uses positions at integer time steps and velocities






























As one can see after these calculation we will have position and velocity at
different times, and one can not evaluate the kinetic and potential energy at

















Verlet and leap-frog schemes fulfill the criteria of being time-reversible
and symplectic, and they require only one force evaluation per time step.
2.2 Constraints
Constraints are additional boundary conditions for the equation of motion,
added in such a way that the system fulfills certain conditions, effectively
reducing the number of degrees of freedom of the system. They can be de-
scribed by a constraint equation σ(~r) = 0 depending only on the coordinates
that should be satisfied all the times (holonomic constraints). For every
constraint there is such an equation, for example:
• distance constraint between two particles: σ = |~rij| − dij = 0;
• angle constraint between two constrained bonds:
σ = ~rij~rkj − dijdkj cosφ = 0.
The way to introduce holonomic constraints into the equations of motion
is by minimizing the action while preserving the constraints, using Lagrange



















while for all r along the path σs(r) = 0, s = 1, ...,m. Holonomic constraints
do not modify the generalized momenta, because the constraints are not
functions of r˙, but the forces are:







The second term on the right side describes the constraint forces. For find-
ing a proper set of Lagrange multipliers it is necessary to integrate these
equations. There are two common methods: SHAKE [103] and LINCS [104].
Different modifications of these methods also exist: RATTLE [105] and P-
SHAKE [106], SETTLE [107] (modifications of SHAKE) and P-LINCS [108]
(modification of LINKS).
Constraints are used in the present thesis to constrain the bonds of the
system and to calculate free energies along a reaction coordinates2. In many
force field approaches all bonds in the system are constrained to their av-
erage bond length for the following reason: during the simulation the time
step in the integration of the equations of motion needs to be chosen to
be shorter than the shortest relevant time scale in a system. To describe
fastest oscillations properly, one oscillation period should correspond to sev-
eral time steps (usually of order 50 [90]). In typical atomistic simulations the
intramolecular vibrations represent the motion with the highest frequency.
If the high-frequency vibration of bonds is not of special interest, constrain-
ing these bonds allows for the use of a larger time step and therefore faster
simulations.
2.2.1 SHAKE
One popular method of solving the constraint equations [103] can be used
in conjunction with the Verlet algorithm:
~ri(t+∆t) = 2~ri(t)− ~ri(t−∆t) + (∆t)
2
mi
[~F ui (t) + ~F
c
i (t)], (2.15)
2A geometric parameter that changes during the conversion of one (or more) reactant
molecular entities into one (or more) product molecular entities and whose value can be
taken for a measure of the progress of an elementary reaction (for example, a bond length
or bond angle or a combination of bond lengths and/or bond angles; it is sometimes
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where ~F u are the forces disregarding the constraints, and the constraint forces
on particle i at time t are given by:







The effect of the constraint force is to add a second contribution to the
displacement of the particles. The algorithm first computes the new positions
~r′i disregarding the constraints:
~r′i = 2~ri(t)− ~ri(t−∆t) +
(∆t)2
mi
~F ui (t), (2.17)
and then corrects the positions with ∆~ri such that
σs(~r











This set of m coupled equations for the m λ’s is then solved sequentially
and the procedure is iterated until convergence. This method resets the
coordinates after an unconstrained time step to satisfy the constraints within
a giving precision. SHAKE is simple and numerically stable because it resets
all constraints within a prescribed tolerance but it is an iterative method.
When the displacements are large no solutions may be found for this case,
because each bond will be calculated one by one and an improvement one of
them can lead to worsening previously made ones. Therefore, it is difficult to
parallelize SHAKE [104]. At the same time it is not so difficult to parallelize
another method for constraints, LINKS, which, at the same accuracy, is three
to four times faster than the SHAKE algorithm [104].
2.2.2 LINCS (Linear Constraint Solver)
The LINCS method rewrites the equations of motion to include the con-
straints and does not reset the coordinates like SHAKE. This is done in the
following way: Eq. 2.14 can be rewritten in the matrix notation:
Mr¨ = f +CTλ, (2.20)
where r and f are 3N ×1 matrices containing coordinates and unconstrained
forces correspondingly, M is the 3N × 3N diagonal matrix of masses, and


















= (Cr˙)s = 0, (2.22)
the following relation is found:
Cr¨ = −C˙r˙. (2.23)
By left-multiplying Eq. 2.20 by CM−1 and using relation Eq. 2.23 we obtain:
λ = −(CM−1CT)−1(CM−1f + C˙r˙). (2.24)
The matrix CM−1CT is non-singular and can be inverted, if the constraints
are independent [110]. Substituting this expression for λ in Eq. 2.20 we
obtain the equations of motion:
r¨ = (1−TC)M−1f −TC˙r˙, (2.25)
where T = M−1CT(CM−1CT)−1 . The matrix 1−TC projects the accel-
erations due to the unconstrained forces onto the constraint hypersurface.
The first term in Eq. 2.25 gives the constrained accelerations due to the sys-
tematic forces and the second term gives the constrained accelerations due
to centripetal forces. In this work the LINKS algorithm was used.
2.3 Ensembles
As stated in Sec. 2.1, in case when H˙ = 0, H is a conserved quantity, and
solving the equations of motion will result in microcanonical sampling (NVE).
But there are always errors in practical simulations due to the finite time step
and due to numerical accuracy. To avoid this it is necessary to make modifi-
cations to the Newtonian equations of motion Eq. 2.4. In most applications
it is desirable to simulate at constant temperature T [94], i.e. to generate
a canonical NVT ensemble, and in many applications one needs to simulate
at constant pressure, i.e. in an isothermal-isobaric NpT ensemble. These
ensembles are often favorable in simulations since they describe conditions,
which come closer to experimental ones that the NVE ensemble.
There are several ways to control temperature and pressure in the system.
Not all of them generate well-defined ensembles, but even such algorithms
are still used, for example for equilibration of the system since they are very
robust and numerically stable. So, the choice of the method depends on the
purpose of the simulation.
In the following I will review the thermostats used in this thesis. Usually
there are analogous barostats (i.e. on following the pressure to obtain an
NpT ensemble) for each of these methods [111].
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2.3.1 Stochastic methods
The Langevin thermostat (also called stochastic dynamics (SD) thermostat)
is a stochastic method that involves the application of random forces together
with friction forces, and produces a canonical ensemble. A friction force is
added to the conservative force, which removes kinetic energy from the sys-
tem, and a random force adds kinetic energy to the system. To generate
a canonical ensemble these two contributions have to obey the fluctuation-
dissipation theorem [93, 112, 113]. The equations of motion have the follow-
ing form:
~˙pi = ~Fi − γi~pi + ~Ri(t), (2.26)
where Ri(t) is a zero-average stationary random process without memory:
〈~Ri(0)⊗ ~Ri(t)〉 = 2miγikBTδ(t)1. (2.27)
Langevin dynamics can be seen as molecular dynamics with a stochastic
thermostat, when 1
γi
is large compared to the relevant time scales in the
system. But, if 1
γi
is small, the dynamics of the system will be different from
molecular dynamics (see below), but sampled configurations correspond to
the ones in the canonical ensemble. Due to the random and friction forces
the implementation of this method with the leap-frog algorithm is not trivial
and it is reviewed in details by W.F van Gunster and H.J.C. Berendsen in
Ref. [114].
The Langevin thermostat acts locally, because it changes the momentum
of each particle. Particles, which moves too slow, gain more energy by the
noise term, while too fast particles are slowed down by the friction. This
keeps numerical instabilities, which usually arise from inaccurate calculation
of a local collisionlike process, effectively under control and prevents them
from propagating. But there is also a disadvantage: it is not momentum
conserving, which is one of the conditions to treat hydrodynamics correctly.
The method of dissipative particle dynamics (DPD) [115, 116] can cir-
cumvent this. As the SD thermostat DPD also uses friction and noise on a
local scale, but those are applied to pairs of particles. The friction scales the
relative velocities between pairs of nearby particles and the noise acts accord-
ing to Newton’s third law. Therefore this method reproduces hydrodynamic
behavior on large length and time scales [117].
2.3.2 Weak-coupling methods
Weak-coupling methods (Berendsen thermostat and barostat [92]) are not




control. The idea is to rescale velocities per step in a such way that the total







where T0 is the desired temperature. The temperature T is given by the
kinetic energy found after updating the velocities in a normal molecular dy-
namic step. This rate equation would cause a temperature deviation from T0
to decay exponentially to zero with a time constant τ . The implementation
in terms of a scaling factor λ for the velocities is given by equation:









The temperature is conserved and the scaling is complete for the smallest
possible value of the time constant τ = ∆t, where ∆t is the MD time step.
This case corresponds to the Gaussian isokinetic thermostat [118, 119, 120]
which produces a canonical ensemble in configuration space [94]. The kinetic
energy does not fluctuate for small τ but the potential energy does. As τ
increases, fluctuations in kinetic energy appear at the expense of potential
energy fluctuations, to become equal and opposite at large τ . So, for τ much
longer than the intrinsic correlation times for internal exchange of energy, the
scaling has no effect and a microcanonical ensemble is obtained [94]. Strictly
speaking, this thermostat does not generate a proper canonical ensemble. For
very small systems the sampling will indeed be incorrect, because the error
scales with 1/N , but for larger systems most properties will not be affected
significantly, except for the distribution of the kinetic energy itself, i.e. head
capacity is not correct in the system [121]. A similar thermostat which does
produce a correct ensemble is the stochastic velocity rescaling thermostat by
Bussi et al, which will be described below.
The Berendsen thermostat is not acting locally but on a global scale,
since only the kinetic energy of the whole system is monitored and all par-
ticle velocities are scaled by the same factor. Therefore artifacts can occur,
for example for an inhomogeneous system, e.g. a big protein in water, the
temperatures for the protein and the solvent can differ strongly while the
“average” temperature of the system is correct. This problem can be solved
by controlling separately protein and water by two independent thermostats.
Pressure control by weak coupling is possible by scaling coordinates, in
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The scaling of coordinates and volume is done the following way:
~r′ = χ~r, (2.31)
V ′ = χ3V, (2.32)
at every time step with a scaling factor χ:
χ3 = 1− βT ∆t
τp
(P0 − P ) , (2.33)









The Berendsen barostat has advantage of smooth response, but the disadvan-
tages are that it does not generate a known ensemble and fluctuations cannot
be used. In order to generate true NpT ensemble one should use a barostat
first introduced by Andersen [122], then generalized for anisotropic volume
fluctuations by Parrinello and Rahman [123] and later the implementation of
this barostat was cosidered in details by Kolb and Du¨nweg [124]. But if the
pressure of the system is very far from equilibrium, the Parrinello-Rahman
coupling may result in very large box oscillations that could even crash a run.
In that case it is better to use the weak coupling scheme to reach the target
pressure, and then switch to Parrinello-Rahman coupling once the system is
in equilibrium [121]. Mainly we made simulations with constant pressure for
equilibrating the system and getting the reference data for our CG model,
therefore we used Berensen barostat.
2.3.3 Canonical sampling through stochastic velocity
rescaling by Bussi et.al.
This kind of thermostat uses velocity rescaling to obtain a canonical ensem-
ble. It was proposed by Bussi et al. [125]. The stochastic velocity rescaling
method by Bussi et.al. consists in multiplying the velocities of all particles
by the same factor α, calculated by enforcing the total kinetic energy K to be
equal to the average kinetic energy at the target temperature, K = 1
2
NfkBT ,
where Nf is the number of degrees of freedom. The rescaling factor α for the








2.4. PERIODIC BOUNDARY CONDITIONS
The same factor is used for all the particles, therefore there is neither an
effect on constrained bond lengths nor on the center of mass motion [125].
It is proposed to modify the way the rescaling factor is calculated, so as to
enforce a canonical distribution for the kinetic energy. Instead of forcing the
kinetic energy to be exactly equal to K, a target value Kt with a stochas-
tic procedure aimed at obtaining the desired ensemble is selected. So, the






where Kt is drawn from the canonical equilibrium distribution for the kinetic
energy:






The system is evolved using Hamilton’s equations (Eq. 2.6) between the
rescalings. The number of integration time steps in between can be fixed or
randomly varied. Both the Hamiltonian evolution and the stochastic velocity
rescaling leave a canonical probability distribution unaltered. Under the
condition that the Hamiltonian evolution is ergodic in the microcanonical
ensemble, it follows that this method samples the canonical ensemble [126].
The stochastic velocity rescaling thermostat by Bussi et.al. is practically
a Berendsen thermostat (see sec. 2.3.2), but with an additional stochastic
term that ensures a correct kinetic energy distribution:









where Nf the number of degrees of freedom, dW a Wiener process and τ is a
coupling constant. Without the second summand this equation became the























2.4 Periodic boundary conditions
Typically molecular dynamics is applied to systems containing several hun-
dred to a million atoms. Such systems are dominated by surface effects.
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Figure 2.1: All replicated in three dimensions.
Using periodic boundary conditions is the way to overcome this problem.
The system is exactly replicated in three dimensions, see Fig. 2.1. These
replicas are called image cells. The simulated system is thus a unit cell of a
periodic lattice. Each unit cell can have an arbitrary triclinic shape, defined
by three basis vectors a, b, c with arbitrary angles α, β, γ between the basis
vectors.
For simulations of proteins and peptides, the optimal unit cell has a min-
imal volume such that there is a prescribed minimum distance between any
atom of the molecule and any atom of any neighboring image. This condition
ensures that the interaction between images is small, while the volume mini-
mizes the computational time spent on the less interesting solvent. A rhombic
dodecahedron is the best choice for approximately spherical molecules [94].
In this work, a cubic box was used for simplicity.
Use of periodic boundary conditions removes unwanted surface effects at
the expense of introducing artificial periodicity into the simulated system.
Each atom in the unit cell interacts in principle with all N − 1 other atoms
and all their images, including its own periodic image. It is implied that with
periodic boundary conditions the potential functions are also periodic. Con-
cerning the long ranged Coulombic interactions, this periodicity is taken into
account by the use of lattice sums, which will be discussed later. Artifacts of




that these potentials vanish for distances larger than half of the smallest
length of the unit cell. Thus only nearest image interactions can occur. For
sufficiently short-ranged forces, like the Lennard-Jones model, it is necessary
to consider only those image cells that adjoin the primary cell (in 2D system
there are eight such image cells). The modification of potentials by adding
cut-offs brings its own artifacts. There is no good solution to avoid periodic-
ity artifacts completely: sudden cut-offs cause additional noise and erroneous
behavior whereas smooth cut-offs strongly modify the interaction. The best
strategy is to use consistent forces and potentials by inclusion of complete
lattice sums, in combination with studying the behavior of the system as a
function of the box size.
Effects of periodicity are more pronounced on dynamic properties, partic-
ularly time correlation functions. The imposed periodicity in space causes a
suppressed but finite periodicity in time. Thus unrealistic correlations occur
when the delay time for sampling the correlation function exceeds the time
needed for spatial translations to become periodic, τpbc. This periodic corre-
lation time τpbc is equivalent to the time required for a longitudinal wave to
traverse the simulation cell of side a. The sound propagates by longitudinal













where the sonic velocity is denoted as ω = 1√
ρmκs
, m is the atomic mass,
κs is an adiabatic compressibility, and ρ is the density of the system. An
additional finite-size effect in hydrodynamic interactions between periodic
images are discussed in more details in Chapter 7.
2.5 Force fields
Classical atomistic force fields can be based on different parametrization
principles, use different reference data, are typically specialized for different
applications and thus yield different results. Force field functions and param-
eter sets are derived from both experimental data and high-level quantum
mechanical calculations. Ideally, a force field should be transferable between
different molecules and valid for a broad range of environments and condi-
tions. But usually important contributions are omitted, when a system is de-
scribed by effective interactions between classical particles, which makes force
fields typically non-transferable. High level (ab initio) quantum calculations
should, ideally, provide a proper potential energy surface for molecules, but
Rev. null
23
CHAPTER 2. THEORETICAL BACKGROUND: MD SIMULATION
they are severely limited in system size and cannot be applied to or produce
reference data for bulk systems. For larger systems one has to make an ap-
proximation to the full quantum potential energy surface. Even high-quality
ab initio calculations are not accurate enough to produce overall accuracies
better than kBT , required to obtain accurate thermodynamic properties. For
this reason, many classical force fields are parametrized according to both
experimental reference data of bulk systems such as density, dielectric prop-
erties, solvation thermodynamic data etc. and according to QM reference
calculations. The force field used in this work is the Gromos53A6 [127] force
field, a biomolecular force field particularly well suited for the simulation of
proteins and peptides. Therefore it was chosen for atomistic reference calcu-
lations for the CG model for oligoalanine peptides. The aim of this work was
to investigate how one can create a method for obtaining CG models with
the all atom force field as a reference and we did not evaluate the agreement
of the Gromos53A6 force field with experimental data, but assumed that its
accuracy is reasonably good. Of course later we may revisit the atomistic
force field and extend our method to other atomistic reference force fields.
Here the CG model may even be useful to explore time and length scales
that are not accessible to the atomistic model alone, which opens new pos-
sibilities to evaluate the quality of the atomistic system. The CG model is
supposed to reproduce the conformational properties of the atomistic model,
employing the atomistic force field as a starting point for the creation of the
CG potentials.
There are two type of atomistic force fields: “All-atom” force fields, which
provide parameters for every atom in a system (including hydrogen) and
“united-atom” ones, which treat hydrogen and carbon atoms contained in
methyl and methylene groups as a single interaction center [128]. The idea
to include several atoms in one “super atom” as in the “united-atom” force
field, can also be used for the creation of a coarse-grained model and its
respective force field.
Atoms are the mass points which move according to the force field’s laws
and serve as the source points for the different terms in its description. The
basic functional form of a force field encapsulates both bonded terms, re-
lating atoms that are linked by covalent bonds and nonbonded (also called
“noncovalent”) terms, describing the long-range electrostatic and van der
Waals forces. These atoms can belong to one molecule or to different ones.
The specific decomposition of the terms depends on the force field used. For
example, in the MM3 force field (Molecular Mechanics force field) the total
energy of the system includes the stretching energy, bending energy, torsion
energy, nonbonded term and also cross-terms like: stretch-bend and torsion-




Figure 2.2: Bonded interactions
field can be written as Etotal = Ebonded+Enonbonded, where the components of
the covalent and noncovalent contributions are given by the following sum-
mations:
Ebonded = Ebond + Eangle + Edihedral
Enonbonded = Eelectrostatic + Evan der Waals
(2.42)
These two types are computationally different: bonded interactions concern
atoms which are read from a fixed list, whereas atoms involved in non-bonded
interactions fluctuate and must be updated regularly. In the following we will
mostly focus on the force field terms relevant for the Gromos force field used
in this thesis.
2.5.1 Bonded interactions
There are several types of bonded potentials, which depend on involved atoms
and differ from each other by the number of neighboring atoms involved in
the interaction (Fig. 2.2).
• A covalent bond between two atoms is usually modeled as a harmonic




kb(rij − b0)2, (2.43)
where rij = |~ri − ~rj| is the distance between two atoms, b0 and kb are
the parameters, which differ for each type of bond. A more realistic
description of a covalent bond at higher stretching is provided by the
computationally more expensive Morse potential:
Vmorse(rij) = Dij[1− exp(−βij(rij − b0))]2. (2.44)
As mentioned in Sec. 2.2 in many atomistic simulations bonds are con-
strained to the average bond length.
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In coarse-grained polymer simulations the beads are often connected by













At short distances the potential asymptotically goes to a harmonic
potential with force constant kb (Eq. 2.43), while it diverges at distance
b.





kθijk(θijk − θ0ijk)2, (2.46)
where θ = arccos
~rij~rkj
rijrkj
is the angle between atoms i, j and k. Also for





• The dihedral angle φ is defined by the positions of four atoms i, j, k, l,
which are connected by three consecutive bonds. φ is an angle between




where ~n = ~rij × ~rkj and ~m = ~rjk × ~rlk. In the gromos force field the
potential for the proper dihedral angle is represented as:
Vd(φijkl) = kφ(1 + cos(nφ− φ0)). (2.49)
In this periodic potential all minima are equivalent ( in other words,
the trans and the two gauche states for the threefold periodic dihedral,
as between two sp3 carbon atoms are equivalent). The actual energetic
difference between the minima is caused by the introduction of an extra
nonbonded interaction between the first and fourth atom, called the 1-4
interaction.
• There is another type of dihedral angle, which keeps groups planar
and prevents molecules from flipping over to their mirror images for
tetrahedral sites with only three bonds between 4 atoms, which span
two planes. This type of angle is named improper dihedral and is




kξ(ξ − ξ0)2, (2.50)





The nonbonded terms are most computationally involved, as they include
many more interactions per atom. They are typically pairpotentials and
functions of the distance rij between the two atoms. Atom pairs, which are
already involved in bonded interaction like the 1-2 and 1-3 along a covalently-
bonded chain, are usually excluded from the nonbonded ones. The 1-4 inter-
action can also be excluded from the nonbonded potentials, or used in a modi-
fied form. The van der Waals term is usually computed with a Lennard-Jones
potential and the electrostatic term via Coulomb’s law. The Lennard-Jones
potentials are truncated with a cut-off. For calculation of the electrostatics,
either also cut-off truncation or in case of simulations with periodic boundary
condition full lattice sums over a periodic lattice (see Sec. 2.5.4) can be used.
Lennard-Jones interactions have the characteristics of short-range repul-









where the coefficients C12 and C6 are constants whose values depend on the
depth of the energy well and the equilibrium separation of the two atoms’
















where Cij is the interaction coefficient for the two types of particles, and Cii
is the coefficient for the interaction between the same particles. This is so
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where ε0 is a electric constant, ε1 is the relative dielectric constant of a
medium.
2.5.3 Long-range dispersion interaction
Since the numerical effort to calculate non-bonded interactions increases with
N2, where N being the number of atoms in the system, we usually truncates
nonbonded interactions beyond a cut-off distance. The influence of the par-
ticles beyond the cut-off is either neglected, or treated in a different way that
is less computationally demanding that N2.
The easiest way to apply a cut-off is an abrupt force and potential trun-
cation. In this case the force is no longer the derivative of the potential and
the potential itself is no longer conservative, and its derivative contains a
delta function at the cut-off distance (this leads to artifacts). The use of
a truncated force without delta function shifts the potential to zero at the
cut-off distance and at the same time this sudden jump in the force leads to
extra noise, heating and artifacts in the density distribution. These artifacts
can be avoided, if the force is shifted to zero at the cut-off radius, but this
has an even more severe influence on the effective potential, which now devi-
ates from the exact potential over a wide range. In practical MD algorithms,
several kinds of switching functions are used, switching the force smoothly
off at the cut-off distance.
The error due to neglect of long-range interactions beyond the cut-off
radius rc can be reduced by increasing rc, but this leads to an expensive long
pair list and consequently increased computational effort. The error can be
taken into account in the computation of energy and pressure of the system
for three possible functions for cut-off: truncated potential, truncated force
and shifted force. The average number density is ρ and the radial distribution
function is g(r). Then the correction to the potential energy and therefore





















For a simple case of truncated potential with an interatomic dispersion in-
teraction ∆V = V disp = −C6r−6, assuming that g(r) = 1 for r ≥ rc and the






∆P = −2πρ2C6r−3c . (2.59)
2.5.4 Long-range Coulomb interaction
As was shown before, the contribution of a truncated tail of the potential
energy can be assessed with Eq. 2.57, from which it is clear, that the result
converges only for cases when the energy function decays faster than r−3. But
the charge-charge interaction between ions (Vcc ∼ r−1) and the dipole-dipole
interaction between molecules (Vdd ∼ r−3) do not satisfy this requirement.
If the potential is truncated with the spherical surface, the resulting sphere
around a given ion could be charged, since the number of anions and cations
need not balance at any instant. The tendency of ions to migrate back and
forth across the spherical surface would create artificial effects at r = rc.
This can be compensated by distributing a new charge over the surface of
the sphere, equal in magnitude and opposite in sign to the net charge of the
sphere, so as to guarantee local electroneutrality. This is rather like shifting
the potential. However, some undesirable structural effects are inevitable. In
contrast, the cut-off can be done with the cubic surface, but it is also not a
solution of all problems, because similarly charged ions will tend to occupy
positions in opposite corners of the cube: the periodic image structure will
be imposed directly on what should be an isotropic liquid, and this results
in a distortion of the liquid structure [95]. There are two methods which
can be used to tackle the problem of long-range forces. The lattice methods,
such as the Ewald sum, include the interaction of an ion or molecule with all
its periodic images. These methods will tend to overemphasize the periodic
nature of the model fluid. Another approach is the reaction field methods,
which assumes that the interaction from molecules beyond a cut-off distance
can be handled in an average way, using macroscopic electrostatics.
The Ewald sum is a technique for efficiently summing the interaction
between a charged point and all its periodic images [130]. The potential
















where qi, qj are the charges, the sum over ~n is the sum over all simple cubic
lattice points, ~n = (nxL, nyL, nzL) with nx, ny, nz integers. In the Ewald
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Figure 2.3: Charge distribution in the Ewald sum: (a) Original point charges plus
screening distribution.(b) Cancelling distribution.
method, each point charge is surrounded by a charge distribution of equal
magnitude and opposite sign, which spreads out radially from the charge.
This distribution is conveniently taken to be Gaussian:






where κ determines the width of the distribution, and ~r is the position rel-
ative to the center of the distribution. This extra distribution acts like an
ionic atmosphere, to screen the interaction between neighboring charges. The
screened interactions are now short-ranged, and the total screened potential
is calculated by summing over all the molecules in the central cube and all
their images in the real space lattice of image boxes (Fig. 2.3a). A charge
distribution of the same sign as the original charge, and the same shape as
the distribution ρqi (~r) is also added (Fig. 2.3b). This cancelling distribution
reduces the overall potential to that due to the original set of charges [95].
The cancelling distribution is summed in reciprocal space. So the Fourier
transforms of the cancelling distributions are added and the total is trans-
formed back into real space. Thus, the final potential energy will contain a






























































which falls to zero with increasing x. Particle-mesh Ewald (PME) is a method
proposed by Darden [131, 132] to improve the performance of the reciprocal
sum. Instead of directly summing wave vectors, the charges are assigned to
a grid using cardinal B-spline interpolation. This grid is then transformed
with a fast Fourier transformation (FFT) algorithm and the reciprocal en-
ergy term obtained by a single sum over the grid in k-space. The potential
at the grid points is calculated by inverse transformation, and by using the
interpolation factors we get the forces on each atom. The PME algorithm
scales as N log(N), and is substantially faster than ordinary Ewald summa-
tion on medium to large systems (it scales as N2). On very small systems it
might still be better to use Ewald to avoid the overhead in setting up grids
and transforms. The system studied in this thesis is big enough and we use
PME.
The Particle-Particle Particle-Mesh (P3M) methods of Hockney & East-
wood can also be used for the treatment of long range electrostatic inter-
actions [133]. With this algorithm the charges of all particles are spread
over a grid of dimensions (nx, ny, nz) using a weighting function called the
triangle-shaped charged distribution:
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where ξ(x, y or z) is the distance to a grid point in the corresponding di-
mension. It is not easy to calculate the full long-range virial tensor with
P3M, but it is possible to obtain the trace. This means that the sum of the
pressure components is correct (and therefore the isotropic pressure) but not
necessarily the individual pressure components.
2.5.5 Virtual interaction sites
Some force fields use interaction sites that do not coincide with atomic po-
sitions. For example, if one wants to place a partial charge at the position
of a “bond” midway between two atoms i and j: ~rvs =
1
2
(~ri + ~rj). Generally
these sites are functions of n atomic positions:
~rvs = f(~r1, ~r2, ..., ~rn). (2.66)
Virtual sites do not participate directly in the equations of motion and they
have no mass. Also, they are reconstructed after every dynamic step. The
force ~F , acting on a virtual site, is distributed among the atoms with mass
on which the site depends in a consistent way. The potential energy can be
written as:
V = V (~rvs, ~r1, ~r2, ..., ~rn) = V
∗(~r1, ~r1, ..., ~rn), (2.67)
















is a matrix product, ~F directi is the normal force acting on particle
i due to the other particles and ~F ′i is the part of the force acting on the
virtual site, which is distributed to the particle i [96]. The simplest way of





Then the force is redistributed using the same weight:
~F ′i = wi ~Fvs. (2.70)
The weight wi for atom i is expressed via the weights ai, which usually








There are three commonly used options for setting the weight ai:
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Figure 2.4: Examples of virtual site geometric construction. Green beads represent
positions of atoms, brown bead represents the position of virtual site. Parameters a and b
are used for obtaining the position of virtual site. In case shown on panel (a) the position of
virtual site is calculated as ~rvs = ~ri+a~rj , where ~ri and ~rj are radius-vectors of two atoms.
In case shown on panel (b) the position of virtual site is calculated as ~rvs = ~ri+a~rij+b~rik,
where ~rij and ~rik are vector between central atom i and two atoms on the sides.
• center of geometry (in case of equal weights);
• center of mass ( ai is the mass of atom i);
• center of weights: ai is defined by the user.
In order to compare the conformational sampling of the CG model with
the atomistic simulation, in this work we (re)introduced atomistic details into
the CG structures, using virtual sites [134] corresponding to our CG units
(backmapping process). In this work two types of virtual site construction
were used (Fig. 2.4(a,b)). More details about backmapping process used in
this work can be found in A.4.
2.6 Potential of Mean Force (PMF)
The potential of mean force (PMF) is the free energy of the system projected
on a reaction coordinates. The simplest way to obtain it is by inverting the
probability distribution of interest given that the system has been sampled
extensively. But it is often impossible to measure a full distribution of degrees
of freedom, due to sampling problems. In that case methods such as umbrella
sampling or thermodynamic integration [135] can be used. In the present
thesis, thermodynamic integration using distance constraints was used to
compute the PMF between two molecules.
Rev. null
33
CHAPTER 2. THEORETICAL BACKGROUND: MD SIMULATION
In that method one constrains the distance between two molecules and
measures the average constrained force < ~fc > required to keep this dis-
tance [136]. The mean force is then the negative of the constrained force. So
integration of this force will give the free energy difference:















But it is necessary also take into account the entropic part of the force, which













Here kB log 4π(r/r0)
2 is just the entropy of the phase space volume 4πr2.













where rm is the maximum distance between the centers of mass of the
molecules.
The method helps to find the potential of mean force for molecules, which








Coarse-grained (CG) simulation models reduce the number of degrees of free-
dom compared to an atomistic representation, thus, decreasing the compu-
tational time for a given system and allowing investigations of larger systems
and longer timescales. Various levels of coarse-graining can be employed,
keeping only those degrees of freedom, which are deemed relevant for the
particular problem of interest. In multiscale simulation approaches where
atomistic and CG simulations are used in combination (either by switching
barrier and force between the two levels or by using them simultaneously)
special attention is being paid to compatibility of the two resolution levels.




• thermodynamic-property based (do not necessarily directly link to the
atomistic data).
There are multiple strategies to develop CG models for biomolecules, pep-
tides and proteins, and the methodology and the level of coarse-graining very
much depend on the properties and processes which are to be investigated
with the model. For biomolecules, such as peptides and proteins, a variety of
35
CHAPTER 3. THEORETICAL BACKGROUND: DEVELOPMENT OF
CG MODELS
CG models have been developed in the past [48, 49, 55, 137, 138, 139, 140,
141], vastly differing depending on the investigated processes (i.e. protein
folding or protein aggregation).
Early CG models were parametrized on generic properties of aminoacids
such as hydrophobicity and hydrophilicity [139, 140, 142, 143, 144]. These
models can be used to study protein folding mechanisms, in the simplest form
as a coil-globule transition, under varying conditions such as temperature or
pH, with different composition and distribution of the beads in the chain with
molecular dynamics [143] or Monte Carlo [142, 144] simulations. Another
early CG approach to protein folding are Go-like models [145, 146]. In this
model, the significant attraction between beads corresponds to the native
contacts and all non-native contacts are just repulsive. A different coarse-
graining method for proteins is the Elastic Network Model (ENM) in which
the peptide is represented as a network of beads connected by elastic springs.
Such a model usually has one bead per amino acid [147]. A physics-based
united-residue force field (UNRES model) also exists [148, 149]. Here, each
amino acid residue is represented by only two interaction sites and a force
field has been derived as a potential of mean force of the UNRES chain.
CG peptide models are frequently devised based on secondary structure
arguments, leading to coarse-grained models with which one can successfully
study folding of secondary structures. Those types of coarse-grained pep-
tide models are determined independently from atomistic simulation models
with parameters based on experimental data such as knowledge of secondary
structure propensities of specific amino acids, hydrophobicity arguments,
etc. [56, 52, 150, 151, 152, 153, 154].
One of the widely used CG approaches is a structure-based one, where CG
potentials are refined until the CG model reproduces a set of structural prop-
erties of the reference system, like a set of reference distribution functions.
Structure based CG methods are, for example, iterative Boltzmann inver-
sion [67] and inverse Monte Carlo [66]. Force-matching (FM-CG) is another
possibility to determine effective potentials in a CG model by minimizing
the difference between the forces in the CG and in an atomistic reference
simulation [68, 70, 73]. A third approach, which is used in the MARTINI
force field [69, 74], determines CG interaction functions in such a way that
thermodynamic properties, e.g. solvation free energies or partitioning data,
are reproduced. Irrespective of the parametrization approach, be it based on
structural or on thermodynamic arguments, the resulting CG models should
preserve both structural and thermodynamic properties of the atomistic level
in a multiscale simulation.
The above mentioned approaches using thermodynamic properties, struc-




tems as well [60, 61, 70, 74, 155, 156, 157].
In the present study we rely on the structure-based CG methodology.
The procedure of finding potentials and choosing mapping scheme will be
explained in Chapters 4 and 6.
3.2 Structure-based coarse-graining
The main idea of the structure-based coarse-graining method is to obtain
an accurate reproduction of typical structural target functions, which are
the intramolecular bond, angle and torsion distributions or pair-correlation
functions. CG models can be obtained with the Boltzmann inversion or
iterative Boltzmann inversion procedure [67, 158] (which was used in this
thesis) or with inverse Monte Carlo [66]. In these approaches CG models
are parametrized in such a way that structural properties reproduce those of
atomistic simulations or known experimental data. The interaction potentials
for the CG model are chosen according to this requirement. As opposed
to CG force matching (FM-CG) method (where the aim is to reproduce
the mean forces on the groups of atoms representing a CG bead by the
CG simulation as closely as possible), one has a correspondence between
the target DOF and the DOF as parameter in interaction in structure base
methods potential.
3.2.1 Boltzmann inversion
The possibility to obtain the structure-based potentials relies on the assump-
tion that particles interact with each other via central forces. A one-to-one
correspondence exists between the potential and the distribution function
of interest, such as bond length, bond angles and torsions. One should
also note that according to the Henderson theorem [159, 160], the pairwise
coarse-grained potential U(r) is unique up to an additive constant and ex-
ists [161, 162]. This means that all structure-based iterative methods must
converge to the same coarse-grained potential, provided that their aim is to
exactly reproduce pair correlation functions of the reference system. How-
ever, in practice, there can be several rather different potentials which repro-
duce a given structure within small errors. In order to accurately obtain a
potential from these distribution they have to be weighted by the correspond-
ing Jacobian which stems from transformation from spherical to Cartesian
coordinates (note that at this point we do not discuss interdependencies be-
tween different degrees of freedom, these aspects will be discussed later):
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• bond distributions:
g(r, T ) =




g(θ, T ) =




g(ϕ, T ) = P (ϕ, T ). (3.3)
• structure functions, e.g. radial distributional function of one particle









These weighted distributions should be then Boltzmann-inverted to ob-
tain intramolecular potentials between the CG beads:
U(ξ) = −kBT ln g(ξ), (3.5)
where ξ is any parameter of interest, kB is the Boltzmann constant, and
T is the temperature. Note that the weighted distributions depend on the
temperature, i.e. the potentials (PMF) are temperature dependent.
In principle, this potential of mean force could be used directly to per-
form coarse-grained simulation. However, because the correction terms for
higher density (in case of radial distribution function) are not included in
this approach and often potentials for different pairs of particle types are
needed that mutually influence each other, and because the atomistic system
may be inhomogeneous, this potential of mean force can serve only as initial
guess and can be improved upon in an iterative scheme.
Iterative Boltzmann inversion
Iterative Boltzmann inversion (IBI) [67] is a natural extension of the Boltz-
mann inversion method (Eq. 3.5). Since the goal of the coarse-grained model
is to reproduce the distribution functions of the reference system as accu-
rately as possible, one can iteratively refine the coarse-grained potentials
using a numerical scheme. The method starts from an initial guess for the
nonbonded potential Eq. 3.5. This potential will not usually reproduce the
original distribution correctly due to correlations between DOFs or coupling




which yields a distribution g0(ξ) that is different from target one gtarget(ξ).
Thus, the potential is then modified by a correction term ∆U :
UCGNB,i+1 = U
CG
NB,i +∆U = U
CG




This corrected potential is again used for a CG simulation and the process of
potential modification is repeated as many times as necessary until gtarget(r)
is reproduced. Some times this formula is used with a prefactor 0 < λ ≤ 1
for the correction term ∆U to avoid overshooting in the numerical scheme.
3.2.2 Bonded interactions
In order to determine CG interaction potentials, one commonly distinguishes
between bonded/covalent intramolecular interactions and nonbonded ones.
These are determined separately based on the assumption that the total
potential energy can be separated into bonded/covalent and nonbonded con-
tributions [163]:
UCG = UCGB + U
CG
NB (3.7)
This separation, which is not used in all structure-based CG approaches
[164], has the advantage of a certain modularity. The (local) intramolec-
ular interaction potentials obtained in the present study could in princi-
ple be adapted to different intermolecular interaction functions, either from
structure-based CG approaches or from other thermodynamics-based models.
In structure-based CG approaches, which are based on atomistic simu-
lations, one first determines the CG beads positions based on the atomistic
sampling. With these, one defines the (CG) bond, angle and dihedral dis-
tributions which correspond to the atomistic simulation. Via Boltzmann
inversion, one then computes the corresponding potentials:
UCG(r, T ) = −kBT ln(P (r, T )/4πr2) + constr
UCG(θ, T ) = −kBT ln(P (θ, T )/ sin θ) + constθ
UCG(ϕ, T ) = −kBT ln(P (ϕ, T )) + constϕ
(3.8)
This relies on the assumption that the probability distribution describing the
conformations factorize into bond, angle and torsion contributions:
PCG(r, θ, ϕ, T ) = PCG(r, T )PCG(θ, T )PCG(ϕ, T ) (3.9)
This assumption is problematic for systems where degrees of freedom are
correlated, for example in biological systems with distinct secondary struc-
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As will be shown in Chapter 4, the procedure outlined above does not
yield a CG model for tri-alanine which satisfactorily reproduces the atom-
isticlly sampled conformational equilibrium. For this reason, two corrections
were added: a pressure correction [165, 166] was applied to the water-water
(nonbonded) interaction potential (sec. 3.2.3) and an iterative correction was
applied to some of the bonded interaction potentials which is detailed in the
following.
Refining bonded potentials
Eq. 3.8 shows how CG bond, angle and dihedral potentials are obtained
by Boltzmann inverting distributions from an atomistic simulation. In the
present case, it was found that the resulting CG model (i.e. the combination
of all covalent potentials and nonbonded interactions, also with the solvent)
does not exactly reproduce the distributions from the atomistic simulation for
all degrees of freedom. For this reason, an additional refining step, which is
completely analogous to the iterative procedure for nonbonded interactions,
was introduced (see Eq. 3.6). In case of the distribution of an angular DOF
θ, gtarget(ξ) = P
ref (θ, T ) is the reference angular distribution from atomistic
simulation and gi(ξ) = Pi(θ, T ) is the distribution after the ith iteration. For
example Pn.
3.2.3 Nonbonded interactions
Nonbonded interaction potentials can be obtained in different ways. In case
of structure-based coarse-graining, the aim is to find potentials which repro-
duce the structure of the investigated system. Usually, the radial distribution
functions (RDF) are measured. Only pair potentials are used to describe
nonbonded interactions to avoid computationally expensive multi-body in-
teractions.
Pressure correction of nonbonded potentials
In Ref. [60] the iterative Boltzmann inversion procedure has been used to de-
termine the nonbonded interaction potential for the water-water interaction.
In iterative Boltzmann inversion Eq. 3.6, a CG potential is self-consistently
refined until a structural property, in this case the radial distribution func-
tion obtained from atomistic simulations, is reproduced in the CG simulation.
Here, gtarget(ξ) is the radial distribution function (RDF) of the atomistic sim-
ulation, and gi(ξ) is the RDF at iteration number i. The resulting structure
based on the CG water model exhibits an artificially high pressure. As shown
40
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in Chapter 4 below, it was investigated if this high solvent pressure causes
artifacts in the conformational sampling of the CG peptide model. To this
end, a pressure correction was applied to the CG water-water interaction as
described in Refs. [165] and [166]. Originally, pressure correction implements
with a linear correction method [67] at the cost of losing some of the accuracy
in the RDF:






where V (r) is a potential, A is a constant equals to −0.1kBT . But Wang









Ai ≈ (Pi − Ptarget)V, (3.11)
where pressure Pi is given via the virial expression through potential Vi(r)
and RDF gi(r) of the ith step the iteration:









and the target pressure Ptarget, which is correct and to which we want to
match the pressure in the system, is determined as:








[Vi(r) + ∆Vi(r)] gi(r)dr. (3.13)
But it should be mentioned, that the pressure correction changes a po-
tential in a such way, that the isothermal compressibility may deviate signif-
icantly from one of the all atom model [166].
The iterative procedure for this thesis was performed using the VOTCA
package [75].
3.3 Nonbonded interactions in low concen-
trated solute solvent systems
When solvent degrees of freedom are not explicitly present in the CG sys-
tem, potentials inverted from atomistic distributions can be used directly as
effective bead-bead nonbonded interactions (in this thesis solute refers to the
peptide beads). But when water explicitly exists in the CG system, a new
effective bead-bead nonbonded interactions are needed. For solvent-solvent
and solute-solvent interactions the normal iterative Boltzmann inversion pro-
cedure can be used. But CG solute-solute nonbonded interactions are affected
Rev. null
41
CHAPTER 3. THEORETICAL BACKGROUND: DEVELOPMENT OF
CG MODELS
by solvent, however, they should ideally reproduce the thermodynamic asso-
ciation behavior of the atomistic system. For this, the influence from solvent
should be removed from solute-solute nonbonded potentials.
First, the potential of mean forces V atomPMF for atomistic simulation should
be calculated. Since in dilute systems this cannot be easily obtained from in-
verting of a distribution function due to sampling, enhanced sampling meth-
ods such as thermodynamic integration or umbrella sampling can be used (see
Chapter 6). Next step is to remove the solvent influence from it. For this
constraint simulations for peptide-peptide interaction in water (or another
solvent) between CG beads are carred out, where direct interaction between
peptide beads is excluded [60]. In this case potential V CGPMF,excl contains only
influence from solvent. The effective bead-bead nonbonded potential, can
then be obtained:
Veff (r) = V
atom
PMF (r)− V CGPMF,excl(r), (3.14)
where each potential VPMF (r) is calculated with Eq. 2.74.
By construction the resulting Veff reproduces the target PMF in the
CG model. This procedure of determination of nonbonded interaction will
be discussed in details in Sec. 6. For concentration transferability issues
concerning these potentials see Villa et.al. [167].
3.4 Back mapping
A method to reintroduce atomistic details into a CG structure is called “back
mapping”, or “inverse mapping”. Every CG structure corresponds to an
ensemble of atomistic configurations. Therefore, there is no unique way for
finding a set of atomistic coordinates, which will correspond to the target
CG structure. Thus, the aim is to find a structure from the ensemble of all
possible ones, which displays the correct statistical weight of those degrees
of freedom not resolved in the CG description.
As was already mentioned, the limitation of computer resources does not
allow for long time-scale and large length-scale simulations, but a combi-
nation of CG and back mapping can solve this problem as well as help to
obtain well-equilibrated atomistic structures and trajectories. These results
can then be directly compared to experimental data, for example, data from
NMR or X-ray diffraction measurements [155, 168].
For polymeric melts, it is possible to obtain backmapped atomistic struc-
tures by taking rigid all-atom chain fragments from a correctly sampled atom-
istic distribution (these chain fragments can correspond to a single chain or
a small set of CG beads). These fragments should be fitted onto the CG
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structure and the resulting all-atom structure should be relaxed by energy
minimization and a short equilibration [155, 157, 168, 169].
When polymer chain is too flexible to use pre-sampled atomistic struc-
tures or when molecules have a too low molecular weight such that the atom-
istic structure already diffuses away from the CG target coordinates during
short equilibration runs, the same strategy can not be applied. (For example,
the azobenzene liquid crystal [72]). For such system it is better to restrain
the atomistic coordinates in a way that they always satisfy the CG mapping
scheme. Thus, not single atoms, but groups of atoms which define a CG
mapping point together, are restrained [170]. This method also allows the
insertion of flexible chain units at random initial atomistic positions. The
resulting structures are relaxed while restrained to the CG mapping points
and can be easily equilibrated.
In this work, back mapping was used to see whether it is possible to get
back all atomistic properties, which were lost during CG simulations, see
section 4.5.
3.5 Dynamics of coarse-grained peptide sim-
ulations. Time scales.
As was mentioned above this thesis considers a coarse-grained model which
is parametrized in order to reproduce structural properties of atomistic pep-
tides. The length scaling between atomistic and CG models is automatically
given by our mapping scheme. But for dynamics it is not so easy to make
a link between time scales of the two systems directly from the mapping
scheme. CG simulations are faster than corresponding atomistic systems,
which is caused by several reasons:
• The CG model contains a reduced number of degrees of freedom (DOF)
compared to the atomistic one;
• The interaction potentials are smoother in CG models;
• The effective bead friction is reduced due to smoother energy landscape
or/and smaller energy barriers [171].
The first item influences only on a “speed-up” in computational costs. But
this point does not directly affect dynamical properties. The second item
has two consequences. First, the potentials are often softer, leading to the
possibility to use larger time steps. The smoother potentials cause the re-
duced friction, which is very important for the investigation of the dynamical
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properties of the system. But it is not immediately clear if all energy barriers
are lower in the same way for all components of the CG model and whether
the average friction coefficient will describe motion of the system correctly
for all components, or not.
For the polymer models such as Rouse and Zimm the connection between
friction coefficient and diffusion coefficient are D ∝ N−1ζ−1 and D ∝ ζ−1 ∝
N−1/2 [172] (the Rouse model describes the simple polymer behavior, while
the Zimm model takes into account the hydrodynamic interactions [172]). As
was said the friction coefficient of the CG systems ζCG is reduced compared
to the atomistic one ζatom due to a fact that effective CG potentials are softer
than atomistic potentials. Thereby the atomistic value for the friction and
thus the dynamic properties are closer to the experimental results [173] than
the same data in CG simulation.
In order to get the quantitative prediction of polymer dynamics for CG
model, the time scale has to be found in such a way, that CG results can be
fitted to atomistic or experimental one. Possible methods to do it are already
widely discussed and used in polymer research [64, 65, 69, 168, 174, 175, 176].








It provides the link between dynamical properties in atomistic and CG sim-
ulations. In practice one should calculate the mean square displacement
(MSD) from both simulations. It will give the results for diffusion coefficient








(R(t)−R(0))2〉 ∝ 6Dt, (3.17)
which means, that one can make a plot of MSD vs time t (the slope will
correspond to the diffusion coefficient) for both simulations and then shift
CG curve along the time axis in order to fit it to the atomistic one. The
necessary shift will correspond to the scaling factor τD.
An analytical prediction of time scales in CG simulation is usually not
possible. In principle, one can determine a time scale through the average
mass mCG of the CG beads, the known length scale σCG and strength of
the interaction parameter in the nonbonded excluded volume interaction (in
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but his value is not equal to the time scale obtained directly from MSD
measure τD quantity. The main reason for the difference between two results
is the fact, that Eq. 3.18 does not take into account a change of friction
coefficient in CG simulation [64, 177, 171].
Nevertheless, Depa and Maranas suggested a way to obtain a value for
the time scaling factor in CG simulation [175]. They suggested a method
on the basis of an assumption that an acceleration in CG system is caused
by a reduction of the nearest neighbors. A surrounding area of the particle
is named “cage” and they suppose that it is more difficult to escape from
this cage for atomistic particles then for CG ones, because at the second
case the CG nonbonded potentials are less attractive. Depa and Maranas
decided to apply an argument from hyperdynamics method [178] in order to
describe a transition of the particle from one local cage to another. Originally
the hyperdynamics method allows to study transition between two minima
of the potential energy surface, which happened rarely and is not easy to
investigate with pure MD simulations. In case of using this method the
simulations are accelerated by modifying the potential energy surface with
a “bias” potential. Provided that all potential are agreeable to the certain













where ∆V (rN) is a bias potential and rN is the N -particle configuration. For
the calculation of CG speed up in compare to atomistic simulation they used
the same equation, just now the CG boost is time invariant, and the time
















Here, the atomistic and CG potential are weighted with the ensemble aver-




where Px is the ensemble averaged number density of intermolecular Lennard-
Jones pairs, and nx is the total number of particles. As shown by Depa and
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Maranas [175] the agreement of the time scaling factors obtained from fitting
of two MSD and from this method is quite good with deviation in results
about 7% for polyethylene.
In this thesis the time scaling factor is considered for the peptide with
two types of beads in water. However, the method described above is not
investigated for such systems and also it is not clear if it can be used for
polymers with extended side groups, such as proteins. And as far as we want
to make an universal CG model, which later one can use for proteins as well,
we did not use the prediction method and in order to obtain the time scales
we just made a comparison of the diffusion coefficients for atomistic and CG
systems. In addition, different dynamics processes might have different time
scaling factors, what we also will discuss in Chapter 7. As far as we wanted to
consider system of peptide and solvent (water), we used the Zimm theory for
our model, but we did not check characteristic scaling factors for the system,




A first coarse-grained model for
oligoalanine
In this chapter we will present the steps needed to set up a coarse-grained
model based on an atomistic one. In particular it will be shown which addi-
tional refinements were necessary in the particular case of oligo-alanine pep-
tides in aqueous solution compared to previous, synthetic polymer systems.
It will be explained how in an inverse mapping procedure atomistic coordi-
nates can be obtained for structures from a coarse-grained (CG) simulation.
Presently, local aspects are considered, i.e., intramolecular CG potentials are
determined in such a way that the local chain conformations are in good
agreement with the sampling of an atomistic model (analogous to atomistic
studies when potentials for backbone torsion angles are determined [179],
i.e., non-local intramolecular interactions such as hydrogen bonds that lead
to helix formation are added at a later stage). This is important to ensure
that the CG model samples conformations that are fully compatible with an
original atomistic sampling after reinserting atomistic coordinates. To test
the sampling one can, for example, consider the Ramachandran angles, which
indicate correlations between adjacent torsional degrees of freedom. It will
be shown to which extent the resulting CG potentials for bonds, angles and
torsions are transferable to longer sequences as well as to which extent the in-
terplay of intramolecular bonded interactions and intermolecular interactions
with a surrounding medium needs to be accounted for in the parametrization
process.
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Figure 4.1: CG representation of the system.(a): Relation between atomistic (united
atom, small beads) and CG model (large transparent beads) of Ala3 with their respective
CG bead names used throughout the manuscript. (b): CG internal degrees of freedom
(small spheres indicate the centers of the CG beads); (c) Representation of CG model for
water.
Figure 4.2: Chemical structure of capped-alanine oligomer considered in this
thesis, with a scheme of CG beads.
4.1 Mapping scheme
The mapping scheme is the relation between the atomistic and the CG de-
grees of freedom as was discussed in Chapter 3. The one of the capped
oligo-alanine peptides studied here is illustrated in Fig. 4.1(a). The CG
peptide consists of a linear chain with two types of spherical beads, repre-
senting the α and β carbon united atoms “CAB” and the peptide group
“PEP” (see Fig. 4.2). This mapping scheme is an analogue of the one in
Ref. [60] for di-phenylalanine, with the difference that alanine residues re-
quire no side chain beads, since the Cβ united atom is already represented in
the “CAB” bead. The CG Ala3 peptide consists of 7 beads in total. They are




constituting atoms which also determine the bead masses.
While the atomistic simulations were performed with an explicit water
model, two different types of water representations were considered for the
CG system: an implicit water representation, where the effect of the water
molecules on the peptide is accounted for via the CG interactions of the
peptide beads [60], and an explicit CG water model [61]. In the latter case
each water molecule was represented by one CG bead (Fig.4.1(c)).
4.2 Nonbonded interactions
In the present chapter the focus is on conformational sampling of a single
peptide in atomistic and CG representations, not on the association behavior
of several peptides, however, in Sec. 6 we also consider a system with two
ALA2 peptides in the water in order to investigate a intermolecular interac-
tions. For this reason, at first nonbonded peptide-peptide and peptide-water
interactions were not newly parametrized, but taken from Ref. [60, 61], where
A. Villa et al. suggested a structure-based CG model for diphenylalanine,
with bonded potentials according to a Boltzmann inversion procedure and
nonbonded potentials with calculation of potentials of mean force. The Calpha
- Cbeta (“CAB”) bead’s parameters correspond to the “Cαβ” bead’s param-
eters in Ref. [60], which had been parametrized based on methane, while the
peptide (“PEP”) bead’s parameters had been divided based on N-Methyl-
Acetamide, Fig. 6.4(a), (note that this bead can therefore also be used for
the capped ends since it incorporates contributions from the capping). CG
non-bonded interactions within the peptide chain were only applied between
beads further than four bonds apart, all interactions between beads closer to
each other along the peptide chain were handled by bond, angle and torsion
potentials. As discussed in detail in Ref. [61], no additional exclusions for
long range nonbonded interactions along the peptide chain in the atomistic
sampling of the reference distributions were applied during parametrization
of the CG bonded interactions. In Sec. 6 the parametrization of non-bonded
potentials will be discussed in details.
4.3 Bonded interactions
As mentioned above, Ala3 is represented by 7 CG beads, see Fig. 4.1(b),
connected by 6 bonds, 5 angles and 4 dihedral angles. Each of them was
modeled by a separate potential obtained through Boltzmann inversion ac-
cording to Eq. 3.8. It should be noted, however, that the respective equiva-
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Figure 4.3: Intramolecular distributions obtained from atomistic simulations
and presented in CG degrees of freedom. (a) Bond distributions; (b) Angle distri-
butions; (c) Dihedral distributions. The names of the beads in the legend correspond to
the names on the scheme 4.1a. Pictures illustrate only one of the two types of each DOF:
(a) PEP-CAB; (b) PEP-CAB-PEP; (c) PEP-CAB-PEP-CAB.
lent bonds, angles and torsions at different positions along the peptide chain
exhibit very similar distributions, with only minor differences when a chain
end is involved. This can be seen in Fig. 4.3. Fig. 4.3(a) represents the bond
distributions between the neighbor beads. Here are two main groups of dis-





































































CG expl. SOL (no corr.)
CG expl. SOL (p-corr.)
atomistic
CG expl. SOl (PCP-corr.)
Figure 4.4: Distributions. Panels a,b: Comparison of PEP-CAB-PEP angle distribu-
tions from simulations with different tabulated potentials (atomistic: black line; CG model
with implicit solvent: red line; CG model with explicit solvent without correction: blue
line; CG with pressure-corrected solvent: brown line; CG with iterated PEP-CAB-PEP
potential and pressure-corrected solvent: green line); panel c: distribution for CAB-PEP-
CAB angle; panel d: tabulated potentials for PEP-CAB-PEP angle (uncorrected potential:
blue line; potential after 4 iterations: green line).
distributions for first PEP1-CAB1 and last CAB3-PEP4 bonds are shifted
a little bit towards bigger distances. This difference for the end beads re-
sults from their position in the chain with only one neighbor. Panels (b) and
(c) show angle and torsion distributions correspondingly. In these cases all
curves for each type of angles are approximately the same.
At first, we set out to confirm that the atomistic distributions used for
parametrization were reproduced by the CG peptide model after adding up
all interactions (bonded and nonbonded ones). Indeed, our results showed
that in both implicit solvent and explicit solvent models all bonds and the two
angles between the CAB-PEP-CAB groups, see Fig. 4.4(c), were very well
represented in the sampling of the CG peptide. Thus, these degrees of free-
dom (DOF) are not too sensitive to the environment. However, for the three
PEP-CAB-PEP angles, the initial agreement was not as good. Fig. 4.4(a)
shows that for a PEP-CAB-PEP angle, the model with the potentials ob-
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tained from non-iterative Boltzmann inversion in an implicit solvent repre-
sentation (red line) reproduces the atomistic distribution (black line) very
well. The corresponding explicit solvent model, however, (with a CG water
representation, blue line) fails to reproduce the atomistic reference distribu-
tion. This observation had not been made previously for di-phenylalanine,
possibly because the peptide has an explicit side chain bead, which – due to
the additional angular potentials and the excluded volume interactions with
other chain segments – prevents distortions at the CAB bead which more eas-
ily occur in the linear oligo-Ala segment. In order to get a better agreement
for the PEP-CAB-PEP angle, two types of refinements were applied.
Since the original iterative Boltzmann inverted water-water interaction
exhibits a comparatively high pressure, we suspected that this high pressure
causes a distortion of the peptide conformations. Thus, we applied a pressure
correction to the water-water interaction potential, such that it reproduces
atmospheric pressure conditions. As can be seen from Fig. 4.4(a), this had
only a small impact on the conformational sampling of the peptide (brown
line).
Furthermore, we iteratively refined the corresponding potential for the
PEP-CAB-PEP angle (see Sec. 3.2.2). As a target of this iterative Boltz-
mann inversion (Eq. 3.8), we used the distribution of the PEP1-CAB1-PEP2
angle obtained from atomistic simulation of Ala3 (note that as mentioned
above the atomistic distributions of all PEP-CAB-PEP angles are almost
identical). For the short simulations in the iterative procedure, we did not
use the entire CG Ala3 peptide, but a shorter PEP-CAB-PEP fragment in
CG solvent. This was done not only to save computational time (by not
having to equilibrate the entire peptide for each iteration step) but also to
separate the respective angle from other degrees of freedom in the peptide
(of course one then has to test, if the resulting potential gives the correct
distributions of the respective angle in the peptide chain with all other inter-
actions present). After 4 iteration steps, we obtained a new CG PEP-CAB-
PEP potential shown on Fig. 4.4(d), which was then applied to the three
respective angles in Ala3. The new CG model (with pressure corrected sol-
vent and refined PEP-CAB-PEP angle) reproduces the angular distribution
of the atomistic peptide as shown in Fig. 4.4(a). The distributions of the
bonds and the CAB-PEP-CAB angles are not affected by the change in the
PEP-CAB-PEP potential, see Fig. 4.4(c).
It is important to mention that this new tabulated potential also slightly
improved the sampling of the PEP-CAB-PEP-CAB dihedral angles (Fig. 4.5).
As one can see, the black (atomistic case) with the green (CG case with pres-
sure corrected water and refined PEP-CAB-PEP angle) curves show better
agreement than the other two corresponding to the simulation cases without
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CG expl. SOL (no corr.)
CG expl. SOL (p-corr.)
CG expl. SOl (PCP-corr.)
Figure 4.5: Distributions of PEP1-CAB1-PEP2-CAB2 dihedral angle from sim-
ulations with different tabulated potentials (atomistic: black line; CG with explicit
solvent without correction: blue line; CG with pressure-corrected solvent: brown line; CG
with iterated PEP-CAB-PEP potential and pressure-corrected solvent: green line).
any corrections (blue line) and to the calculation with only pressure correc-
tion (brown line). Two analogous dihedral angles PEP1-CAB1-PEP2-CAB2
and PEP2-CAB2-PEP3-CAB3 show very similar distributions, and in both
cases the corrected CG model and the atomistic simulation agree very good,
as well as the agreement between two CAB-PEP-CAB-PEP dihedral angles.
The fact that the correction to the PEP-CAB-PEP angle also removes
a discrepancy in the sampling of a “neighboring” dihedral angle shows that
it is potentially problematic to “blindly” iterate all potentials at once, since
the degrees of freedom are coupled.
4.4 Analysis of other structural properties
As an independent quantity which had not directly entered into the parametr-
ization process, the end-to-end distance (between PEP1 and PEP4) was cho-
sen to assess the agreement of the overall conformational sampling of the CG
peptide with the atomistic one.
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CG expl. SOL (no corr.)
CG expl. SOL (PCP-corr.)
Figure 4.6: End-to-end distance distribution of Ala3 (i.e distance between CG centers
PEP1 and PEP4); atomistic: black line; implicit solvent CG model: red line; CG with
explicit solvent without correction: blue line; CG with iterated PEP-CAB-PEP potential
and pressure-corrected solvent: green line.
Fig. 4.6 shows the end-to-end distance in the atomistic sampling (black
line), the implicit solvent CG model (red line), the uncorrected CG model
with CG solvent (blue line), and the CG model with pressure and angle
corrections (green line). One can see that (just as for the PEP-CAB-PEP
angular distributions, which is also the main cause of the shift) the uncor-
rected explicit solvent model does not agree well with the atomistic reference,
the peptide appears to be more compressed. The implicit solvent model and
the explicit solvent model with corrections show a better (but still not opti-
mal) agreement with the end-to-end distance distributions in the atomistic
reference. There is still a shift towards smaller distances, possibly due to
the nonbonded interactions within the peptide chain, that will be further
investigated in Chapter 5.
The values of the mean end-to-end distances for atomistic and CG cases
are very similar: 0.91 nm and 0.86 nm (see Tab. 5.1 ), the difference is only
about 5%, but each area of the distribution corresponds to some physical
state which is important to reproduce in CG model as well. In addition,
for longer chains the discrepancy in the distributions and mean values is
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CG expl. Sol (no corr.)
CG expl. Sol (PCP-corr.)
Figure 4.7: Distributions. Panel a: Distribution of the average of PEP-PEP-PEP 1,3,5-
angle (atomistic: black line; implicit solvent CG model: red line; CG with explicit solvent
without correction: green line; CG with iterated PEP-CAB-PEP potential and pressure-
corrected solvent: blue line). Panel b: Distribution of the average of CAB-CAB-CAB
2,4,6-angle (atomistic: black line; implicit solvent CG model: red line; CG with explicit
solvent without correction: green line; CG with iterated PEP-CAB-PEP potential and
pressure-corrected solvent: blue line)
likely to become bigger. Thus, it is important to solve the problem with the
compressed conformation of CG peptide.
Another sign of the compressed conformations is the distribution of the
angle between adjacent peptide groups along the chain (e.g. the PEP-PEP-
PEP 1,3,5-angle, see Fig. 4.7(a)) which is somewhat overemphasizing smaller
angles. At the same time, the angle between adjacent CAB groups is nicely
reproduced as presented on Fig. 4.7(b). Here we observe also an improvement
in the CG model with pressure corrected solvent and corrections to the PEP-
CAB-PEP angle.
Thereby, we found out that the direct use of inverted potentials for bonds,
angles and torsions does not produce a CG model which can reproduce the
atomistic conformational sampling sufficiently close. In order to obtain a
better agreement, corrections of the model by iteration of specific DOF can
be added. However, local improvement of the bonded potentials does not
necessarily solve the problem on a global level, as it cannot fit the end-to-
end distance distribution of CG system to the atomistic one. There are three
possible interpretation of the above results for our model: 1) assumption that
CG degrees of freedom are uncorrelated is not correct; 2) the nonbonded
interactions are not correct; 3) the assumption that noncorrected bonded
potentials (bonds, angles and torsions) are sufficient to describe the peptide’s
behavior and reproduce atomistic conformations is not correct. The possible
ways to settle it will be discussed in Sec. 4.5, Sec. 5 and 6.
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4.5 Analyzing the backmapped structures
Despite the previosly discissed problems, it is interesting to investigate if it is
possible to get back atomistic properties from our CG model. As mentioned
above, our CG model does not reproduce all atomistic distributions exactly.
We check, if we can reconstruct all atomistic characteristics well with this CG
model. The details of the backmapping procedure are described in Sec. A.4.
The parametrization procedure outlined in the section 3 assumes that the
CG degrees of freedom (DOF) are independent (Eq. 3.9). For biomolecules,
this assumption is most likely problematic. Therefore, one should investi-
gate how important the correlations between the degrees of freedom are for
the conformational sampling of the molecule and to which extent they are
reproduced by the CG model.
atomistic CG backmapped



















































Figure 4.8: 2-D correlation between CAB1-PEP2-CAB2 angle and PEP1-CAB1-
PEP2-CAB2 dihedral angle in logarithmic representation. Left panel: atomistic
simulation; middle panel: CG simulation; right panel: distribution from backmapped
ensemble based on 100 structures (analyzed in CG coordinates).
Fig. 4.8 represents the correlation between a CG angle (CAB1-PEP2-
CAB2 ) and a CG torsion (PEP1-CAB1-PEP2-CAB2) degrees of freedom
along the peptide chain. The left panel shows that these two CG degrees
of freedom are highly correlated in the atomistic sampling. However, while
the coarse-grained sampling reproduces the distributions of each individ-
ual degree of freedom very well, it fails to capture the correlations (middle
panel). But we found that when we reinvestigated the correlation in the
“backmapped” ensemble, i.e. the atomistic ensemble corresponding to the
CG trajectory which was sampled with position restraints to keep the atom-
istic structure very close to the CG reference, we obtained the correlation
between the CG degrees of freedomagain (right panel). The same observa-
tion could be made for all other correlated sets of degrees of freedom along
the peptide chain. This indicates that the “lost” correlations for this pep-
tide are connected to the fact that for alanine, we have a linear CG model
without an explicit side chain bead. Thus, locally the steric effect of the
56
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side chain was lost, even though the overall conformational properties of the
chain segments were well enough covered by angle and dihedral potentials,
so that the correlations could be restored by backmapping.
atomistic CG backmapped
















































Figure 4.9: 2-D correlation between PEP1-PEP2-PEP3 angle and PEP2-PEP3-
PEP4 angle in logarithmic representation. Left panel: atomistic simulation; middle
panel: CG simulation; right panel: distribution from backmapped ensemble (analyzed in
CG coordinates).
Fig. 4.9 represents another type of correlations in the peptide. Here the
correlations between PEP1-PEP2-PEP3 and PEP2-PEP3-PEP4 1,3,5-angles
are shown. One can see, that there is a strong correlation between these 1,3,5-
angles in the atomistic case. In the CG case we observe the same pattern, but
the energy landscape is more full than in the atomistic case. It is so, because
CG simulations are faster and can cover more possible conformations than
atomistic simulations. The plot for the backmapping simulation also shows a
possible correlation, but this sampling was done only for 100 conformations,
thus, it is not as full as the other two.
The main task, however, is to reproduce the atomistic properties from
the CG simulation. For checking this possibility we analyzed the atomistic
properties of the ensemble of backmapped structures further and compared
them to those of the original ensemble from (free) atomistic simulations.
Since the (atomistic) backbone torsional angles at the Cα atoms (Ra-
machandran angles) characterize the peptide chain conformations and sec-
ondary structure formation, we analyzed their distributions. Fig.4.10(a) and
(b) show the dihedral angle distributions for two of the Φ and Ψ angles along
the backbone. Given that we analyze only 100 random conformations from
the CG trajectory, the agreement with the original atomistic sampling is rea-
sonable (the agreement of the other torsions not shown is qualitatively the
same). Fig. 4.10(c) and (d) show the Ramachandran plot, i.e. the correlation
of the Φ and Ψ angles averaged over all Cα atoms for the original atomistic
and the backmapped ensembles. The agreement shows that the local chain
properties of the atomistic peptide chain are reasonably conserved (or can be
well recovered) in the coarse-graining and subsequent backmapping process.
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Figure 4.10: Distributions for atomistic dihedral angles in original atomistic
(black) and backmapped (green) ensemble: (a) distribution for Φ (C−N− Cα − C )
angle; (b) distribution for Ψ (N− Cα − C−N) angle; (c) Ramachandran plot for original
atomistic simulation; (d) Ramachandran plot for back mapped ensemble.
Thereby, even though the CG model is not able to reproduce exactly
the behavior of the atomistic peptide, the “backmapped” properties of the
chain are rather close to the original ones. In the next Chapter we will
discuss possibilities to improve the CG model, in order to better reproduce
all atomistic distributions including the end-to-end distance. There we will





Refinement of the CG model
for oligoalanine
5.1 Iterative bonded potentials
As shown in Fig. 4.6, the end-to-end distance of Ala3 is reproduced by the
first CG model not well enough, but there is still a shift in the peak. The
CG peptide is more compressed than the atomistic one which can also be
seen from 1,3,5-angle between PEP beads, see Fig. 4.7(a). In addition, we
noticed, that the distance between these two types of beads is also slightly too
short. It can be seen in Fig. 5.1(a), where the black line corresponds to the
atomistic 1-5 distance and the green line corresponds to the CG simulation.
Because of all these data we initially suspected that there is a too strong
attraction between PEP beads. To test this the existing nonbonded potential
between PEP beads in order to weaken the attraction between them. Several
empirical modifications to the PEP-PEP interaction were made which are
shown in Fig. 5.2 panel (b).
Fig. 5.2 shows the different variations of potentials, panel (b), and the
corresponding end-to-end distance distributions, panel (a). The green line
corresponds to the original nonbonded potential, the brown line corresponds
to the original potential multiplied by exp(−4x4), in order to reduce the
long-range attractive interactions, and the blue line shows the case, when
the potential was shifted up to the zero and then attractive part was cut.
As it can be seen from the Fig. 5.2(a), the end-to-end distributions have
approximately the same form with all these potentials. Thereby, we can
conclude that the problem is not in the too attractive nonbonded potentials
between PEP beads. But, as was mentioned before, the problems are always
observed in PEP-PEP interactions.
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Figure 5.1: Iterative process for getting bonded potential for interaction be-
tween 1-5 beads of PEP type. Panel (a): changes of 1-5 distance distribution and
comparison with the aim atomistic distribution (black line); panel (b): changes of potential
during iterative process.
Thus, following the example of improving a CG model for polystyrene [80]
an additional “bonded” potential was introduced, which is supposed to fix
this problem. In this case, instead of using the standard PEP-PEP non-
bonded potential for the 1-5 beads (i.e. for the PEP beads, which have three
units between), an additional 1-5 pair potential was applied, in order to get
the correct sampling of the 1-5 distance distribution. This tactic, as it will
be shown in the following, improves not only the 1-5 distance, but also the
end-to-end distance distribution. However, result still corresponds to the aim
data not exactly (sec. 5.1.1). Thus, we tried another method and added an-
other type of potential, 1,3,5-angle potential, in order to get correct sampling
of the 1,3,5-angle distribution. The results of this approach will be discussed
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CG no attraction and shift
[60]
Figure 5.2: Change of the nonbonded potential between PEP-PEP beads. (a)
Different potentials; (b) corresponding end-to-end distances.
in sec. 5.1.2.
5.1.1 1-5 pair potential
In order to get new “bonded” potentials the iterative Boltzmann inversion
was used (Eq. 3.6). Now gtarget(r) is the atomistic distribution for the 1-5
distance between PEP beads. Fig. 5.1 shows the process of getting such po-
tential, which helps to fit 1-5 distance distribution. After already 3 iterative
steps the atomistic distribution was reproduced exactly with CG simulation.
In Fig. 5.3 other properties of the peptide conformation are presented.
Panel (a) shows the end-to-end distance distribution. It can be seen, that
with an additional 1-5 potential the distribution (red points) is closer to the
atomistic one (black line) in comparison with a simple CG simulation with-
out this potential (green line). Panels (b) and (c) show 1,3,5-angle distri-
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CG (PP 1-5 pair pot.)
Figure 5.3: Comparison of distributions for atomistic case (black line), CG case
without additional 1-5 potential (green line) and CG with additional 1-5 pair
potential (red dots). Panel (a): End-to-end distance; panel (b): PEP1-PEP2-PEP3
angle; panel (c): CAB1-CAB2-CAB3 angle.
butions (the angle between PEP1-PEP2-PEP3 beads and the CAB1-CAB2-
CAB3 beads correspondingly). The PEP-PEP-PEP angle became better,
and CAB-CAB-CAB angle almost did not change, what is good, as far as it
was reproduced pretty good already before.
Thereby, 1-5 distance distribution can be fixed with an additional cor-
rective 1-5 pair potential and it positively influences on the PEP-PEP-PEP
1,3,5-angle. However, the resulting distributions still have differences from
atomistic one. It means, that the CG peptide can have such conformations in
space, that some of it structure characteristics correspond to atomistic ones,
when other characteristics are different. 1-5 pair potential works only in 2
dimensional space while in third dimension peptide is not fixed. In order to
get better correspondence to the atomistic results, we decided to add instead
another corrective 1,3,5-angle potential between PEP beads, which works in
3 dimensions and can make all structure properties of CG peptide closer to
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Figure 5.4: Comparison of distributions for atomistic case (black line), CG case
without additional 1,3,5-angle potential (green line) and CG with additional
1,3,5-angle potential after first iterative step (brown line) and after third/last
iterative step (blue line). Panel (a): PEP-PEP-PEP angle; panel (b): 1-5 distance
between PEP beads; panel (c): CAB-CAB-CAB angle; panel (d): end-to-end distributions.
For creating the 1,3,5-angle potential the iterative Boltzmann inversion
procedure was used again (see Eq. 3.6) as in the case of 1-5 pair potential.
The target distribution gtarget(r) now is the average of atomistic distribution
of PEP-PEP-PEP 1,3,5-angle. Fig. 5.4 shows how all characteristics are
changed during the iterative process. After three iterative steps the 1,3,5-
angle distribution for the PEP-PEP-PEP angle fitted the target one exactly
(panel (a)). At the same time, distribution for the another type of 1,3,5-angle
did not change and still corresponded well to the atomistic distribution, panel
(c). Distributions for the 1-5 distance between PEP beads (panel (b)) and
end-to-end distance (panel (d)) became closer to the atomistic distributions.
Thus, 1,3,5-angle potential corrected the CG model better than 1-5 pair
potential, because with 1,3,5-angle potential all structure characteristics fit-
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CG 100 str. for BM 0.8495
BM for CG 0.8867
CG with 1-5-pair pot. 0.8828 0.9996
CG with 1,3,5-angle pot. 0.9172 1.0819
CG with 1,3,5-angle pot.
(100 str. for BM)
0.9284
BM for CG with 1,3,5-angle
pot. (100 str.)
0.9659
CG with 1,3,5-angle pot.
(200 str. for BM)
0.9220
BM for CG with 1,3,5-angle
pot. (200 str.)
0.9620
CG with 1,3,5-angle pot.
(400 str. for BM)
0.9691
BM for CG with 1,3,5-angle
pot. (400 str.)
0.9596
CG with 1,3,5-angle pot.
and 1-5 pair pot.
0.8987 1.15389
CG with 1,3,5-angle pot.
and 1-5 pair pot.(200 str.
for BM)
0.9378
BM for CG with 1,3,5-angle





5.1. ITERATIVE BONDED POTENTIALS
Figure 5.5: Correspondence between centers of CG beads (the same color as
the CG beads have) and the centers of virtual sites (dark blue).
ted atomistic distributions with good agreement. CG end-to-end distance
distribution reproduces atomistic one almost exact. From the Tab. 5.1 it can
be seen, that mean value for the end-to-end distance for all our simulations
cases is similar, but the CG simulation with additional 1,3,5-angle potential
gives the closest to the atomistic simulation result, what also confirm that
this CG simulation run gives at this point best results. It is important to
mention, that for both CG simulations with additional potential distribu-
tions for all degrees of freedom (bonds, angles and torsions) are reproduced
well.
From the Tab. 5.1 it also can be seen, that after backmapping procedure
the mean value of the end-to-end distance is bigger than the atomistic one.
This is because of the backmapping model. As described in section 2.5.5, a
backmapping model with virtual sites was used. For the backmapping repre-
sentation of “CAB” beads the virtual site scheme presented on the Fig. 2.4(a)
was used. This scheme correspond pretty good to the CG mapping scheme.
For the “PEP” beads another virtual site scheme was used, the Fig. 2.4(b).
It does not correspond exactly to the original CG scheme and therefore the
backmapped peptide does not fit the CG conformation exactly, as it can be
seen from picture Fig. 5.5.
As was shown before, Fig. 4.8 (middle panel), during CG simulation the
correlations between degrees of freedom are lost. For cases, when there is
additional “bonded” potential, these correlations are also gone (see Fig. 5.6).
Thus, we can conclude, that the additional 1,3,5-angle potential improves
the behavior of the peptide Ala3. As can be seen from the Fig. 5.7 the
1,3,5-angle potential allows to improve the result of CG simulation not only
for PEP-PEP-PEP angle distribution, panel (a), based on which it was
parametrized, but this set of potentials also gives good agreement for 1-5
distance distribution, panel (b). And also the end-to-end distance for the
CG simulation with 1,3,5-angle potential fits the atomistic one in the closest
way, panel (d). For another type of 1,3,5 angle – CAB-CAB-CAB-angle – the
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CG
CG with 1-5 pair pot.
CG with 1,3,5-angle pot.
CG with two pots.











































































Figure 5.6: 2-D correlation between CAB1-PEP2-CAB2 angle and PEP1-CAB1-
PEP2-CAB2 dihedral angles in logarithmic representation. Left top panel: CG
simulation; right top panel: CG simulation with additional bonded 1-5 pair potential; left
bottom panel: CG simulation with additional bonded 1,3,5-angle potential; right bottom
panel: CG simulation with additional bonded 1,3,5-angle and 1-5 pair potentials.
distributions is approximately the same for all sets of potentials and these
results are in the satisfactory agreement with atomistic distribution, panel
(c).
After this conclusion we can say, that it is good to reproduce all atomistic
characteristics, but are all of them so important? It would be interesting to
identify the correlations causing 1,3,5 angle and to find out whether the dif-
ferent regions in its distribution can be linked to typical secondary structure
elements sampled by the polypeptide chain. For this reason two idealized
peptide chains were investigated, a model oligo-Ala α-helix and a β-strand,
which were built using pymol [180] and mapped to CG coordinates. The
1,3,5 PEP-PEP-PEP angles found for these model structures are indicated
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CG (PP 1-5 pair pot.)
CG (PPP 1,3,5-angle pot.)
Figure 5.7: Comparison of the different DOFs for different sets of potentials (CG
with iterative improvement of angle - green line; CG with additional 1-5 pair potential -
red dots; CG with additional 1,3,5-angle potential - blue dots) with atomistic distribution
(black line). Panel (a): PEP-PEP-PEP angle, the arrows indicate the 1,3,5 PEP-PEP-
PEP angle for a α-helix and a β-strand model structure; panel (b): 1-5 distance; panel
(c): CAB-CAB-CAB angle; panel (d): end-to-end distance.
by arrows in Fig. 5.7(a). The value of approximately 100 degrees found for
the α-helix clearly corresponds to the shoulder of the distribution, while the
β-strand with a value of approximately 170 degrees clearly represents the
major peak. Thus, the 1,3,5 PEP-PEP-PEP angle is directly linked to the
secondary structure adopted by the respective chain segment. This is not
unexpected since the 1,3,5 PEP-PEP-PEP angle covers two CAB groups, i.e.
adjacent sets of Ramachandran angles, which should be correlated in sec-
ondary structure elements. For this reason we would argue that imposing an
additional 1,3,5 PEP-PEP-PEP angle potential is a well justified addition in
order to reproduce the atomistic conformational sampling by the CG model.
This also nicely illustrates that upon constructing a CG model it is impor-
tant to chose a CG mapping/CG degrees of freedom where the important
secondary structure elements can be well represented [55].
As far as on the CG level all results from simulation with additional 1,3,5-
angle potential show better agreement with atomistic data than results from
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atomistic CG (PPP 1,3,5-angle pot.) BM (PPP 1,3,5,-angle pot. 400)
















































Figure 5.8: 2-D correlation between PEP1-PEP2-PEP3 angle and PEP2-PEP3-
PEP4 angle in logarithmic representation. Left panel: atomistic simulation; middle
panel: CG simulation with PEP-PEP-PEP 1,3,5-angle potential; right panel: distribution
from backmapped ensemble from 400 structures (analyzed in CG coordinates).
CG simulation without any additional bonded potential, it is interesting to
check, if backmapped results of such model also will give better agreement
on the atomistic level.
In section 4.5 we already checked the correlation between PEP-PEP-
PEP 1,3,5-angles. It would be interesting to see if the 1,3,5-angle potential
makes this correlation better. Fig. 5.8 represents this type of correlations
for atomistic, CG and backmapped cases for sets with additional PEP-PEP-
PEP 1,3,5-angle potentials. In principle this new results bring not much
improvement compared to a set without additional potential (Fig. 4.9). So, it
is not necessary to use this additional potential if one is interested particularly
in this characteristic and in nothing else.
From the new CG simulation also only 100 structures were randomly cho-
sen. In Fig. 5.9 the distributions of the atomistic dihedral angles for atomistic
simulation, old backmapped ensemble (see 4.5) and for new backmapped en-
semble are presented. One can see, that new system allows to get rather good
correspondence to the atomistic distribution compared to the old model. The
panel (a) for Φ angle shows that the new model gives approximately the same
result as the old one, there is just improvement on the second peak of plot
(of course, it can be just a result of “correct” chosen peptide conformations
from CG trajectory). But the distribution for the Ψ angle presented on the
panel (b) is definitely better for the new CG model than for old one, because
before it was shifted to the left and there was a “inversed” balance in the
main peaks. The new distributions have already a nice agreement with the
atomistic data.
The Ramachandran plot looks also better for the new CG model than
for the old one as it can be seen from the Fig. 5.11. Thereby, one additional
1,3,5-angle potential allows to improve results not only on the CG level but
also on the atomistic level as well.
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BM (PPP 1,3,5-angle pot.100)
BM (PPP 1,3,5-angle pot.400)
Figure 5.9: Distributions for atomistic dihedral angles in original atomistic (black),
backmapped ensemble after CG simulation without additional bonded potential (green),
and backmapped ensemble after CG simulation with 1,3,5-angle potential in case of 100
structures (blue), backmapped ensemble after CG simulation with 1,3,5-angle potential
in case of 400 structures (violet): (a) distribution for Φ (C−N− Cα − C ) angle; (b)
distribution for Ψ (N− Cα − C−N) angle.
5.1.3 1-5 pair potential and 1,3,5-angle potential to-
gether
As a logical continuation of our investigation we did another set of simulations
with two additional 1-5 pair and 1,3,5-angle potentials together. In Fig. 5.10
we show the result of this set. On panel (a) the PEP-PEP-PEP 1,3,5-angle is
presented. It can be seen that the new set (violet points) reproduces atomistic
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distribution almost exactly. At the same time the 1-5 distance distribution,
panel (b), is reproduced also well. Before, with only one type of additional
potentials we could fit only one of these distributions exactly and the another
one was only approximately as the atomistic one. The main result of this set
is the end-to-end distance. Now the CG distribution is in good agreement
with the atomistic one and almost reproduces it. Of course, these results are
so good, because now we have more potentials and fix our molecule stronger.
It can be not the best way, because we parametrized our two additional
potentials separately and each of them partly contains interactions, which
are included in another one, therefore we might add them twice. As a result














































































Figure 5.10: Comparison of the different DOFs for different sets of potentials (CG
with iterative improvement of angle - green line; CG with two additional bonded potentials:
1-5 pair potential and 1,3,5-angle potential - violet line) with atomistic distribution (black
line). Panel (a): PEP-PEP-PEP angle; panel (b): 1-5 distance; panel (c): CAB-CAB-CAB
angle; panel (d): end-to-end distance.
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5.1.4 Backmapping process with the bigger number of
conformations
As was shown above, after the backmapping procedure we can get back
satisfying atomistic properties, but they are not identical to the original one.
There are two main reasons for this. First, we already talked about the
shortcoming of our backmapped model model (the center of virtual sites for
the “PEP” beads do not correspond exactly to the center of CG bead), and
this can give some discrepancy to our results.
Second, before we always used only 100 randomly chosen CG conforma-
tions for getting atomistic properties back. And we assumed that a larger
number of conformations would give better results. In order to check this
assumption we did another set of backmapping procedure but now with 400
CG conformations. The whole procedure was the same as before.
The results for the new backmapping set are presented on the figures 5.9
and 5.11. One can see that the analyzing of 400 CG structures helps to
improve resulting data. First of all, in Fig. 5.9(a) it is shown, that the
smallest maximum has now better agreement with atomistic one, than it
was with 100 structures. From the panel (b) it is clear that the main peak
is now better reproduced than it was before. There is still some discrepancy
for the small peak, but we can still say that we take into account only 400
CG structures and still can lose some properties.
Any way, from Fig. 5.11 one can see, that now we have better agreement
with atomistic Ramachandran plot than it was for 100 structures, because
now we have the dots at the top-right area, where they were missing before.
Thus, now we can say with bigger confidence, that increasing the number
of CG conformations for the backmapping procedure will improve the results
and will make the agreement between the backmapped data and the original
atomistic one better.
In order to have a full impression about different sets, we did also the
Ramachandran plot for the CG simulations with additional 1-5 pair poten-
tial between “PEP” beads and for the case of using two types of additional
potentials together. These backmapped processes were done for 200 CG
structures each, in order to have good sampling but do not spend to much
time and computer resources. It can be seen, that in comparisson to the
simple CG simulation without additional bonded potentials the new set with
1-5 pair potential improves the results a little bit, but there is still a shift in
the maximum at the point (-60;90), while in the atomistic case the maximum
is placed approximately at (-120;140). At the same time it shows better the
area corresponding to the α region, while, for example, the CG model with
1,3,5 PEP-PEP-PEP angle potentials cover this area but does not have the
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atomistic CG (PCP corr.100)
CG (PPP 1,3,5-angle pot.100) CG (PPP 1,3,5-angle pot.400)
CG (PP 1-5 pair pot.200) CG (PPP+PP pot.200)


































































































Figure 5.11: Ramachandran plots: atomistic case, CG with iterative improved PEP-
CAB-PEP angle case, CG with new additional 1,3,5-angle potential with 100 structures
case, CG with 1,3,5-angle potential with 400 structures case, CG with new additional 1-5
pair potential with 200 structures case and CG with 1,3,5-angle and 1-5 pair potentials
together with 200 structures case. On the upper left panel we indicate the areas that
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stress on it.
5.2 Extension of the model to Ala4
In order to test if the bonded potentials obtained for alanine in Ala3 can be
transferred to other oligomers, we applied them without reparametrization
to Ala4, i.e. a peptide with 9 CG beads. For this we made three sets of cal-
culations with different potentials. First set was done in pressure-corrected
water with all nonbonded and bonded potentials, where PEP-CAB-PEP po-
tential was improved with iterative Boltzmann procedure. In the second set
the additional 1-5-bond potential was used. And in the third set the 1,3,5-
angle potential was used instead of 1-5 bond potential. In Fig. 5.12 one can
see the results for some degrees of freedom.
Fig.5.12(a) presents the distribution for the dihedral angle PEP3-CAB3-
PEP4-CAB4. One can see that two sets with only one of the additional
bonded potential give approximately the same results as a CG set without
any additional potentials and quite good correspondence to the atomistic
distribution, but any way there are some small differences: set without addi-
tional bonded potential gives distribution with a lower main peak than the
atomistic distribution has, but the second set with 1-5 bonded potential im-
proves this a little bit, while the set with 1,3,5-angle potential almost exactly
reproduce atomistic distribution. The case with two additional bonded po-
tentials gives a little bit worse result, as far as the small peak is even lower
than the atomistic one, and the main peak is bigger. So, we have a disbalance
in distribution, but the areas are still represented correctly.
Almost the same results are presented in Fig. 5.12(b) where the CAB1-
PEP2-CAB2-PEP3 dihedral angle is shown. As opposed to the PEP3-CAB3-
PEP4-CAB4 angle, where the set with two additional potentials gives a worse
result compared to the two other sets, in case of this angle the two additional
potentials improve its distribution in a way that it corresponds to the atom-
istic curve perfectly.
Fig.5.12(c) shows the distribution for another dihedral angle PEP2-CAB2-
PEP3-CAB3, which is exactly the centeral dihedral angle. One can see, that
two sets without any additional bonded potential and with 1-5 bonded po-
tential give almost the same results, which have not fitted the atomistic
distribution. They cover the correct area and have the peaks at the right
positions, but there is the disbalance in the peaks: one is too small and the
another one is too high. But the set with additional 1,3,5-angle potential
solves this problem and the balance of the peaks is correct. The set with two
additional potentials is better than CG set without any additional potentials
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CG (PP 1-5 pair pot.)
CG (PPP 1,3,5-angle pot.)
CG (PP+PPP pot.)
Figure 5.12: Distributions for the case with 9 beads. Black line corresponds to the
target atomistic simulation; green line corresponds to the CG simulation with potentials,
which were parametrized for the 7 bead model; red dots corresponds to the CG simulation
with additional 1-5 potential; blue dots corresponds to the CG simulation with additional
1,3,5-angle potential; violet dots corresponds to the CG simulation with two additional
potentials: 1-5 pair potential and 1,3,5-angle potential. (a) distribution for PEP3-CAB3-
PEP4-CAB4 angle; (b) distribution for CAB1-PEP2-CAB2-PEP3 angle; (c) distribution
for PEP2-CAB2-PEP3-CAB3 angle; (d) End-to-end distance.
and CG set with 1-5 pair potential, but it is not so good as CG simulation
with only 1,3,5-angle potential.
Fig. 5.12(d) shows the end-to-end distribution. The range of end-to-end
distances is reasonably well reproduced by the CG model without additional
bonded potentials, but there is a tendency to more compact peptide chains
which is probably due to the nonbonded interactions within the peptide
chain. Since the chain is longer than in Ala3, one would expect to see a
stronger effect of the nonbonded interactions on such overall conformational
properties of the peptide, and exactly this we can observe here, because now
the end-to-end distribution has completely different form and does not have
one high peak and two shoulders (in case of Ala3 the CG distribution keeps
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the correct form).The 1-5 bonded potential helps a little bit to improve the
distribution and in the simulation with this additional potential we can ob-
serve a global peak at the correct position, but distribution has still another
form. But the set with 1,3,5-angle potential gives better result and the form
of distribution is closer to the atomistic one than in case of two other CG
simulations. We have a biggest problems with this kind of distribution and
it is very important to mention, that the simulation with two additional
bonded potentials gives distribution, which almost exactly corresponds to
the atomistic result.
Of course, one can say, that reproducing the same range of distances is
already good and the average end-to-end distance will be approximately the
same for each set. In the table 5.1 the average values of the end-to-end
distance for ALA4 are presented. One can see, that the data are close to the
atomistic result in all sets, but any way, the simulation with two additional
1,3,5-angle and 1-5 pair potentials has the best agreement with atomistic
one. And I have to add, that for biological systems to get the same average
is not enough because each point of distribution corresponds to a specific
conformation and it is important to reproduce all possible conformations












In Chapters 4 and 5 the focus had been done on intramolecular (bonded)
interactions of the peptide molecule in water, and nonbonded potentials
had been used from ref. [60, 61]. Those nonbonded potentials had been
parametrized based on small molecules representing peptide fragments. The
small molecules relevant for our ALAn system were methylacetamide and
methane, representing the peptide group (PEP) and Cα − Cβ (CAB) beads
respectively. For pair-interactions the potentials of mean force (PMFs) be-
tween pairs of these molecules in aqueous solution had been determined from
atomistic simulation and used as target functions for the coarse-grained (CG)
model. The description of the approach to determine CG potentials based
PMFs is presented in Chapter 2 Sec. 6. In the case of implicit solvent we
found that the PMFs from atomistic simulation of solute pairs in explicit
water can be used directly as effective bead-bead nonbonded interactions for
the CG system, there was no need for additional iteration steps to remove
correlations or multibody effects. When the CG system has an explicit repre-
sentation of the solvent, the atomistic PMFs cannot be used directly, because
the mediation of the surrounding water is incorporated into this solute-solute
interaction potential of mean force. In order to get potentials with “pure”
interaction between the beads Vbead−bead(r) without water contribution, the
method (described in details in Section 2.6) can be used [60, 61]:
Vbead−bead(r) = V atomPMF (r)− V CGPMF,excl(r). (6.1)
Here V atomPMF (r) is the target potential of mean force calculated in atomistic
simulations of solute pairs in explicit water, V CGPMF,excl(r) is the potential of
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Figure 6.1: Procedure to generate CG nonbonded potentials between peptide
beads: panel (a) – PEP-PEP; panel (b) – CAB-CAB; panel (c) – PEP-CAB. Black lines
correspond to the V atomPMF , red lines: V
CG
PMF,excl; orange lines: effective nonbonded potential
V atomPMF − V CGPMF,excl.
mean force calculated in CG simulation with explicit CG water and excluded
direct bead-bead interaction, this means that all other CG interactions (CG
water-water and CG bead-water) are present. By subtracting this from the
target PMF we remove the contribution of the environment from the poten-
tial of mean force obtained in atomistic simulation. In this procedure one
assumes a previously determined set of CG water-water and solute-water in-
teraction potentials. To determine these, iterative Boltzmann inversion had
been used, with the radial distribution functions (RDF) from atomistic sim-
ulation as a target. This method had first been introduced and tested for
small dipeptides by Villa et al [60, 61].
This procedure of parametrization based on fragment molecules is possible
because of the assumptions that the fragments are a good representative for
the beads as part of a larger (chain) molecule, and that the interactions
for the peptide representation on the CG scale are additive. In the present
chapter we will closely investigate these assumptions. Here we proceed in
two steps:
• first, we reparametrize all non-bonded interactions (as in ref. [60, 61])
since now we use a pressure-corrected CG water model. In principle, the
pressure correction is important mostly for the mixed systems, where
one consider processes on the two levels at the same time: atomistic
and CG ones,- and pressure of both parts should be the same, or the
CG part would put higher pressure on the atomistic part. In our case
this correction makes no difference, but as far as we already did it like
a first order of correction for our angle distribution (see sect. 4.3) we
decided to continue to work with this model. This also gives us an
impression how sensitive these nonbonded interactions depend on each





















Figure 6.2: CG nonbonded potentials from iterative Boltzmann inversion for
PEP-water (blue), CAB-water (green), water-water (violet).
apply changes to the solvent-solvent potentials.
• second, these new potentials will be used in order to test the assump-
tion, that the CG potentials, which are parametrized on molecules frag-
ment, can be transferred to the situation where the bead is a part of a
chain.
As shown before, the CG peptide contained two types of beads, one rep-
resents the Cα and Cβ atoms (CAB bead) and another one represents the
peptide group [CONH] (PEP bead). In total we have three solute-solute
pair interactions (CAB-CAB, PEP-PEP and PEP-CAB) for which we have
to determine the PMFs between two representative fragments molecules.
Fig. 6.1 shows for all three pairs the two potentials of mean force, V atomPMF (r)
and V CGPMF,excl(r), and the resulting effective potential Vbead−bead(r) (according
to Eq. 6.1).
The potentials for the interactions of peptide beads with solvent beads
and between solvent beads, that is water-water and water-peptide, were gen-
erated to reproduce the radial distribution functions of liquid water and
dilute peptide-water solutions (as it was done in [60, 61]). In the case of
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solute-solvent interactions the CG solvent-solvent potential which had been
determined previously is applied and the CG solute-solvent potential is re-
fined iteratively (Eq. 3.6) until the target RDF is reproduced. Fig. 6.2 shows
the resulting potentials obtained with iterative Boltzmann inversion proce-
dure.
As mentioned before, new nonbonded potentials were obtained for the sys-
tem with a pressure-corrected water model. The pressure correction resuls
in an additional attraction between the water beads (Eq. 3.10). Fig. 6.3(a)
shows the pressure-corrected water-water interaction (black line) in compar-
ison to the non pressure-corrected one. Fig. 6.3(b) and (c) shows the CAB-
water and PEP-water interaction potentials, parametrized by iterative Boltz-
mann inversion, using the CG water potentials with (black line) and without
pressure correction. We see that both the solvent-solvent and solute-solvent
potentials from iterative Boltzmann inversion with pressure correction (black
line) are more attractive than without (red line). With these new pressure-
corrected solvent-solvent and solute-solvent potentials we now determine new
solute-solute interactions according to Eq. 6.1. The resulting potentials are
shown in Fig. 6.3(d,e,f) - black lines. Again we observe that the potentials
are more attractive compared to the parametrization without pressure cor-
rection. In all cases the weak repulsion for distances more than 6-7 A˚ is
removed.
First, as was explained above, the PEP-PEP potential was reparametrized
for our model based on the two methylacetamide molecules, see Fig. 6.4(a).
In Fig. 6.3(f) it can be seen that the potential with pressure correction (black
line) has a more steep attraction part compared to the old model (with water
made without pressure correction). One also sees that the potential is longer
ranged, which has implications on the maximum distance up to which the
PMF needs to be computed (see Eq. 2.72; since the PMF has to be computed
up to distances where the constraint force is zero). It also implies that the CG
calculations of the peptides with the water model with pressure correction
need to be performed with a cut-off of appropriate length (in our case 1.4
nm). It means, that the PEP-beads interact now with each other on slightly
longer distances.
In the approach to determine PEP-PEP interactions based on the Methy-
lacetamide PMF we assume the interaction to be isotropic, however in the
peptide the PEP beads are not anisotropic in their nonbonded interaction.
It means that interaction potential depends on the fact with which “sides”
two peptides are oriented to each other. The example of possible orientations
are presented on Fig. 6.5. Panels (a,b,c) show some possible interaction ways
between PEP beads. And when we make parametrization of nonbonded





















































































































Figure 6.3: Comparison of old nonbonded potentials from Ref. [60] (red line)
with new ones (black line), which were obtained with pressure corrected water.
(a) Nonbonded potentials between water-water beads; (b) Nonbonded potentials between
CAB-water beads; (c) Nonbonded potentials between PEP-water beads; (d) Nonbonded
potentials between PEP-CAB beads; (e) Nonbonded potentials between CAB-CAB beads;
(f) Nonbonded potentials between PEP-PEP beads (here the green line corresponds to the
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(a) (b)
Figure 6.4: Panel (a) - chemical structure of methylacetamide; panel (b) - chem-
ical structure of ethylpropionamide corresponded to the CAB-PEP-CAB pep-
tide fragment.
actions and assume that in the chain they will work in the same way. But
as one can see on the panels (d,e) not all interactions between PEP beads
are realized in the chain: on the panel (e) interaction is approximately the
same as on the panel (b), but panel (d) shows that in such orientation we
have already different interaction in compare to panel (a) caused by neighbor
CAB beads. And as long as we consider the whole chain of beads, where each
unit is fixed relatively to its neighbors, beads have no longer the possibility
to interact with each other with any “sides”, but just with some of them
and also there is the influence from their neighbors. In order to take into
account all these factors, we decided to reinvestigate carefully the PEP-PEP
interactions.
In order to consider the influence from the chain as well, the PEP-PEP
potential was again parametrized, but in this case the parametrization was
based on another molecule (ethylpropionamide) shown in Fig. 6.4(b), which
would on the CG level correspond to the CAB-PEP-CAB fragment of the
peptide. In Fig. 6.3(f) it can be seen that this new potential (green line) is
placed “between” the old and new potentials parametrized on two methylac-
etamides. Fig. 6.6 shows the different potentials of mean force that contribute
to the new PEP-PEP interaction based on the CAB-PEP-CAB fragments.
The new CG interaction is again computed according to Eq. 6.1. The black
line in Fig. 6.6(a) shows the atomistic target PMF from Eq. 6.1 between
two ethylpropionamide (structure Fig. 6.4(b)) molecules in explicit solvent.
For comparison this new atomistic PMF (of ethylpropionamide) is shown
in Fig. 6.6(b), blue line, next to the old target PMF (green line) between
two methylacetamide molecules (structure Fig. 6.4(a)). We can see that




Figure 6.5: (a,b,c) Examples of possible orientations of PEP beads and “inter-
actions” sides. On the panel (c) the chemical formula is written wrong, it is
done in such way just for illustration of possible way of interaction between
PEP beads. (d,e) Examples of possible interactions between PEP beads, when
they are in the chain.
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Figure 6.6: (a) Procedure to generate CG nonbonded potentials between PEP-
PEP beads with CAB-PEP-CAB pieces according to Eq. 6.1; (b) compari-
son V atomPMF in case of parametrization with two PEP beads (green line) and
two pieces CAB-PEP-CAB (blue line); (c) comparison V CGPMF,excl in case of
parametrization with two PEP beads (green line) and two peaces CAB-PEP-
CAB (blue line); (d) comparison effective potentials V atomPMF −V CGPMF,excl in case of




The red line in Fig. 6.6(a) shows the CG PMF between two CAB-PEP-
CAB molecules (in the CG water model with pressure correction) where the
direct interaction between the central PEP beads is turned off (but all other
interactions: PEP-CAB, PEP-water, CAB-water, water-water and bonded
ones,- were in). This potential corresponds to the V CGPMF,excl term in Eq. 6.1.
Again this V CGPMF,excl is presented in Fig. 6.6(c) in order to get the direct
comparison to the old parametrization procedure where we used the PMF
between two CG PEP beads (not in chain) with direct interaction turned off.
We see that the new V CGPMF,excl (blue line) exhibits an repulsive contribution
at close distances which is due to the interaction between the CAB beads of
the two molecules.
The orange dotted line in Fig. 6.6(a) shows the new effective PEP-PEP
interaction, resulting from V atomPMF −V CGPMF,excl, based on CAB-PEP-CAB frag-
ments. It is also directly compared in Fig. 6.6(d) to the parametrization based
on PEP fragments (with otherwise identical interactions). Wee see that by
accounting for the presence of the neighboring beads in the parametrization,
the effective PEP-PEP interaction has a less deep attraction compared to
the parametrization based on the two PEP beads. Now we have three dif-
ferent sets of nonbonded potentials: 1) potential from Ref. [60] combined
with the new water model, with pressure correction (Ref. [60] with p-corr);
2) our new potential parametrized on two PEP beads accounting for the new
CG water model with pressure correction (P-P with p-corr); 3) the potential
parametrized on CAB-PEP-CAB pieces (C-P-C).
In order to check the ability of the three effective nonbonded potentials
between PEP beads to reproduce the atomistic PMF of ethylpropionamide
CH3 − CH2 − CONH − CH2 − CH3, the PMFs between two CAB-PEP-
CAB molecules were computed on the CG level. During this simulation
all interactions were taken into account. We performed simulations with
all three different PEP-PEP potentials. The result of the test is presented
on the Fig. 6.7. The potential based on CAB-PEP-CAB fragments fits the
atomistic potential exactly, while the two other simulations show severe devi-
ations. Of course it is not surprising that the new PEP-PEP potential better
reproduces the atomistic ethylpropionamide PMF, since it was constructed
this way. By extending the molecule further we can test if our accounting for
the presence of the chain in the PEP-PEP interaction gives also an improve-
ment for the interactions between longer peptides. Therefore we simulated
ALA2 (corresponding to our CG peptide chain with 5 beads, i.e. the sequence
PEP-CAB-PEP-CAB-PEP).
Three independent PMF calculation for the two CG ALA2 peptides were
done, where all interactions were included. In each simulation a different
PEP-PEP potentials was used (all other parameters were the same). The
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VCG Ref. with p-corr
VCG P-P with p-corr
VCG,ext C-P-C
[60]
Figure 6.7: PMF calculation for CAB-PEP-CAB fragment of peptide. Black line
corresponds to the atomistic simulation; all other lines correspond to the CG PMF simu-
lation without excluded interactions between PEP-beads: blue – simulation with first po-
tential from [60, 61], red – simulation with “extended” PEP-PEP potential, parametrized
on two CAB-PEP-CAB pieces (ethylpropionamides); green – simulation with PEP-PEP
potentials, parametrized on two PEP beads.
result is presented in Fig. 6.8, where the black line is the atomistic PMF, the
green line corresponds to the CG simulation with old potential (ref.[60]), the
blue line shows the PMF for the simulation with our new potential based
on the two PEP beads with all pressure corrections, and the red line cor-
responds to the PMFs with the potential parametrized on CAB-PEP-CAB
fragments. It can be seen that the simulation with the fragment-based poten-
tial reproduces the atomistic PMF almost exactly, while all other potentials
give completely different results. Thus, the conclusion can be made, that it
is important to take into account the influence of neighbor beads (in our case
CAB beads).
Nonbonded potentials play a significant role in such processes as aggrega-
tion, where the interaction between two systems (two molecules or molecule
and surface) is important. In order to understand the influence of our dif-
ferently parametrized nonbonded potentials on the interaction between our
peptides and to find out if there is a difference between them, we decided to
study the orientation of ALA2 peptides relative to each other. Therefore, we
investigate the angle between the “end-to-end” vectors θ of the two peptides



















VCG Ref. with p-corr
VCG P-P with p-corr
VCG,ext C-P-C
[60]
Figure 6.8: PMF calculation for ALA2 peptide. Black line corresponds to the atom-
istic simulation; blue line corresponds to the CG simulation with old potential; red line
corresponds to the CG simulation with “extended” PEP-PEP potential, parametrized on
two CAB-PEP-CAB pieces; green line corresponds to the CG simulation with normal
PEP-PEP potentials, parametrized on two PEP beads.
lation results of the simulation with all potentials in the system. We chose
three distances where the peptides are close to each other (0.4, 0.5 and 0.6
nm distance between the two central PEP beads) and three distances where
they are far apart, i.e. where the two peptides should not “feel” each other
(1.4, 1.5, 1.6 nm between middle beads). Fig. 6.9 presents the distributions of
cos θ for all 6 cases. One can see that closely located peptides (panels a, b, c)
have a preferance for certain relative orientations (where cos = ±1). It means
that peptides prefer to be parallel to each other. On large distances there are
no interactions between the peptides and their behaviors are independent,
which is confirmed by the flat distributions shown on panels (d, e, f). In
the atomistic cases (black lines) it seems that for the case of the distance
between central PEP beads equaled to 0.4 nm the cos θ distributions have
peaks not at ±1 but around ±0.6 (corresponding to approximately to 60 and
120 degrees). The reason for this could be sterical effects or hydrogen bonds
between the end beads (the typical distance between two hydrogen-bonds in
β-sheet is ∼0.5 nm) which might favor special orientations and which are
very specific and not captured by the CG model.
To analyze this, we have more closely investigated two cases: one, where
the distance between the peptides is 0.4 nm and one, where the distance
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CG Ref. with p-corr
CG P-P with p-corr
CG,ext. C-P-C
[60]
Figure 6.9: Distribution of a cosine of an angle between two end-to-end vectors
of the ALA2 peptides. (a): distance between ALA2 is equal to 0.4 nm; (b): distance
between ALA2 is equal to 0.5 nm; (c): distance between ALA2 is equal to 0.6 nm; (d):
distance between ALA2 is equal to 1.4 nm; (e): distance between ALA2 is equal to 1.5
nm; (f): distance between ALA2 is equal to 1.6 nm. Black line corresponds to the atom-
istic simulation; blue line corresponds to the CG simulation with old potential; red line
corresponds to the CG simulation with “extended” PEP-PEP potential, parametrized on
two CAB-PEP-CAB pieces; green line corresponds to the CG simulation with normal
PEP-PEP potentials, parametrized on two PEP beads.
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Figure 6.10: Hydrogen bond existence map for two peptides with the distance
between them equal to 0.4 nm. Green circles point two remarkable “donor-
hydrogen-acceptor” triplets, which exhibit hydrogen bonds particularly fre-
quently. These cases correspond to the situation, when hydrogen bond exist between the
center of one of peptide and a terminal peptide group of the other peptide, a representa-
tive snapshot is shown on Fig. 6.12(a). Corespondent names of these triplets can be found
in A.5.4, in Tab. A.1 and Tab. A.2.
between the peptides is 0.5 nm. In Fig. 6.10 and Fig. 6.11, one can see the
existence maps for the hydrogen bonds (which demonstrate the presence of
hydrogen bonds) for these two cases. A list of hydrogen bonds is given in
the Appendix A.5.4. They show points in time when a “donor-hydrogen-
acceptor” triplet contains a hydrogen bond (red strokes). The four lines
with more frequent strokes (indicated by a green circle around the hydrogen
bond index) correspond to configurations where hydrogen bonds between the
central peptide group of one molecule and a terminal peptide group of the
other molecule are formed. Here the acceptor is located in the middle of
one peptide and the donor and its respective hydrogen are at the end of
another peptide (representative snapshot see in Fig. 6.12(a)). At the same
time, peptides with a 0.5 nm distance between central groups (Fig. 6.11) show
more frequent hydrogen bonding as well as two more pronounced lines, which
correspond to the “donor-hydrogen-acceptor” triplets when the acceptor is
located in the center of one peptides and the donor and hydrogen at the
center of the other (representative snapshot see in Fig. 6.12(b)). Thus, the
different orientation between the closest peptides (0.4 nm) is caused not
only by hydrogen bonds (they exist for larger distance as well) but also by
the steric effect. This can be confirmed when looking back at the potential
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Figure 6.11: Hydrogen bond existence map for two peptides with the distance
between them equal to 0.5 nm. Green circles point two remarkable “donor-
hydrogen-acceptor” triplets, which exhibit hydrogen bonds particularly fre-
quently. These cases correspond to the situation, when hydrogen bond exist between two
centers of the peptides, a representative snapshot is shown on Fig. 6.12(b). Corespondent
names of these triplets can be found in A.5.4, in Tab. A.1 and Tab. A.2.
between the central groups of the peptides for the ALA2 molecules Fig. 6.8.
There, one can see that at a distance of 0.4 nm,the potential is repulsive and
hence the peptides try to move away from each other. For details see A.5.4.
Fig. 6.9 shows that in terms of the relative peptide-peptide orientation
all the CG models give the same results. This means that the different
nonbonded interactions (with and without pressure correction and with or
without accounting for the chain in the PMF calculations) do not influ-
ence the way parallel and antiparallel peptide orientations are favored over
perpendicular ones. Combining this with the significant difference in the
peptide-peptide association (Fig. 6.8) we can conclude that the best model
for nonbonded interactions is the one where the chain had been accounted
for.
We also checked the end-to-end distances of the peptides for each of the
positions in order to clarify if the interactions between two molecules will
affect their conformation and if yes, if the atomistic and the CG models
agree on this. The distributions are the same for all distances, this means
that there is no significant influence from intermolecular interactions on the
conformations of the peptides (data not shown). The dynamics behavior of
two peptides will be considered in more details in Chapter 7.




Figure 6.12: Orientation of peptides when they are close to each other and have
hydrogen bond. (a) Distance between peptides is 0.4 nm, they are almost perpendicular;
(b) distance between peptide is 0.5 nm, they are parallel.
tions by revisiting the model for ALA3 developed in Chapter 4 and 5. Now
it would be interesting to see, what kind of results we get for this system
with our new nonbonded potentials and if we can directly use the bonded
potentials, which were early obtained with the nonbonded interactions from
Ref. [60]. So, we performed CG simulations for the ALA3 peptide for fol-
lowing sets of interactions: one was done with bonded potentials directly
obtained from Boltzmann inversion without correction. Another simulation
was done with bonded interactions, where PEP-CAB-PEP-angle potential
was corrected with iterative procedure for the set of nonbonded potentials
from Ref. [60] (see Sect. 4.3). Last two simulations were done with our
new nonbonded potentials based on two PEP fragments and based on two
CAB-PEP-CAB fragments. First, they were calculated with the previously
obtained bonded PEP-CAB-PEP-angle potential (with and without iterative
correction) and at the end with the bonded potentials specially parametrized
for them. Fig. 6.13 presents the result for all these sets. Panel (a) shows the
PEP-CAB-PEP-angle distribution for the case of using the bonded poten-
tials from direct Boltzmann inversion of the atomistic distribution without
iteration correction. One can see, that all sets of nonbonded potentials give
a very similar distribution of the PEP-CAB-PEP-angle towards smaller val-
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Figure 6.13: PEP-CAB-PEP-angle distribution for ALA3 peptide with different
nonbonded potentials. (In all panels black line corresponds to the atomistic simulation;
blue line corresponds to the CG simulation with nonbonded potentials from Ref. [60];
red line corresponds to the CG simulation with PEP-PEP potential, parametrized on
two CAB-PEP-CAB pieces, including pressure correction for all nonbonded interactions;
green line corresponds to the CG simulation with PEP-PEP potentials, parametrized on
two PEP fragments): (a) Comparison of simulations with the three sets of nonbonded
potentials with bonded interactions without iterative angle correction; (b) Comparison
simulations with the three sets of nonbonded potentials with iteratively corrected angle
potential (iterations were done in the system with nonbonded interactions from Ref. [60]);
“CG, ext. new*” (red dots) corresponds to a simulation with nonbonded potentials based
on the CAB-PEP-CAB fragments and iteratively corrected angle potential, parametrized
especially for this set of nonbonded potentials.
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ues. Panel (b) presents that the set, with potentials from Ref. [60] and
with iteratively corrected bonded PEP-CAB-PEP-angle potential, which was
parametrized for this sets of nonbonded interactions based on the PEP-CAB-
PEP fragments, gives better agreement with atomistic curve than with a
“first guess” for bonded potentials (panel (a)). Also this result is better
compared to the another two CG sets with the new nonbonded potentials
but with the same corrected PEP-CAB-PEP-angle potential (panel(b)). It
can mean that corrected potentials are not independent on nonbonded po-
tentials which were used for their parametrization and in order to get nice
correspondence between CG and atomistic result, one have to obtain new
bonded potentials for each set of nonbonded ones. Therefore, we made new
iteratively corrected bonded PEP-CAB-PEP-angle potentials for each new
set of nonbonded interactions (parametrized on methylacetamide and ethyl-
propionamide). These new iteratively corrected bonded potentials are the
same for the both new CG sets. Thus, we present only result for the CG
simulation with nonbonded interaction between PEP beads based on CAB-
PEP-CAB fragments - red dots on the panel (b). One can see, that with a
new parametrized PEP-CAB-PEP-angle potential one obtains by construc-
tion exact agreement for this type of angle. It means that indeed one has
to parametrize all bonded potentials specially for the each set of nonbonded
interactions in order to obtain good results and cannot transfer potentials,
which were made with another nonbonded parameters.
Next step would be to reparametrize PEP-PEP-PEP 1,3,5-angle potential
for the new nonbonded sets as well, because it depends not only on nonbonded
interactions but also on bonded ones. But at first it makes sense to remodel
another bead, CAB, in order to take into account the influence of the chain, as











It is known that dynamical properties obtained in molecular dynamics (MD)
simulations are finite-size dependent due to hydrodynamic interactions be-
tween periodic copies, as was shown by Du¨nweg and Kremer [181, 182] for the
diffusion coefficient of polymers. It is also known, that there is a “speed-up”
of the dynamics of a coarse-grained (CG) system beyond the simple reduc-
tion of number of degrees of freedom (DOF), which stems from the fact that
the system evolves on a “smoother” potential energy landscape, where the
“finest” degrees of freedom have been integrated out [174]. The magnitude
of this additional “speed-up” needs to be determined empirically by mapping
dynamic properties on the atomistic and CG scales.
In simulations of peptides and proteins, hydrodynamic effects play a sig-
nificant role, for example to study aggregation phenomena or reactions in
biological cell. In Ref. [183, 184] it was shown that simulations of small
peptides in water with and without hydrodynamic interactions (HI) give dif-
ferent results on the same level of resolution (in this case CG). For example,
the diffusion coefficients obtained from the simulations with and without HIs
are different by a factor of 3 [183]. However, if the factor for another type
of dynamics (rotation) is not 3 but different, it would be already noticeable
for investigation of aggregation phenomena and we would get two unlike
results. As mentioned in Ref. [185] the translational and the rotational dif-
fusion coefficients and the timescales of the internal dynamics can only be
reproduced correctly with HI. In order to include HI to the system, one has
to use a thermostat which preserves HI, for example dissipative particle dy-
namics [115, 116] and the stochastic velocity-rescale thermostat (vr) by Bussi
et.al. [125].
However, including the HI does not solve all problems. Since one usually
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use periodic boundary conditions for simulations, it is important to remember
that system will interact not only with the solvent around it, but also with
its periodic images. These HI lead to finite size effects [186] (the result will
depend on the simulation box size).
The present chapter investigates various aspects of dynamic properties of
the CG peptide in the aqueous CG solution developed in previous sections
4-6:
• Comparison of finite size effects on atomistic and coarse-grained levels
of resolution for pure water and mixed peptide-water systems.
• Comparison of time mapping for different dynamic properties in the
mixed peptide-water system.
7.1 Theory
7.1.1 Classical polymer theory: two polymer models
In order to determine any dynamical characteristics, one first can consider
classical polymer physics. Some statistical properties of the polymers are:
1. End-to-end distance:
< R2 >=< (~rN − ~r1)2 >; (7.1)






< r2ij >, (7.2)
which represents the mean square length between all the pairs of the
segments in a chain [187];














In classical polymer theory are two models for describing polymer chains [172].




(self-crossing) and the solvent is immobile. It considers the equation of mo-




= ~f chn +
~f frn +
~f rn, (7.4)
where ~f chn is the force between neighboring monomers in the chain,
~f frn is the
force from friction against the solvent and ~f rn is a random force, which arises
when the given monomer collides with solvent molecules. For conventional
motion of the monomer in a dense solvent, the left part of Eq. 7.4 (the inertial
term) is not significant and thus the equation can be written as:
~f chn +
~f frn +
~f rn = 0. (7.5)
The force from friction of the monomer against the solvent is proportional
to the velocity, because the monomer (according to the assumption of this
model), moves with the thermal velocity in a viscous immobile solvent:




where ξ is the friction coefficient. The random force contains a non-regular
interaction term of the monomer with the solvent and it mean value is equal
to zero:
〈~f rn(t)〉 = 0, (7.7)
Its second momentum is:
〈~f rni(t)~f rmj(t′)〉 = 2ξTδnmδijδ(t− t′), (7.8)





= ~f rn. (7.9)





















t = 6D0t. (7.11)
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where D0 is the monomer diffusion coefficient. For the whole polymer chain





Another model for polymer chains is called Zimm model. It already takes
into account the fact that the solvent is entrained by monomers (i.e. the
hydrodynamic interaction). In this model, the force of friction also contains
the pertrubation of the solvent velocity field (~v(x)):







In this case, all processes in the systems are already different. For example,
if we suppose that the entrainment is strong enough to carry away all of the
solvent inside the polymer chain during motion, then the coefficient of dif-
fusion of the whole polymer coincides with the Stokes coefficient of diffusion





The Zimm model is closer to reality than the Rouse model [172].
The fact whether there is hydrodynamic interaction in the model or not
is important because the results are not the same. In the Rouse model, the
dynamic scaling for the diffusion coefficient is (see Eq. 7.12):
D ∝ N−1 ∝ R−1/νG , (7.15)
there, ν is the critical exponent which describes the solvent (good, bad or
θ-solvent), while with hydrodynamic interaction, the scaling is:
D ∝ R−1H ∝ R−1G . (7.16)
7.1.2 Diffusion coefficient with finite-size effect
In fact the description of the behavior of a polymer chain in a solvent is com-
plex, especially when one considers a periodic boundary box where chains
interact with all periodic images. The diffusion coefficient of the center of
mass of a polymer can be better described using the Kirkwood-Zimm the-




(the correlation of the stochastic displacements mediated by fast diffusive
momentum transport through the solvent) via the Oseen tensor:
Dij = D0δij1+ (1− δij) kBT
8πηrij
(
1+ ~ˆrij ⊗ ~ˆrij
)
. (7.17)
Using this result, the diffusion coefficient can be found through the Kirkwood












Here, D0 is the monomer diffusion coefficient.
In the Rouse model [191], the diffusion coefficient is simpler ( see Eq. 7.12)
because it assumes that every monomer is coupled to a viscous background
with uncorrelated stochastic displacements and the diffusion tensor in this
case is diagonal:
Dij = D0δij1. (7.19)
Due to the long-range nature of the hydrodynamic interactions, one can
expect strong effects on the dynamical properties from the finiteness of the
MD box, even if the chain fits nicely into the box and static properties are not
affected. Simulations are performed with periodic boundary conditions and
the chain has an infinite number of periodic images with which it interacts
via hydrodynamic interactions. Use of a hard wall would remove periodic
images and the polymer would not interact with itself and there would be
unwanted surface effects. The finite size problem can only be overcome by
using a very large simulation box, which is computationally unfeasible.
Quantitatively, the finite-size effect can be taken into account by modify-
ing the diffusion tensor appropriately [183]. Denoting the linear size of cubic










where ~k = (2π~n)/L runs over the reciprocal lattice vectors of the MD box and
~n is a vector of integers. This form comes from the superposition of hydro-
dynamic modes. Note that, ~k = 0 is excluded because this would correspond
to an overall translational motion of the system and we study the diffusion
of the chain relative to the fluid which is globally at rest. Also this exclusion
is necessary not only for physical reasons, but also mathematically in order
to keep the expression finite. An attempt to write down the hydrodynamic
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interaction with periodic images by just adding up the infinite number of Os-
een tensors in real space would lead to a mathematically ill-defined formula,
because this series contains a ~k = 0 component and hence it diverges. For
this reason, the Fourier representation (Eq. 7.20) is more useful.
The diagonal elements also need to be modified due to the hydrodynamic
interactions of beads with their own periodic images:





(1+ rˆ ⊗ rˆ)
)
, (7.21)
where rˆ ⊗ rˆ is the tensor product of the unit vector in the ~rij direction with
itself.
Then, for cubic simulation box of length L, the diffusion coefficient cor-
rected for system-size effects is equal to:




where DPBC is the diffusion coefficient of the simulation and the constant
2.837297 was obtained firstly by Du¨nweg and Kremer [182, 186].
7.2 Results
In the following section, we will first focus on pure water systems to investi-
gate the effect of finite system sizes on HI in atomistic and CG models. Then
we will consider these aspects in a mixed system, namely the ALA3 peptide
in aqueous solution that had been introduced in the previous Chapters.
7.2.1 Pure water systems
As was shown in ref. [184] the diffusion coefficient D in molecular dynam-
ics simulations with periodic boundary conditions is dependent on the box
length, due to hydrodynamic interactions of the system with its periodic
copies. To obtain the atomistic reference data for the pure water system,
molecular dynamics simulations were performed for several box lengths with
1000, 2000, 3000, 5000, 10000 and 50000 water molecules at equal density.
As a reference density, ρ1000, we used the smallest system with 1000 water
molecules. For details see
To determine the diffusion coefficient, first, the mean square displacement
(MSD) was calculated which is linked to D via the Einstein relation [192]:
lim
t→∞


























Figure 7.1: Atomistic simulation of pure water, showing how to accurately de-
termine the diffusion coefficient from MSD(t)/6t vs 1/t in a double logarithmic
scale. For 1 thousand (red line, atom-1) and 10 thousands (black line, atom-10) atomistic
water molecules, with 3.10633 nm and 6.69259 nm box sizes correspondingly.
To determine diffusion coefficients accurately the MSD/t vs. 1/t were
plotted in the double logarithmic scale. This representation allows us to
determine the exact plateau of the curve, which corresponds to the diffusive
regime with sufficient statistics (two examples for 103 and 104 water molecules
are presented in Fig. 7.1). Typical error bars are also shown in the Figure.
Since we want to investigate the dynamic properties of the systems, we
have to use an appropriate thermostat. The stochastic velocity-rescaling
thermostat by Bussi et.al.(Sec. 2.3.2) was used in our work, a global thermo-
stat that produces a canonical ensemble and preserves HI. To demonstrate
the contrast, the same simulations were performed with stochastic dynamics
(sd, Langevin thermostat), see Fig. 7.2. In the case of the sd simulation,
there is no dependence of the diffusion coefficient on the box size L. As can
be seen from the figure, the expected linear dependence between the diffu-
sion coefficient of the system and the inverse box length is present when the
stochastic velocity-rescale thermostat by Bussi et.al. was used. From this
plot, we can then find the finite-size corrected diffusion constant Datomcor for
pure water in an atomistic simulation, which is (2.93± 0.01)× 10−5(cm2/s)
(Eq. 7.22).
In order to be certain that our results are correct, we performed one
more round of simulations to check that the time coupling constant of the
stochastic velocity-rescaling thermostat does not influence the hydrodynamic
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Figure 7.2: Comparison of finite-size effect in simulations with stochastic
velocity-rescale thermostat (vr) by Bussi et.al. and stochastic dynamics (sd).
Table 7.1: Diffusion coefficients and viscosity of water for the pure water system
and mixed peptide-water system in atomistic and CG cases.







finite-size effect. Fig. 7.3 shows data for three box sizes in three sets of
simulations: with τ (see Sec. 2.3.3) equal to 0.05 (ps), 0.1 (ps), and 1 (ps).
From this plot, one can conclude that the diffusion constants are independent
of the thermostat settings. This means, that our results are independent of
the thermostat settings.
The main idea of this chapter however is to find out the relation be-
tween dynamic properties in atomistic and CG simulations. Therefore, the
same simulations have been performed for CG system, where the pressure-
corrected CG water potential was determined with iterative Boltzmann in-
version and used as described in Introduction and Chapter 4. In Fig. 7.4(a)
it is shown that there is also finite-size effect for the case of coarse-grained
water. It is important to mention that the time scale in this Figure does not
yet account for the “speed-up” that is inherent to CG models because of the

























Figure 7.3: Atomistic simulations of pure water with different time coupling
constants.
respondence between these time units and the atomistic ones, a timemapping
has to be applied. For this the finite-size corrected diffusion coefficient DCGcor
for the CG case was found to be ((15.46± 0.06)× 10−5(cm2/s)) (in order to
compare results for diffusion coefficients and viscosities in atomistic and CG
cases, see Tab. 7.1)1. From the two diffusion coefficients, Dcor, at the atom-
istic and coarse-grained levels, one can now determine a time scaling factor,
τD, which characterizes the speed-up of the dynamics in the CG compared




= 5.28± 0.04. (7.24)
This time scaling factor cannot only be determined based on the finite-
size corrected diffusion constants, but also based on the individual system
size. The dependence of τD on the system size is shown in Fig. 7.4(b). Let
us take Eq. 7.22 for the atomistic and coarse-grained cases and find the ratio






DCGcor − A 1L
Datomcor −B 1L
, (7.25)
1It should be noted that we used a KJ/mol as a unit for energy and nm as a unit for
the distance. From this data, we obtain ps for time. We do not use any reduced units
(such as for Leonard-Jones parameters σ and ǫ).
Rev. null
103







0.08 0.12 0.16 0.2 0.24 0.28 0.32 0.36

















0.08 0.12 0.16 0.2 0.24 0.28 0.32 0.36








Number of water molecules
(b)CG CG/atom
Figure 7.4: Panel (a): dependence of diffusion coefficient on box length in CG












The viscosity in the atomistic model is larger than that in the CG model
(see Tab. 7.1). Therefore, coefficient B is smaller than A. Thus, Eq. 7.25












From this equation, it already can be seen that there is a dependence between
the ratio of diffusion coefficients for the CG and atomistic simulations and the
box size. The scaling factor is now equal to the slope of the plot, 5.24±0.04.
7.2.2 Mixed “peptide-water” system
Next, we compare the diffusion in atomistic and CG mixed “peptide-water”
systems. When the peptide is added to the box, the concentration of the
water changes. However, we would still like to keep the same water density
as that without the peptide for all boxes. Therefore, an additional calculation
of the number of water molecules for the new systems needs to be done. We
have used the density of the smallest box (V1) as reference. Each other box
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Figure 7.5: Simulation of the mixed system “peptide-water”, dependence of
diffusion coefficients of the water on the box size. (a) Atomistic simulations; (b)
CG simulations.
the density of the water should be the same as in the system of pure water
without a peptide. For details see A.5.3.
Fig. 7.5 shows that with this setup, the dependence of the diffusion
coefficient of water in CG simulations (as well as in the atomistic cases)
is the same in pure water and in mixed systems. For the mixed “peptide-
water” system the diffusion coefficient of water was found to be Dmixed =
(15.44 ± 0.04) × 10−5(cm2/s) and the viscosity of water ηmixed = (2.27 ±
0.19)× 10−4(Pa× s), which lies within the error bars of the same result for
the pure water system, see Tab. 7.1. It is important to mention that for the
mixed system, we used only data for the three biggest boxes (3, 5 and 10
thousands water molecules). The end-to-end distance of our peptide, as was
shown previosly, is about 1 nm and the box sizes of the smallest systems
(with 1 and 2 thousands water molecules) are approximately 3.1 and 4 nm.
In this case, our solution is not exatly dilute but close to a semi-dilute regime,
which can effect the result for the diffusion coefficient.
It is natural that we obtained the same dependence for the mixed system,
because it is caused by interactions of particles with their periodic images
through water and the additional peptide molecule would not change it.
Then, we investigated the finite size effect and the difference between
atomistic and CG dynamics for the diffusion of the peptide molecule. First,
we studied translational diffusion.
Long simulation times are necessary to obtain good statistics for a single
peptide in water. Unfortunately, even 100 ns is not enough to obtain a flat
plateau (which corresponds to the normal diffusion regime) on theMSD/t vs
1/t plot (Fig. 7.6(a)). However, we can take rough estimates of the diffusion
coefficient from the atomistic and CG simulation (Fig. 7.6(b)), and find ap-
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Figure 7.6: Distribution of MSD(t)/6t vs 1/t for the peptide in different boxes
in the double logarithmic scale. Panel (a): atomistic simulations; panel (b): coarse-
graining simulations.
proximately a scaling factor, which is in the order of τ pepD 3.8/0.6 ≈ 6.3± 1.1.
This scaling factor (within the error bars) is similar to the one for pure water,
τD = 5.24. Thus, the speed-up for water dynamics in the pure water system
and the “water+peptide” mixed system are similar. This indicates that the
processes that determine peptide diffusion resemble the ones that influence
water diffusion, which is logical since it is due to friction and random forces
of the water molecules.
In addition to the translational diffusion coefficient, we investigated an-
other dynamic property in the peptide-water system, namely, rotational dif-




cos 6 (~n(ξ)~n(t+ ξ))dξ, (7.29)
where ~n is end-to-end vector. Two correlation functions for atomistic and
CG cases are presented in Fig. 7.7. The curves are fitted with the law y =
exp(−t/τ), where τ is the correlation time. From Table 7.2, it is seen that τ
is approximately the same for each box size for the atomistic and CG cases.
However, there is a difference between τatom and τCG and the scaling factor





This value means, that the speed-up of different processes of peptide is
different in CG simulations, because the scaling factor for rotational diffusion
is larger than for translational diffusion (13.3 and 5.24). This can be a

















Figure 7.7: Rotation correlation function for the case of approximately 5000
water molecules in atomistic (black line and blue line - fit) and CG (red line
and brown line - fit) cases.
motion. These processes are important for aggregation of proteins, but since
the “speed-up” of dynamics of two movements is different, it is difficult to
predict what kind of result will be obtained on the CG level.
To simulate not one but a system of several peptides, it is necessary to
investigate real biological processes like aggregation phenomena. In Chapter
6, we have already considered such a system where we calculated the PMF
between two peptides. Here, we want to investigate a dynamic property that
depends on the peptide-peptide interaction in order to see how such a dy-
namic property is affected by coarse-graining. Therefore, we have studied a
Table 7.2: Correlation times τ for the case of atomistic and CG simulations
(CG simulations were done with the same potentials as in Chap. 4 and one
additional run was done for a box with 3000 water molecules with additional
1,3,5-angle and 1-5 bond potentials (see Sec. 5.1.3)).
number of water mol. box length L(nm) τatom(ps) τCG(ps) τ
2pot
CG (ps)
1000 3.10633 229.75 18.32
2000 3.91398 242.05 17.64
3000 4.48010 250.76 17.70 22.43
5000 5.31182 242.54 17.88
10000 6.69259 239.54 17.77
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Figure 7.8: Time dependence of the cosine of the angle between “end-to-end”
vectors of two peptides ALA2 in atomistic simulations. (a) Distance between
central PEP beads is equal to 0.4 nm, brown dots correspond to the time dependence of
cosine, black line corresponds to the running average of this plot; (b) running averages for
the cases when distance between central PEP beads are equal to 0.4 nm (black line), 0.5
nm (red line), 0.6 nm (green line); (c) distance between central PEP beads is equal to 1.4
nm, brown dots correspond to the time dependence of cosine, black line corresponds to
the running average of this plot; (d) running averages for the cases when distance between
central PEP beads are equal to 1.4 nm (black line), 1.5 nm (red line), 1.6 nm (green line).
Running averages were done over each 100 ps for peptide at close distance and over each
10 ps for peptides far apart.
parameter which can characterize the orientation of peptides relative to each
other: namely the angle between the two end-to-end vectors of the peptides.
From the simulations performed to compute the peptide-peptide PMF using
distance constraints between the two peptides centers (Chapter 6) we need
to consider two cases: (1) Simulations at constraint distances where the pep-
tides are close to each other (0.4, 0.5 and 0.6 nm) and (2) simulations where
they are far apart and the distance between them is larger than the cut-off
of the non-bonded potentials (1.4 nm). For these two sets of simulations we
can compute the angle, θ, between the two end-to-end vectors. (The distri-
butions of cos θ have already been shown in Chapter 6, Fig. 6.9). In order
























































































Figure 7.9: Autocorrelation function of cos θ between “end-to-end” vectors of
ALA2. (a) Autocorrelation function for atomistic and CG simulations for the distance
between peptides central equal to 0.5 nm; (b) autocorrelation function for atomistic and
CG simulations for the distance between peptides central equal to 1.5 nm; (c) autocorre-
lation functions for three atomistic sets with distances between centers of peptides equal
to 0.4 nm, 0.5 nm and 0.6; (d) autocorrelation functions for atomistic cases with distance
0.4 and 0.5 nm, in higher resolution for x-axis.
to compute the correlation time from the autocorrelation function of cos θ.
But before this is done, firstly, we need to check whether the sampling of this
reorientation process has been sufficient. Especially in atomistic simulations
at close peptide distances this is critical, since the reorientation is expected
to be slow due to specific interactions, e.g. hydrogen bonds. To this end,
we have monitored cos θ as a function of time (Fig. 7.8). In order to make
the transitions more visible, we perform a running average. Non averaged
data are indicated as dotted lines in panels (a) and (c); a sensible time win-
dow for the running average has to be significantly shorter than the relevant
correlation time and was chosen to be 100 ps for peptides at close distances
and 10 ps for peptides far apart. One can see that closely arranged peptides
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have two preferred positions corresponding to approximately parallel peptide
orientations (0 and π angles), panels (a, b). Due to the method of prepa-
ration of the PMF calculations, all systems have approximately the same
conformation for each distance at first. One can see in Fig. 7.8(b and d) that
the memory of the starting conformation is short and the pairs of peptides
placed at different distances from each other have different orientations at
the same moments.
Almost the same conclusions can be made from Fig. 7.9, where the auto-
correlation functions for cos θ for different distances are presented. On panels
(a) and (b), the autocorrelation functions for the distances, between central
PEP beads, equal to 0.5 and 1.5 nm correspondingly are shown. The curves
for the atomistic simulation (black line) and for the CG simulations with
three sets of potentials (see Sec. 6) demonstrate that the relaxation times in
CG cases are smaller than in those atomistic case for both types of distances.
A special case is at distance the 0.4 nm (panel c). For such a close position
of peptides, the relaxation time is difficult to measure (panel d). It seems
as if the peptides get stuck. As was discussed in Chapter 6, it can be two
possible reasons:
• A steric effect.
• The “end” beads (first and last) can come closer than 0.4 nm and
between them hydrogen bonds may be formed.
And as we concluded before, the steric effect plays significant role in this
behaviour.
At the same time, we can see that the dynamics of two peptides are faster
when they are far apart and do not feel each other any more compared to
the close placement (Fig. 7.9(a,b)). The same behavior occurs in the CG
cases (when peptides are far apart they have smaller relaxation times than
in close position). We can see that the dynamics of peptides on the close and













The “speed-up” factors (s) between atomistic and CG cases for the close

















≃ 6− 7 (7.34)
What is also remarkable is that the atomistic movement of the peptides
at the close distance in 0.4 nm between them is very slow in comparison
to larger distances (0.5 nm and 0.6 nm), but in CG case the correlation
times for all three close distances are approximately the same (see Tab. 7.3).
This fact can point out that we miss in our CG model some essential atom-
atom interactions which appear at the close distances (like hydrogen bonds)
which “lock” the peptides in one position for quite a long time (compared to
placement at lager distances).
All the relaxation times for all our sets have been presented in the Ta-
ble 7.3. A delicate finite size effect influences the dynamics of two (or more)
peptides as well. If one considers the interaction between them in water,
the volume exclusion as well the drag of water should be taken into account,
because when one peptide moves it pushes the water away and this water
will also carry along another peptide. Furthermore, if the simulation box is
small, the influence of such movement would be more pronounced for periodic
images.
At the end, we checked the CPU time which one needs for atomistic and
CG simulations. For a test, we performed a simulation with 1000 water
molecules for 100 ps on one processor for atomistic and CG levels. The
time step was 0.001 ps. It was determined that real simulation times for the
atomistic case was 627.627 seconds and for CG simulations it was 358.911
seconds. So, the “speed-up” is approximately 1.7. But due to the softer
potential landscape one can also increase the time step, which will lead to
the acceleration of other process as well. We tried two bigger time steps:
0.002 and 0.01, which are in 2 and 10 times larger than the atomistic time
step. Real simulation times for these two cases are approximately the same:
336.691 and 329.141 seconds correspondingly, but this time is smaller than for
the CG simulation with the same time step as the atomistic simulation. The
“speed-ups” concerning the atomistic case are 1.86 and 1.91 correspondingly.
However, if one looks at the performance, we find out that the speed of the
atomistic simulation is 13.766 ns/day and the CG simulation with time step
equal to atomistic one is 24.073 ns/day. For two other CG simulations with
bigger time steps the speed of the simulation is 51.323 ns/day for time steps
equal to 0.002 and 262.504 ns/day when the time step 10 times bigger than
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Table 7.3: Correlation times, τvect, for the orientation dynamics of two peptides.







CG old 27.86 32.54
CG new 18.02 50.31
CG new, ext. 18.29 49.57
0.5
atomistic 208.68
CG old 22.34 9.34
CG new 19.46 10.72
CG new, ext. 20.59 10.13
0.6
atomistic 177.04
CG old 19.29 9.18
CG new 21.50 8.23
CG new, ext. 22.37 7.91
1.4
atomistic 59.61
CG old 11.03 5.40
CG new 11.55 5.16
CG new, ext. 10.76 5.54
1.5
atomistic 68.58
CG old 10.65 6.44
CG new 9.96 6.89
CG new, ext. 9.57 7.17
1.6
atomistic 65.06
CG old 10.48 6.21
CG new 9.51 6.84




atomistic one. Therefore, these data demonstrate that CG simulations allow
one to simulate systems faster than atomistic simulations do.
In conclusion, we have considered the dynamics of peptides in water in the
atomistic and CG cases and found out that different dynamics of peptides
have different scaling factors between atomistic and CG simulation cases,
which can be a problem when one wants to investigate such processes as
aggregation of peptides at the CG level, where different types of behavior play
significant role. Also, we have found out that the dynamics of two molecules
depends on their position (if they are far away or close to each other) and
that in the CG simulations, we can repeat such tendencies although the
factor is slightly different, which also should be taken into account during
CG investigations of the system.
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In this thesis, a coarse-grained model for alanine oligomers, ALAn, in aqueous
solution was developed with the main aim to reproduce the conformational
distributions of the respective peptides in all atom reference simulations.
Several aspects of coarse-grained modeling were investigated starting from
conformational properties, via nonbonded interactions to questions concern-
ing the dynamics in coarse-grained simulations.
To parametrize the CG interactions, we extended a methodology pre-
viously developed by Villa et al. ([60, 61]) for amphiphilic dipeptides to
ALA3 which has in the CG description the form of a linear chain of two
types of beads. First, we encountered the fact, that our initial model with
CG potentials directly obtained from Boltzmann inversion did not reproduce
the atomistic structures. This was different from the observations made for
diphenylalanine where Boltzmann inverted bond, angle and dihedral distri-
butions resulted in a CG model that reproduce the atomistic conformations
with good agreement. The reason for this discrepancy most likely lies in the
fact that for the linear CG model for oligoalanines without any side chains
the influence of the solvent environment on the angle distributions is stronger
than in the case of diphenylalanine where the backbone geometry is stiffer due
to several angle and improper torsion potentials at the branching points of
the sidechains. The observed discrepancy in angle distributions between CG
and atomistic ALA3 could be corrected by a new set of CG angle potentials
obtained from iterative Boltzmann inversion. It was observed that the itera-
tive correction to the angle potentials did not have any negative effect on the
sampling of other CG degrees of freedom such as bonds or other torsions. On
the contrary, the sampling of one of the backbone dihedral distributions was
also improved with the corrected angle potential. This interdependence led
us to conclude that these intramolecular distributions are in fact not entirely
independent and that therefore a certain sequence (starting with the stiffer
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degrees of freedom) of parametrizing CG potentials is advisable instead of
iterating several potentials simultaneously.
A CG model for ALA3 with CG bonds, angles, and dihedrals is well ca-
pable of reproducing local conformational properties, but already properties
not used for parametrization such as the distance distribution between two
peptide groups separated by five CG bonds or the angle distribution be-
tween three consecutive peptide groups are not reproduced anymore. For
longer chains this results in a non negligible discrepancy in the end to end
distribution, making the initial model rather unsatisfactory. In order to re-
produce also these properties, additional CG potentials along the peptide
backbone were needed, for example 1,5 PEP-PEP distance or 1,3,5 PEP-
PEP-PEP angle potentials. The need for these potentials can be explained
by the fact that these 1,3,5 PEP-PEP-PEP angles and 1,5 PEP-PEP dis-
tances are characteristic for certain secondary structure propensities of the
peptide chain (for α helical and β strand chain segments). Since secondary
structure formation is intimately linked with intrachain correlations, most
importantly between different backbone dihedral angles, the factorization
into independent bond angle and torsions which is assumed for the Boltz-
mann inversion procedure does not hold for these biomolecular systems. For
the mapping scheme chosen in this thesis correct backbone conformational
sampling could be achieved with the above mentioned additional interaction
functions between consecutive peptide units along the backbone.
By construction we lose some microscopic properties of the peptide in
the coarse-graining procedure. As a consequence of the assumption that
the degrees of freedom are independent so that one can obtain potentials
via the Boltzmann inversion procedure we lose for example some correla-
tions between CG backbone angles and torsions that had been present in
the original atomistic sampling. After a backmapping procedure that rein-
troduces atomistic degrees of freedom into the CG conformations in such a
way that the atomistic structures lie on top of the CG reference conforma-
tions we investigated the structural properties of the resulting backmapped
ensemble. We could show that this backmapped ensemble again reproduces
all these correlations with satisfactory agreement with the original atomistic
data. This is an important observation that shows that the CG sampling
is sufficiently close to the original atomistic one that some properties which
are lost in the coarse-graining process can be regained after backmapping,
which is important for the subsequent analysis of the backmapepd ensemble
in terms of secondary structures and for comparison to experiment. We also
extended the ALA3 model to ALA4 and showed that the parameters deter-




In a next step we revisited the nonbonded interaction functions in the
CG model, which had initially been taken from previous work by Villa et
al ([60, 61]). We investigated the influence of a pressure correction on the
nonbonded interactions and more importantly the influence of the nature of
the fragment molecules which were used in the parametrization procedure
based on calculations of potentials of mean force. We found that in order to
obtain the correct peptide-peptide association behavior it is of importance
to include the influence of the surrounding chain in the parametrization of
the nonbonded interaction between two peptide beads. Thus, one should
base the nonbonded interactions not on potentials of mean force between
two fragments corresponding to individual coarse-grained beads but rather
on small pieces of the chain molecule that also include the neighboring beads.
We found that the bonded interactions are heavily coupled with the non-
bonded interaction functions, in particular in a case where bonded interac-
tions need to be refined by iterative Boltzmann inversion in presence of the
nonbonded interactions, as is for example the case in some of the peptide
angles. Here the iteratively refined potentials obtained for one set of non-
bonded interactions could not be directly used with the newer set developed
later in the course of the projects. Therefore, we recommend the follow-
ing order for the coarse-graining process: first, nonbonded potentials for the
surrounding medium (CG water) and the interactions of the peptide beads
with this medium should be obtained, then nonbonded potentials between
different peptide beads should be obtained based on molecule fragments ac-
counting for the neighboring beads; then, a first set of bonded (bond, angle,
torsion) potentials should be obtained from straightforward Boltzmann in-
version of the respective distributions (assuming the degrees of freedom are
independent), then one might refine some of these bonded potentials (itera-
tively, here one should follow the order to start with the stiffest degrees of
freedom since these interactions are potentially interdependent), and last, if
it is necessary one can add some additional special (bonded or nonbonded)
interaction functions in order to reproduce overall (less local) conformational
properties of the chain such as secondary structure elements etc.
In the present thesis, we have developed a CG model for oligoalanines that
reproduces the peptide-peptide association behavior obtained form atomistic
simulations and a procedure to determine bonded interaction functions such
that the correct chain conformations are obtained. In the future we plan
to apply this peptide model to aggregates of several oligo alanine peptide
strands, for example small crystalline units of oligo alanine beta sheets, again
comparing to atomistic reference simulations in order to assess the quality
of the model for such a situation. Such oligoalanine aggregates are found




markable mechanical properties of these fibers. Here, a coarse-grained model
is an important step towards studying such fibers at mesoscopic time and
length scales that are important for the overall properties of the materials.
In the last part of the present thesis we investigated dynamic properties
of the peptide in water on two levels: atomistic and coarse-grained. It is well
known that in CG simulations due to smoother potentials and less number
of degrees of freedom processes are faster than in an atomistic model. We
investigated the dynamics in the CG model for different types of dynamic
processes, including the influence of hydrodynamic interaction of transla-
tional and rotational diffusion of the peptides. We found that translational
diffusion experiences a different “speed-up” upon coarse-graining than rota-
tional reorientation, and – to make matters even more complicated – that the
speed up of the dynamics of relative reorientation of two peptides depends
on the peptide distance, probably due to hydrodynamic interactions between
the two peptides. It is expected that these phenomena exhibit in addition
strong finite-size effects of the periodic system and further dependence on
the peptide concentration. Since all these aspects are of importance if one
wants to use such models to study aggregation phenomena further research




For all simulations we used the GROMACS program suite [104, 193].





coarse-graining simulation with implicit sol-
vent
CG expl. SOL (no corr.)
coarse-graining simulation with explicit sol-
vent, without any corrections
CG expl. SOL (p-corr.)
coarse-graining simulation with explicit sol-
vent and with pressure corrected water
CG expl. SOL (PCP corr.)
& CG (PCP corr.)
coarse-graining simulation with corrected
PEP-CAB-PEP angle and pressure corrected
water
CG (PP 1-5 pair pot.)
coarse-graining simulation with explicit sol-
vent, with pressure corrected water and ad-
ditional 1-5 pair potential between “PEP”
beads
CG (PPP 1,3,5-angle pot.)
coarse-graining simulation with explicit sol-
vent, with pressure corrected water and ad-
ditional 1,3,5-angle potential for PEP-PEP-
PEP angles
CG (PP+PPP pot.)
coarse-graining simulation with explicit sol-
vent, with pressure corrected water and ad-




A.2 Simulation details of atomistic system
MD simulations were carried out using the leap-frog algorithm with a time
step of 0.002 ps. Constant temperature and pressure were maintained via
the weak coupling algorithm [92], where the temperature was set to 300K
with a coupling constant of 0.1 ps and the pressure was set to 1 bar with a
coupling constant of 0.5 ps and a compressibility of 4.5e-5 bar−1. The LINCS
algorithm was applied to constrain all bonds [104]. Electrostatic interactions
were computed with the PME method [194] with a real-space cut-off of 1.0
nm, and a cut-off of 1.4 nm was applied for Lennard-Jones interactions with
long range dispersion corrections for energy and pressure. We used the GRO-
MOS 53a6 force field [127] with the SPC/E water model [195, 196]. Atomistic
simulations of Ala3 were carried out for 90 ns, while the atomistic simulations
of Ala4 were carried out for 200 ns.
A.3 Simulation details of coarse-grained sys-
tem
For the CG systems, a leap-frog stochastic dynamics integrator was used
with a time step of 0.002 ps (note that in principle the time step could be
increased in the CG model but we did not do so here) and an inverse fric-
tion constant of 0.1 ps. The temperature was set to 300 K, and simulations
were carried out at constant volume conditions (at the average volume of
the corresponding atomistic system at 300 K and 1 bar). Bonded and non-
bonded interactions were computed using tabulated potentials. The bonded
potentials were obtained using Boltzmann inversion procedure, but instead
of directly employing the numerically inverted distributions as potentials in
the simulation, the potentials are first smoothed using cubic splines (now
this can be done with VOTCA package [75]). All CG simulations of Ala3
were carried out for 100 ns and CG simulations for Ala4 - for 100 ns.
Only the simulations for PMF calculations were done with NpT ensemble
with a reference pressure equal to 1 bar with Berendsen barostat but also




A.4. SIMULATION DETAILS OF BACK-MAPPED SYSTEM
A.4 Simulation details of back-mapped sys-
tem
For backmapping, the energy minimization was done via a steepest descent
algorithm. In subsequent simulations, the temperature was maintained at
300 K using a Langevin thermostat with a coupling constant of 1.0 ps. Indi-
vidual simulations were run for 200 ps each.
In order to compare the conformational sampling of the CG model with
the atomistic simulation, we (re)introduced atomistic details into the CG
structures. This can be done using virtual sites (previously called “dum-
mies”) [134] corresponding to our CG units. Molecular dynamics simula-
tions with position restraints on these virtual sites “force” (like in [197]) and
equilibrating an initial atomistic structure on top of the CG one – initially di-
hedral restraints are applied to avoid unphysical trans-cis flips of the peptide
group. The backmapping process was broken down into several steps. The
CG structures to be backmapped were selected from the CG trajectory. For
each of these structures, an initial atomistic conformation was selected from
a database of atomistic structures (based on a similar inertia tensor and end
to end distance) and then fitted on to the CG structure. The superimposed
structures were then processed according to the following steps:
1. Energy minimization with harmonic position restraints force constants
(100 kJmol−1nm2) on the virtual sites and dihedral restraints (180◦ ±
70◦), which help to keep dihedral angle in peptide group in trans con-
formation.
2. Stochastic dynamics simulation with the same restraints.
3. Stochastic dynamics simulation with stronger position restraints (10000
kJmol−1nm−2).
4. Water was added to the box.
5. Energy minimization.
6. Molecular dynamics with position restraints (10000 kJmol−1nm−2) and
dihedral restraints.
7. Molecular dynamics with position restraints (10000 kJmol−1nm−2)
without dihedral restraints.
We backmapped 100 randomly chosen structures from the CG trajectory




end atomistic simulation with an explicit solvent and virtual atom restraints
to maintain the atomistic coordinates on top of the CG reference.
A.5 Simulation details for investigation
of system’s dynamics
A.5.1 Computational details
For investigation of dynamic properties of the systems “pure water” and
“water+peptide” there are several boxes were considered. At first boxes
with 1000, 2000, 3000, 5000, 10000 and 50000 water molecules were created.
Later the peptide Ala3 were added there. For the investigation of system’s
dynamics in atomistic and CG cases, a leap-frog algorithm with a time step
of 0.001 ps in atomistic simulation and 0.002 ps in CG simulation were used
with an inverse friction constant of 0.1 ps. The Constant temperature of
300 K were maintained via velocity rescaling [125] coupling with a stochastic
term. The simulations were carried out at constant volume conditions (in
CG case at the average volume of the corresponding atomistic system at 300
K and 1 bar). Bonded and nonbonded interactions in CG simulation were
computed using tabulated potentials. All atomistic and CG simulations of
pure water and water with Ala3 were carried out for 100 ns.
For pure water, were done additional simulation with a leap-frog stochas-
tic dynamics integrator with a time step of 0.001 ps in atomistic simulation
and 0.002 ps and a coupling constant of 0.1 ps.
A.5.2 Inspection of CG and atomistic ration depen-
dence on box size
Correspondingly on the plot 7.4(b) there is the dependence of ratio of diffu-
sion coefficients in CG and atomistic simulation from box size. The dots indi-
cating diffusion coefficients for each simulation box were fitted with equation
F (x) = ax + b for atomistic and CG simulations (plots 7.2 and 7.4(a)), and
the value of these coefficients are a = 1.08± 0.18(nm) and b = 5.24± 0.04, x
corresponds to the 1/L. This equation we can compare with Eq. 7.28. Then,
we get such correspondences:





A.5. SIMULATION DETAILS FOR INVESTIGATION
OF SYSTEM’S DYNAMICS
From the extrapolation of plots Fig. 7.1(a) and Fig. 7.4(a) we got the mean-
ing of “real” diffusion coefficient for the atomistic and coarse-graining sim-
ulations: Datomcor = (2.93± 0.01)× 10−5(cm2/s) and DCGcor = (15.46± 0.06)×
10−5(cm2/s); and also the meaning of constantA = (2.51±0.29)×10−12(cm3/s)
(in principle, the value of A is negative, because of the slope, as it can be
seen from the plot Fig. 7.4(a), but there is the sign minus before the constant
A in the Eq. 7.28, so, lets use just the plus, as in the equation for the fitting).














Here, we took into account that the value of water viscosity is in the order
of 10−5 J*s
m3
. With all these data we can calculate, what kind of values should
correspond to the constants a and b in the fitting equation. Thus, A/Datomcor =
0.86± 0.10(nm) and DCGcor /Datomcor = 5.28± 0.04, which is in good agreement
with data obtained directly from the extrapolation of the plot 7.4(b):
a ∼= ADatomcor → 1.08± 0.18 ∼= 0.86± 0.10
b ∼= DCGcorDatomcor → 5.24± 0.04 ∼= 5.28± 0.04
(A.3)
A.5.3 Process of keeping the same density for all boxes
We decided to use in our simulations the density, which was found for the
smallest box, in our case it is the box with 1000 water molecules. The density





For all bigger boxes we devided the volume for the volume equal to the
smallest box (V1) and suround volume (∆V ) which we call “additional” box.
We assume that the density at the V1 is already the same as at the reference
box (with 1000 water molecules). Then, we should find the number of water
molecules, which we already have in “additional” box:
∆N = Nxwp −N1wp, (A.5)
where Nxwp is the number of water molecules in the system (of x water
molecules) with peptide, N1wp is the number of water molecules in the smallest
box after adding the peptide. Then the volume of “additional” box was cal-
culated like a difference of volumes between box of system with x molecules
and the smallest box:











where N1 and V1 are the number of molecules (1000) and box volume for the
smallest box, ∆Naim is the number of water molecules, which suppose to be
in “additional” box for getting the same density as without peptide, and ∆V







After all this steps it is possible to find out, if some water molecules should
be added to or removed from the box:
δN = ∆Naim −∆Nxwp (A.9)
A.5.4 Hydrogen bond existence map
Hydrogen bond existence map is done with GROMACS program - g hbond.
It shows the presence of hydgrogen bond at each moment of simulation time.
Also it shows not just abstract hydrogen bonds in the system, but for the
concrete group of “donor-hydrogen-acceptor”. On the y-axis numbers corre-
sponds to the number of line in file with the list of such groups (hbond.log).
This list is presented in Tab. A.1. Names of the atoms in this list correspond
to the names in conformational file (conf.gro), see Tab. A.2. In this case we
have two similar peptides. In order to distinguish between them we named
one ALA (from alanine) and another one PEP (from peptide). So, the num-
bers from y-axis of Fig. 6.10 and Fig. 6.11 correspond to the ones from first
column of Tab. A.1.
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Table A.1: List of “donor-hydrogen-acceptor” groups in the system.
Number Donor Hydrogen Acceptor
0 PEP4N PEP4H ALA1O
1 PEP4N PEP4H ALA2O
2 PEP4N PEP4H ALA3O
3 PEP4N PEP4H PEP1O
4 PEP4N PEP4H PEP2O
5 PEP3N PEP3H ALA1O
6 PEP3N PEP3H ALA2O
7 PEP3N PEP3H ALA3O
8 PEP3N PEP3H PEP1O
9 PEP2N PEP2H ALA1O
10 PEP2N PEP2H ALA2O
11 PEP2N PEP2H ALA3O
12 ALA4N ALA4H ALA1O
13 ALA4N ALA4H ALA2O
14 ALA4N ALA4H PEP1O
15 ALA4N ALA4H PEP2O
16 ALA4N ALA4H PEP3O
17 ALA4N ALA4H PEP4N
18 ALA3N ALA3H ALA1O
19 ALA3N ALA3H PEP1O
20 ALA3N ALA3H PEP2O
21 ALA3N ALA3H PEP3O
22 ALA2N ALA2H PEP1O
23 ALA2N ALA2H PEP2O
24 ALA2N ALA2H PEP3O




Table A.2: List of “donor-hydrogen-acceptor” groups in the system.
Molecule Atomtype Index x y z Vx Vy Vz
1ALA CA 1 0.868 1.708 2.904 -0.1079 0.5120 0.1229
1ALA C 2 0.850 1.564 2.952 0.0957 0.3648 -0.2416
1ALA O 3 0.816 1.543 3.068 -0.4433 0.2596 -0.4179
2ALA N 4 0.865 1.472 2.857 -0.3681 0.0992 -0.0600
2ALA H 5 0.876 1.503 2.762 -1.9325 -0.8982 -0.6058
2ALA CA 6 0.862 1.328 2.886 0.1408 0.1388 0.1929
2ALA CB 7 0.773 1.257 2.784 0.1194 0.4129 0.0212
2ALA C 8 0.996 1.253 2.885 0.2147 0.2717 0.1498
2ALA O 9 1.100 1.298 2.838 0.7828 -0.3241 0.8166
3ALA N 10 1.001 1.157 2.977 -0.3107 0.0581 -0.0387
3ALA H 11 0.933 1.141 3.049 -0.8430 1.5990 -0.1627
3ALA CA 12 1.114 1.065 2.992 -0.1896 0.1171 -0.5571
3ALA CB 13 1.168 1.073 3.135 -0.0725 -0.5135 -0.5627
3ALA C 14 1.091 0.918 2.952 -0.1439 -0.1179 0.2664
3ALA O 15 0.987 0.855 2.968 -0.1070 -0.2202 0.1067
4ALA N 16 1.204 0.852 2.927 0.3268 0.9006 -0.3870
4ALA H 17 1.278 0.870 2.991 -1.2776 2.6393 1.1097
5ALA CA 18 1.204 0.719 2.863 0.0702 0.7551 -0.0882
1PEP CA 19 1.514 0.989 2.277 -0.5805 0.4301 -0.2078
1PEP C 20 1.457 0.956 2.416 0.3173 -0.2820 -0.0014
1PEP O 21 1.456 0.840 2.459 -0.2323 -0.4117 -0.3504
2PEP N 22 1.378 1.054 2.458 -0.1694 -0.4685 -0.4725
2PEP H 23 1.346 1.134 2.408 -1.9855 -0.1260 1.1294
2PEP CA 24 1.310 1.031 2.586 -0.0242 0.0971 -0.2912
2PEP CB 25 1.360 1.121 2.699 0.2167 -0.8364 0.3560
2PEP C 26 1.161 1.059 2.564 -0.0944 -0.0070 0.0554
2PEP O 27 1.115 1.173 2.567 0.0774 0.0648 -0.0569
3PEP N 28 1.091 0.952 2.527 0.0001 -0.4345 1.0854
3PEP H 29 1.135 0.875 2.481 -1.8280 -0.5570 -0.5904
3PEP CA 30 0.944 0.966 2.530 -0.0234 -0.2545 -0.4050
3PEP CB 31 0.903 0.955 2.383 0.1843 -0.0136 -0.4821
3PEP C 32 0.883 0.866 2.628 -0.3236 -0.1496 -0.4845
3PEP O 33 0.909 0.745 2.633 -0.2903 -0.1132 0.3312
4PEP N 34 0.762 0.903 2.668 -0.1878 -0.1833 -0.0429
4PEP H 35 0.723 0.988 2.632 -0.1426 -0.8721 -1.7985
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