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Abstract
A small improvement in the structure of the material could save the manufactory a lot of money. The
free material design can be formulated as an optimization problem. However, due to its large scale, second-
order methods cannot solve the free material design problem in reasonable size. We formulate the free
material optimization (FMO) problem into a saddle-point form in which the inverse of the stiffness matrix
A(E) in the constraint is eliminated. The size of A(E) is generally large, denoted as N ×N . This is the
first formulation of FMO without A(E)−1. We apply the primal-dual subgradient method [17] to solve
the restricted saddle-point formula. This is the first gradient-type method for FMO. Each iteration of our
algorithm takes a total of O(N2) floating-point operations and an auxiliary vector storage of size O(N),
compared with formulations having the inverse of A(E) which requires O(N3) arithmetic operations and
an auxiliary vector storage of size O(N2). To solve the problem, we developed a closed-form solution to
a semidefinite least squares problem and an efficient parameter update scheme for the gradient method,
which are included in the appendix. We also approximate a solution to the bounded Lagrangian dual
problem. The problem is decomposed into small problems each only having an unknown of k × k (k = 3
or 6) matrix, and can be solved in parallel. The iteration bound of our algorithm is optimal for general
subgradient scheme. Finally we present promising numerical results.
keywords fast gradient method, Nesterov’s primal-dual subgradient method, free material optimiza-
tion, large-scale problems, first-order method, saddle-point, Lagrangian, complexity, duality, constrained least
squares.
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1 Introduction
The approach of Free Material Optimization (FMO) optimizes the material structure while the distribution
of material and the material itself can be freely varied. FMO has been used to improve the overall material
arrangement in air frame design (www.plato-n.org). The fundamentals of FMO were introduced in [3, 19].
And the model was further developed in [2, 24] etc. In the model, the elastic body of the material under
consideration is represented as a bounded domain with a Lipschitzian boundary in a two- or three-dimensional
Euclidean space depending on the design requirement. For computational purpose, the domain is discretized
into m finite elements: Ω = (Ω1, . . . ,Ωm) so that all the points in the same element are considered to have
the same property.
Let u(x) denote the displacement vector of the body at point x under load. Denote the (small-)strain
tensor as:
eij (u(x))
def
=
1
2
(
∂u(x)i
∂xj
+
∂u(x)j
∂xi
)
.
Let σij(x) (i, j = 1, . . . , 3) denote the stress tensor. The system is assumed to follow the Hooke’s law—the
stress is a linear function of the strain:
σij(x) = Eijkl(x)ekl (u(x)) (in tensor notation),
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where E is the (plain-stress) elasticity tensor of order 4, which maps the strain to the stress tensor. The
matrix E measures the degree of deformation of a material under external loads and is a symmetric positive
semidefinite matrix of order 3 for the 2-dimensional and of order 6 for the 3-dimensional material design
problem. The diagonal elements of E(x) measure the stiffness of the material at x in the coordinate directions.
Hence the trace of E is used to measure the cost (resource used) of a material in the model.
Denote by Ik the identity matrix of order k and S
+m
k the direct product of m cones of symmetric positive
semidefinite k × k-matrices:
S+mk = S
+
k × · · · × S+k︸ ︷︷ ︸
m times
.
For a k × k symmetric matrix M , let M  0 denote M ∈ S+k .
Let Ei denote the elasticity tensor of order 4 for the ith element Ωi: The Ei’s are considered to be constant
on each Ωi but can be different for different Ωi’s and are the design variables of the FMO model:
E = (E1, . . . , Em), Ei  0, i = 1, . . . ,m.
The design problem is to find a structure that is low ‘cost’ (the tensor E having small trace) and is stable
under given multiple independent loads (forces). There are some different formulas of the FMO problem
depending on the design needs. This paper focuses on the minimum-cost FMO problem which is to design a
material structure that can withstand a whole given set of loads in the worst-case scenario and the trace of E
is minimal. Below we describe the model based on [11].
The “cost”—stiffness of the material—is measured by the trace of E: tr(E) =
∑m
i=1 tr(Ei) = 〈Ik, E〉. For
each i ∈ {1, . . . ,m}, tr(Ei) is lower bounded to avoid singularity in the FMO model. The constraints for the
point-wise stiffness upper and lower bounds are:
trEi ≤ ρ(i)u , trE ≥ ρ(i)L .
From the engineering literature the dynamic stiffness of a structure can be improved by raising its funda-
mental eigenfrequency. Thus we have a lower bound on its eigen values:
λmin(E) ≥ r.
Let n be the number of nodes (vertices of the elements). Let nig denote the number of Gauss integration
points in each element. In every element, the displacement vector u(x) is approximated as a continuous
function which is linear in every coordinate:
u(x) =
n∑
i=1
uiϑi(x),
where ui is the value of u at the ith node, and ϑi is the basis function associated with the ith node. For ϑj ,
define matrices
Bˆj
def
=


∂ϑj
∂x1
0
0
∂ϑj
∂x2
1
2
∂ϑj
∂x2
1
2
∂ϑj
∂x1

 (for 2-dimension), Bˆj def=


∂ϑj
∂x1
0 0
0
∂ϑj
∂x2
0
0 0
∂ϑj
∂x3
1
2
∂ϑj
∂x2
1
2
∂ϑj
∂x1
0
0 12
∂ϑj
∂x3
1
2
∂ϑj
∂x2
1
2
∂ϑj
∂x3
0 12
∂ϑj
∂x1


(for 3-dimension).
For Ωi, let Bi,k be the block matrix whose jth block is Bˆj evaluated at the kth integration point and zero
otherwise. The full dimension of Bi,k is 3 × 2n for the 2-dimensional case and 6 × 3n for the 3-dimensional
case.
Let A(E) denote the stiffness matrix relating the forces to the displacements; Let Ai ∈ RN×N denote the
element stiffness matrices :
A(E)
def
=
m∑
i=1
Ai(E), Ai(E) =
nig∑
k=1
B⊤i,kEiBi,k.
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Since the material obeys Hooke’s law, forces (loads) on each element, denoted as fj (j = 1, . . . L), are
linearly related to the displacement vector:
fj = A(E)u j = 1, . . . L. (1)
The system is in equilibrium for u if outer and inner forces balance each other. The equilibrium is measured
by the compliances of the system: the less the compliance, the more rigid the structure with respect to the
loads. The compliance can be represented as:
f⊤j u.
In the minimum-cost FMO model, an upper bound γ > 0 is imposed on the compliances. Further in view of
equation (1), we have
〈A(E)−1fj, fj〉 ≤ γ, j = 1, . . . L.
In summary, with given loads fj , (j = 1, . . . L), imposed upper and lower bounds ρ
(i)
l and ρ
(i)
u (i = 1, . . .m),
r, and compliance upper bound γ, the minimum-cost multiple-load material design problem is the following:
min
E∈S+mk
m∑
i=1
〈Ik, Ei〉
s.t. ρ
(i)
l ≤ 〈Ik, Ei〉 ≤ ρ(i)u , i = 1, . . . ,m,
〈A(E)−1fj , fj〉 ≤ γ, j = 1, . . . , L
λmin(E) ≥ r.
(2)
Some optimization approaches have been applied to FMO; for instance, Zowe et al. [24] formulate the multiple-
load FOM as a max-min convex program. They propose penalty/barrier multiplier methods and interior-point
methods for the problem. Ben-Tal et al. [2] consider bounded trace minimum compliance multiple-load FMO
problem. They formulate the problem as a semidefinite program and solve the problem by an interior-
point method. Stingl et al. [21] solve the minimum compliance multiple-load FMO problem by a sequential
semidefinite programming algorithm. Weldeyesus and Stolpe [22] propose a primal-dual interior point method
to several equivalent FMO formulations. Stingl et al. [20] study minimum compliance single-load FMO
problem with vibration constraint and propose an approach to the problem based on nonlinear semidefinite
low-rank approximation of the semidefinite dual. Haslinger et al. [8] extend the original problem statement
by a class of generic constraints. Czarnecki and Lewin´ski [5] deal with minimization of the weighted sum of
compliances related to the non-simultaneously applied load cases. All of them are second-order methods. To
our knowledge, no first-order methods have been employed to FMO.
Second-order methods exploit the information of Hessians in addition to gradients and function values.
Thus, compared with first-order methods, second-order methods generally converge faster and are more accu-
rate; on the other hand, first-order methods don’t require formulation, storage, and inverse of Hessian and thus
can be applied to large-scale problems. For certain structured problems with bounded simple feasible sets,
Nesterov [13] showed that the complexity of fast gradient methods is one magnitude lower than the theoretical
lower complexity bound of the gradient-type method for the black-box oracle model. After that work, there
appears quite a lot of papers on fast gradient-type methods, such as [12, 17, 16, 18, 14, 6, 4, 15, 23].
However, not every real-world problem is suitable for second-order methods or fast gradient-type methods;
for instance, when the structure of the problem is too complex to apply the interior-point method or the
smoothing technique to. The minimum weight FMO model (2) is such a case. For the model, although
the matrices Bi,l are sparse, A(E) is generally not. The number m is at least thousands; and n is smaller
than m only by a constant factor. To roughly measure the amount of work per iteration, we use flops, i.e.
floating point operations, such as arithmetic operations (+,−, ∗, /,√·, 1· ), comparisons and exchanges. It
takes a vector of length N(N+1)2 to store the matrix A(E) or its Cholesky factor in the memory, and about[
(k + 12 )nig · mN2 + 12N3
]
flops to evaluate 〈A(E)−1fj , fj〉. Hence, it is difficult to manage model (2) of
reasonable size by second-order methods, since second-order methods work on the Hessian of the problem
whose size is at least the square of total variables. And the variables of model (2) are m matrices of size k×k.
In addition, the constraints of model (2) are not simple, which prevents us from applying usual gradient-project
type methods to it, because it is not easy to project onto its feasible set.
In this paper, we reformulate model (2) into a saddle-point problem and apply the primal-dual subgradient
method [17] to the saddle-point problem. The advantage of our formulation is that the inverse or the Cholesky
factorization of A(E) doesn’t need to be calculated; thus reduce the computational cost of each iteration to
just O(N2).
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The traditional subgradient method for minimizing a nonsmooth convex function F over the Euclidean
space employs a pre-chosen sequence of steps {λk}∞k=0 which satisfies the divergent-series rule:
λk > 0, λk → 0,
∞∑
k=0
λk =∞.
The iterates are generated as follows:
gk ∈ ∂F (xk), xk+1 = xk − λkgk, k ≥ 0.
In the traditional subgradient method, new subgradients enter the model with decreasing weights, which
contradicts to the general principle of iterative scheme—new information is more important than the old one.
But the vanishing of steps is necessary for the convergence of the iterates {xk}∞k=0.
The primal-dual subgradient method [17] associates the primal minimization sequence with a master process
in the dual space; it doesn’t have the drawback of diminishing step sizes in the dual space; the method is proven
to be optimal for saddle-point problems, nonsmooth convex minimization, minimax problems, variational
inequalities, and stochastic optimization. Let E be a finite dimensional real vector space equipped with a
norm ‖ · ‖. Let E∗ be its dual. Let Q ∈ E be a closed convex set. Let d(x) be a prox-function of Q with
convexity parameter σ ≥ 0: ∀x, y ∈ Q, ∀α ∈ [0, 1]:
d (αx+ (1− α)y) ≤ αd(x) + (1− α)d(y) − 1
2
σα(1 − α) ‖x− y‖2 .
Let G be a function mapping E to E∗. For instance, for the convex minimization problem, the function G can
be a subgradient of the objective function. The generic scheme of dual averaging (DA-scheme) [17] works as
below:
Initialization: Set s0 = 0 ∈ E∗. Choose β0 > 0.
Iteration (k ≥ 0):
1. Compute gk = G(xk).
2. Choose λk > 0. Set sk+1 = sk + λkgk.
3. Choose βk+1 ≥ βk. Set xk+1 = argminx∈Q {〈sk+1, x〉 + βk+1d(x)}.
Let
βˆ0 = βˆ1, βˆi+1 = βˆi +
1
βˆi
, i ≥ 1.
The scheme has two main variants: simple averages where λk = 1 and βk = γβˆk with constant γ > 0 , and
weighted averages where λk = 1/‖gk‖∗ and βk = βˆkρ√σ with constant ρ > 0.
There are some other gradient methods for saddle-point problems. In [4], Chambolle and Pock study a
first-order primal-dual algorithm for a class of saddle-point problems in two finite-dimensional real vector
spaces E and V :
min
x∈E
max
y∈V
〈Kx, y〉+G(x) − T ∗(y),
where K : E → V is a linear operator, and G and T ∗ are proper convex, lower-semicontinuous functions. That
algorithm, as well as the classical Arrow-Hurwicz method [1] and its variants for saddle-point problems, is not
applicable to our FMO formulation, because in our formulation the function between two spaces is nonlinear.
Nemirovski’s prox-method [12] reduces the problem of approximating a saddle-point of a C1,1 function to that
of solving the associated variational inequality by a prox-method. The approach is not applicable to our FMO
formulation, because the structure of our FMO formulation is not simple enough and its objective function is
not in C1,1.
In our approach, the inverse of A(E) in model (2) doesn’t need to be calculated, which decreases compu-
tational cost per iteration by one magnitude. Solutions of the primal and dual subproblems at each iteration
can be written in closed-form. Each iteration takes roughly (6k · nig · L)mN flops. And the auxiliary storage
space is linear in N . Furthermore, since the primal subproblem is decoupled into m small problems that can
4
be solved in parallel. And each small problem can be solved in approximately (10k3) flops. Thus, it is possible
to work on large-scale problems, compared with second-order methods dealing with the Hessian of 6m or 21m
variables plus additional constraints on the m matrices. To prove the efficiency of the algorithm, we give iter-
ation complexity bounds of our algorithm, which includes simple dual averaging and weighted dual averaging
schemes. The complexity bounds are optimal for the general subgradient methods. Numerical experiments
are described at the end of the paper.
The remainder of the paper is organized as follows. In Section 2, we give our saddle-point form of the
problem. In Section 3, we show that a solution to our bounded Lagrangian form either solves the original
problem or gives an approximate solution of the original problem. In Section 4, we present our algorithm. In
Section 5, we give closed-form solutions to the subproblems. In Section 6, we derive complexity bounds of our
algorithm. In section 8, we present some computational examples of our algorithm. In Section 7, we describe
and analyze a penalized lagrangian approach. In the Appendixes, we give a closed-form solution of a related
matrix projection problem and an update scheme for the parameters of the algorithm.
2 Saddle-Point Formulation
We first rewrite problem (2) in a saddle-point form. Denote
Q
(i)
k
def
=
{
U ∈ Sk : λmin(U) ≥ r, ρ(i)l ≤ 〈Ik, U〉 ≤ ρ(i)u
}
. (3)
The second group of constraints in (2) can be represented in max form:
γ ≥ 〈A(E)−1fj, fj〉 = max
yj∈RN
{2〈fj, yj〉 − 〈A(E)yj , yj〉} .
Assume that problem (2) satisfies some constraint qualifications, such as the Slater condition—there exists
Eˆ such that 〈A(Eˆ)−1fj , fj〉 < γ for j = 1, . . . L. Then a Lagrangian multiplier exists; and we can solve the
Lagrangian of problem (2) instead. Thus, problem (2) can be written as follows:
min
Ei∈Q
(i)
k
k=1,...,m
max
yj∈R
N,λj≥0
j=1,...,L
{
m∑
i=1
〈Ik, Ei〉+
L∑
j=1
λj · [2〈fj , yj〉 − 〈A(E)yj , yj〉 − γ]
}
λjyj→xj
= min
Ei∈Q
(i)
k
k=1,...,m


m∑
i=1
〈Ik, Ei〉+max

0, max
xj∈R
N,λj>0
j=1,...,L
L∑
j=1
[
2〈fj , xj〉 − 1λj 〈A(E)xj , xj〉 − γλj
]


= min
Ei∈Q
(i)
k
k=1,...,m
max
xj∈R
N,
j=1,...,L
{
m∑
i=1
〈Ik, Ei〉+
L∑
j=1
2
[〈fj , xj〉 − γ1/2〈A(E)xj , xj〉1/2]
}
.
The dimension of the matrix A(E) is large; the first transformation eliminates the need of calculating its
inverse, but that results in a nonconcave objective function in λ and y. The second transformation makes the
function concave in λ and x. In the last step, variable λ is eliminated to simplify the formulation.
Denote
F (E, x)
def
=
m∑
i=1
〈Ik, Ei〉+
L∑
j=1
2
[〈fj , xj〉 − γ1/2〈A(E)xj , xj〉1/2] .
Thus, to solve problem (2), we only need to solve
min
Ei∈Q
(i)
k
i=1,...,m
max
xj∈R
N,
j=1,...,L
F (E, x). (4)
Note that F (E, x) is convex in E and concave in x ∈ RL×N .
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3 Bounded Lagrangian
We apply the primal-dual subgradient method [17] to the saddle-point formulation (4). The convergence of
the algorithm requires the iterates be uniformly bounded [17]. We therefore impose a bound on x:
min
Ei∈Q
(i)
k
i=1,...,m
max
‖xj‖≤η,
j=1,...,L
F (E, x). (5)
Next we show that the primal solution of the saddle-point problem (5) is either a solution to the original
problem (2) or an approximate solution in the sense that its constraint-violation is bounded by η−1 and its
objective value is smaller than that of the optimal value of (2).
Let (E∗, x∗) be a solution to the saddle-point problem (4); then for any α ≥ 0, (E∗, αx∗) is also its solution.
We can choose α∗ small enough; for instance, let α∗ = η/max{‖x∗j‖, 1}, so that (E∗, α∗x∗) is a solution to
the bounded saddle-point form (5).
For any E ∈ Qk, denote the index set of its violated constraints as
WE
def
=
{
1 ≤ j ≤ L : 〈fj , A(E)−1fj〉 > γ
}
.
Denote F (E)
def
= maxx F (E, x). We have the following results regarding our material design problem.
Lemma 1 Let (E˜, x˜) be a solution of (5). Let F ∗ be the optimal value of (2).
1. If ‖x˜j‖ < η for j = 1, . . . , L; then E˜ is a solution to (2).
2. Otherwise, E˜ has the following properties:
(a) F (E˜) ≤ F ∗.
(b)
∑
j∈WE˜
(
〈fj , A(E˜)−1fj〉1/2 − γ1/2
)
≤ F∗−mρl2rλmin(BBT )η .
Proof: Item 1 is obvious as the constraints are non-binding.
Next, we prove item 2.
Because
max
‖xj‖≤η
j=1,...,L
F (E, x) ≤ max
xj∈R
N,
j=1,...,L
F (E, x),
we have item (2a). For any fixed E ∈ Q, the point
xj =
{
η
‖A(E)−1fj‖A(E)
−1fj j ∈ WE
0 j /∈ WE
is feasible to
max
‖xj‖≤η,
j=1,...,L
F (E, x)
with objective value
Fx(E)
def
= 〈I, E〉+ 2
∑
j∈WE
(
〈fj , A(E)−1fj〉1/2 − γ1/2
) 〈fj , A(E)−1fj〉1/2
‖A(E)−1fj‖ η. (6)
Since
〈fj , A(E)−1fj〉 = 〈A(E)−1fj , A(E)(A(E)−1fj)〉,
we also have
〈fj ,A(E)−1fj〉1/2
‖A(E)−1fj‖ ≥ λminA(E)1/2 ≥ rλmin(BBT ),
and
〈I, E〉 ≥ mρl.
Therefore,
F (E˜, x˜) ≥ mρl + 2rλmin(BBT )η
∑
j∈WE˜
(
〈fj , A(E˜)−1fj〉1/2 − γ1/2
)
,
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By item (2a) of the lemma, we have
F (E˜, x˜) ≤ F ∗.
Item (2b) then follows.
Note that as η → +∞, the set of saddle-points of (5) approaches that of the original problem.
4 The Algorithm
In this part, we describe how to apply the primal-dual subgradient method [17] to the saddle-point reformu-
lation of model (2). We have developed a parameter update scheme for the algorithm, which is included in
the Appendix.
For a matrix V , let vector λ(V ) denote the eigenvalues of V ; let λmin(V ) be the smallest eigenvalue of V .
The gradient (subgradients) of F (E, x) at (E, x) are: for i = 1, . . . ,m, j = 1. . . . , L,
gEi(E, x) = Ik −
√
γ
∑
j∈R
〈A(E)xj , xj〉−1/2
(
nig∑
l=1
Bi,lxjx
T
j B
T
i,l
)
,
where R
def
= {1 ≤ l ≤ L : 〈A(E)xl , xl〉 > 0} ;
gxj(E, x) =
{
2fj − 2√γ〈A(E)xj , xj〉−1/2A(E)xj 〈A(E)xj , xj〉 > 0{
2fj − 2√γA(E)y : 〈A(E)y, y〉 = 1
} 〈A(E)xj , xj〉 = 0.
For the primal space, we choose the standard Frobenius norm:
‖E‖2F =
m∑
i=1
‖Ei‖2F = tr(E2), d(E) =
1
2
m∑
i=1
‖Ei − rIk‖2F .
For the dual space, we choose the standard Euclidean norm:
‖x‖22 =
L∑
j=1
‖xj‖22 = xTx, d(x) =
1
2
L∑
j=1
‖xj‖22.
Their dual norms are denoted as: ‖ · ‖F,∗ = ‖ · ‖F , ‖ · ‖2,∗ = ‖ · ‖2 .
The set Q
(i)
k for Ei is defined in (3); and the set Qx for xj is
Qx =
{
xj ∈ RN : ‖xj‖ ≤ η
}
.
Note that F is nonsmooth. The primal-dual subgradient method [17] for saddle-point problems (5) works
as follows.
Initialization: Set sEi0 = 0 (i = 1, . . . ,m) , s
xj
0 = 0 (j = 1, . . . , L).
Choose β0 > 0, 0 < τ < 1.
Iteration t = 0, 1, . . .
1. Compute g
(t)
Ei
(E(t), x(t)), g
(t)
xj (E
(t), x(t)), for i = 1, . . . ,m; j = 1, . . . , L.
2. Choose αt > 0, set
sEit+1 = s
Ei
t + αtg
(t)
Ei
(i = 1, . . . ,m), s
xj
t+1 = s
xj
t − αtg(t)xj (j = 1, . . . , L).
3. Choose βt+1 ≥ βt, set
E(t+1) = arg min
Ei∈Q(i)k
{〈sEt+1, E〉+ βt+1τdE(E)} ,
x(t+1) = arg min
xj∈Qx
{〈sxt+1, x〉 + βt+1(1− τ)dx(x)} .
Output: Eˆ(t+1) = 1∑t
l=0 αl
∑t
l=0 αlE
(l).
Details of a parameter update scheme for βt is given in the Appendix.
We take
βˆ0 = βˆ1 = 1, βˆt+1 = βˆt +
1
βˆt
, t = 1, . . .
βt = σβˆt, t = 0, . . . .
Based on different choices of α, there are two variants of the algorithm:
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1. Method of Simple Dual Averages
We let
αt = 1, t = 0, . . . .
2. Method of Weighted Dual Averages
We let
αt = 1/
(
‖g(t)E ‖2F,∗
τ +
‖g(t)x ‖22,∗
1−τ
)1/2
, t = 0, . . . .
5 Solution to the Subproblem
In this part, we give closed-form solutions to the subproblems at each iteration of our algorithm.
Solution of x. The closed-form solution for x(t+1) in Step 3 of the algorithm is derived as below.
By Cauchy-Schwartz-Boniakovsky inequality, for j = 1, . . . , L:
〈sxjt+1, xj〉+ βt+1(1− τ)dxj (xj)
≥ −‖sxjt+1‖2,∗ · ‖xj‖2 + βt+1(1−τ)2 ‖xj‖22
= βt+1(1−τ)2
(
‖xj‖2 − 1βt+1(1−τ)‖s
xj
t+1‖2,∗
)2
− 12βt+1(1−τ)‖s
xj
t+1‖22,∗,
with equality iff xj = −νsxjt+1 for some ν ≥ 0. Therefore,
x
(t+1)
j = −min
(
η
‖sxjt+1‖2,∗
,
1
βt+1(1 − τ)
)
s
xj
t+1. (7)
Solution of E. For a set M , let |M | denote the cardinality of M ; i.e., the number of elements in M . In
Step 3 of the algorithm, E
(t+1)
i can be seen as the projection
min
V ∈Q(i)
k
‖V + 1
βt+1τ
sEit+1 − rI‖2F .
By Theorem 4 in Appendix: Matrix Projection, we can represent Et+1 as follows.
For each 1 ≤ i ≤ m, let UΛUT be the eigenvalue decomposition of sEit+1, and λ1, . . . , λk be its eigenvalues.
Define the sets
M0
def
= {1 ≤ l ≤ k : λl ≥ 0}, M¯0 def= {1, . . . , k} \M0.
Then
E
(t+1)
i = U diag(ω)U
T , (8)
where ω is determined according to the following three cases.
1. βt+1τ(kr − ρ(i)u ) ≤
∑
q∈M¯0 λq ≤ βt+1τ(kr − ρ
(i)
l ).
Let
ωl =
{
r l ∈M0
r − λlβt+1τ l /∈M0.
2.
∑
q∈M¯0 λq < βt+1τ(kr − ρ
(i)
u ).
Then there is a partition M¯0 = P ∪ P¯ :
P =
{
l ∈ M¯0 : λl < βt+1τ(ρ
(i)
u −kr)+
∑
q∈P λq
|P |
}
,
P¯ =
{
l ∈ M¯0 : λl ≥ βt+1τ(ρ
(i)
u −kr)+
∑
q∈P λq
|P |
}
.
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Let
ωl =
{
r l ∈ P¯ ∪M0
r − λlβt+1τ +
βt+1τ(ρ
(i)
u −kr)+
∑
q∈P λq
βt+1τ |P | l ∈ P.
3.
∑
q∈M¯0 λq > βt+1τ(kr − ρ
(i)
l ).
Then there is a partition M0 = Pm ∪ P¯m:
Pm =
{
l ∈M0 :
ρ
(i)
l
+ 1βt+1τ
∑
j∈Pm∪M¯0
λj−kr
|Pm|+|M¯0| >
λl
βt+1τ
}
.
Let
ωl =

− λlβt+1τ +
βt+1τ(ρ
(i)
l −|P¯m|r)+
∑
q∈M¯0∪Pm
λq
βt+1τ(|M¯0|+|Pm|) , l ∈ M¯0 ∪ Pm.
r l ∈ P¯m
The eigenvalues ω in case 2 can be obtained by the following algorithm:
Algorithm projSyml
Step 1 (Initialization) Let λσ(1) ≤ · · · ≤ λσ(p) < 0 be the p negative eigenvalues of sEit+1.
Let
P = {σ(1)}, T = βt+1τ(ρ(i)u − kr) + λσ(1), q = 1.
Step 2 While qλσ(q+1) < T , do
P ∪ {σ(q + 1)} → P, T + λσ(q+1) → T, q + 1→ q.
Step 3 Let
ωl =
{
r l /∈ P
r − λlβt+1τ + Tβt+1τq l ∈ P.
Similarly, the eigenvalues in case 3 can be obtained by the following algorithm:
Algorithm projSymg
Step 1 (Initialization) Let 0 < λσ(1) ≤ · · · ≤ λσ(u) be the u positive eigenvalues of sEit+1.
• If u = p, let
U = {σ(1)}, T = βt+1τ(ρ(i)l − kr) + λσ(1), q = 1.
• If u < p, let
U = M¯0 ∪ {i : λi = 0}, T = βt+1τ(ρ(i)l − kr) +
∑
j∈M¯0
λj , q = |U |.
Step 2 While qλσ(q+1) < T , do
U ∪ {σ(q + 1)} → U, T + λσ(q+1) → T, q + 1→ q.
Step 3 Let
ωl =
{
r l ∈M0 \ U
r − λlβt+1τ + Tβt+1τq l ∈ M¯0 ∪ U.
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6 Complexity of the Algorithm
To understand the complexity of the algorithm for model (2), in this part we study duality gap and computa-
tional cost of each iteration. By [17], it takes O( 1ǫ2 ) iterations to solve a general convex-concave saddle-point
problem to the absolute accuracy ǫ, which is the exact lower complexity bound for such class of algorithm
schemes. To give an insight of how the data of FMO model, such as f , B, and η, affect convergence time, we
give upper bounds of the duality gap of the iterates generated by our algorithm in terms of the number of
iterations and input data in §§ 6.1. In §§ 6.2, we derive computational cost per iteration. From the duality
gap and computational cost per iteration given in this section, we can estimate from given data how much
computational effort is needed at most to approximate a solution of a problem instance of model (2) based on
the method proposed in the paper.
6.1 Iteration Bounds
By [7, Chapter 6, Proposition 2.1], for a function L : A× B 7→ R, assume
• the sets A and B are convex, closed, non-empty, and bounded;
• for any fixed u ∈ A, p 7→ L(u, p) is concave and upper semicontinuous;
• for any fixed p ∈ A, u 7→ L(u, p) is convex and upper semicontinuous;
then the function L has at least one saddle-point.
Since E and x are bounded, and F is continuous and finite, by the above results, we conclude that F has
a saddle-point and a finite saddle-value. An upper bound on duality gap is given in [17, Theorem 6]. We next
represent the duality gap in terms of input data.
Define
‖(gE , gx)‖∗ def=
[
1
τ ‖gE‖2F,∗ + 11−τ ‖gx‖22,∗
]1/2
,
‖(E, x)‖ def= [τ‖E‖2F + (1 − τ)‖x‖22]1/2 .
For a matrix V , denote ‖V ‖22 def= λmax(V TV ).
Since 

ρu − (k − 1)r
r
. . .
r

 ∈ arg maxEi∈Q(i)k dE(Ei),
we have
DE
def
= 12 max
Ei∈Q(i)k
‖E − rI‖2F ≤ 12m(ρu − kr)2. (9)
Furthermore, by our algorithm scheme,
Dx
def
= max
x∈Qx
1
2‖x‖22 ≤ L2 η2. (10)
Define
κt
def
= 1∑t
l=0 αl
max
Ei∈Q(i)k
{∑t
l=0 αl〈gE
(
E(l), x(l)
)
, E(l) − E〉
}
,
υt
def
= 1∑t
l=0 αl
max
xj∈RN
{∑t
l=0 αl〈gx
(
E(l), x(l)
)
, x− x(l)〉 : ‖xj‖2 ≤ η
}
.
By Cauchy-Schwartz-Boniakovsky inequality, it is easy to verify that
υt =
1∑
t
l=0 αl
(∑L
j=1 η‖sxjt+1‖2,∗ −
∑t
l=0 αl〈gx
(
E(l), x(l)
)
, x(l)〉
)
,
which is attained at
xj =
{
η
‖sxjt+1‖2,∗
s
xj
t+1 s
xj
t+1 6= 0,
0 otherwise.
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Now let us give a bound for κt. Let κt =
1∑
t
l=1 αl
∑m
i=1 κ
t
i, where
κti
def
= max
Ei∈Q(i)k
{∑t
l=0 αl〈gEi
(
E(l), x(l)
)
, E
(l)
i − Ei〉
}
.
By Hoffman-Wielandt theorem,
κti =
∑t
l=0 αl〈gEi(E(l), x(l)), Eli〉 − min
Ei∈Q(i)k
〈sEit+1, Ei〉
=
∑t
l=0 αl〈gEi(E(l), x(l)), Eli〉
−
{
[ρl − kr]+λmin(sEit+1) + r tr(sEit+1) λmin(sEit+1) > 0,
(ρu − kr)λmin(sEit+1) + r tr(sEit+1) λmin(sEit+1) ≤ 0.
Define
δt
def
= max
Ei∈Q(i)k ,x∈Qx
{∑t
l=0 αl〈
(
g
(l)
E , g
(l)
x
)
, (E(l), x(l))− (E, x)〉 : d(x) ≤ τDE + (1− τ)Dx
}
By [17, Theorem 6], κt + υt is a bound of the duality gap; i.e.
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
E
(i)
i ∈Q(i)k
F (E, xˆ(t+1)) ≤ κt + υt ≤ 1∑t
l=0 αl
δt. (11)
Next, we bound the above duality gap by input data. To this end, we first bound the partial derivatives
gE and gx.
Denote
Bi
def
=

 Bi,1...
Bi,nig

 , B def=

B1...
Bm

 . (12)
Lemma 2 The partial derivative of F (E, x) in E can be bounded by ‖x‖2 as follows:
‖gE(E, x)‖2F,∗ ≤ mk + L2 γr ‖B‖22η2
def
= L2E.
Proof: We have
〈A(E)xj , xj〉 =
∑m
i=1
∑nig
l=1〈EiBi,lxj , Bi,lxj〉
≥ ∑mi=1 λmin(Ei)∑nigl=1〈Bi,lxj , Bi,lxj〉
≥ r∑mi=1∑nigl=1〈Bi,lxj , Bi,lxj〉,
(13)
where the last inequality is from the definition of the set Q
(i)
k .
Since for two matrices A and B of proper dimensions, tr(AB) = tr(BA), we have∥∥∥∑nigl=1 Bi,lxjxTj BTi,l∥∥∥
F
≤ ∑nigl=1 ∥∥∥Bi,lxjxTj BTi,l∥∥∥
F
=
∑nig
l=1
[
tr
(
Bi,lxjx
T
j B
T
i,lBi,lxjx
T
j B
T
i,l
)]1/2
=
∑nig
l=1
[(
xTj B
T
i,lBi,lxj
)2]1/2
=
∑nig
l=1〈Bi,lxj , Bi,lxj〉.
(14)
Therefore,∥∥∥〈A(E)xj , xj〉−1/2 (∑nigl=1 Bi,lxjxTj BTi,l)∥∥∥
F
≤ 1√
r
[∑nig
l=1〈Bi,lxj , Bi,lxj〉
]1/2
≤ 1√
r
λmax
(∑nig
l=1B
T
i,lBi,l
)1/2
‖xj‖2.
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Note that
lim
xj→0
∥∥∥〈A(E)xj , xj〉−1/2 (∑nigl=1Bi,lxjxTj BTi,l)∥∥∥
F
= 0.
We also have
∑m
i=1
∑nig
l=1 B
T
i,lBi,l = B
TB, λmax
(∑m
i=1
∑nig
l=1B
T
i,lBi,l
)1/2
= ‖B‖2.
Hence, gE(E, x) is bounded as below:
‖gE(E, x)‖2F,∗ ≤ ‖I‖2F + γ
m∑
i=1
∥∥∥∥∥∑j∈R〈A(E)xj , xj〉−1/2
(
nig∑
i=1
Bi,lxjx
T
j B
T
i,l
)∥∥∥∥∥
2
F
≤ ‖I‖2F + Lγ
m∑
i=1
∑
j∈R
∥∥∥∥〈A(E)xj , xj〉−1/2
(
nig∑
i=1
Bi,lxjx
T
j B
T
i,l
)∥∥∥∥
2
F
= mk + Lγ
∑
j∈R
〈A(E)xj , xj〉−1
m∑
i=1
∥∥∥∥nig∑
i=1
Bi,lxjx
T
j B
T
i,l
∥∥∥∥
2
F
(14)
≤ mk + Lγ ∑
j∈R
〈A(E)xj , xj〉−1
m∑
i=1
(
nig∑
l=1
〈Bi,lxj , Bi,lxj〉
)2
≤ mk + Lγ ∑
j∈R
〈A(E)xj , xj〉−1
(
m∑
i=1
nig∑
l=1
〈Bi,lxj , Bi,lxj〉
)2
(13)
≤ mk + L γr
∑
j∈R
m∑
i=1
nig∑
l=1
〈Bi,lxj , Bi,lxj〉
(12)
≤ mk + L2 γr ‖B‖22η2.
(15)
Next, we give a bound on the norm of gx(E, x).
Let E˜i be the block diagonal matrix of nig same diagonal blocks Ei. Let E˜ be the block diagonal matrix
with diagonal blocks E˜i, (i = 1, . . . ,m):
E˜i
def
=

Ei . . .
Ei

 , E˜ def=

E˜1 . . .
E˜m

 .
Then
A(E) = BT E˜B.
Lemma 3 The partial derivative of F (E, x) in x can be bounded as follows:
‖gx(E, x)‖2,∗ ≤ 2‖f‖2 + 2
√
γL(ρu − kr + r)‖B‖2 def= Lx.
Proof: For a vector z of proper dimension, we have
‖A(E)z‖2 ≤ ‖A(E)‖1/22 〈A(E)z, z〉1/2.
And for two matrices A and B of proper dimension, it holds that λmax(AB) ≤ λmax(A)λmax(B), and
λmax(AB) = λmax(BA).
In addition, by the definition of Q
(i)
k , we have
λmax(E˜) = λmax(E) ≤ ρu − (k − 1)r.
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Therefore, ‖A(E)‖2 can be bounded as below:
‖A(E)‖1/22 ≤ ‖E˜‖1/22 ‖BTB‖1/22 ≤
√
ρu − (k − 1)r‖B‖2.
Hence
‖gx(E, x)‖2,∗ ≤ 2‖f‖2 + 2
√
γ
(∑
j∈R〈A(E)xj , xj〉−1〈A(E)xj , A(E)xj〉
+
∑
j /∈R〈A(E)y,A(E)y〉
)1/2
≤ 2‖f‖2 + 2
√
γL(ρu − kr + r)‖B‖2.
(16)
Next, we give bounds on the duality gaps.
By [17, Lemma 3], we have
√
2t− 1 ≤ βˆt ≤ 11+√3 +
√
2t− 1, t ≥ 1. (17)
Theorem 1 If the iterates are generated by the method of Simple Dual Average, the duality gap is bounded
as
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ 0.37+
√
2t+1
t+1
[√
(mk + γrL
2‖B‖22η2)m(ρu − kr)
+ 2
(
‖f‖2 +
√
γL(ρu − kr + r)‖B‖2
)√
Lη
]
.
(18)
Proof: Since partial subdifferentials of f are uniformly bounded:
‖gE‖F,∗ ≤ LE, ‖gx‖2,∗ ≤ Lx, ∀ (E, x) ∈ Qk ×Qx,
when we choose
1
τ = 1 +
Lx
LE
√
DE
Dx
,
σ =
√
τL2E+(1−τ)L2x
2τDE+2(1−τ)Dx ,
by [17, (4.6)], we have
1∑
t
l=0 αl
δt ≤ βˆt+1t+1
√
2
(
LE
√
DE + Lx
√
Dx
)
. (19)
Therefore, by (15), (16), (11), (17), (9), (10), we get
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ 0.37+
√
2t+1
t+1
[√
(mk + γrL
2‖B‖22η2)m(ρu − kr)
+ 2
(
‖f‖2 +
√
γL(ρu − kr + r)‖B‖2
)√
Lη
]
.
Theorem 2 If the iterates are generated by the method of Weighted Dual Average, the duality gap is bounded
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by
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ min
{
0.37+
√
2t+1
t+1
[√
m2k + L2mγr ‖B‖22η2(ρu − kr) + 2
√
Lη‖f‖2
+ 2
√
γ(ρu − kr + r)‖B‖2Lη
]
,
(4
√
2+2)βˆt+1
√
d(E∗,x∗)
t+1
[
mk + 8(3 +
√
2)γrL‖B‖22d(E∗, x∗)
+ 4
(
‖f‖2 +
√
γL(ρu − kr + r)‖B‖2
)2 ]1/2}
.
(20)
Proof:
1. Bound 1
Let (E∗, x∗) be an optimal solution. Since
d(E, x) =
τ
2
‖E − rI‖2F +
1− τ
2
‖x‖22, (21)
we get √
d(E, x) ≤ √d(E∗, x∗) + 1√
2
‖(E, x)− (E∗, x∗)‖ .
In addition, [17, Theorem 3] states that
‖(E, x) − (E∗, x∗)‖2 ≤ 2d(E∗, x∗) + 1σ2 .
Therefore,
DE,x
def
= max
Ei∈Q(i)k ,x∈Qx
d(E, x) ≤
(√
d(E∗, x∗) +
√
d(E∗, x∗) + 12σ2
)2
= 2d(E∗, x∗) + 12σ2 + 2
√
d(E∗, x∗)2 + d(E∗, x∗) 12σ2
≤ 4d(E∗, x∗) + 12σ2 +
√
2d(E∗, x∗) 1σ .
By [17, Theorem 3], we further have
δt ≤ βˆt+1(DE,xσ + 12σ ) ≤ βˆt+1
[
4d(E∗, x∗)σ + 1σ +
√
2d(E∗, x∗)
]
.
Minimizing the above last term in σ, we obtain that at σ = 1/(2
√
d(E∗, x∗),
δt ≤ βˆt+1(4 +
√
2)
√
d(E∗, x∗), (22)
DE,x ≤ 2(3 +
√
2)d(E∗, x∗). (23)
Let τ = 12 . By (21), (15) and (23), we have
L2E = max
Ei∈Q(i)k ,x∈Qx
‖gE(E, x)‖2F,∗ ≤ mk + 8(3 +
√
2)γrL‖B‖22d(E∗, x∗). (24)
Therefore,
1∑
t
l=1 αl
≤ 1t+1
√
2L2E + 2L
2
x
(16),(24)
≤ 1t+1
[
2mk + 16(3 +
√
2)γrL‖B‖22d(E∗, x∗)
+ 2
(
2‖f‖2 + 2
√
γL(ρu − kr + r)‖B‖2
)2 ]1/2
.
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Along with (11) and (22), we obtain the duality gap
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ (4
√
2+2)βˆt+1
√
d(E∗,x∗)
t+1
[
mk + 8(3 +
√
2)γrL‖B‖22d(E∗, x∗)
+ 4
(
‖f‖2 +
√
γL(ρu − kr + r)‖B‖2
)2 ]1/2
2. Bound 2
Since
αl ≥ 1√
L2E/τ+L
2
x/(1−τ)
,
by [17, Theorem 3], we have
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1)) ≤ δt∑t
l=0 αl
≤ βˆt+1t+1
[
σ(τDE + (1 − τ)Dx) + 12σ
]√
L2E/τ + L
2
x/(1− τ).
We choose
σ = 1√
2τDE+2(1−τ)Dx
, τ =
√
DxLE√
DELx+
√
DxLE
.
Then
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤
√
2βˆt+1
t+1
(
LE
√
DE + Lx
√
Dx
)
.
From (17), (15), (16), (9), and (10), we have
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ 0.37+
√
2t+1
t+1
[√
m2k + L2mγr ‖B‖22η2(ρu − kr) + 2
√
Lη‖f‖2
+ 2
√
γ(ρu − kr + r)‖B‖2Lη
]
.
6.2 Computational Cost of Each Iteration
The costs of each iteration of our algorithm have two components: that from calculating the subgradients and
that from solving the subproblems.
1. Cost of updating sE and sx.
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1))
≤ (4
√
2+2)βˆt+1
√
d(E∗,x∗)
t+1
[
mk + 8(3 +
√
2)γrL‖B‖22d(E∗, x∗)
+ 4
(
‖f‖2 +
√
γL(ρu − kr + r)‖B‖2
)2 ]1/2
We don’t keep gE and gx in memory, but update s
E
t+1 and s
x
t+1 directly. Since gE and gx share some
same components, we compute
∑nig
l=1 Bi,lxjx
T
j Bi,l and A(E)xj in the same loop. To balance the demands
between memory and speed, we compute sEt+1 and s
x
t+1 as follows:
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do j = 1 ... L
if j ∈ R
0 → w
αt
√
γ〈 A(E)xj , xj 〉−1/2 → uj
do i = 1 ... m
nig∑
l=1
Bi,lxjx
T
j B
T
i,l → q
w + Ai(E)xj → w
sEi − ujq → sEi (k(k + 1) flops)
end i
else
A(E)y → w (m·nig(4kN + 2k2) flops)
end if
sxj + 2(αtfj − ujw) → sxj (5N flops)
end do j
sE + αtIk → sE (mk flops)
The inner products 〈A(E)xj , xj〉 are computed as follows:
0 → u
do i = 1 ... m
do l = 1 ... nig
Bi,lxj → v (2kN flops)
Eiv → p (2k2 flops)
u+ vT p → u (2k flops)
end do l
end do i
output s
In the algorithm, we keep the value
√
γ in memory. Therefore, the arithmetic costs of calculating
αt
√
γ〈A(E)xj , xj〉−1/2 for j = 1, . . . , L are
(
2L ·m · nig · [kN + k2 + k] + 4L) flops. The total length
of auxiliary vectors v, p and uj is (N + k + L). After computing the uj’s, memory for v and p can be
released.
We compute (
∑nig
l=1Bi,lxjx
T
j B
T
i,l) for gE and A(E)xj for gx in the same loop; i.e., the update of q and
w in loop i of the above algorithm is done as follows:
q → 0
do l = 1 ... nig
Bi,lxj → v (2kN flops)
q + vvT → q (k(k + 1) flops)
Eiv → v (2k2 flops)
w + BTi,lv → w (2kN flops)
end do l
The above l loop takes a total of nig(4kN + 3k2 + k) flops. And it is executed at most Lm times. The
total length of the auxiliary vectors v, q and w is (k + k(k+1)2 +N).
Adding all together, we get that the total number of flops used in updating sE and sx is at most
(6kL · nig)mN + [(5k2 +3k)L · nig+ (k2 + k)L+ k]m+ (5L)N + 4L. And at most ( 12k2 + 32k+N +L)
auxiliary storage space units are used.
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2. Cost of solving the subproblems.
For t = 0, . . . , from the closed-from solution (7) given in § 5, we obtain that it takes L(3N +7) flops to
compute x(t+1). The value of βt+1τ is stored for calculating E
(t+1) later.
Now we consider the worst-case complexity of computing E(t+1). By the representation of E(t+1), it is
obvious that the most computation is needed when
λ < 0,
k∑
i=1
λi < βt+1τ(kr − ρu).
Comparing
∑
q∈M¯0 λq with βt+1τ(kr−ρu) and βt+1τ(kr−ρl) takes (2k+7) flops and 3 auxiliary storage
space units, since we can keep kr as an intermediate result. Similarly to the analysis in §§1.2 of Appendix:
Matrix Projection, we can obtain the complexity of Algorithm projSyml as follows: Step 1 takes at most
k(k−1) comparisons and exchanges. Because we have already calculated βt+1τ(kr−ρu), 2 additions and
subtractions are needed to obtain T . Step 2 takes at most 3(k− 1) flops. Step 3 takes at most (2 + 3k)
steps. Therefore, a total of at most (k2 + 7k + 8) flops are needed to obtain ω. And (k + 4) auxiliary
space units are needed to store the sorted index set, T , βt+1τ , βt+1τ(kr − ρu), q, since we overwrite the
memory storing βt+1τ(kr − ρl) by T .
Eigenvalue decomposition of sEit+1 takes about 9k
3 flops and k2 + 2k + 1 auxiliary storage space units.
Computing U diag(ω)UT takes about (k2(k+1)+ k2) flops. Therefore, at most m(10k3 +3k2 +7k+8)
flops and (k2 + 2k + 1) auxiliary storage space units are needed to obtain E(t+1).
For problem (2), k equals to 3 or 6; L and nig are much smaller than m or N . After omitting small-order
terms, we then conclude that about (6kL · nig)mN flops are needed for each iteration of our algorithm. And
the auxiliary storage space units are about N .
On the other hand, to evaluate 〈A(E)−1fj, fj〉 presented in the original formula (2), we need to first form
the matrix A(E), which requires m · nig · [2k2N + (k + 12 )N(N + 1)] flops: computing EiBi,l takes 2k2N
flops; calculating BTi,lEiBi,l for kN(N + 1) flops; adding the m · nig matrices BTi,lEiBi,l together requires
1
2m · nigN(N + 1) flops. An auxiliary vector of size N(N+1)2 is needed to store A(E). We then compute
the Cholesky factorization of A(E) = CCT , which takes N
3
3 flops. Next we compute zj = C
−T (C−1xj) (for
j = 1, . . . , L), which needs 2LN2 flops. Finally, the inner products 〈zj , xj〉 takes 2LN flops to compute.
Therefore, a total of m · nig · [2k2N + (k + 12 )N(N + 1)] + N
3
3 + 2L(N
2 +N) flops and an auxiliary vector of
size N(N+1)2 are required to compute 〈A(E)−1fj , fj〉 (for j = 1, . . . , L). After omitting small-order terms, we
conclude that about 13N
3 flops and 12N
2 auxiliary storage space units are needed to obtain 〈A(E)−1fj, fj〉.
In summary, the number of flops and auxiliary storage space units per iteration of our algorithm are
both one order smaller than that for evaluating 〈A(E)−1fj , fj〉. Furthermore, if the matrices Bi,l are sparse,
computational work per iteration and auxiliary storage space requirement of our algorithm will be even smaller.
7 Penalized Lagrangian
Because 〈A(E)−1fj , fj〉 is convex in E, and the function ([
√
a − γ1/2]+)2 is convex and increasing in a, we
conclude that
(
[〈A(E)−1fj , fj〉1/2 − γ1/2]+
)2
is convex in E; see, for instance [9, Proposition 2.1.8]. To have
a faster rate of convergence to feasibility, we add to the objective of (2) a convex penalty function for the
compliance constraint:
L∑
j=1
ν
([〈A(E)−1fj, fj〉1/2 − γ1/2]+)2 ,
where ν > 0 is the penalty parameter.
Then the Lagrangian becomes
p(E, x)
def
= F (E, x) +
L∑
j=1
ν
([〈A(E)−1fj, fj〉1/2 − γ1/2]+)2 ,
which is convex in E and concave in x. And a solution to
min
Ei∈Q
(i)
k
k=1,...,m
max
xj∈R
N,
j=1,...,L
p(E, x)
17
approximate that of model (2).
The gradient of p(E, x) at (E, x) is
∇Eip(E, x) = gEi(E, x)−
∑
j∈WE
ν
[
1− γ1/2/〈A(E)−1fj, fj〉1/2
]
+
·
(
nig∑
l=1
Bi,lA(E)
−1fjfTj A(E)
−1BTi,l
)
i = 1, . . . ,m,
∇xjp(E, x) = gxj (E, x) j = 1, . . . , L.
Similar to Lemma 1, we have the following results about the bounded version of penalized Lagrangian
method.
Lemma 4 Let (E˜, x˜) be a solution to
min
Ei∈Q
(i)
k
i=1,...,m
max
‖xj‖≤η,
j=1,...,L
p(E, x). (25)
Let f∗ be the optimal value of (2).
1. If ‖x˜j‖ < η for j = 1, . . . , L; then E˜ is a solution to the original problem.
2. Otherwise, E˜ has the following properties:
(a) F (E˜) ≤ F ∗.
(b)
∑
j∈WE˜
(
〈fj , A(E˜)−1fj〉1/2 − γ1/2
)
≤
1/
[√
ν
(f∗−mρl)|WEˆ | +
r2λ2min(BB
T )η2
(f∗−mρl)2 +
rλmin(BB
T )η
f∗−mρl
]
.
Proof: Proof for Item 1 is the same as that for Lemma 1. Item 2 can be proved similarly as Lemma 1. Below,
we briefly give the proof.
For any fixed E ∈ Q, the point
xj =
{
η
‖A(E)−1fj‖A(E)
−1fj j ∈ WE
0 j /∈ WE
is feasible to
max
‖xj‖≤η,
j=1,...,L
p(E, x)
with objective value
px(E)
def
= 〈I, E〉+ ∑
j∈WE
νw2j (E) + 2
〈fj ,A(E)−1fj〉1/2
‖A(E)−1fj‖ ηwj(E),
where
wj(E)
def
= 〈fj , A(E˜)−1fj〉1/2 − γ1/2, j ∈WE .
Therefore,
F ∗ −mρl ≥
∑
j∈WE˜
νw2j (Eˆ) + 2rλmin(BB
T )ηwj(Eˆ),
from which we obtain
F ∗ −mρl + |WEˆ |r2λ2min(BBT )η2/ν ≥
∑
j∈WE˜
ν
[
wj(Eˆ) + rλmin(BB
T )η/ν
]2
≥ ν|WEˆ |
[ ∑
j∈WE˜
wj(Eˆ) + |WEˆ |rλmin(BBT )η/ν
]2
.
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Hence, ∑
j∈WE˜
wj(Eˆ) ≤ 1/
[√
ν
(f∗−mρl)|WEˆ | +
r2λ2min(BB
T )η2
(f∗−mρl)2 +
rλmin(BB
T )η
F∗−mρl
]
.
Observe that as η → +∞ and ν → +∞, the set of saddle-points of (25) approaches that of (2).
We can apply the preceding algorithm to obtain a saddle-point of p(E, x) as well. And its subproblems
have closed-form solutions.
Bounds on duality gaps To estimate the duality gap of each iteration, We first bound ∇Ep(E, x) as follows
‖∇Ep(E, x)‖F,∗ ≤ LE + ν

 m∑
i=1
tr
(
L∑
j=1
nig∑
l=1
Bi,lA(E)
−1fjfTj A(E)
−1BTi,l
)21/2
≤ LE + ν tr
(
m∑
i=1
L∑
j=1
nig∑
l=1
Bi,lA(E)
−1fjfTj A(E)
−1BTi,l
)
= LE + ν
L∑
j=1
m∑
i=1
nig∑
l=1
fTj A(E)
−1BTi,lBi,lA(E)
−1fj
λmin(E)=r≤ LE + ν/r
L∑
j=1
fTj A(E)
−1fj
≤ LE + νr2λmin(BTB)
L∑
j=1
‖fj‖22,
where the last inequality is from
λmin (A(E)) ≥ λmin(E)λmin(BTB) = rλmin(BTB).
By (9), (19), (18), and (20) in §6, we obtain that the duality gaps of the iterates are bounded as follows:
for t = 0, . . . ,
0 ≤ max
xj∈Qx
F (Eˆ(t+1), x)− min
Ei∈Q(i)k
F (E, xˆ(t+1)) ≤ gap+ 0.37+
√
2t+1
t+1
√
m(ρu−kr)ν
r2λmin(BTB)
L∑
j=1
‖fj‖22.
Cost of each iteration. Compared with (5), extra computation is needed to calculate 〈A(E)−1fj , fj〉 for
j = 1, . . . , L in order to solve (25), which is O(N3) flops; see the analysis at the end of §6. Therefore, the
total cost of each iteration for solving (25) is O(N3) flops and O(N2) memory space units.
8 Numerical Examples
Below, we present some computational examples which are done in the MATLAB environment on a windows
PC. For each run, the starting point is as follows: We choose E0 to be the identity matrix with trace equals
to the upper bound of trace. For j = 1, . . . , L, we let xj be a vector with the same element and ‖xj‖2 = η.
Figure 1 shows how the objective value and the violation of constraints vary with the number of iterations.
The problem instance is tc18 s1 from the academic test library of the Plato project (www.plato-n.org) with
m = 128, N = 298, L = 1, nig = 4.
The figure shows that during the first few iterations the objective value decreases but the constraint
violation increases rapidly, where constraint violation is measured by
∑L
j=1min
[
(〈A(E)−1fj , fj〉 − γ), 0
]
.
With iterations moving on, the constraint violation decreases with the objective value.
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Figure 1: An Example From the Academic Test Library
0 1000 2000 3000 4000 5000
−400
−300
−200
−100
0
100
200
300
400
Iterations
Co
ns
tra
in
ts
 &
 O
bje
cti
ve
Constraint
Objective
Output for tc18_s1
In Table 1 and Table 2, we present further numerical results on problems in the academic test library of the
Plato project (www.plato-n.org). In the tables, columns ‘cpu’ give the total CPU times in seconds; columns
‘obj’ give the final objective values; column ‘obj0’ gives the initial objective values; column ‘const’ indicates
whether the constraints are satisfied or not for the final solutions: ‘f’ means feasible. We compare formulas
(5) and (25) on some infeasible problems, because constraints of these problems are difficult. The results are
presented in Table 2. For each instance, we run 5000 gradient iterations. In Table 2, columns ‘const’ give the
sum of the values of the violation of constraints; i.e.
∑L
j=1min
[
(〈A(E)−1fj , fj〉− γ), 0
]
. Columns ‘obj-0’ and
‘const-0’ give objective values and the sum of values of the violation of constraints for the initial solutions.
Columns ‘obj-p’ and ‘const-p’ give objective values and the sum of the values of the violation of constraints
of the final solutions obtained by model (25). Columns ‘obj’ and ‘const’ give objective values and the sum of
the values of the violation of constraints of the final solutions obtained by model (5).
From the results in Table 2, we see that the penalized Lagrangian can produce a better solution for
infeasible problems, although it may not be the case for feasible problems. The penalty term forces iterates to
move to the feasible region. On the other hand, because each iteration is much cheaper without calculating
〈A(E)−1fj , fj〉, the penalized Lagrangian takes longer to solve a problem instance of FMO. The larger the
dimension of the problem, the less time model (5) used compared with model (25).
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Table 1: Examples on Problems in Academic Test Library
problem gradient method
prob m N L nig obj0 cpu obj const
tc01 s1 96 216 1 4 288 2.77e+2 61.21 f
tc01 s2 384 816 1 4 1152 1.73e+3 8.82e+2 f
tc02 s1 96 216 1 4 288 2.96e+2 4.29 f
tc02 s2 384 816 1 4 1152 1.85e+3 6.43 f
tc03 s1 96 216 1 4 288 2.77e+2 60.12 f
tc03 s2 384 816 1 4 1152 1.68e+3 421.08 f
tc04 s1 300 670 1 4 900 1.26e+3 546.79 f
tc05 s1 800 1719 1 4 2.4e+3 5.19e+3 1.54e+3 f
tc07 s1 800 1680 1 4 2.4e+3 5.11e+3 6.75e+2 f
tc08 s1 128 272 1 4 384 3.79e+2 17.42 f
tc08 s2 512 1056 1 4 1536 2.48e+3 8.78e+2 f
tc14 s1 100 248 1 4 300 3.2e+2 51.98 f
tc14 s2 400 898 1 4 1200 1.8e+3 161.46 f
tc16 s1 128 300 1 4 384 3.9e+2 50.73 f
tc16 s2 512 1116 1 4 1536 2.74e+3 973.14 f
tc17 s1 128 300 1 4 384 4.14e+2 1.66e+2 f
tc17 s2 512 1116 1 4 1536 2.688e+3 5.54e+2 f
tc18 s1 128 298 1 4 384 4.0e+2 74.81 f
tc18 s2 512 1114 1 4 1536 2.57e+3 418.78 f
tc18sl s1 128 298 1 4 384 3.85e+2 0.79 f
tc18sl s2 512 1114 1 4 1536 2.57e+3 62.76 f
tc03 s1 96 216 2 4 288 4.24e+2 65.01 f
tc03 s2 384 816 2 4 1152 3.19e+3 739.23 f
tc06 s1 800 1719 3 4 2.4e+3 1.37e+4 1.5e+3 f
tc16 s1 128 300 2 4 384 5.91e+2 183.30 f
tc16 s2 512 1116 2 4 1536 4.32e+3 298.33 f
tc17 s1 128 300 2 4 384 5.99e+2 211.52 f
tc17 s2 512 1116 2 4 1536 4.04e+3 566.61 f
tc09 s1 (3d) 100 567 4 8 300 2.56e+3 73.95 f
tc09 s2 (3d) 512 2250 4 8 1536 3.66e+4 417.6 f
tc10 s1 (3d) 100 567 2 8 300 1.62e+3 51.71 f
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Table 2: Results With and Without Penalty Function
problem with penalty without penalty
prob m N L nig obj-0 const-0 cpu-p obj-p const-p cpu obj const
bmat2x2 (1) 4 114 2 4 20 -10.99e+3 22.38 20 -6.87e+3 15.89 10.09 -1.7e+6
bmat2x2 (2) 4 114 2 4 12 -6.77e+6 22.55 12 -4.4e+6 15.25 5.53 -2.52e+9
bmat2x2 (3) 4 114 2 4 12 -8.75e+4 24.17 12 -1.02e+5 17.64 11.78 -8.03e+5
bmat1 (1) 16 40 1 4 80 -1.21e+4 63 79.93 -4.5e+3 41.89 20.09 -1.14e+7
bmat1 (2) 16 40 2 4 80 -3.17e+3 88.89 79.99 -3.39e+3 59.73 25.16 -1.25e+5
bmat1 (3) 16 40 2 4 48 -3.3e+6 86.58 47.99 -3.04e+6 59.66 36.29 -4.48e+6
bmat2 (1) 200 440 1 4 600 -1.98e+1 2.32e+4 573.07 -6.49 661.6 185.74 -6.44+3
bmat2 (2) 200 440 2 4 600 -3.02e+2 2.33e+4 303.04 -2.18e+2 1.03e+3 103.26 -2.82e+4
bmat2 (3) 200 440 2 4 1.0e+3 -7.3e+4 2.45e+4 785.73 -5.52e+4 1.03e+3 188.49 -1.49e+7
bmat (1) 400 850 1 4 2.0e+3 -9.11 1.64e+5 1991.12 -7.17 1.77e+3 794.46 -6.07e+3
bmat (2) 400 850 1 4 1.2e+3 -2.94e+2 1.66e+5 1175.92 -1.84e+2 2.79e+3 1121.55 -3.8e+2
bmat (3) 400 850 1 4 1.2e+3 -2.72e+2 1.66e+5 1187.93 -1.72e+2 3.14e+3 218.68 -4.18e+2
bmat1g 400 850 1 4 600 -1.22e+5 2.35e+4 488.4 -9.28e+4 1.07e+3 118.96 -5.78e+6
2
2
Acknowledgement
We thank the associate editor and anonymous referees for their helpful comments and suggestions.
Appendix: Matrix Projection
Let Hn denote the space of n × n Hermitian matrices. We take the standard inner product on the space of
complex square matrices of order n (or linear operators between Hilbert spaces of same dimension): ∀U, V ∈
Cn×n,
〈U, V 〉 = tr(UV ∗),
where V ∗ is the conjugate transpose of V . Let ‖ · ‖F denote the corresponding Frobenius norm. In this part,
we give a closed-form solution to the following projection problem:
min
Z∈Hn
‖Z − U‖F
s.t. cl ≤ tr(Z) ≤ cu
λmin(Z) ≥ r,
(26)
where U is a square complex matrix of order n.
To this end, we first consider a least squares problem with nonnegativity constraint and a two sided
inequality.
1.1 Least squares with a two-sided inequality and non-negative variables
Least squares problems have been studied intensively; however, we cannot find any reference for the problem
discussed in this section elsewhere. In this part, we first give an analytical solution of the problem; then we
present an algorithm with total number of operations being a quadratic term in the dimension of problem
variable.
Given A ∈ Rn×n be diagonal, b ∈ Rn, w ∈ Rn, r ∈ Rn, cl ∈ R ∪ {−∞}, cu ∈ R ∪ {+∞} with cl ≤ cu.
Let‖ · ‖2 denote the norm induced by the inner product 〈·, ·〉. In this part, we give an analytical solution for
the following least squares problem:
min
z∈Rn
‖Az − b‖22
s.t. cl ≤ 〈w, z〉 ≤ cu
z ≥ r.
(27)
Note that our problem includes the one-side inequality case when cl = −∞ or cu = +∞, the lower bounded
variable case when cl = −∞ and cu = +∞, one equality case when cl = cu. Our problem also includes the
case when not all variables are bounded, since we can replace an unconstrained variable zi ∈ R by zi = z+i −z−i
with z+i ≥ 0, z−i ≥ 0.
1.1.1 Problem Reduction
To solve problem (27), we first show that we only need to consider the case with A being identity and wi 6= 0
for i = 1, . . . , n.
If there exists (∃) aii = 0, wi = 0, we let
z∗i = ri.
If ∃ aii = 0, wi > 0, we let
z∗i = max



cl − ∑
(1≤j≤n : ajj 6=0
wj max {bj/ajj , rj}


+
/wi, ri

 .
If ∃ aii = 0, wi < 0, we let
z∗i = max

−

 ∑
(1≤j≤n : ajj 6=0)
wj max {bj/ajj , rj} − cu


+
/wi, ri

 .
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We also replace cu and cl by
cu − wiz∗i , cl − wiz∗i .
If ∃ aii < 0, we replace aii with −aii and bi with −bi.
Hence after simplification, we can assume that A is a positive diagonal matrix in the text below. And our
least squares problem is equivalent to
min
z∈Rn
‖z − b+Ar‖22
s.t. cl − 〈w, r〉 ≤ 〈A−1w, z〉 ≤ cu − 〈w, r〉
z ≥ 0.
Therefore, for notation simplicity, we only need to consider problem (27) in the following form:
min
z∈Rn
‖z − b‖22
s.t. cl ≤ 〈w, z〉 ≤ cu
z ≥ 0.
(28)
If wi = 0 for some i ∈ {1, . . . , n} in problem (28); then the corresponding solution of zi must be [bi]+.
After determining the solutions for these elements, we thereafter assume wi 6= 0 for i = 1, . . . , n.
1.1.2 Analytical Solution
In this part, we deduce the analytical solution for our least squares problem.
Theorem 3 The solution to (28) is
z∗ =

b−
[
〈w˜, b˜〉 − cu
]
+
‖w˜‖22
w +
[
cl − 〈w˜, b˜〉
]
+
‖w˜‖22
w


+
,
where w˜ and b˜ denote the subvectors of w and b with indices in the set
S =

1 ≤ i ≤ n : bi >
[
〈w˜, b˜〉 − cu
]
+
‖w˜‖22
wi −
[
cl − 〈w˜, b˜〉
]
+
‖w˜‖22
wi

 .
Proof: Because the constraints of problem eq:SLS are linear, Lagrange multipliers exist. Let’s write down
the Lagrangian function:
L(z, λ) = ‖z − b‖22 + λl (cl − 〈w, z〉) + λu (〈w, z〉 − cu) , (z ≥ 0, λl ≥ 0, λu ≥ 0).
The solutions to problem (28) can be obtained by solving the following problem:
max
λl≥0,λu≥0
min
z≥0
L(z, λ).
Note that
L(z, λ) =
∥∥∥∥z − b+ λu − λl2 w
∥∥∥∥2
2
−
(
λu − λl
2
)2
‖w‖22 + (λu − λl) 〈w, b〉+ λlcl − λucu,
from which we conclude that the solution to the Lagrangian dual min
z≥0
L(z, λ) is
z∗ =
[
b− λu − λl
2
w
]
+
.
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We next determine the optimal values for λu and λl.
We first consider λl.
Let S denote the index set
S
def
=
{
1 ≤ i ≤ n : bi > λu − λl
2
wi
}
.
Let w˜ and b˜ denote the subvectors of w and b with indices in S. Let b¯ denote the subvector of b with
indices not in S. We then have
L(z∗, λ) = − (λu−λl2 )2 ‖w˜‖22 + (λu − λl) 〈w˜, b˜〉+ λlcl − λucu + ∥∥b¯∥∥22
= −
(
‖w˜‖2
2 λl −
‖w˜‖22
2 λu−〈w˜,b˜〉+cl
‖w˜‖2
)2
+
(
‖w˜‖22
2 λu−〈w˜,b˜〉+cl
‖w˜‖2
)2
+
∥∥b¯∥∥2
2
− ‖w˜‖224 λ2u + λu〈w˜, b˜〉 − λucu.
Hence a solution of λl for maxλ≥0 L(z∗, λ) must be in the form
λ∗l =
[
λu − 2‖w˜‖22
(
〈w˜, b˜〉 − cl
)]
+
.
To determine the solution of λu, we consider different cases.
Case 1. For λu <
2
‖w˜‖22
(
〈w˜, b˜〉 − cl
)
, the representation of λ∗l is reduced to
λ∗l = 0.
Since λu ≥ 0, we have
〈w˜, b˜〉 > cl.
And
L(z∗, λ∗l , λ
∗
u) = − ‖w˜‖
2
2
4 λ
2
u + 〈w˜, b˜〉λu − cuλu + ‖b¯‖22
= −
(
‖w˜‖2
2 λu − 〈w˜,b˜〉−cu‖w˜‖2
)2
+
∥∥b¯∥∥2
2
+
(
〈w˜,b˜〉−cu
‖w˜‖2
)2
.
Therefore, for this case, the solution to maxλ≥0 L(z∗, λ) is
λ∗u =
2
‖w˜‖22
[
〈w˜, b˜〉 − cu
]
+
.
Case 1.a. When cl < 〈w˜, b˜〉 < cu, we have
λ∗u = 0, z
∗ = [b]+.
Case 1.b. When 〈w˜, b˜〉 ≥ cu, we have
λ∗u =
2
‖w˜‖22
(
〈w˜, b˜〉 − cu
)
z∗ =
[
b− 〈w˜,b˜〉−cu‖w˜‖22 w
]
+
〈w, z∗〉 = cu.
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Case 2. For λu ≥ 2‖w˜‖22
(
〈w˜, b˜〉 − cl
)
, we have
λ∗l = λu −
2
‖w˜‖22
(
〈w˜, b˜〉 − cl
)
.
And
L(z∗, λ∗l , λu) = (cl − cu)λu +
(
〈w˜, b˜〉 − cl
‖w˜‖2
)2
+
∥∥b¯∥∥2
2
.
Therefore, in this case, the solution to maxλ≥0 L(z∗, λ) is
λ∗u = 0
λ∗l = 2
cl−〈w˜,b˜〉
‖w˜‖22
z∗ =
[
b+ cl−〈w˜,b˜〉‖w˜‖22 w
]
+
〈w, z∗〉 = cl.
Because λ∗l ≥ 0, this case implies
〈w˜, b˜〉 ≤ cl.
Combining Case 1 and Case 2, we obtain
z∗ =

b−
[
〈w˜, b˜〉 − cu
]
+
‖w˜‖22
w +
[
cl − 〈w˜, b˜〉
]
+
‖w˜‖22
w


+
,
where w˜ denote the subvector of w with indices in the set
S =

1 ≤ i ≤ n : bi >
[
〈w˜, b˜〉 − cu
]
+
‖w˜‖22
wi −
[
cl − 〈w˜, b˜〉
]
+
‖w˜‖22
wi

 .
Remark 1 In our deduction, it is obvious that for cl = −∞, we have λ∗l = 0; for cu = +∞, we have λ∗u = 0.
1.1.3 Algorithm
From the discussion in the previous section, we know that to find the optimal solution z∗ of our least squares
problem, we only need to determine the set S. In this part, we describe how to find the set S for our solution.
Properties of S based on Lagrange multipliers We first give some simple observations which will be
used later on.
Proposition 1 Let r1 ∈ R, r3 ∈ R, r2 > 0, r4 > 0. Then
r1
r2
> r3r4 ⇔ r1r2 > r3+r1r4+r2 ,
r1
r2
< r3r4 ⇔ r1r2 < r3+r1r4+r2 .
We next give some properties of the set S based on Lagrange multipliers. Observe that λ∗l and λ
∗
u cannot
be both positive at the same time. We organize our analysis based on scenarios depending on the signs of the
Lagrange multipliers.
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Case 1. λ∗u > 0.
By the deduction above and Lagrange multiplier properties, we have the corresponding relations:
〈w, z〉 = cu
〈w˜, b˜〉 > cu
λ∗u = 2
〈w˜,b˜〉−cu
‖w˜‖22 .
We next consider which indices are in the set S.
1. S1
def
= {i : wi > 0, bi ≥ 0}:
Lemma 5 Suppose
bj
wj
≥ biwi . If i ∈ S; then j ∈ S as well.
Proof: Assume j /∈ S. Since i ∈ S, we have
bjwj
w2j
≥ biwi
w2i
>
〈w˜, b˜〉 − cu
‖w˜‖22
.
By Proposition 1, we have
bjwj
w2j
>
〈w˜, b˜〉 − cu + bjwj
‖w˜‖22 + w2j
.
Therefore, j ∈ S.
2. S2
def
= {i : wi > 0, bi < 0}:
By the definition of S, we have S2 * S.
3. S3
def
= {i : wi < 0, bi ≥ 0}:
It is obvious S3 ⊆ S.
4. S4
def
= {i : wi < 0, bi < 0}:
Lemma 6 Suppose
bj
wj
≤ biwi . If i ∈ S; then j ∈ S as well.
Proof: Assume j /∈ S. Since i ∈ S, we have
bjwj
w2j
≤ biwi
w2i
<
〈w˜, b˜〉 − cu
‖w˜‖22
.
By Proposition 1, we have
bjwj
w2j
<
〈w˜, b˜〉 − cu + bjwj
‖w˜‖22 + w2j
.
Therefore, j ∈ S.
Case 2. λ∗l > 0.
For this case, we have
〈w, z∗〉 = cl
〈w˜, b˜〉 < cl
λ∗l = 2
cl−〈w˜,b˜〉
‖w˜‖22 .
We now determine which indices are in the set S.
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1. S1
def
= {i : wi > 0, bi ≥ 0}:
By the definition of S, we have S1 ⊆ S.
2. S2
def
= {i : wi > 0, bi < 0}:
Similar to the case for λ∗u > 0, we have:
Suppose
bj
wj
≥ biwi . If i ∈ S; then j ∈ S as well.
3. S3
def
= {i : wi < 0, bi ≥ 0}:
Similar to the case for λ∗u > 0, we have:
Suppose
bj
wj
≤ biwi . If i ∈ S; then j ∈ S as well.
4. S4
def
= {i : wi < 0, bi < 0}:
By the definition of S, we have S4 * S.
Case 3. λ∗l = λ
∗
u = 0.
For this case, we have
Z∗ = [b]+.
Determine the signs of Lagrange multipliers We next show that whether the Lagrange multiplier is
positive or not can be determined by 〈w, [b]+〉.
Lemma 7 The Lagrange multiplier λ∗l satisfies the following condition:
λ∗l
{
= 0 〈w, [b]+〉 ≥ cl,
> 0 〈w, [b]+〉 < cl.
Proof: We first use contradiction to prove the result for the case 〈w, [b]+〉 ≥ cl. Assume λ∗l > 0. By the
properties for λ∗l > 0, we have cl > 〈w˜, b˜〉 and S1 ⊆ S. Since 〈w, [b]+〉 ≥ cl, we must have S2 ∩ S 6= ∅.
Let l ∈ S2 ∩ S such that blwl ·
wj
bj
≥ 1 (∀ j ∈ S2 ∩ S). We would have
∑
j∈S2∩S
bl
wl
w2j =
∑
j∈S2∩S
(
bl
wl
· wjbj
)
wjbj ≤
∑
j∈S2∩S
wjbj ,
0 ≤ ∑
j∈S\S2
wjbj − cl = 〈w, [b]+〉 − cl.
Adding the above two inequalities together, we would have
− blwl ≥
cl−
∑
j∈S wjbj∑
j∈S2∩S
w2j
≥ 12λ∗l ,
contradicting to l ∈ S.
We next consider the case 〈w, [b]+〉 < cl.
By the assumption, we have
cl − 〈w, [b]+〉 = cl −
∑
i∈S∩(S1∪S3)
wjbj > 0
− ∑
i∈S∩S2
wjbj ≥ 0.
Adding the above two inequalities together, we have
λ∗l > 0.
Similarly, we have the results for λ∗u.
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Lemma 8 The Lagrange multiplier λ∗u satisfies the following condition:
λ∗u
{
= 0 〈w, [b]+〉 ≤ cu,
> 0 〈w, [b]+〉 > cu.
For the case λ∗u > 0, deleting any index from the set S1 ∩ S decreases the value 〈w˜,b˜〉−cu‖w˜‖22 , and deleting any
index from the set S4 ∩ S increases that value. Similarly, for the case λ∗l > 0, deleting any index from the set
S2 ∩ S decreases the value 〈w˜,b˜〉−cl‖w˜‖22 , and deleting any index from the set S3 ∩ S increases that value.
The discussion above proves that our algorithm below finds an optimal solution of the problem (27).
Algorithm Reduce problem (27) to the form (28) and solve problem (28):
Let ni be the cardinality of the index set Si, (i = 1, . . . , 4). We first compute 〈w, [b]+〉.
• If 〈w, [b]+〉 ∈ [cl, cu], we let
z∗ = [b]+.
• If 〈w, [b]+〉 > cu, we do the following.
1. Re-order the elements in S1 so that
bσ(1)/wσ(1) ≥ bσ(2)/wσ(2) ≥ · · · bσ(n1)/wσ(n1).
Re-order the elements in S4 so that
bτ(1)/wτ(1) ≤ bτ(2)/wτ(2) ≤ · · · bτ(n1)/wτ(n4).
2. Let
S = S3, T =
∑
i∈S3
wibi − cu, v =
∑
i∈S3
w2i , j = 1, l = 1.
3. Repeat the following two while loops till stable.
While v
bσ(j)
wσ(j)
> T and j ≤ n1 , do
S ∪ {σ(j)} → S, T + wσ(j)bσ(j) → T, v + w2σ(j) → v, j + 1→ j.
While v
bτ(l)
wτ(l)
< T and l ≤ n4, do
S ∪ {τ(l)} → S, T + wτ(l)bτ(l) → T, v + w2τ(l) → v, l + 1→ l.
4. Let
z∗i =
{
0 i ∈ S¯
bi − Tv wi i ∈ S.
• If 〈w, [b]+〉 < cl, we do the following.
1. Re-order the elements in S2 so that
bσ(1)/wσ(1) ≥ bσ(2)/wσ(2) ≥ · · · bσ(n2)/wσ(n2).
Re-order the elements in S3 so that
bτ(1)/wτ(1) ≤ bτ(2)/wτ(2) ≤ · · · bτ(n3)/wτ(n3).
2. Let
S = S1, T =
∑
i∈S1
wibi − cl, v =
∑
i∈S1
w2i , j = 1, l = 1.
3. Repeat the following two while loops till stable.
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(a) While v
bσ(j)
wσ(j)
> T and j ≤ n2, let
S ∪ {σ(j)} → S, T + wσ(j)bσ(j) → T, v + w2σ(j) → v, j + 1→ j.
(b) While v
bτ(l)
wτ(l)
< T and l ≤ n3, let
S ∪ {τ(l)} → S, T + wτ(l)bτ(l) → T, v + w2τ(l) → v, l + 1→ l.
4. Let
z∗i =
{
0 i ∈ S¯
bi − Tv wi i ∈ S.
Lemma 9 After reducing problem (27) to problem (28), the algorithm above stops at an optimal solution to
(28) with at most n2 + 14n+ 1 arithmetic operations and 2n+ 3 auxiliary storage space units. If all wi = 1,
the above algorithm needs at most n2 + 7n+ 1 arithmetic operations and n+ 2 auxiliary storage space units.
Proof: Determining the signs of bi and computing 〈w, [b]+〉 takes 3n − 1 flops. Further dividing the index
set into S1, . . . , S4 takes another n flops. Comparing 〈w, [b]+〉 with cl and cu takes 2 operations. Computing
bi/wi (i = 1, . . . , n) takes n flops. Bubble sorting the elements in the sets S1, . . . , S4 takes at most n(n − 1)
operations. Two auxiliary vectors of size n are required to store bj/wj for (j = 1, . . . , n) and the sorted index
set. The number of flops needed for Step 2 and Step 3 is at most 7n. We also need three auxiliary space units
to store j, v and T . Step 4 takes at most 3n flops. Since we overwrite b by z, we don’t need an additional
vector for z. Therefore, at most a total of n2 + 14n+ 1 operations and 2n+ 3 auxiliary storage space units
are required for our algorithm. If all wi = 1, we don’t need to divide and multiply the intermediate results by
wj . The index sets S3 and S4 are not needed. And bj/wj doesn’t need to be stored. As well, we don’t need
to keep and compute v, since its value equals to j. Therefore, the total number of operations is reduced to at
most n2 + 7n+ 1.
1.2 Symmetric Matrix Projection with Lower Bounds and a Two-Sided Linear
Constraint
Theorem 4 For given U ∈ Cn, and cl, cu, r ∈ R with cu ≥ max{nr, cl}, the solution Zˆ to the projection
problem (26) is the following.
Let QΛQ∗ be the eigenvalue decomposition of U+U
∗
2 . Let λ denote the diagonal entries of Λ.
Denote
S0
def
= {1 ≤ j ≤ n : λj ≤ r} , S¯0 def= {1, . . . , n} \ S0.
1. Assume cl ≤
∑
i∈S¯0 λi + |S0|r ≤ cu.
Then we let
ωˆi = λi i ∈ S¯0, ωˆi = r i ∈ S0.
2. Assume
∑
i∈S¯0 λi + |S0|r > cu.
Then there is a partition of S¯0 as S¯0 = S ∪ S¯:
S
def
=
{
i ∈ S¯0 : λi >
∑
j∈S λj+nr−cu
|S|
}
,
S¯
def
=
{
i ∈ S¯0 : λi ≤
∑
j∈S λj+nr−cu
|S|
}
.
And we let
ωˆi =
{
r i ∈ S¯ ∪ S0
λi −
∑
j∈S λj+nr−cu
|S| + r i ∈ S.
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3. Assume
∑
i∈S¯0 λi + |S0|r < cl.
Then there is a partition of S0 as S0 = Sl ∪ S¯l where
Sl =
{
i ∈ S0 : cl−
∑
j∈Sl∪S¯0
λj−nr
|S¯0|+|Sl| > −λi
}
.
We let
ωˆi =
{
λi +
cl−
∑
j∈S¯0∪Sl
λj−|S¯l|r
|S¯0|+|Sl| i ∈ S¯0 ∪ Sl
r i ∈ S¯l.
Let Ωˆ be the diagonal matrix with diagonal entries ωˆ. Then Zˆ = QΩˆQ∗ is the unique solution to (26).
If U ∈ Sn, Zˆ can be obtained in (10n3 + 3n2 + 9n + 5) flops with an auxiliary storage vector of size
(n2 + 3n+ 4).
Proof: Since Z ∈ Hn, we have
‖Z − U‖2F = 12
(‖Z − U‖2F + ‖Z − U∗‖2F )
= tr(Z2) + tr(UU∗)− tr(ZU + ZU∗)
= tr
(
Z − U+U∗2
)2
+ 12 tr(UU
∗)− 14 tr(U2)− 14 tr(U∗2).
Therefore, the solution to (26) is the same as the solution to the following problem:
min
Z∈Hn
‖Z − U+U∗2 ‖2F
s.t. cl ≤ tr(Z) ≤ cu
λmin(Z) ≥ r.
Let Fˆ be the optimal value of the above problem.
By Theorem 3 in the Appendix, ωˆ in the statement of the theorem is the solution to
min
ω≥r
‖ω − λ‖2
s.t. cl ≤
n∑
i=1
ωi ≤ cu.
The Hoffman-Wielandt theorem [10] states that for two Hermitian matrices V andW , let λ1(V ), . . . , λn(V )
and λ1(W ), . . . , λn(W ) be the eigenvalues of V and W in non-increasing order. Then there is a permutation
σ(i) (i = 1, . . . , n) such that ∑n
i=1
[
λσ(i)(W )− λi(V )
]2
= ‖W − V ‖2F .
And it is obvious from Theorem 3 in the Appendix that ωˆ is in the same order as λ; i.e. if λ is arranged in
non-increasing order, ωˆ is also in non-increasing order. Therefore,
Fˆ ≥ ‖ωˆ − λ‖22.
Since Zˆ and U+U
∗
2 are unitary similar, we have∥∥∥Zˆ − U+U∗2 ∥∥∥2
F
= ‖ωˆ − λ‖2F .
Hence Zˆ is the solution to (26).
Now we consider the complexity and memory requirement of getting the solution Zˆ when U is real sym-
metric.
The eigenvalue decomposition of U by the symmetric QR algorithm takes roughly 9n3 flops. Since we can
overwrite U , n2 space units are needed to store the orthogonal matrix Q and about 2n+1 auxiliary space units
are needed to store intermediate results. The algorithm in §§1.1.3 of the Appendix can be used to compute
ωˆ. Since all the ri are identical, variable transformations from cl and cu to c˜l and c˜u takes 4 flops, instead of
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2n flops for ri’s being heterogenous. Therefore, calculating ωˆ takes at most (n
2 + 9n + 5) flops and 3n + 4
auxiliary storage space units. Computing QΩˆQ∗ takes (n2(n + 1) + n2) flops. Since the auxiliary vector for
storing the intermediate results of the eigenvalue decomposition of U can be over-written, the total length of
the auxiliary vectors is (n2 + 3n+ 4). And the total number of flops is (10n3 + 3n2 + 9n+ 5) for U ∈ Sn.
If n ≤ 3, the characteristic polynomial of U+U∗2 is of order no more than 3; therefore, its eigenvalues can
be obtained analytically. Its eigenvectors can then be obtained by solutions to its eigen-systems.
Appendix: Updating the Parameters
As is stated earlier, by [17, Theorem 1], the duality gap of the tth iteration generated by the primal-dual
algorithm is bounded by
1∑t
l=0 αt
δt, with δt ≤ βt+1D + 1
2
t∑
l=0
α2l
βl
‖gl‖2∗. (29)
In our algorithm, ‖gl‖∗ = ‖[(gE)l, (gx)l]‖∗, D = τDE + (1− τ)Dx.
For t = 1, . . . , let :
βˆ0 = βˆ1 = 1, βˆt+1 = βˆt +
1
βˆt
. (30)
And
βt = σβˆt.
Simple Dual Averages
αt = 1.
Assume ‖gt‖∗ ≤ L for t = 1, . . . ; then by [17, Theorem 2], we have
δt ≤ βˆt+1
(
Dσ +
1
2σ
L2
)
,
t∑
l=0
αl = t+ 1.
Weighted Dual Averages
αt =
1
‖gt‖∗ .
Assume ‖gt‖∗ ≤ L for t = 1, . . . ; then by [17, Theorem 3], we have
δt ≤ βˆt+1
(
Dσ +
1
2σ
)
,
t∑
l=0
αl ≥ t+ 1
L
.
The above results show that the convergence rate of the algorithm depends on the choice of σ. It is not
possible to determine the optimal σ without the knowledge ofD or L. In this part, we show how to dynamically
update the parameter σt in the algorithm to obtain the best convergence rate.
Choosing βt: Let σ0 > 0 be the smallest possible value for σ. Let w > 0 be the number of steps for each
test in updating σ.
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1. Choose w > 0, σ0 > 0.
2. Let
v = 0, σ = σ0.
For t = 0, . . . w, let
βt = σ0βˆt.
3. Repeat the following until convergence rate starts to decrease.
• Let
v = v + 1, σ = 2 ∗ σ.
• For t = vw + 1 . . . (v + 1)w, let
βt = σβˆt.
4. Let
v = v − 1, σ = σ/2.
For t = (v + 2)w + 1, . . . , let
βt = σβˆt.
Theorem 5 The total number of test steps for the above procedure of determining σ is finite. And the total
number of iterations of the algorithm including the above procedure is at most 5/3 of the algorithm without the
procedure but using optimal parameters plus a term in the order of O( 1ǫ ).
Proof: Assume that at iteration t we have obtained the σ from the above procedure. Denote v = vt. Suppose
‖gl‖∗ ≤ L (l = 0, . . . , t). Since there is one backtrack period with w steps before landing at the current σ,
from the above procedure, we have σ = 2vt · σ0 and βt = σβˆt.
To prove the theorem, we need to bound δt.
We first consider the method of simple dual averages. By (29),
δt(s) ≤ σ02vt βˆt+1D +
vt+1∑
v=0
L2
σ02v+1
(v+1)w∑
l=v·w+1
1
βˆl
+
t∑
l=(vt+2)w+1
L2
2vt+1σ0βˆl
= σ02
vt βˆt+1D +
L2
σ02vt+1
t∑
l=0
1
βˆl
+ L
2
σ02vt+1
vt−1∑
v=1
v·w∑
l=0
1
βˆl
− L2
σ02vt+2
(vt+2)w∑
l=(vt+1)w+1
1
βˆl
(30)
= βˆt+1
(
σ02
vtD + 1
σ02vt+1
L2
)
+ L
2
σ02vt+1
vt−1∑
v=1
βˆv·w+1
+ L
2
σ02vt+2
[
βˆ(vt+1)w+1 − βˆ(vt+2)w+1
]
.
To further estimate the bound, we use [17, Lemma 3]:
βˆt ≤ 1
1 +
√
3
+
√
2t− 1, t ≥ 1.
From the above result, we have
vt−1∑
v=1
βˆv·w+1 ≤ vt−11+√3 +
vt−1∑
v=1
√
2vw + 1
≤ vt−1
1+
√
3
+
√
1
vt−1
vt−1∑
v=1
(2vw + 1)
= vt−1
1+
√
3
+
√
vtw + 1
≤ 2vt√w/2.
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The optimal value of σ is σ∗ = L√
2D
. The total number of iterations decreases with σ for σ < σ∗ and
increases with σ for σ > σ∗. Therefore, we have
vt ≤ 12 + log2 Lσ0√D
σ∗
2 ≤ σ ≤ 2σ∗.
From the above inequalities, we obtain that the total number of test steps for the method of simple dual
averages to obtain an optimal σ is no more than ⌈ 52 + log2 Lσ0√D ⌉w. And (Dσ+
1
2σL
2)/(Dσ∗+ 12σ∗L
2) ≤ 5/3.
Therefore, the total number of iterations of our procedure for the method of simple dual averages is at most
5/3 of that with optimal parameter plus O( √wL2
2
√
2σ0ǫ
)
.
Similarly, for the method of weighted dual averages, we have
δt(d) ≤ βˆt+1
(
σ02
vtD + 1σ02vt+1
)
+
√
w
σ02
√
2
.
The optimal value of σ is σ∗ = 1√
2D
. Therefore, we obtain
vt ≤ 12 − log2 σ0
√
D
σ∗
2 ≤ σ ≤ 2σ∗.
Since
t∑
l=0
≥ t+ 1
L
,
we conclude that the total number of test steps for the method of weighted dual averages to obtain an optimal
σ is no more than ⌈ 52 − log2 σ0
√
D⌉w. And (Dσ + 12σ )/(Dσ∗ + 12σ∗ ) ≤ 5/3. Therefore, the total number of
iterations of our procedure for the method of weighted dual averages is at most 5/3 of that by the original
algorithm with optimal parameter plus O( √wL
2
√
2σ0ǫ
)
.
The worst case complexity bound of the original algorithm is O( 1ǫ2 ) [17]. Since our procedure adds a term ofO(1ǫ ), the complexity remains at O( 1ǫ2 ).
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