In Silico Biology: From Simulation to Understanding Mathematical modelling is feasible only if the biological system under consideration meets certain criteria -if they are met, a comprehensive quantitative approach not only yields information about the dynamics of intracellular processes but eventually allows for the prediction of population behaviour from molecular interactions.
Markus Kollmann 1 and Victor Sourjik 2 Why build accurate in silico replicates of biological systems? Using a computer to reproduce experimental data, or to estimate hidden system parameters that might not be experimentally accessible, is of course valuable -but the ultimate goal is the detailed understanding of the function of molecular networks as they appear in, for example, metabolism, gene regulation, or signal transduction. This is best achieved by using a level of mathematical abstraction that needs a minimum of biological information to capture all physiologically relevant features of a cellular network. An excellent example of using a multi-level mathematical approach is shown for the chemotaxis pathway of Escherichia coli in the work of Bray et al. [1] , published in a recent issue of Current Biology.
What are the prerequisites for computational modelling of a molecular network and what is the best modelling approach? Ideally, one would like to know not only the network structure but also all reaction rates, concentrations and spatial distributions of molecules at any time point. Unfortunately, such information is unavailable even for the best-studied systems. In silico simulations thus always have to use a level of mathematical abstraction, which is dictated by the extent of our biological knowledge, by molecular details of the network, and by the specific questions that are addressed. For example, the standard description of a cellular network by mass-action equations might be too crude when it is clear that some reactant molecules show a strongly non-homogeneous distribution in the cell or appear only in low copy numbers. The former would require a spatial description using partial differential equations. In the latter case, modelling by a stochastic process would be the right choice.
However, timescales of reactions also have to be considered -slow reaction rates integrate over many collisions and will not transmit fast upstream fluctuations down the pathway. Also, all aspects of experiments that are not reproduced by the mathematical model are of interest, since they shed light on the missing components in the description of the biological network under consideration and provide a critical test of whether the level of the mathematical abstraction used in the model is appropriate.
Another serious problem for the computational modelling is posed by crosstalk between a specific molecular system and other cellular networks. In this case the modelling of a system would require a quantitative description of almost the entire cell, as some of the interfering cellular networks might be perturbed by other processes themselves. Strong interactions with other cellular processes can therefore only be handled if they can be experimentally controlled or remain approximately constant for the timescales considered. Fortunately, there is evidence that most cellular systems have a modular structure -that is, the different cellular processes are weakly connected [2] . Such modularity is ubiquitous at all levels in the biological networks and makes sense from an evolutionary point of view, as for strongly interconnected networks changes in one part of the system would have effects on many other processes that would then in turn run at a less optimal performance. As a consequence, modularity is expected to increase the robustness of biological networks against mutations and environmental changes [3] .
The work of Bray et al. [1] illustrates how the modularity can facilitate an in silico simulation by allowing different levels of mathematical abstraction for different parts of the chemosensory system in E. coli. In bacteria, chemotactic stimuli are detected and processed by large sensory clusters that consist of several types of transmembrane receptor and associated kinase molecules, which provide a docking scaffold for all other cytoplasmic signalling proteins [4] . These complexes are mostly found at the cell poles, whereas between four and six flagellar motor complexes are distributed around the cell body ( Figure 1A ). Signals are transduced to the motors by phosphorylation of a diffusible tumble regulator, CheY. Bacteria that travel up a gradient of attractant reduce the level of CheY phosphorylation, which results in a prolonged smooth run into the favourable direction. In turn, a temporal decrease in attractant concentration leads to an increase in tumbling motion and thus to reorientation. The chemosensory pathway can thus be naturally divided into three modules -receptor clusters, cytoplasmic proteins, and motor complexes ( Figure 1B ) -with different timescales of signal processing. An impressive body of biochemical data that has accumulated for these pathway reactions over the years allowed Bray et al. Figure 1B) .
Signal processing by receptor clusters and the flagellar motors appears to be governed by cooperative interactions between constituting subunits rather than by mass-action equations. Such interactions enable the receptor clusters to amplify and integrate over stimuli [6] and allow for a steep, switch-like response of the flagella motor upon changes of kinase activity [7] . Although mathematical models for both types of macromolecular assemblies exist [8] [9] [10] they are less detailed than that of the cytoplasmic reactions and could not be easily coupled into the BCT program. Moreover, the relationship between the rotary bias of the motor and swimming behaviour is complex and poorly understood. Thus, the allosteric signal amplification by receptor clusters has been approximated by a simpler infectivity model [11] , and an empirical relationship has been used to convert the BCT output -the level of CheY phosphorylation -into the tumbling probability.
Despite these simplifications, the simulation gives the correct phenotype for over 60 mutants and accurately reproduces the responses to attractant, including pulse responses. Most importantly, it also allows an in silico analysis of cell navigation in attractant gradients, such as the classical capillary experiment [12] . In this experiment, an attractant diffuses out of the capillary and creates a concentration profile in a suspension of swimming bacteria. Chemotactic bacteria can follow the gradient through a biased random walk and accumulate at high attractant concentrations. Both in a real experiment (Figure 2A ) and in a computer simulation ( Figure 2B ) a broad circular plateau of high cell density forms around the capillary with a sharp decrease at the edges. Experimental creation of stable attractant gradients is challenging, and here the computer-based experiments provide a clear advantage for testing effects of different shape and steepness of gradients or studying bacterial Three modules form the pathway that converts temporal changes in ligand concentration into changes in swimming behaviour. The level of background grey scale in the module boxes inversely correlates with how much we understand about the mechanism in that particular module, i.e. the darker the box, the less we know about the mechanism.
decision making in mixed gradients of several substances. For example, the in silico experiments show that the highest incidence of tumbling behaviour in a linear gradient coincides with the edge of the cell density plateau. As with any existing computer model of a biological network, the model of Bray et al. [1] is just a starting point for a more detailed analysis. For example, more sophisticated modelling of the receptor clusters is required to study effects of signal integration and amplification on bacterial behaviour in gradients. Such coupling of receptor and signalling modules has been attempted already by the same group using a different, stochastic simulation approach [13] . Even more importantly, intercellular variation arising from the stochastic nature of reactions [14] and from variations in gene expression levels [15] have to be incorporated into the model. Both types of variations have been quantified in great detail -but do they have consequences on the population behaviour? In the case of the capillary experiment, a heterogeneous population would result in a cell density plateau with less sharply defined edges, closer to the one observed in the experiment rather than that observation in the simulation. Since a region of constant cell density is not the best solution for maximal cell growth, some variation does not have to be a selective disadvantage and might even provide a more optimal search strategy for a population [14] . With a model at hand, such quantitative effects can be analysed in much greater detail and reduce the amount of the required experimental work. The hope is that in silico replicas of cellular networks will eventually help our understanding of the design principles of these networks on the molecular level. Behavioral Neurobiology: A Vibrating Gyroscope Controls Fly Steering Maneuvers A clever 'virtual reality' experiment reveals that specialized mechanosensory organs, rather than the eyes, orchestrate the highperformance staccato turns that characterize the flight behavior of a fly.
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Imagine a fly's-eye-view of the world. It moves fast, very fast. Our own visual system would be useless if we moved at similar relative speeds. Even at the earliest step -phototransduction -in flies we find the fastest electrochemical kinetics yet measured [1] . Put simply, fly vision is built for speed. But as fast as the
