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The approach to control the elementary processes of plasma–surface interactions to direct the
fluxes of energy and matter at nano- and subnanometer scales is introduced. This ability is related
to the solution of the grand challenge of directing energy and matter at nanoscales and is critical
for the renewable energy and energy-efficient technologies for a sustainable future development.
The examples of deterministic synthesis of self-organized arrays of metastable nanostructures in
the size range beyond the reach of the present-day nanofabrication are considered to illustrate this
possibility. By using precisely controlled and kinetically fast nanoscale transfer of energy and
matter under nonequilibrium conditions and harnessing numerous plasma-specific controls of
species creation, delivery to the surface, nucleation, and large-scale self-organization of nuclei and
nanostructures, the arrays of metastable nanostructures can be created, arranged, stabilized, and
further processed to meet the specific requirements of the envisaged applications.VC 2011 American
Institute of Physics. [doi:10.1063/1.3560509]
I. INTRODUCTION
Directing energy and matter toward meeting humanity’s
needs has long been the greatest challenge for science and
imagination.1,2 In an age of rapid technological advances
that often adversely affect the environment and deplete the
world’s natural resources, the need to achieve sustainable de-
velopment is becoming increasingly urgent. The need for
abundant, renewable, green, and cheap energy as well as
energy-efficient and human health friendly technologies is a
matter of pressing global concern. Since these energy gener-
ation and consumption processes are fundamentally deter-
mined by the interactions of a large number of electrons,
atoms, and molecules, the ability to control matter and
energy at nano- and subnanoscales represents a grand yet
unresolved challenge.
This challenge is particularly daunting in the small
(below 20–30 nm) size range critical for the future clean and
energy-efficient technologies. Unfortunately, in this size
range, nature is against us. Indeed, while we are trying to tai-
lor the nanoscale objects (e.g., their sizes and shapes that in
turn determine their optical, electronic, and many other prop-
erties) deterministically (at will) to enhance their functional-
ity (e.g., electricity generation in solar cells) and energy
efficiency (e.g., minimize losses) in applications, nature’s
energy minimization rules only allow a very small number
of stable equilibrium states that are formed through the
exchange of matter and energy with the environment. Conse-
quently, the enormous number of highly desirable metastable
structures and their patterns (and the associated unique mate-
rials properties and technological benefits) remains essen-
tially inaccessible. The obvious reason for this is the major
lack of our ability to control the matter and energy fluxes at
the nanoscales to form and stabilize such structures and
patterns.
In this article we will discuss how to address this chal-
lenge by developing highly effective, ultimately determinis-
tic approaches to control energy and matter at nanoscales
using environmentally friendly plasma=ionized gas–solid
systems. By using these complex and strongly nonequili-
brium plasma–solid systems (PSSs; a representative example
is shown in Fig. 1), one can uniquely and deterministically
create and stabilize hierarchical patterns=arrays of the meta-
stable structures through the precisely controlled and fast
nanoscale transfer of energy and matter, which is not achiev-
able by other approaches.
The main focus here is on the plasma issues related to
the solution of the grand challenge of directing energy and
matter at nanoscales. This ability is critical for the renewable
energy and energy-efficient technologies for sustainable
future development. It will be discussed how to use environ-
mentally and human health benign nonequilibrium plasma-
solid systems and control the elementary processes of
plasma–surface interactions to direct the fluxes of energy and
matter at multiple temporal and spatial scales, with a particu-
lar emphasis on the nanoscales. This approach can be used
for the deterministic synthesis and postprocessing of self-
organized arrays of metastable nanostructures in the size
range beyond the reach of the present-day nanofabrication
(which is also presently in the size range below 20–30 nm).3,4
Such structures have tantalizing prospects to achieve ex-
otic electronic band structures, electron transport, structural,
and many other properties to enable and enhance perform-
ance of nanomaterials in virtually any area of human activ-
ity. Yet these structures remain almost inaccessible becauseb)Invited speaker.
a)Paper CI2 2, Bull. Am. Phys. Soc. 55, 59 (2010).
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nature’s energy minimization rules allow only a small num-
ber of stable equilibrium states. In the following, we will dis-
cuss how to precisely control nanoscale transfer of energy
and matter in very fast kinetic processes during plasma–
surface interactions under far-from-equilibrium conditions.
II. MINIATURIZATION, SELF-ORGANIZED
NANOARRAYS, AND TECHNOLOGICAL/
SOCIETAL CHALLENGES
The small (below 20–30 nm) size range mentioned in
the previous section is presently critical for many technologi-
cal and economic advances. For example, the gate length of
nan-field effect transistors (n-FET) has to be reduced from
35 nm in the present-day technology down to just a few
nanometers by 2020–20255 to sustain the demands of the
integrated circuit market (which is estimated as $1 trillion in
2012)6 and reduce energy consumption. Thus, one needs to
precisely design myriads n-FETs using smaller and smaller
crystalline building blocks and be able to arrange them in
multileveled two-dimensional patterns of higher and higher
density.
There are numerous similarly important challenges in
optoelectronics, communications, advanced materials, bio-
medical, sensors, and renewable energy technologies, which
extensively use plasma-based fabrication tools. For example,
high-density two-dimensional arrays of quantum dots (QDs)
of uniform sizes and shapes are being pursued to develop
ultrasensitive photodetectors and light-emitting diode pan-
els.7,8 Three-dimensional patterns of silicon nanocrystals
with variable density and sizes (2–10 nm) throughout the
light-absorbing layers are expected to lead to major break-
throughs in next-generation solar cell technologies.9 Properly
arranged patterns of nanoparticles or nanopores with the
appropriate structure, composition, and sizes=shapes are cru-
cial for the development of highly selective bio- and gas sen-
sors.10,11 Nanotubes of only certain thicknesses are required
to communicate with living cells and support their attach-
ment and differentiation while other nanotubes lead to the
programmed cell death (apoptosis).12
Furthermore, some applications such as nanoparticle-
enhanced light-scattering layers in solar cells require signifi-
cant, yet controlled, degrees of randomness in particle sizes
and locations;13,14 and sizes of QDs for logic gates of the
future quantum information devices15,16 need to be the same
within localized domains, but different from domain to
domain. However, the currently dominant “top-down”
approaches for nanopattern delineation already experience
significant difficulties.17 The projected improvements of
resolution of such techniques will not be able to overcome the
intrinsic physical limit of 20–30 nm.18 On the other hand,
atom-by-atom manipulation19 techniques are hopelessly inef-
ficient for the creation of billions of functional elements per
square centimeter, the expected density of integration of
nanoscale architectures. Therefore, there is a pressing
demand to develop drastically new approaches to assemble
arrays of nanoscale objects and implement them in practice
within 10–15 years. Taking into account the global scale,
cost, and production considerations, the new nanofabrication
approaches need to be built on the existing manufacturing
platform and without the replacement of the multibillion pool
of plasma facilities currently used in micro-optoelectronic
and solar cell industries.17
Thus, several emerging technologies that are critical for
the future sustainable development of humankind urgently
require reliable capabilities for the precise and energy-effi-
cient production of arrays of nanoscale architectures in the
sub-20–30 nm size range. This is the size range where nano-
scale objects originate through random nucleation and arrange
themselves in groups through large-scale self-organization,
both of which are currently almost impossible to control.20
III. METASTABLE NANOSTRUCTURES: FEATURES
AND LIMITED ABILITY TO CONTROL
The first question to ask at this stage is why exactly does
one need metastable nanostructures. When a nanoscale
object (e.g., a nanocrystal) nucleates and grows, it passes
through a number of states characterized by multiple maxima
and minima of total energy. If left alone immediately after
formation, some of the states are stable and some are not.
The state with the absolute minimum of energy is the most
stable, or thermodynamically preferred state (labeled 4 in
Fig. 2). Other stable, but energetically less preferable states,
are metastable states (labeled 1–3 in Fig. 2). To transit from
one state to another, the system has to overcome energy bar-
riers denoted DU12, DU23, and DU34, for the transitions
between states 1 and 2, 2 and 3, as well as 3 and 4, respec-
tively. Each of the states is characterized by their own unique
structural, electronic, and other properties.
This is illustrated in Fig. 3, which shows the dramatic
changes in electron confinement that occur when the
FIG. 1. (Color online) A representative plasma-solid system. A plasma bulk
is separated from the deposition substrate by the plasma sheath. An example
of synthesis of vertically aligned carbon nanotubes in a root-growth mode is
shown. The plasma ions are deflected by the microscopic electric fields. The
spatial scales of the processes in the ionized gas phase (typically 0.5 m for
low-pressure plasma discharges) and atomic processes on the surface
(typically 0.5 nm for a small cluster formation) can differ by 9 orders of
magnitude. Controlled generation in a plasma, delivery through the plasma
sheath, and stacking of suitable building units (BUs) into the desired nano-
scale assembly is the key feature of deterministic plasma-aided nanofabrica-
tion (Ref. 3). Drawing courtesy of I. Levchenko.
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thickness of a metal film changes from 1 to 4 monolayers
(ML).21 The striking observation from Fig. 3 is that as the
number of monolayers increases, the number of allowable
quantum states characterized by the principal quantum num-
ber n also increases from 2 for 1 ML to 6 for a 4 ML film. In
other words, one can expect (in terms of the highest proba-
bility) 3 electrons to be confined to the two occupied (red)
states in the 1 ML-thin quantum well and 21 electrons to be
confined to the six occupied states in the 4 ML-thin quantum
well (QW). The energy of the electrons and the electron
wavefunction localization also changes with the film thick-
ness. As the principal quantum number increases, the frac-
tion of the electron probability that leaks out past the well
boundaries also increases (more probability bars in Fig. 3
touch the well boundaries). The electron energy is quantized
and can be represented as
Ee ¼ h
2
8p2m
np
d
 2
þEjj; (1)
where h is Planck’s constant, m* is the effective electron
mass, and ejj is the electron energy that corresponds to the
electron wavevector parallel to the QW surface kz. The film
thickness d can only be changed in discrete steps equal to the
thickness of a monoatomic layer. This effect is a manifesta-
tion of quantum size effects (QSEs), which are particularly
strong when the film thickness, and hence the number of dis-
crete quantum states, is small. When d increases, the clear
difference between the electron energy levels disappears.
Similar QSEs appear in small nanostructures of different
dimensionality such as zero-dimensional quantum dots, one-
dimensional nanotubes and nanowires, and two-dimensional
monolayers, flakes, and nanowalls.
This is why, to maximize the benefits of the quantum
size effects, one has to produce individual nanostructures
(NSs) of very small sizes and organize them into nanoarrays
(to magnify the responses from individual NSs). However,
these arrays can only be achieved through precisely con-
trolled nucleation and self-organization at multiple temporal
and spatial scales, which, unfortunately, is well beyond the
present-day capabilities for nanoscale synthesis and fabrica-
tion based on the top-down approach.22 One of the main rea-
sons is that it is currently impossible to deterministically
control the shapes and sizes of such small nanostructures,
which tend to form their basic, simplest shapes (such as
shape 4 in Fig. 2) prescribed by thermodynamic laws even
when affected by thermal fluctuations.23,24 As a result, a
very large number of potentially attractive metastable struc-
tures remains essentially unreachable. This is in stark con-
trast to NSs larger than 100 nm, which are usually frozen in
whatever state they were created.23,24 It is also extremely
challenging to predict and=or control the positions at which
such ultrasmall structures nucleate.25 Moreover, there is no
reliable knowledge on how to identify and control the most
effective factors (e.g., forces) that can be used to determinis-
tically control the self-organization.26
This is one of the main reasons why present-day nanotech-
nology mostly relies on “trial and error” synthesis and process-
ing of large nanostructures rather than tiny QDs made of small
numbers of atoms. Indeed, the majority of existing nanostruc-
tures and their arrays have been fortuitous experimental dis-
coveries such as carbon nanotubes, which were first
synthesized in arc discharge plasmas.27 Therefore, the problem
of deterministic design and creation of nanoscale systems still
remains essentially intractable despite decades of research.
One of the main reasons for these seemingly unresolvable
problems is in the limited ability to control the fluxes of energy
and matter at nanoscales. This ability has recently been
emphasized by the U.S. Department of Energy as one of the
most significant challenges for basic energy sciences.1,2
For example, to create a very small metastable structure
(with a very large surface energy) one needs to put the con-
stituent atoms together and then stabilize the atomic stack
(freeze all the atoms) very quickly, well before the still mova-
ble atoms receive energy from the environment and rearrange
themselves to the minimum-energy configuration prescribed
by the thermodynamic laws. The building process requires
very fast delivery and stacking of atoms and the equally fast
supply of energy sufficient to overcome all the associated
FIG. 2. (Color online) Transitions and associated energy barriers between
the minimum-energy (4) and metastable (1–3) states.
FIG. 3. (Color online) Changes in electron confinement ability of two-
dimensional quantum wells formed in a metallic film containing from one to
four monolayers. Levels below the Fermi level denote occupied states while
the levels above the Fermi level denote unoccupied states. The bars are plot-
ted in areas of the maxima of the electron probability quantified by the
squares of the electron wavefunctions jWej2 (Ref. 21).
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potential barriers. The stabilization stage in turn requires very
fast rates of energy extraction from the structure (e.g., to
reduce its bulk=surface energy) to freeze it well before the
atoms can rearrange into another lower-energy configuration.
IV. METASTABLE NANOARRAYS: HOW CAN THE
PLASMA HELP
The problems discussed in Sec. III. indicate that the
capabilities of the traditional and commonly used controls of
nucleation, growth, and self-organization of small metastable
NSs, based merely on the adjustment of “equilibrium” fac-
tors such as the surface temperature, might have been ex-
hausted. Fortunately, plasma–solid systems have additional
and very effective controls related to electric charges, long-
range electromagnetic interactions, and other factors.28
The unique features and control capabilities of non-
equilibrium plasma–solid systems (Fig. 1) can be used to cre-
ate arrays of metastable nanostructures through control of
energy and matter at nanoscales. Indeed, there are strong
indications that nonequilibrium plasma–solid systems are
kinetically faster and can offer much higher rates of energy
and matter exchange at nanoscales compared to equivalent
neutral gas systems. Moreover, the unique properties of the
PSSs can enable very effective controls for the guided and hier-
archical self-organization of such nanoscale structures in arrays
of the required uniformity, ordering, and dimensionality.29
The plasma–solid systems are of a higher complexity
because of the presence of the ionized component (ion-
s=electrons) in a neutral gas, which in turn creates many
exciting opportunities to control energy and matter at nano-
scales. For example, by using low-energy ions and self-
organized microscopic electric fields in the vicinity of solid
surfaces one can increase the rates of delivery of matter to
the specified locations, with nanoscale (and even atomic)
precision.30,31 The PSSs also feature higher densities of
energy (e.g., stored and exchanged by electrons, ions, and
electromagnetic fields), which lead to the energy-efficient
creation of nanostructure building units (BUs) and other spe-
cies that can be used to shape and stabilize metastable struc-
tures by controlling the surface energy. This happens in the
gas phase, contrary to the neutral gas systems where very
high surface temperatures are required to decompose precur-
sor species. The PSSs are also in most cases strongly non-
equilibrium; for example, the effective temperatures of elec-
trons are typically of the order of a few tens of thousand
degrees (typically, a few electron volts) while other species
remain at much lower temperatures which are often close to
room temperature ( 0.026 eV).4
This opens new opportunities for effective energy
exchange between the NSs and the environment, yet main-
taining the growth surfaces at very low temperatures. Hence,
the rates of the matter=energy exchange in such dissipative
systems can be very high, which underpins the intrinsic abil-
ity of the plasma–solid systems for self-organization (and
eventually form nanostructure arrays of the required unifor-
mity=order=disorder), which in turn can be guided through
several driving (e.g., long-range electrostatic and magnetic)
forces, unique to the plasma. The plasma process environ-
ments also provide very effective elimination of very toxic
gases (e.g., due to high energy densities the open-air flamma-
ble silane SiH4 gas is easily reformed into totally harmless
silicon) and almost any possibility to inhale the as-produced
nanoparticles, which in most cases are surface-bound. This
makes the plasma-based processes environment- and human-
health benign.
It is important to note that the self-organized complex
plasma–solid systems should be treated by adapting and
appropriately advancing the relevant approaches from the
plasma physics, surface and materials science, theory and
applications of complex systems, as well as several other
related science and engineering fields. This multidisciplinary
approach should be used to discover the most effective fac-
tors to control the matter and energy fluxes at multiple scales
(including the nanoscale) and hence, the development of
individual nanostructures and their self-organization into pat-
terns=arrays. Figures 4 and 5 show examples of surface proc-
esses and restructuring of individual nanostructures on
plasma-exposed solid surfaces, whereas Fig. 6 shows repre-
sentative examples of more complex arrangements of nano-
structures in patterns, nanoarrays, and elements of devices.
The issue of deterministic development of such self-
organized systems is very complex and should also take into
account the specific requirements of the envisaged applica-
tions using the most suitable processes and plasma-related
controls. Predictive multiscale hybrid numerical simulations
which involve step-by-step predictions of the system behav-
ior, comparison with the preset parameters=patterns, fol-
lowed by appropriate adjustment of the process parameters,
are indispensable in this regard. However, practical imple-
mentation of this approach requires sophisticated analysis of
a very large number of elementary processes in the ionized
gas phase and on solid surfaces.32,33 This effort has a strong
potential to bridge the plasma physics, nanoscience, and sur-
face science.34
In the plasma–solid systems, exotic nanostructures and
self-organized patterns (representative examples are shown
in Figs. 6 and 7) can be created under conditions that are sig-
nificantly further away from equilibrium than in common
physical=chemical vapor deposition systems. Figure 2 sug-
gests viable and effective kinetic strategies for the assembly,
decoration, and stabilization of such nanostructures well
before they will be able to rearrange into thermodynamics-
prescribed basic shapes (shape 4 in Fig. 2). These strategies
involve the stages of creation, delivery, redistribution, and
stacking of BUs into the desired shape=structure followed by
the rapid stabilization of the metastable structures using con-
trolled fluxes of energy and matter from=to the plasma.
For example, if one wants to assemble the least thermo-
dynamically preferred shape 1, one should create and
deliver appropriate BUs in a way that they stack along the
vertical direction. In other words, the BUs should preferen-
tially nucleate new layers=facets perpendicular to the direc-
tion of one-dimensional growth.35 According to the crystal
shape selection rules,36 the above facet should have the
highest surface energy per unit area, whereas the lateral sur-
face of the metastable structure 1 should have as low surface
energy per unit area as possible. This can be achieved, for
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example, by terminating the surface with a hydrogen mono-
layer. If the surface is terminated, then the new BUs can de-
posit and migrate about the surface as sketched in Fig. 4 but
cannot stack into the structure [green/light arrow in Fig.
5(b)] or nucleate new facets [Fig. 5(c)]. Moreover, the appli-
cation of the surface terminating monolayer creates the
additional energy barrier DU12 for structure 1 to reshape
into the more stable (in the thermodynamic sense) structure
2 (Fig. 2). Indeed, a significant amount of energy is required
to reactivate the lateral surface37–39 of the structure 1 and
remove a significant amount of atoms from the top facet
(e.g., via the plasma etching or sputtering) and then deposit
most of the incoming BUs onto the lateral surface. The com-
bination of these processes may lead to the formation of
another metastable structure 2, whose electronic and other
properties will certainly be different from the properties of
other metastable structures 1 and 3 and the “ground-state”
structure 4 in Fig. 2.
Therefore, if structure 1 is the target, it should be created
kinetically fast and then stabilized (by applying the appropri-
ate energy barrier), also kinetically fast, well before the proc-
esses of rearrangement of atoms can come into play. This
condition can be summarized in the following inequality:
sgen þ sdeliv þ sdiff þ sincorp þ srecryst þ scoat < strans; (2)
where sgen and sdeliv are the times required to generate and
deliver the most appropriate BUs to the nanoassembly site,
respectively, sdiff is the time of BU diffusion=hopping about
FIG. 5. (Color online) Rearrangement of a Ge quantum dot on a Si substrate
from a disordered amorphous (a) to the faceted crystalline (c) state. Adatoms
migrate along the crystal borders and about the surface (black arrows) before
they eventually incorporate into the crystalline structure (green/light arrow)
of the quantum dot. Results of kinetic Monte Carlo (KMC) simulations
(Courtesy of I. Levchenko and K. Ostrikov).
FIG. 4. (Color online) Some elementary processes of plasma–surface inter-
actions in the growth of nanopyramid-shaped, single-crystalline Si quantum
dot [panel (a) shows side view and panel (b) shows top view]. Plasma-gener-
ated species deposit on the open surface areas or nanocrystal facets and
migrate about the surface. With some probability, the species also detach
from the surfaces or borders of the nanostructure. The Si QDs are visualized
using the results of numerical simulations (Courtesy of I. Levchenko and
K. Ostrikov).
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the surface [process denoted by a black arrow in Fig. 5(b)],
sincorp is the time needed to incorporate the BU into the facet
as shown by the green arrow and a purple circle in Fig. 5(b),
srecryst is the recrystallization time [the time for the transition
between the amorphous quantum dot structure with disor-
dered edges in Fig. 5(a) and the crystallized QD in Fig. 5(c)],
and scoat is the time required to apply a surface terminating
coating (e.g., a hydrogen monolayer). Here, strans is the time
period during which thermal fluctuations (which are persent
in any synthesis=process environment or operating device)
can destroy the unterminated=unstabilized structure [e.g.,
regular structure in Fig. 5(c) can be brought into the disor-
dered state in Fig. 5(a)].
The low-temperature plasma environments offer signifi-
cant advantages at every particular step of the formation of
metastable nanostructures described by Eq. (2). For example,
electron-impact reactions (ionization, dissociation, etc.) ena-
ble fast formation of the required atomic, radical, and ionic
BUs within the period of time sgen. The presence of the ionic
component makes it possible to deliver atomic matter to the
specified locations (e.g., the top facet in structure 1 in Fig. 2)
much faster than neutral species in most of the neutral gas-
based processes, thus substantially shortening sdeliv. The
rates of diffusion of adsorbed species on plasma-exposed
surfaces are also notably higher owing to the additional
plasma-related heating and polarization effects.29 The times
FIG. 6. (Color online) A core-shell SiC
quantum dot on a Si substrate (a), micro-
scopic topography of distribution of sur-
face energy on a rough Si surface (b),
schematic of using carbon nanotubes as
interlevel vias in nanoelectronics (c), a
clearly faceted single-crystalline Si
nanopyramid (d), representative three-
dimensional array of high-aspect-ratio
nanostructures (e), atomic force micros-
copy (AFM) image (f), and numerical
simulation (g) of Ni nanoislands pre-
pared for the synthesis of carbon nano-
tube arrays (Courtesy of I. Levchenko
and K. Ostrikov).
FIG. 7. Side (a) and top (b) views of Si
nanopyramids synthesized via direct ex-
posure of a Si surface to low-tempera-
ture ArþH 2 plasmas; single-crystalline
AlN nanorods (c); and ZnO pear-shaped
nanoparticles (d) (S. Xu, S. Y. Huang,
and K. Ostrikov, unpublished); hierarch-
ical array of Si nanocones (S. Kumar, D.
H. Seo, and K. Ostrikov, unpublished);
(e) and single-walled carbon nanotube
networks (Courtesy of Z. J. Han,
S. Yick, and K. Ostrikov).
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sincorp and srecryst can also be shorter in the plasma case
because the energy delivered through the plasma ion bom-
bardment and exothermic surface recombination of reactive
radicals is mainly concentrated in the near-surface area
where the relevant atomic rearrangements take place. The
plasma has also been instrumental in highly effective pro-
duction of reactive hydrogen atoms via dissociation of
hydrogen molecues and hydrogen abstraction from hydro-
gen-bearing molecules. The H atoms were in turn used to
produce various freestanding and surface-bound silicon-
based nanostructures with regular (e.g., cube, pyramid, cone,
etc.) shapes.40–43 More importantly, these shapes can only be
produced under conditions of nonequilibrium plasma hydro-
genation. Given the extremely small mass and very high den-
sity of hydrogen atoms in a plasma, one can also expect the
time required for the monolayer coating formation scoat to be
shorter than in similar neutral gas-based processes. We
emphasize that metastable nanostructures usually feature
very large surface energies that have to be reduced to make
them more stable. Surface termination by the reactive plasma
radicals (which are not only limited to hydrogen atoms dis-
cussed above and can be selected to maximize the effect)
can transform the metastable structures into the minimum-
energy, most stable (in a thermodynamic sense) structures.
This approach has been shown to be viable in recent experi-
ments on transforming bare silicon nanocones into originally
less stable nanopyramids by terminating their surface by
hydrogen atoms.41 Although the specific mechanisms still
remain unclear, other authors also reported on the possibility
to produce Si cubic nanocrystals using hydrogen termination
in a plasma,44 whereas the shapes of bare Si nanocrystals
tend to be close to spherical.45,46
To summarize, the above plasma-based nonequilibrium
nanoarchitectronics approach involves the following stages:
• select the desired structure and its formation conditions;
• choose the most appropriate building units;
• find out how stable the desired state is and how long does
it take to transit to the equilibrium or another metastable
state and which energy barriers need to be overcome;
• deliver the building units, redistribute, and stack into the
desired shape=patterns faster than the transition to another,
unwanted state;
• apply a suitable energy barrier (e.g., hydrogen monolayer)
to keep the atomic stack in the desired state; this must also
occur before the transition to another state.
The development at the next (two-dimensional array on
the surface) hierarchical level critically depends on the ability
to control the nucleation spots and nuclei of the metastable
nanostructures. This control can be achieved by using the op-
timum combinations of surface features (e.g., elements of sur-
face morphology), supersaturation-, surface energy-, stress-
and plasma=charge-related effects. This will eventually make
it possible to solve the persistent problem of controlled nucle-
ation on charged surfaces exposed to ion=electron fluxes and
overcome the limited spatial resolution of many existing
laser-=ion beam-based pattern writing techniques. The latter
techniques cannot create dense arrays of small nanostruc-
tures, which is essential in nano-=optoelectronic and other
applications. Preliminary numerical and experimental results
suggest that exposure to nonequilibrium plasmas can result in
uniquely localized patterns of distribution of the surface
stress, surface energy [Fig. 6(b)], heating and building unit
trapping zones, localized temperature, and eventually uni-
formly and closely located nucleation spots [Fig. 6(g)]. The
latter spots eventually develop in two-dimensional nanoar-
rays, with a representative example shown in Fig. 6(f). For
discussion of the possibility to control and predict the nano-
structure nucleation spots the reader should be referred
elsewhere.47,48
It is important to mention that the nanostructures should
nucleate, grow, and self-organize into large patterns=arrays
in a correlated way. These processes are in turn determined
by the highly nonuniform fluxes of energy and matter over
the larger scales comparable with the typical pattern=array
dimensions (e.g., from submicrometers to tens of micro-
meters). The relevant processes should also be kinetically
fast to ensure that the growth, shaping, rearrangement, and
stabilization of the nanostructures proceeds sufficiently rap-
idly while the whole pattern still remains in a metastable
state. Unfortunately, in the most common thermal vapor dep-
osition systems the processes of delivery of building units to
and their redistribution over the solid surface are often too
slow to implement this.49 It is known that by using plasmas
or ion beams, one can significantly enhance the rates of
building unit delivery and also reduce activation barriers for
surface diffusion, the main mechanism of species redistribu-
tion over nanostructured surfaces.26,29 The plasma–surface
interactions are also expected to lead to major energy gains
due to localized energy deposition and the resulting nonuni-
form microscopic topography of quasiequilibrium tempera-
ture fields.50 In addition, transient local heating of selected
surface areas leads to the enhanced diffusion and nucleation
processes during these short and strongly nonequilibrium
processes. These kinetically fast processes are the essential
prerequisites for the creation of self-organized arrays of
exotic metastable nanostructures under far-from-equilibrium
conditions.51
However, it is not presently clear exactly how the higher
complexity of the PSSs can enable plasma-specific paths to
control nucleation of individual structures and their self-orga-
nization in large patterns with the required ordering and uni-
formity. It is presently known how the electric field-, charge-,
ion-, polarization-, and other plasma-related effects52–55 (in
combination with surface=material-specific effects) result in:
(i) controlled spots of nanostructure nucleation on the surface;
(ii) desired selection of the structure (e.g., through enhanced
crystallization), shapes, and elemental composition at early
stages of the structure formation. On the other hand, enabling
highly correlated development of individual objects still
remains a major challenge. Results on the development of
highly uniform three-dimensional arrays of carbon nanotips
from essentially nonuniform catalyst patterns30 is an encour-
aging stimulus to continue investigations in this direction.
This can be achieved by controlling the driving forces
for self-organization (e.g., by electric-field-directed fluxes of
polarizable adatoms, adradicals, and adions which in turn
form self-adjustable two-dimensional density fields30,31,56,57
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and several other unique effects not common to neutral gas
systems.3,28 Recent results on the prediction of nucleation
spots of SiO2 nanodots in specific areas
58 and development
of uniform self-organized arrays of Ni nanodots56 on
plasma-exposed Si surfaces suggest the possibility to extend
this approach to many other materials systems and plasma
types, favorably taking into account the environmental clean-
liness and energy efficiency of the plasma-based processes
involved.
V. APPLICATIONS AND LINKS WITH OTHER
DISCIPLINES
The metastable nanoscale objects produced using the
nonequilibrium plasma nanoarchitectronics approach can in
many cases be very different from the common equilibrium
structures created via most commonly used neutral gas vapor
or wet chemistry routes. For instance, such objects can have
exotic shapes characterized by the strong presence of crystal
facets with higher surface energies. This is why these struc-
tures will offer very different properties and responses in
applications. The uniquenness of the approach is in using
highly dissociated and ionized (atomic, radical, and ionic)
matter and high densities=fluxes of energy that are
exchanged (supplied and dissipated) at much faster rates
than in most other common nanoscale synthesis environ-
ments. And, since the ability of any system to self-organize
is intimately related to the rates or energy and matter
exchange with the environment, the plasma–solid systems
are ideally suited to create a virtually unlimited number of
self-organized patterns and arrays of nanostructures not
achievable by other means.
Some examples of applications that require effective
control of energy and matter at the nanoscale are shown in
Figs. 6(a), 6(c), 6(d), and 6(e). Figure 6(a) shows an example
of a small (approximately 6 nm in diameter) core-shell quan-
tum dot with a clear separation of the constituent atoms in
the core (of approximately 4 nm in diameter) and the outer
shell. Numerical simulations predict the possibility of forma-
tion of such structures by precisely controlling the incoming
fluxes of constituent atoms.59 Figure 6(c) depicts the use of
vertically aligned single-walled carbon nanotubes (SWCNTs)
as vias (vertical highly-conducting connections) between
different layers in a nanoelectronic device. In this case, high-
precision positioning and growth in the specified device loca-
tions is required. The most significant challenge in this regard
is to reduce the SWCNT nucleation and growth temperature
to the temperatures acceptable by the nanoelectronic technol-
ogy. The typical growth temperatures of SWCNTs in thermal
CVD processes often exceed 1000  C. However, the use of
plasma discharges made it possible to substantially reduce
the thermal losses and lower the growth temperatures to 400–
600 C.60 A representative example of a dense network of
single-walled carbon nanotubes is shown in an SEM micro-
graph in Fig. 7(f).
As discussed above, the shapes of individual nanostruc-
tures can be effectively tailored by localized (nanoscale)
control of the surface energy under different plasma condi-
tions. In this way, one can achieve a clearly resolved faceting
seen in surface-supported nanocrystals depicted in Figs. 6(d)
and 7(a)–7(c). However, highly coordinated (entangled) de-
velopment of arrays of nanostructures of a very similar size
and shape, although possible to predict via large-scale nu-
merical simulations [Fig. 6(e)], is extremely challenging to
achieve experimentally. For instance, Fig. 7(e) shows a tri-
leveled hierarchical array of silicon nanocones synthesized
at the Plasma Nanoscience Center Australia (PNCA) by
direct exposure of a Si(100) wafer to low-temperature rf
plasmas of ArþH2 mixtures. One should also be aware of
possible negative effects of the plasma exposure such as
excessive ion impact, which is believed to be the reason behind
the crater formation on the top surfaces of pear-shaped ZnO
nanoparticles shown in Fig. 7(d). In this case, manipulation
with different degrees of the plasma remoteness from the
deposition substrate (which effectively controls the ion
energy and flux) may be very useful.
Figure 8 shows an example of a multistep plasma-based
nanodevice fabrication process which requires strict control
of energy and matter at the nanoscale. Indeed, the process
starts from a self-organized array of metal catalyst nanopar-
ticles from which multiwalled carbon nanotubes nucleate and
then develop in a tip-led growth mode. The next stage
involves the growth of highly conducting nanowall or gra-
phene flake connections between the nanotubes. After these
connections are formed (stage 4 in Fig. 8), the insulating host
matrix is deposited to cover the nanotube–nanowall two-
dimensional structure up to the level of catalyst nanoparticles
located on top of the nanotubes. Finally, after (optional) re-
moval of the catalyst (e.g., by using reactive ion or wet chem-
ical etching), the device element can be used in applications.
It is interesting that the ideas of nanoscale control of
energy and matter run across several disciplines. One of the
closest links of the Plasma Nanoscience with nanoelec-
tronics, energy conversion (e.g., photovoltaics), photonics,
and nanoplasmonics is sketched in Fig. 9. The intrinsic link
between these disciplines is materialized through the excita-
tion of surface plasmon resonances in self-organized arrays
of metal nanoparticles with the required nanoparticle density,
sizes, and shapes.61 The nonequilibrium nanoarchitectronics
approach discussed in the previous sections (mostly for
nanoelectronics-related applications) can be used as a viable
FIG. 8. (Color online) A typical sequence of steps in the fabrication of a de-
vice element using carbon nanotubes and nanowalls (graphene flakes).
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nanofabrication platform of such nanoarrays. On the other
hand, the plasmonic resonances create unique nonuniform
distributions of electromagnetic fields in such nanoarrays;
the spatial scale of the electromagnetic field localization
effectively becomes much smaller than the wavelength of
light. These resonances depend on the electron number den-
sity (an essential attribute of electronics) and effectively
bridge photonics and nanoelectronics. This is only one exam-
ple of possible opportunities for synergies of the Plasma
Nanoscience with other disciplines. For the extended discus-
sion of the relation of the Plasma Nanoscience to diverse
multidisciplinary areas of research, the reader should be
referred elsewhere.62
VI. PSS-SPECIFIC CHALLENGES AND THE OUTLOOK
FOR FUTURE RESEARCH
The examples of the previous sections suggest that none-
quilibrium plasma–solid systems indeed have an outstanding
potential to enable effective control of energy and matter in
the process of production of self-organized arrays of metasta-
ble nanostructures tailored for specific applications. However,
there are many significant challenges that need to be solved
in the coming years to materialize this unique capability. It is
particularly important and challenging to:
• use the energy fluxes produced in the plasma environment
to overcome activation barriers and switch between meta-
stable states of exotic nanocrystals that are not achievable
via common thermal activation;
• significantly reduce the numbers of atoms commonly used
in present-day plasma-based nanoscale synthesis
processes;
• enable building unit supply-limited regimes, which are
very difficult to achieve using the existing pool of plasma
nanotools;
• introduce domains=groups of individual structures, using
phenomena-based criteria (e.g., rates of adatom capture)63
rather than commonly used purely geometrical factors;
• devise effective criteria for order, uniformity, and hierarch-
ical organization in the PSSs;
• enable highly correlated, entangled growth of nanostruc-
tures using long-range interaction factors;
FIG. 9. (Color online) Links of the plasma nanoscience with nanoelec-
tronics, photonics, photovoltaics, and nanoplasmonics.
• capitalize on unique transient thermal (e.g., localized heat
transfer) and surface rippling effects under nonequilibrium
conditions, to control the nanostructures from the moment
of nucleation;
• design and synthesize the nanoscale systems so as to maxi-
mize the properties required in any specific applications by
relating these properties to the size, shape, and mutual
locations of individual metastable nanostructures;
• develop new and effective ways to “freeze” small nano-
structures in the required structural and positional states by
devising and applying suitable energetic barriers and con-
trolling the surface energy;
• introduce the degrees of the system metastability
(“architectural exoticness”) and relate them to the degrees
of nonequilibrium within the system;
• control the nanostructure nucleation spots by localized ion
impacts;
• enhance surface diffusion, the main driving force for the
self-organization through reducing energy activation barriers
and use ionic and radical species with suitable energies;
• identify and achieve conditions in which different driving
forces (e.g., short-range or long-range, elastic or electric)
prevail;
• control kinetic pathways for self-organization by identify-
ing appropriate windows in parameter space for which the
“correct” processes operate and “incorrect” processes
freeze out;
• describe the plasma–solid systems as dissipative systems and
identify how interplay between dissipative forces and kinetic
barriers can lead to spontaneous generation of more complex
(e.g., better ordered) patterns under strongly nonequilibrium
plasma conditions, as compared with more common quasie-
quilibrium assembly in neutral gas environments.
Because of the thermal nonequilibrium and other unique
features of the plasma mentioned in Sec. IV, it presently
appears possible to develop the nanoscale patterns at much
lower surface temperatures compared to the equivalent neu-
tral gas processes. Under such conditions, the “natural” rear-
rangement of the as-created metastable structures to the
thermodynamically preferred equilibrium states (see Fig. 2)
usually takes much longer than in the equivalent neutral gas
systems. Hence, by using the plasma-produced building units
and lower process temperatures, there is more time available
to stabilize the metastable structures and the inequality (2)
should be satisfied relatively easier.
The above challenges can be realistically tackled by
applying the original concepts of the Plasma Nanoscience
and elaborating the “deterministic” sets of experimental pa-
rameters and most important operation regimes (e.g., remote,
diffuse, afterglow plasmas, etc.) and characteristics of the
plasma nanofabrication tools. A large body of literature (see
e.g., Refs. 3, 4, 28, 34, 40, 47, 64–85 and references therein)
clearly demonstrates several important advantages of plasma-
based processes in nanoscale synthesis and processing.
VII. CONCLUSION
Plasma-controlled kinetic processes under far-from-
equilibrium conditions have a great potential to defy many
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common thermodynamic (e.g., equilibrium shape selection)
rules and will eventually enable many unusual and yet
unknown possibilities for deterministic nanoassembly. More
importantly, numerous plasma-specific effects can be effec-
tively utilized to enable effective control during several steps
that have to happen during the fast process of formation of
customized self-organized arrays of metastable nanostruc-
tures with the tailored properties. These properties can be
precisely customized to achieve the nanoarray properties
suited for the targeted applications.
The approaches to control energy and matter in plasma–
surface interactions will eventually lead to faster, unprece-
dentedly clean, human-health-friendly, and energy-efficient
nanoscale synthesis and processing technologies. These
nanotechnologies in turn will be vital for the next-generation
renewable energy and light sources, biomedical devices, in-
formation and communication systems, as well as advanced
functional materials for applications ranging from basic
food, water, health, and clean environment needs to national
security and space missions—the factors that underpin sus-
tainable future development of humankind.
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