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Abstract - In this paper the robustness of Kalman 
filtering against uncertainties in process and 
measurement noise covariances is discussed. It is 
shown that a standard Kalman filter may not be 
robust enough if the process and measurement 
noise covariances are changed. A new filter is 
proposed which addresses the uncertainties in 
process and measurement noise covariances and 
gives better results than the standard Kalman 
filter. This new filter is used in simulation to 
estimate the health parameters of an aircraft gas 
turbine engine. 
 
Keywords: Kalman filtering, robust filtering, 
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I. INTRODUCTION 
 
In a standard Kalman filter, all the 
system characteristics (i.e., the system model, 
initial conditions, and noise characteristics) have 
to be specified a priori. However, if there is 
uncertainty in any of these characteristics, the 
filter may not be robust enough. In this paper, an 
alternate filter is proposed which performs better 
than the standard Kalman filter for uncertainties 
in both process and measurement noise 
covariances.  
  Most of the recent research in the robust 
filtering field has dealt with bounded parameter 
uncertainty or Kalman filtering with an H-
infinity norm constraint. Ian R. Petersen [5] is 
about designing robust state feedback controllers 
and steady state robust state estimators for 
uncertain linear systems with norm bounded 
uncertainties. In this method a guaranteed cost 
quadratic controller is proposed and a quadratic 
guaranteed estimator is developed based on the 
duality. The uncertainties in this work had 
known upper bounds. Lihua Xie [6] proposes a 
state estimator which guarantees a bound on 
estimation error covariance for all admissible 
uncertainties in the state and output model. 
Wassim M. Haddad [9] considers parametric 
uncertainties in plant model. An estimation error 
bound suggested by multiplicative white noise 
modeling is utilized for guaranteeing robust 
estimation over a specified range of parameter 
uncertainties. In Dah-Jing Jwo [10] the 
measurement noise covariance matrix and 
estimation error covariance matrix is identified 
with a fuzzy method combined with neural 
networks. Mehra [11] classified the estimation of 
covariance matrices into four categories: 
Bayesian, maximum likelihood, correlation and 
covariance matching. Zhiqian Weng [12] 
proposes an evolutionary programming 
technique for uncertain systems with unknown 
but bounded uncertain parameters by interval 
systems.  This paper deals with minimizing the 
average estimation error in the presence of 
uncertainties in process noise and measurement 
noise covariances. This paper does not assume 
any bounds on the uncertainties in covariance 
matrices but is based on the knowledge of the 
statistics of the uncertainties. 
 
The remaining sections of the paper proceed as 
follows. Section 2 is concerned with the general 
state estimation problem. Section 3 introduces 
uncertainties into process and measurement noise 
covariances and deals with robust estimation 
analysis. Some preliminary results are shown in 
Section 4 for aircraft gas turbine engine. Section 
5 presents conclusions and future research issues. 
 
II. THE STATE ESTIMATION PROBLEM 
 
This analysis is based on [1], which applies to 
continuous time systems, and is extended in this 
paper to discrete time systems and applied to 
aircraft gas turbine engine health estimation. 
Consider a linear stochastic system represented 
by 
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Here x is the system state vector, y is the 
measurement vector, u is the input vector, w is 
the process noise vector and v is the 
measurement noise vector. A, Bu, Bw and C are 
matrices of appropriate dimensions. w and v in 
this case are assumed to be mutually independent 
and zero mean white noise. The covariances of w 
and v are given as 
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The state estimate equations before and after the 
measurements are processed are given as [2] 
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Where Kk is the Kalman filter gain. 
The estimation error is defined as follows: 
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From equations (1) and (3) the estimation error 
satisfies the equation 
kkkwkkk
Using the noise characteristics in equation (2) the 
steady state error covariance P becomes solution  
vAKwBeCAKAe −+−=+ )(1        (4) 
to the following equation [4]: 
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Where P is defined as  
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When R = 0 (no measurement noise), equation 
(5) becomes 
T
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Where X1 is the estimation error covariance due 
to process noise only. 
When Q = 0 (no process noise), equation (5) 
becomes  
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Where X2 is the estimation error covariance due 
to observation noise only. 
Adding equations (7) and (8) gives the 
following: 
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This shows that when Q, R are not zero at the 
same time, the solution P of equation (5) 
becomes:  
P = X1+X2                                                      (10) 
This is the estimation error covariance in the 
presence of both the process and measurement 
noise. Thus, it is shown to a linear combination 
of the estimation error covariance when only one 
of the noises is present. 
This linear combination helps in realizing the 
performance index of the Kalman Filter, which 
would be a linear combination of functions of X1 
and X2. 
Therefore, in the standard Kalman filter, the 
filter gain K minimizes the following 
performance index [3]: 
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where tr( ) denotes the trace of a matrix. If there 
are no uncertainties in the process and 
measurement noise covariances the performance 
index J attains a global minimum using the 
standard Kalman filter. But if there were 
uncertainties in Q and R, J would not attain a 
minimum. Let us now consider the case where 
there are uncertainties in Q and R. 
 
III ROBUSTNESS ANALYSIS OF THE 
KALMAN FILTER 
This section considers variations in the 
process and measurement noise covariances. The 
covariance matrices of the process noise and 
measurement noise are assumed to change from 
nominal covariances  to  using 
scalars 
RQ, RQ ~,~
βα ,  as follows:  
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where βα ,  are random variables. βα ,  are 
assumed to be zero mean and uncorrelated. The 
estimation error P changes to P~  when the noise 
covariances change from Q to  and R to Q~ R~ . If 
PPP ∆+=~ is substituted in equation (5), 
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P~  is the sum of the solution of the following 
two equations corresponding to R = 0 and Q = 0 
respectively. 
T
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Comparing with (7) and (8) we can see that.  
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~,~ XXXX βα ==                              (17)      
where  and  are the solutions of 
equations (7) and (8). Then the change in the 
estimation error covariance 
1X 2X
P∆  is described 
using  and  as follows: 1X 2X
21 XXP βα +=∆                                    (18) 
Then the variation of the performance index is as 
follows: 
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Let us now consider the sensitivity of the 
performance index to βα , . Here βα ,  are 
random variables expressing uncertainties of 
noise covariances as follows: 
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From the above characteristics, the mean of the 
change of the performance index is given as 
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So the mean of the variation of the 
performance index is zero. The variance of the 
change of the performance index becomes 
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Considering (22) and (23), if we minimize the 
variance of the change of the performance index, 
we make the filter robust to changes in Q and R. 
Ideally we would like to have the performance 
index for the filter with uncertain Q and R to be  
(23). But we want to balance the performance of 
the estimator under nominal conditions (nominal 
Q and R) with the performance of the estimator 
under off-nominal conditions (off-nominal Q and 
R). In order to achieve this balance, we want to 
have the performance index be a combination of 
the standard cost function and the variance of the 
change in the standard cost function.  
From the the performance index for the 
robust Kalman filter can be given as: 
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where ρ1 and ρ2 provide relative weighting to 
nominal performance and robustness. This 
results in a new Kalman gain to minimize the 
new performance index. The robust Kalman 
filter is developed with the steady state gain of 
the standard Kalman filter and using the hybrid 
gradient descent algorithm a new Kalman gain is 
realized which minimizes the new performance 
index. Using this new Kalman gain the 
estimation error will be found to be less than the 
standard Kalman filter when there is an 
uncertainty in the noise covariances. 
The hybrid gradient descent algorithm to realize 
the gain can be summarized as follows 
To find the minimum of new J ,
K
J
∂
∂  has to be 
found. But 
K
J
∂
∂  cannot be found analytically as J 
is not an explicit function of K . J is an analytical 
function of X1 and X2 i.e. J= f(X1, X2) and X1 
and X2 are numerical functions of K. 
Therefore
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∂
∂  given analytically which are given 
as  
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where I stands for the identity matrix of 
appropriate dimension. 
K
X
K
X
∂
∂
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∂ 21 ,  are computed 
numerically. The calculation of these partial 
derivatives is complex as the numerator and 
denominator are both matrices. In order to 
compute these partials each element of K is 
perturbed from its nominal value and then the 
new X1 and X2 are calculated. 
This calculation of partial of X1 and X2 with 
respect to K is not straightforward as both X1, 
X2 and K are all matrices. In order to compute 
these partials each element of K is perturbed and 
the corresponding change in X1 and X2 is 
calculated numerically. So every time X1 and X2 
are calculated a discrete time Ricatti equation has 
to be solved, which is computationally very 
expensive. The calculation of partial of X1 with 
K is shown here for limiting the space. Similar 
results apply to calculate the partial of X2.  
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where ∆X1 is the change in X1 caused by 
perturbation of ith row jth column element of K. 
This perturbation is carried out for all the 
elements of K. Then, these partials are so 
multiplied that the change in each element of X1 
for change in all the elements of K is achieved. 
After this partial is evaluated the gradient 
descent steps are given as follows. 
Step1. Start with nominal value of K as 
standard Kalman gain 
Step2. Compute i
J at K K
K
∂ =∂  
Step3. If QuitTolerance
K
J ,<∂
∂
 
Step4. 
K
JKK ii ∂
∂−=+ ε1  
Step5. Go to step 2 
Special care has to be taken to come up 
with the gradient descent step size and the 
perturbation size to find the partial derivative. 
 Computationally this method is time 
consuming but this is a straightforward method 
of realizing a new Kalman gain. Computationally 
it may be better to use efficient search algorithms 
than gradient descent. 
 
IV SIMULATION RESULTS 
 
The performance of an aircraft gas turbine 
engine deteriorates over time. This deterioration 
reduces the fuel economy of the engine[13]. To 
determine the health of the engine, data is 
periodically collected and is used to decide 
maintenance schedules. The data is then used to 
come up with the linearized model of the engine 
using the DIGTEM software, a public domain 
turbofan software simulation developed by the 
NASA Glenn Research Center [7],[14]. Three 
seconds of data are collected at 10 Hz every 
flight. In order to check the application of this 
paper, 50 flights are simulated.. As the system is 
highly complex evaluate, the results presented 
here are not optimal, as the algorithm had not 
converged in a given time frame (see Figure 1). 
It took 96 hours of computation on a Pentium-
IV, 1.8 GHz, 256 MB RAM system for the 
system to complete the iterations shown in 
Figure 1.This is because for every iteration in 
gradient descent algorithm there are 
1152(2x2x12x24) Ricati equations to be solved 
in MATLAB© (the Kalman gain matrix is 12 x 
24, there are 2 Riccati equations to solve for [X1 
and X2], and 2 evaluations of each Riccati 
equation is required to approximate the partial 
derivative). Each Ricati takes about 5.5 seconds 
to be solved. Figure 3 illustrates the nonlinearity 
of performance index with respect to two 
different elements of K for a turbofan health 
parameter estimation problem. Although the 
gradient descent algorithm did not converge, the 
suboptimal results verify that the robust Kalman 
filter may provide an attractive filtering option 
when there are uncertainties in the noise 
covariances. The results here are shown only for 
the presence of measurement noise uncertainty 
but no process noise uncertainty as the system 
model obtained by DIGTEM is assumed to be 
accurate. In other words, we used  and 
 in equation (21). The nonlinearity of 
the performance index with two different 
elements of K is given in Figure3. 
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Figure 1 Cost function vs. number of iterations. 
This represents four days of CPU time 
 
The new Kalman gain realized after these 
iterations resulted in a filter that was unstable. So 
we had to realize a new gain which is a linear 
combination of the standard Kalman gain 
(Ks)and the robust Kalman gain(Kr). So the new 
gain is given as follows 
rsnew KKK )1( ηη −+=                            (28)                               
Where η  is determined heuristically to give a 
stable but robust filter. η  which is used for the 
simulation result shown in Figure 2 is 0.7. The 
health parameters that are to be estimated are as 
follows. 
• Fan airflow 
• Fan efficiency 
• Compressor airflow 
• Compressor efficiency 
• High pressure turbine airflow 
• High pressure turbine enthalpy change 
• Low pressure turbine airflow 
• Low pressure turbine enthalpy change 
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Figure 2 Performance of filters for various 
measurement noise perturbations 
 
0
5
10
15
0
10
20
30
-5
0
5
10
J Vs K(1,3) and K(23,7)  
 
Figure 3 Performance index as a function of two 
elements of K 
 
In the condition that there are no 
uncertainties in the noise covariances, the 
standard Kalman filter is expected to perform 
better than the robust Kalman filter. Simulation 
results are in accordance with this theory. These 
results are shown in Table 2. Although the robust 
filter does not perform as well as the standard 
filter, the drop off in performance is slight, and it 
may be worth the extra robustness that is 
obtained as seen in Table 1. 
Figure 2 shows the average RMS 
estimation error for the two filters for the various 
changes in the measurement noise covariance. 
As expected, when the covariance change is 
zero, the standard Kalman filter outperforms the 
robust Kalman filter. However, as the covariance 
changes more and more, the robust filter gains 
more and more performance relative to the 
standard filter. 
 
Health 
Parameter # 
Standard KF 
RMS error 
Robust KF 
RMS error 
1 14.0 12.8 
2 16.6 17.3 
3 8.15 7.3 
4 12.5 12.3 
5 6.7 6.7 
6 12.1 11.0 
7 9.3 8.5 
8 10.5 9.7 
Average 11.3 10.7 
Table 1 – Health parameter estimation errors 
(percent) when the variation in the measurement 
noise covariance is two standard deviations; 
η=0.7 
 
 
 
Health 
Parameter # 
Standard KF 
RMS error 
Robust KF 
RMS error 
1 5.5 4.6 
2 6.7 7.1 
3 2.9 3.0 
4 5.6 5.7 
5 2.6 5.5 
6 4.7 5.0 
7 4.4 4.1 
8 6.8 6.7 
Average 4.9 5.2 
Table 2 – Health parameter estimation errors 
(percent) when there is no change in the 
measurement noise covariance; η=0.7
 
V CONCLUSION 
For the turbofan problem the health 
parameter estimates with the robust gain are 
better than the estimates with the standard 
Kalman gain if the measurement noise 
covariance increases by more than one standard 
deviation. The performance of the robust filter 
may improve if the solution to the gradient 
descent algorithm converges. Also, better 
performance may be obtained for other 
variations of η1 and η2.  
Other issues to be pursued in this area 
are the use of genetic algorithms instead of 
gradient descent for better convergence, and the 
feasibility of the application of the current 
algorithm for a time varying filter.  
The next immediate step is to look at 
the possibility of weighting data coming from 
different sensors depending on the confidence 
levels on the sensors. Right now β in (14) is 
same for all the elements in R. This would not be 
the case when we have different confidence 
levels on different sensors. This issue is currently 
being pursued. Another step is to extend this 
work to other turbofan simulation software [8]. 
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