The community structure detection in static networks often ignores the dynamic nature of the network and it is difficult to identify the evolution of community structure in dynamic networks. The community structure will converge or split as the nodes and edges change. Understanding the evolution of communities over time is an important issue in the study of social networks. Based on the characteristics of dynamic networks, this paper analyzed the influence of variables in dynamic networks structure. We proposed an Incremental algorithm with Coherent Neighborhood Propinquity in dynamic networks. The algorithm considered the direct and indirect effects of changing nodes in their previous communities. We also considered the coherent neighborhood propinquity and improved the influence range of variable nodes. Comparing with the traditional algorithms, the experimental results showed that the proposed algorithm has better performance and less running time.
I. INTRODUCTION
The internet has developed rapidly in recent years, and the number of users worldwide is close to 3.9 billion. People enjoy a variety of convenient services on the mobile Internet, such as making friends, ordering food, job hunting, reading news, watching videos, posting photos, sharing travel, and more. It can be said that online life has penetrated all aspects of our real life [1] . Social networks have a profound impact on people's behavior in real life. For example, we will buy products recommended by friends [2] , visit customers at a certain company, or have a vacation with our family. At the same time, real-life relationship also affects user relationships and community structures in social networks. The network community structure reflects the relationship of users in the network. The online social network is a typical dynamic network, such as the we may follow the new blogger, the network not only has the characteristic of dynamic change, but also has the high requirement to the computational complexity with large amount of data that changes at any time. There is growing interest in analyzing the formation and development
The associate editor coordinating the review of this manuscript and approving it for publication was Haishuai Wang . of the user community in the social network, as well as understanding the relevant internal relationships of individuals (or communities) over time. Hence, the Dynamic Community Discovery represents one of the most challenging problems and has become a hot topic of research for observing the evolution of community structure.
Some researchers considered that the dynamic network community structure changes on the time axis is flat with less large-scale sudden changes [3] . The social relationships implied in the dynamic community changes will slowly change, so the dynamic community delays smoothness in a short period of time. The community is defined as the nodes connected densely with each other in the same group and sparsely connected to other groups [4] . As time changes, the connection status of nodes in the network will also change accordingly. The link between two nodes will be appearing or disappearing over time. Among them, historical network information and current network information in a short period of time can be integrated to realize the overall community division in the network [5] . We can divide the community structure on the series of network snapshots.
The traditional community discovery algorithm mainly aims at the static network, and the topology of static network can reflect the aggregation result of network data in a certain time [6] . However, the basic attribute of social network is that the network topology changes dynamically with the change of time, so the traditional static community discovery algorithm cannot meet the demand of social network development and evolution over time. In order to meet the needs of the community dynamic analysis, some researchers simulated social network change by a series of static graphs [7] , [8] . They have mapped out different time slices in dynamic networks in order to realize the Community Structure Division of dynamic network. However, the network topology of each time slice has a large number of nodes and complex edges, which leads to a high time complexity for each global community partition. In fact, although social networks contain a large number of nodes, social networks change only a small number of nodes and edges in a short period of time, and a large number of network structures do not change [9] , [10] . Therefore, using the incremental analysis of network in the time period, the temporal complexity can be greatly reduced by the evolution of the community in a short time.
In this paper, we proposed an incremental-based dynamic network community detection algorithm. This algorithm improved the dynamic update method of the nodes influence, the relevance strength of user nodes, the influence of indirect nodes, and the affiliation weight of the node in community. The traditional incremental algorithm only considered the community belonging issues of the current changing nodes, it ignored the phenomenon that the community belonging value of their neighbor nodes will change correspondingly due to the changing nodes. Thus, the algorithm proposed in this paper computed the community belonging value of variable nodes and their neighbor nodes. Meanwhile, it also considered the topological change in the two-hop range caused by the changing nodes. The algorithm synthesizes the direct influence and indirect influence of the nodes to the community and synthesizes the historical data and the new variable data to determine the community division scheme of dynamic network.
II. RELATED WORK
The hidden evolution information of the dynamic community is more and more concerned. Some researcher analyzed the interaction between entities in different domains.
There are some researchers divided community structure by statistical characteristics. Nitzan revealed physical interaction networks from statistics of collective dynamics [11] , Nguyen utilized statistical graphical model to resolve inverse statistical problems [12] , Ma proposed the structural reconstruction though binary time series in complex network [13] . Falkowski et al. [14] proposed a new evaluation system that includes the static, density, and adhesion of the community.
In the application of dynamic network community detection, some scholars have studied the regular characteristics of dynamic network changes and analyzed the formation principles of dynamic community structure. Palla et al. [15] studied the dynamic evolution of the cooperative network of scientists and found that if there are large-scale changes in members of the community, the life cycle of these changed communities is longer. At the same time, some scholars have used the citation network as a research object and found that the large community structure in the network will shrink with time. Kumar et al. [16] analyzed two online social networks, Flickr and Yahoo, and found that the diameter of large communities in this type of network decreases with time. These algorithms considered the data of the whole network at each moment. However, the changes of users at different times are not large, which consumes a lot of computing resources.
At present, many researchers have proposed dynamic community detection based on the increment features. This type of algorithm is still subject to the smoothness feature. Based on this feature, when calculating the difference of the dynamic network community, retaining the community structure at the last moment only calculates the structure of the network change at this moment. Therefore, such an algorithm will save unnecessary time. The cost increases the efficiency of the algorithm. The current incremental dynamic community discovery is mainly divided into two categories, namely, incremental based on physics and incremental analysis based on network graph features. The incremental identification method based on physics is to treat the network as a fourdimensional space. Based on the law of universal gravitation, two forces of attraction and repulsive force between two objects [17] . Corresponding to the network, the relationship between two nodes can also be expressed by attractiveness and repulsive force. Through iterative incremental calculation, the attraction between nodes in the same community is increasing, and the repulsive force between communities Increasingly large, the nodes in the network are naturally formed into a community form.
The incremental identification method divided static network community based on network graph feature [17] , [18] in the initial network, and then analyze and calculate the newly added network information according to the changed network after time change. This small portion of the changed network structure avoids recalculation of content in the initial network. Since the algorithm is based on the static community discovery algorithm, its incremental strategy can be based on graph segmentation features, spectral features and matrix decomposition algorithms. IC algorithm [19] used the historical information of the social network and the current network topology information to analyze the current network community structure. The algorithm uses parameters to control whether the incrementally related nodes are divided into communities. However, the algorithm does not consider the phenomenon that the number of communities may change correspondingly with the dynamic changes of the community in the calculation process. Based on the MetaFac algorithm [20] , some scholars optimize it by the idea of tensor decomposition [20] , analyze the change relationship of network snapshots in different time slices according to network dynamics, and establish the update rule of tensor attenuation through historical network data, which is limited. The largest scale of tensor analyzes the dynamic network community structure. Some algorithms apply the static spectral clustering community partitioning algorithm to the dynamic community discovery algorithm by calculating the influence of varying nodes and edges on the network feature vector and introducing a transformed Laplacian matrix. This algorithm can reduce re-aggregation. The number of classes to improve computational performance. Xie et al. [21] based on the Label-Rank algorithm of label propagation, updated the label of the changing nodes in the dynamic network. Due to the randomness of label propagation, the network community structure in the adjacent time period changes greatly. The iLCD algorithm [22] used the set of varying edges in a dynamic network to calculate the impact of the added edge on the formed community and determine whether the edge joins the community. However, the algorithm ignored the disappearance of edges and nodes in the calculation process, so it cannot be used as a method for dynamic community evolution tracking. Nguyen et al. [23] analyzed the nodes' own characteristics and divided the nodes into two types of roles: leader and follower. It calculated the approximation between the nodes to define the incremental rules of the algorithm. In the DEMON algorithm [24] , the network divides the network structure by merging the local communities in which each node is formed. In this algorithm, all nodes need only be traversed once, and it is not necessary to traverse all nodes in the network multiple times with time. And the changed nodes can be processed at any time, but the algorithm is sensitive to the parameters adopted in the community merging process, and it is easy to form overlapping communities with high repetition.
III. BACKGROUND AND DEFINITIONS
In dynamic networks, it is often used G t (V t , E t ) to represent the structure of the network diagram at the t moment, which V t represents the nodes in the network at the t moment, E t represents the edge of the network at the t moment. We can represent the dynamic network as
the initial state of the network, V 0 is the collection of nodes in the network at the initial time, E 0 represents the set of edges in the network at the initial moment. G t = ( V t , E t ) is a differential network to show the changes at the adjacent time t − 1 and t, which V t represents the collection of changing nodes in the network during [t − 1, t]. E t represents the collection of changing nodes in the network during [t − 1, t]. The research of the dynamic network community detection is mainly expressed as discovered the community structure P t at t moment based on the known community structure P t−1 and the network snapshot G t at t moment, where P t = {C t,1 , C t,2 , . . . , C t,k }. The C t,1 means the first community in the network and k means the number of communities in the network at t moment.
The incremental community detection algorithm mainly considered the influence of changing nodes and edges to the whole communities in the interval time. It divided the changing node into the community generated or isolated nodes. Nguyen et al. [23] divide the changes in the two adjacent network snapshots into four operations: 1) Add node: we note v + ∈ (V t /V t−1 ) that the node does not exist at the t − 1 moment, but it appears at the present moment t. The collection of the changing nodes defined as V + . 2) Delete node: we note v − ∈ (V t−1 /V t ) that the node exists at the t − 1 moment, but it disappears at the present moment t. The collection of the changing nodes defined as V − . 3) Add edge: we note e + = (v u , v v ) ∈ (E t /E t−1 ) that the edge does not exist at the t − 1 moment, but it appears at the present momentt. The collection of the changing edges defined as E + . 4) Delete edge: we note e − = (v u , v v ) ∈ (E t−1 /E t ) that the edge exists at the t − 1 moment, but it disappears at the present moment t. The collection of the changing edges defined as E − . The above four operations generalized all the changes in the dynamic network, so that the network increment G t can be obtained by integrating these operations. It is expressed as
The algorithm proposed in this paper is based on the network incremental basis analysis. In this paper, it considered the associated information between nodes to calculate the relationship between the changing node and relation communities. We defined some expressing formulas:
The set of direct neighbor nodes of node v i is defined as:
The set of indirect neighbor nodes of node v i is defined as:
The set of direct neighbor nodes of node v i in the community c is defined as:
The set of indirect neighbor nodes of node v i in the community c is defined as:
The set of edges connecting the indirect neighbor nodes of node v i is defined as:
The set of edges connecting the indirect neighbor nodes of node v i in the community c is defined as:
IV. INCREMENTAL ALGORITHM WITH COHERENT NEIGHBORHOOD PROPINQUITY
Aiming at the characteristics of real-time change of nodes and edges in dynamic networks, we proposed an Incremental algorithm with Coherent Neighborhood Propinquity (ICNP) to detect the community structure quickly and accurately. Based on the foregoing premise, this paper considered the changing nodes and edges in the current network as compared with the previous time-slice network, considered the impact of the changes on their adjacent nodes and their communities. The community structure of the current network is based on historical information and changing information in the network.
A. NODE WEIGHT SETTING
In the incremental algorithm, the change of community structure depends on the influence of the changing node. Hence, the influence of the node and the affiliation of membership to the community are emphases in this paper. The traditional incremental algorithms only considered the degree of the node and the compactness of the adjacent nodes. This paper calculated the affiliation of the nodes to the community by combining the adjacent nodes and the relations between indirect adjacent nodes.
The direct affiliation weight of node v in community c is defined as: 
where, |com.N ind (v)| means the number of indirect neighbors of node v in the community c. |N ind (v)| indicates the number of indirect neighbors of the node v.
In addition, we also considered the closeness of the indirect neighbor nodes in the community c. If the indirect nodes are closely connected in the community c, the node v has a strength social cohesion with the community c, the affiliation to the community c should be higher. If the indirect nodes in the community c are isolated and not connected to each other, the social cohesion of community membership is lower than that of the former situation.
The cohesion of the indirect neighbors of node v in the community c is as follows:
where, |com.E ind (v)| means the number of edges connect the indirect neighbor nodes in the community c. The denominator in the formula indicates the number of edges that may exist between the nodes v in the community c between the indirect neighbor nodes.
Hence, the weight of the node v in the community c is:
If the indirect neighbor nodes of node v are not connected to each other in the community c, we will not calculate the cohesion of the indirect neighbor nodes.
In the Figure 2 , the simple network should be divided into two communities: Community A and Community B. We list the node relationship analysis and the affiliation weight in Table 1 and Table 2 respectively.
We can find the affiliation weight of node 9 in community A has the highest value. It is a result due to the fact that the direct nodes (node 1 and node 2), indirect nodes (node 3, 4 and 5) and the edges connect these indirect nodes (edges (3, 4) , (3, 5) and (4, 5) ) all in the same community A. We also can find the similar nodes 1, 2 and 3 have different affiliation weight in Community A. The node relationship analysis shows that node 3 has the most indirect nodes among the three nodes in community A. There is an edge between the nodes 1 and 9 as the indirect nodes of node 3. Hence, the affiliation weight of node 3 is higher than nodes 1 and 2 in community A, which is consistent with the physical explanation. Both node 1 and Node 2 have only one indirect node in community A, but node 1 has two indirect nodes located in different communities. There are some affiliation parts of node 1 belongs to community B. Hence, the w(2, A) is larger than w(1, A). In the community A, the node 4 is the weak spot because the direct node (node 6) belongs to the community B. Since node 4 has a direct neighbor (node 6) to an outside community, the proportion of its indirect neighbors in community B is naturally greater than others. The view of the graph shows that node 4 is a node connected between two communities, so the node 4 has a minimum affiliation weight for community A.
B. INCREMENTAL COMPUTATION
When a node in a dynamic network changes, the direct neighbor nodes will be influenced. If the node is an important node, the indirect neighbors will be affected, even the entire structure of the community will make a different. We proposed an ICNP (Incremental Computation with Coherent Neighborhood Propinquity) algorithm to update the affiliation of the communities in which the relevant neighborhood nodes are located and to determine whether there is a change in the community. It will analysis all the nodes within the bounds of two-hops range. The algorithm will recurse the analysis process until the community ownership of all nodes reaches a steady state. We defined the conditional formula as follow:
where w t (v, c j ) means the community affiliation weigh of node v in community c j at the t moment. w t−1 (v, c i ) means the community affiliation weigh of node v in community c i at the t − 1 moment. ε is the threshold to measure the role of nodes in the new community as the network changes at the t and t −1 moment. The larger the ε, the harder it is for the network to change, and the smaller the ε value, the more easily the network structure changes with the dynamic network.
We analysis the four different dynamic operations as shown below:
(1) Add edges without increasing the total number of nodes When the network adds an edge between two nodes at the t moment, we divide the situation into two types: situation X 1: the two nodes belong to the same community at the t − 1 moment, and situation X 2: the two nodes belong to different communities the t − 1 moment. 1) situation X 1: As shown in Figure 3 , the nodes a and b were in the same community. If there add an edge between node a and b, it not only will improve the community cohesion and the relationship between the two nodes, but also enhance the weight of node 4 to the community because the node a and b are both the indirect neighbor of node 4. Hence, the community structure will not change in the situation X 1, we need record the following incremental changes: i) Update the degree of the nodes a and b. ii) Update the indirect neighbor number. iii) Update the value of com.E ind (v)
2) situation X 2: As shown in Figure 4 ., the nodes a and b belong to different communities. If there add an edge between node a and b, it will reduce the affiliation weight of nodes a and b to their respective communities, and reduce the internal cohesion of the two communities. Therefore, in the case of adding edges, the affiliation weight of the two nodes with new edges to the connected community will be calculated according to the formula (5) . The detailed steps are as follows: < ε, it means the node a is not satisfied the change community conditions, then node a is still in the pervious community. We consider the node b:
< ε, node b will be divided into the community A. then we consider the direct and indirect neighbor nodes of node b. 
is not in community A, we use the conditional formula to determine the community affiliation.
> ε, we divide node a into community B.
(2) Cut edges without decreasing the total number of nodes When the network cuts an edge between two nodes at the t moment, we divide the situation into two types: situation X 3: the two nodes belong to different communities the t − 1 moment, and situation X 4: the two nodes belong to the same community at the t − 1 moment. 1) situation X 3: As shown in Figure 5 ., the nodes a and b were in the different communities. If there cut an edge between node a and b, it not only will improve the community cohesion and the relationship between the two nodes, but also enhance the affiliation weight of each community members. Hence, the community structure will not change in the situation X 3, we need record the following incremental changes: i) Update the degree of the nodes a and b. ii) Update the indirect neighbor number. iii) Update the com.E ind (v) value between indirect neighbors. 2) situation X 4: As shown in Figure 5 ., the nodes a and b are in the same community, but for different nodes in the same community, it can be divided into two situations: Figure 6a ) and Figure 6b ).
(1) In Figure 6a ), after the edge between the node a and the node b is deleted, the node b forms an acnode. The node b will be separated from the community A to become an independent community. The concrete steps are as follows:
1) Update the degree of the nodes a and b.
2) Update the indirect neighbor number. Figure 6b ), if the edges between the nodes a and nodes b are deleted, although the nodes do not form an acnode. However, the cohesion within the community will decrease. We will divide node a and nodes b into the suitable community by formula (5) . If there is no node x can make w t (a,c x )−w t−1 (a,c a ) w t−1 (a,c a ) > ε, the node still belongs to the original community. Otherwise, the membership between node a and the community where its direct and indirect neighbors are located will be calculated. If community x exists so that the condition w t (a,c x )−w t−1 (a,c a ) w t−1 (a,c a ) > ε is met, node a will be divided into community x and the data set of the direct and indirect neighbors will be updated. The corresponding node b also needs the above steps to be calculated in order to determine its community.
3) Update the com.E ind (v) value between indirect neighbors. (2) In
(3) Add Nodes In the case of adding and deleting nodes, the change of the acnode is the most obvious and simple situation. Because acnode does not have a structural impact on community membership whether exit or add. Hence, we simply modify the graph structure without too much calculation with acnode.
If the network adds node a at the t moment, we divide the situation into two types situation X 5: the node a is an acnode, and situation X 6: the node a is not an acnode.
1) situation X 5: If the added node is an acnode, like node a in Figure7a), it has no influence for the whole network structure, we just need add a community contains node a.
i) update the total number of nodes in the network ii) update the total number of communities in the network 2) situation X 6: As shown in figure Figure7b ), the node a maybe connects with multiple nodes in different communities. We will divide the node a into the community with maximum afflicted weight value. The concrete steps are as follows:
i) update the number of nodes in the network, ii) the degree of the direct neighbor node of the node a iii) update the number of direct and indirect nodes iv) the value of com.E ind (v) between the node a and the indirect nodes (3) Delete nodes If the network deletes node a at the t moment, we divide the situation into two types situation X 7: the node a is an acnode, and situation X 8: the node a is not an acnode.
1) situation X 7: If the deleted node is an acnode, like node a in Figure7a) . The node a is not connected to any node in the network, so deleting the node a at time t will not affect the community structure in the network. We will delete the node a in the network. The specific operation is as follows:
i) update the total number of nodes in the network ii) update the total number of communities in the network 2) situation X 8: As shown in figure Figure7b ), the node a maybe connects with multiple nodes in different communities and multiple edges in different communities may be deleted at the same time. Therefore, we will calculate the affiliation weight of the direct and indirect neighbors of the node a at the t − 1 moment, and determine whether it meets the conditions for replacing the community by formula (5) . The concrete steps are as follows:
i) update the number of nodes in the network, ii) the degree of the direct neighbor node of the node a iii) update the number of direct and indirect nodes iv) the value of com.E ind (v) between the node a and the indirect nodes
C. THRESHOLD ANALYSIS
We analysis the change in dynamic network community structures with different thresholds based on Enron Email Dataset provided on the CMU Computer Institute website [25] . The dataset is one of the most widely used public data sets in current social network research. It is a real dynamic network that forms the network structure, where 150 nodes represent the company's 150 executives, and the existing side of the network indicates that there is mail traffic between the two contacts. The dataset contains the Email data from 1 April 2000 to 1 April 2002. The network contains 8 snapshots with 3 months period.
The threshold ε has important influence on the performance of the changing nodes belonging. We determined the selection of threshold ε by observing the influence of the threshold ε on the modularity Q of network community and the stability S of the network structure. We use the common measures such as modularity Q to test the effects of this algorithm. where e ii is the fraction of edges in community i, and a i is the fraction of edges that link to vertices in community i. Higher values of Q (Q ∈ [−1, 1]) represent a more significant community structure. Another commonly used measure is stability S, which has become a de facto standard for the dynamic networks.
C t,i is the average number of nodes which change the community over time.
Because the dynamic network structure has the characteristics of short and smooth, and the larger the threshold value is obtained, the less easily the network structure is changed, the smaller the network structure changes with the variables in the network. Therefore, the range of ε values selected in the analysis test in this section is [0.02,0.2] and the value interval is 0.02. We observed the quality of community dividing with the threshold selection changes. Figure 8 . shows the curve of the average modularity of a network with a threshold change. Figure 8 shows that with the threshold value increases, the modularity of the network community decreases, which means that the higher the threshold, the less effective the community divided. The smaller the corresponding change threshold of network nodes, the more frequent the network changes, the more consistent with the current network structure. When the value is between 0.1 and 0.14, the module value of the network drops sharply. Because the threshold need not only module degree analysis, but also the auxiliary analysis of network stability. Figure 9 shows how the stability of the network changes with the threshold. As the threshold increases, the more stable the community structure of the network can be found in Figure 9 . This phenomenon accords with the definition of the community attribution condition of node change in the network. The stability of the network increases steeply during the threshold value of 0.8 to 0.12, and the stability after it is in a state of calm.
Hence, we integrated the network modularity and network stability, we set the threshold ε as 0.1 to divide the network satisfies the characteristics of the current time-slice community and has certain network stability.
V. EXPERIMENT
In this section, some experimental results are presented to test the performance of the ICNP algorithm. The experiments were focused on comparing the algorithms according to: (1) the quality of the unknown clustering with Q, (2) the quality of the known clustering with NMI, (3) the running time each algorithm spends for processing multiple additions/deletions.
A. REAL NETWORKS
In the Enron mail data set, we compared the performance of the FrameWork algorithm, FaceNet algorithm, IC algorithm and ICNP algorithm separately. The FrameWork Algorithm and Facet Algorithm are representative algorithms found by dynamic community, IC Algorithm is the representative algorithm in Incremental Algorithm. The FrameWork algorithm is an optimization-based approach for modeling dynamic community structure. It proved that finding the most explanatory community structure is NP-hard and APXhard, and proposed algorithms based on dynamic programming, exhaustive search, maximum matching, and greedy heuristics. FaceNet algorithm aimed at the problem of overlapping communities in dynamic network and proposed a soft community relationship with FrameWork for analyzing communities and evolution in dynamic network model. The algorithm used K-L distance to calculate the cost function of snapshot consumption and temporal consumption as the objective function, to analyze the community structure and current network as well as the previous time. Based on the similarity degree of network snapshot, the model can find the hidden non overlapping community and overlapping community structure in different time slices and can also show the community evolution in the network. The performance of the three representative algorithms and ICNP algorithms will be compared. Figure 10 showed the network modularity of the results of these four algorithms. It can be seen from the Figure 10 , the module value of the FrameWork Algorithm is always at the minimum, and the modularity of the Algorithm is very large, the minimum is 0.18 and the maximum is close to 0.5. The community structure of the ICNP Algorithm is almost always dominant in the aspect of community effect comparison with FaceNet and IC Algorithm and maintains a stable and efficient state.
The incremental algorithm can effectively save time in dealing with large-scale networks, the experiment selected the network size of the Enron Mail Network Snapshot, which contained 16, 112, 927, 10223, 91469, respectively, can represent five orders of magnitude 10 1 ,10 2 ,10 3 ,10 4 ,10 5 . The operating time of these algorithms for different social networks of different sizes is shown in Figure 11 . Figure 11 shows that the running time of these four algorithms are similar and can be completed in almost 10s while the network nodes are not more than 10 3 . The Algorithm FaceNet needs to run for a relatively long time. The Figure 11 showed that community divided by IC and ICNP algorithms using incremental ideas require much less time than the other two algorithms, especially for large network. This is due to that incremental algorithms only need to consider the changes community affiliation weight of the nodes in the community. ICNP Algorithm proposed in this paper not only considered the node in the increment, but also considered the direct and indirect neighbors of the variable nodes. Hence, the phenomenon of running slightly higher than IC Algorithm, however the computation quantity is larger than IC Algorithm. In view of the above, compared with the FrameWork, FaceNet and IC Algorithm, ICNP algorithm can be used in the dynamic large data network with shorter running time, and divide the network community structure closer to the real situation.
We also analyzed the performance of ICNP with communication dynamic network which is a dynamic network of autonomous system communication in the Internet. The autonomous system is composed of a group of routers and networks under the control of a regulatory agency. The network shared information of each autonomous system through the Border Gateway Protocol (BGP, Border Gateway Protocol). The BGP log recorded the changes in the dynamic communication network between the autonomous system which recorded the network communication diagram of the autonomous system from 8 November 1997 to 2 January 2000. Each communication diagram represents only the state of communication at that time. We can get the changed nodes and edges by comparing the communication diagrams of adjacent times.
In this section, we experiment in 10 consecutive time communication graphs are selected as the simulation data set. The total number of nodes per graph is about 6,000 and the total number of edges is about 12,000. We found that the changing number of adjacent edges is between 200 and 400. We used FaceNet algorithm, IC Algorithm, ILP Algorithm and ICNP algorithm proposed in this paper. Incremental label propagation (ILP) is another extension of IC. This algorithm applies the label propagation algorithm in the field of real-time community detection. It monitors the changes in nodes and edges in the network to locally iterate the label propagation algorithm to save the running time. According to the previous experiment, we can find that the FrameWork algorithm is not effective in dynamic community recognition, so, this comparison experiment cancels the operation of the FrameWork Algorithm and uses the incremental label to propagate the ILP Algorithm. Table 3 showed the community modularity of each communication network by different algorithms.
Comparing TABLE 3 and TABLE 4 , it can be found that ICNP algorithm has a great advantage over other algorithms in community partitioning. Its modularity is 28% higher than that of FaceNet, and its running time is much lower than that of FaceNet. It showed that the incremental algorithm has a great advantage in the complexity of time. The ILP algorithm has approximate linear time complexity. It is a kind of optimization algorithm which applies the increment thought to the label propagation algorithm. Hence the ILP algorithm has a low running time with high randomness to lead the instability of modularity. We can find the running time of ILP Algorithm is less than ICNP algorithm because of its low increment factor, but the community detection result module of ICNP Algorithm has obvious advantages.
It can be seen from Figure12 that the modularity of the algorithm ICP and IC are similar, which indicates that both algorithms are based on the concept of increment analysis with the basically same sensitivity to the change of community structure. However, the module degree of IC algorithm has a large fluctuation, which is since the algorithm only considers the variables of the current change and does not analyze the local environment. It also shows that the stability of the threshold value of ICNP algorithm is better than that of IC Algorithm. The randomness of the ILP Algorithm reduces the performance of community detection, which shows that the algorithm proposed in this paper has higher community partition performance than the other three classical dynamic community detection algorithms.
B. ARTIFICIAL DYNAMIC NETWORK
In this section, we analyzed the ICNP performance by comparing different algorithms with artificial dynamic networks. We constructed two different artificial dynamic networks called LFR and three dynamic networks proposed in Ref [26] . Both artificial networks are standard data sets for community detection algorithms, and the experiments with these two data sets can prove the effects of dynamic network communities in different scale of nodes.
1) The artificial data experiment network LFR consists of 128 nodes, divided into 4 communities and each community consists of 32 nodes. The number of nodes connected to a node outside the community in a parameter z regulated network is set to randomly select five nodes from each community to be added to other communities in the network of each adjacent time slice, at the same time, the structure of the edges is changed to meet the definition of community division. The fuzzy parameter z of the dynamic network is valued at 3 and 5 respectively, and the network is transformed 9 times as required to form a set of 10 time slices. Figure 13 shows that all four algorithms can achieve higher NMI values, but the accuracy of the three incremental algorithms is close to 1, which due to the relatively clear network structure. At the same time, it can be found that the NMI value of ICNP Algorithm has always been in the leading position, which shows that the algorithm is better than other algorithms. The change of fuzzy parameter z shows that the adaptability of Facet Algorithm is low, and the accuracy NMI varies greatly in two different models. The iLCD Algorithm needs to initialize small communities made up of variable nodes. With the increase of z, the complexity of the intercommunity node relationship caused the number of small communities grows. The accuracy NMI of the iLCD algorithm is significantly lower when z takes value 5 than z takes 3.
The IC Algorithm dose not considered the influence of local boundary when it calculates the changing edges. Hence, the accuracy NMI of the algorithm is reduced with the fuzzy parameter z increase. For these two dynamic networks with different fuzzy parameter z, the community accuracy NMI of ICNP algorithm is always high. Hence, ICNP algorithm can recognize network structure in more complex network.
2) In addition, we compare the performance of each algorithm in large-scale dynamic networks proposed in Ref [30] . The Table 5 showed the dynamic artificial network with each parameter. N denotes the total number of nodes in the network, K avg indicates the average of network nodes, K max indicates the maximum degree of nodes in the network, C min and C max denote the minimum and maximum number of nodes in the community, respectively, the Power Law Distribution Coefficient of node degree and the Power Law Distribution Coefficient of community scale are respectively used τ 1 and τ 2 expressed. The number of overlapped nodes in the network is O n , and the number of communities belonging to the repeating nodes is O m . If the number of O m is larger, it means that the more complex the internetwork node connection is, the harder it is to detect the community structure. The time slices of these dynamic networks are 11, and the number of changes in the community at each moment is E n .
Since the artificial data set has known community structures, we used the NMI value to classify the community detection performance. However, due to the large amount of data in the artificial data sets 2 and 3, the Facet Algorithm is not valid and cannot be run to get the result. This section adds the contrast iLCD Algorithm for incremental classes. Figure15 shows the NMI values of the communities obtained by each algorithm for each data sets at each time. In the artificial data set 1, we can find that the community effect of FaceNet Algorithm is like that of the ICNP Algorithm proposed, however the Facet Algorithm needs to be entered in the community number in advance. The ICNP Algorithm does not need to know the number of communities in the network in advance. iLCD Algorithm makes the small structure community more, and the number of communities is higher than other algorithms, which influences the NMI value. The iLCD didn't work properly in the artificial dataset 3. In the real network, because the number of network communities is unknown, the proposed algorithm can not only meet the characteristics of real network community but also divide the network structure efficiently.
Through the real network experiment, it is found that the variation of running time of the same algorithm in the continuous time-slice is smaller, expect FaceNet algorithm. Hence, we use the average time as a measure to compare the running time in artificial networks. The time allocated by the initial network community is not counted to avoid the influence of different algorithms at the initial time. We mainly to analyze the running time of network change phase after the network initial structure. Figure 16 shows that the Facet Algorithm takes the highest time which is consistent with the simulation results in real networks. Since the FaceNet Algorithm did not run in Dataset 2 and Dataset 3, the Algorithm iLCD failed to realize the result in data set 3, so the corresponding comparison time is not shown in the Figure 16 . The iLCD algorithm needs to match the changing nodes with the initial community. So, it increases the running time with more computation in the matching process. Through the experiment comparison in artificial networks, we can find the remarkable efficiency advantage of incremental algorithm, and the ICNP algorithm achieved better performance in dynamic network community detection.
VI. CONCLUSION AND FUTURE WORK
The community structure detection in dynamic network can reflect the evolution of network in real time. Due to the short smoothness of dynamic network, the network structure will not change too much in a short time. Hence, we proposed a new incremental dynamic network community detection algorithm. The algorithm utilized the historical data and the real-time variables to analyze the structure of the network at present. It can save the calculate and running time costing in the network global mining community structure each time. The incremental algorithm proposed in this paper analyzed the situation of adding edges, cutting edges, adding nodes and deleting nodes in dynamic networks. We not only considered the variables attribution, but also take into account the change of the direct neighbor and indirect neighbor of the variables. The ICNP algorithm calculated the direct and indirect nodes local affiliation weight to divide the relate nodes to suitable community in real-time.
By comparing experiments in real social networks and artificial networks, it can be found that the incremental dynamic community detection algorithm is far more efficient than the traditional non-incremental algorithm. Furthermore, the ICNP algorithm proposed in this paper improved the effect of Incremental algorithm which made the network structure much closer to the real network structure. Meanwhile, the ICNP algorithm can adapt to the network with high complexity in the artificial network experiments and divide the network community structure smoothly and efficiently in each time slice network.
In the future, we will focus on the study of online communities' evolution and anomaly detection. Based on the study of dynamic network community detection in this paper, the abnormal points of the network can be judged through the study of changing nodes and edges. In the actual network environment, the emergence of abnormal points will have a certain impact on the network. Finding abnormal points in time and analyzing the dynamic network evolution process will help us restore the growth mode and understand network functions.
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