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Let p be a positive finite Bore1 measure on the real line R. For I > 0 let e, E, and 
E, denote, respectively, the linear spans in L’(R, p) of {e”‘, s > I) and {e”‘. s < 0). 
Let 0: R-+ C such that l0[= I, denote by a,(& p) the angle between O.e,’ E, and 
E,. The problems considered here are that of describing those measures fi for which 
(1) a,(& p) > 0, (2) a,(& p) + n/2 as I -+ co (such p arise as the spectral measures 
of strongly mixing stationary Gaussian processes), and (3) give necessary and suf- 
ficient conditions for the rate of convergence of the generalized maximal correlation 
coefftcient: p,(0, p) = cos a,(& p). Using this coefftcient we characterize the 
stationary continuous processes that are (a) completely regular and (b) strongly 
mixing Gaussian. We also give necessary and sufficient conditions for the rate 
of convergence of (a) the maximal correlation coefficient and (b) the mixing 
coeflkient in the Gaussian case. (1” 1992 Academic Press, Inc. 
1. INTRODUCTION 
The problems considered here arose in a natural way when we studied 
the following prediction theory problems: (a) characterize the spectrum of 
a strongly mixing Gaussian process in the continuous case (this problem 
was proposed by Yaglom [ 171 and solved by Helson and Sarason [ 121 for 
the discrete case); (b) characterize the continuous parameter stationary 
completely linearly regular process such that the maximal correlation coef- 
ficient pI is O(e-“) proposed by Ibragimov (in a private communication). 
Problem (a) was solved by Hayashi [ 111, who proves a theorem which is 
stated without proof by Ibragimov [ 143. In [IS] we solved this problem for 
tempered measures of order <b. Problem (b) has been partially solved by 
Ibragimov [14, 151, who gave some sufficient conditions for the rate of 
convergence of P,; in [S] we presented necessary and sufficient conditions 
for P, = O(r,) for given T, + 0 (t -+ cc ) and we also presented a generaliza- 
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tion for tempered measures of order <b. In Sections 5 and 6 we present 
these results as particular cases of our characterization. 
In Section 3 we introduce weakly positive measures and the lifting 
theorem; the first version of this theorem is discrete and is due to Cotlar 
and Sadosky [4]. Arocena and Cotlar gave a continuous version [l]. 
These notions were used in [6] for proving weighted inequalities for the 
Hilbert transform, with tempered measures. 
In Section 4 the results are announced for a general function 8; in 
Section 5 for b >/ 0 we take 0(.x) = ((x - i)/(x + i))b’2; this leads to results for 
tempered measures of order <b. Finally, in Section 6 we take 13(x) = 1, and 
this leads to results for finite measures (these results were given in [S]). 
2. BASIC PROBLEMS 
We use the following notation: 
M(R) = {positive finite Bore1 measures in R) 
e,: R-R, e,(x) = e”’ 
E= span(e,, TV R} 
E,=span{e,,s>O} E,=span{e,,s<O}. 
Let 0: R + C such that 101 = 1. For p E M(R), we define the generalized 
maximal correlation coefficient p,(B, p) as the cosine of the angle cr,(8, p) 
between the subspaces of L’(R, p): 8 .e, . E, and E,, that is, 
So we shall study the following problems: 
(1) Characterization of the p E M(R) such that p,(B, p) < r for 
r E (0, 1). 
(2) Characterization of the p E M(R) such that lim, _ Ic ~((8, CL) = 0. 
(3) Characterization of the peEM(R) such that p,(B, II)= O(r,) with 
given r, + 0 (t + co ). 
For solving this problems we shall make use of the lifting theorem for 
weakly positive measures of measures in R. 
In [7] we used a matricial version of this coefficient to explore the 
properties of the so-called matricially weakly positive measures and relate 
them with the invertibility of systems of Toeplitz operators, giving a 
matricial extension of the Widom-Devinatz theorem. 
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3. WEAKLY POSITIVE MEASURES AND LIFTING THEOREM 
We generally follow the notation of [ 1, 23. Let (P,~),,~= l,Z be a matrix 
of finite measures in R. 
DEF1NITION. (/$&q= ,,2 is positive if for every Bore1 set A c R 
bLa~(A))a,p= 1.2 is a positive definite numerical matrix. 
PROPOSITION 3.1 [ 1, 2, 41. The following conditions are equivalent: 
(1) (P,~L,~= 1,2 is positive. 
(2) pll 20, P~~>O, .D~~=~G, and l~12(A)12~~Lll(A)~2z(A)for every 
Bore1 set A c R. 
(3) p1,>,O, ~~~20, p12=iG, andforall(d,,42)EExE, 
A weaker condition is the following. 
DEFINITION [I, 2, 41. (/~)cr.~=1,2 is weakly positive if it satisfies 
PI1 z 05 P22 2 03 
- 
PI2 = P213 
and for all (qS1, d2) E E, x E,, 
The next theorem is the lifting property for weakly positive matrices of 
measures in R. 
Let H’(R) be the space of Hardy functions in the upper half plane [lo]. 
THEOREM 3.2 [l, 2, 41. Let (pr8)r,8=,,2 be a matrix of finite Bore1 
measures in R, then the following conditions are equivalent: 
(4 h4&s= 1,2 is weakly positive. 
(b) There exists he H’(R) such that 
is positive. 
We obtain a characterization of a class of weakly positive matrix 
measures, which is the crucial tool for solving our problems. 
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4. CHARACTERIZATION OF THE GENERALIZED 
MAXIMAL CORRELATION COEFFICIENT 
PROPOSITION 4.1. Let 8: R + C such that 101 = 1, let PEE(R), and 
O<r<l. 
is weakly positive zf and only tf p,(8, u) < r. 
In this case, u is an absolutely continuous measure. 
Proof p,(8, ,u) < r if and only if for all (qS,, &) E E, x E,, 
From the lifting property there exists h E H’(R) such that for every bore1 
set A c R 
If IAl =0 then le,Bp(A)l <t-u(A), therefore p(A)=O. 
THEOREM 4.2. Let u E M(R), r E (0, 1 ), t 2 0, and 8: R + C, such that 
101 = 1 a.e. in R; then the following properties are equivalent: 
(a) P,vk PL) G r. 
(b) There exists hEHI such that du= Ih(x)l e’(-‘) dx and 
v = -arg(e_,dh) satisfy 
71 
IV(X)/ d--arccosr<n 
2 2’ 
Proof p,(& cl) d r if and only if 
[ 
v 0~ 
e-,tJp rp 1 
is weakly positive if and only if 
rw dx e,ew dx 
e-,8w dx rw dx 1 
683/43/l-9 
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is weakly positive, where & = w(x) d.u if and only if there exists h E H’(R) 
such that for almost all .Y E R, 
le,(x) e(x) w(x) - JTS h(x)12 d r2w2(x). 
Let d=e-,6h and u= -arg& We have 
le,&-J~h12-r2w’ 
Then w,<w<M~~, where for k = 1,2 we have set 
because for any x E R ( - 1 )k arccosh(x) = log(s + ( - 1 )k dn). Finally, 
w, < IV < uf2 if and only if 
ilog ($)I darccosh (s). 
Let u(x) =log(w I& -I). Then we have the first inequality and w(x)= 
[h(x)1 e”‘“‘. 
Now, le,Bw - hl 6 TU’ implies 
Then 
v= -arg(L), it--$ G 1. 
Thus IuI <n/2, and sin 101 6 r. 
THEOREM 4.3. Let p E M(R) and 0: R + C, such that 101 = 1 a.e. in R. 
Then the following properties are equivalent: 
(a) lim, + ,x, P,(& cl) = 0. 
(b) For every E > 0, there exists t > 0 and h, E H’(R) such that 
dp = Ih,(x)l cue(r) dx, v, = -arg(e-,8h,), 
and IId, + llv,/l, <E. 
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Proof. (a) -+ (b) Given E >O, there exist rC = t-E (0, 1) such that 
arccosh( l/m) < &/2 and 7r/2 - arccos r < ~12. 
By hypothesis there exist t > 0 such that p,(8, p) d r. 
From Theorem 4.2, p has the required representation, 
lu,(.u)l <arccosh (‘z), lu,(x)l <:-arccos r. 
Therefore llu,Il z + II u,ll ,x, -c E. 
(b)+(a) As 
lim arccosh(s)=arccosh(*)=L.>O 
y-0 
for r > 0, there exist 6 > 0 such that for 1x1 6 6 
Let E = minis; L/2 ), then E < L/2 c arccosh(cos E/J=). And E < 
arcsin r (when we define arccosh we take cos E > J’-). 
By hypothesis, there exist t>O such that p has the representation with 
IIu,Il ‘E + II~,/I cc, < 5 so 
IIVEII 7z c E < 7712 - arccos r 
Iu,j <c<arccosh (s)<arccosh (-$$=) 
From Theorem 4.2, p,(f3, p) < r. (As p,(e, ,u) decreases) the theorem follows. 
THEOREM 4.4. Let REM, (rl},3,,~(0, 1) with lim,,, r,=O, then 
the following properties are equivalent: 
(a) P,(& P) = O(r,), t + m. 
(b) There exists t, 2 0 such that for all t > to, there exists 
dp = Ih,(x)l e”““’ d-x, 
where h,E H’(R) and u, = -arg(e._,oh,) satisfy 
Il~,/l, = O(r,), 
II 
cash 14 1 ~- = O(rf), t-co. 
cos v, % 
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Proof (a) + (b) There exist c, 6 > 0 such that 7c/2 - arccos x < cx if 
O<x<b. 
If 0 <x2 < l/2 then l/d= 6 1 + x2. 
There exist s and t, such that p,(B, cc) <ST, < 1 if t > t,. 
From Theorem 4.2, p has the required representation, 
I~,(x)l barccosh($!!), Iu,(x)l <t--arccossr,<z. 
But there is t, such that if t 3 t,, sr, < 6 and sr, -C l/J2. So if we take 
t, = max{ t,, t2} then, for every t > t, 
(b) + (a) There exist ,I > 0, 6 E (0, 1) such that 
Ax -c n/2 - arccos x if O<x<6. 
Assume there are c and to such that for t >, t,, p has the representation with 
Ib,Il, 6 cr, and 
cash Iu,I 
-6 1 + c’rf. 
cos v, 
Taking into account that for all x E R, with x2 < $, 1 + x2 < l/,/i-?%? 
we obtain for sufftciently large t 
cash \u,l 
cosv, “J&. 
We can take t such that cr,/J. < 1 and 2c2rf < 1 (because r, + 0.) 
There exist t I such that if t 3 t , , cr,/l2 < 6. 
Let t’=max{t,, t,}; thus for every t> t’ 
We also have 
lo,(x)l < cr, < n/2 - arccos(cr,/l). 
cash lu,(x)l < (1 + c*rf) cos D,(X) < 
cos u,(x) 
JW’ 
Let d = max{c/& ,,@} then dr, < 1. Hence, 
I’ll < arcsin dr, and lu,(x)l Garccosh (7s). 
From Theorem 4.2, p,(t’?, p) < dr, for every t >, t’. 
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The last result gives a necessary and sufficient condition for the rate of 
convergence of ~~(8, p). The next theorem gives a necessary and another 
sufficient condition which are simpler than the one given in Theorem 4.4. 
THEOREM 4.5. Let PEAI( {T,~,~~c(O, 1) with lim,,, r,=O. We 
have the following properties: 
(1) Suppose there exists t, 2 0 such that for all t B t,, there exists 
h,EH’(R) with dp = jh,(x)l e”““) dx 
and v, = -arg(e ~ (oh,) satisfies 
lbrll z = O(C) and 11~111 n; = O(r,), t --* ~6. 
Then p,(8, p) = O(r,), t + 00. 
(2) Ifp,(tl, ,a) = O(r,), t -+ co, then there exists t, > 0 such that for all 
t 2 t,, there exists 
h,EH’(R) with dp = [h,(x)1 e”““’ d.x 
and u, = -arg(e-,8h,) satisfying 
lbrll r: = O(rf) and IM ‘1 = O(r,), t -+ 00. 
ProoJ: There exist c > 0, d> 0, and 6 E (0, 1) such that if 0 <x < 6: 
(i) cx < n/2 - arccos x < dx, (ii) cx < arccosh ,,/m < dx, 
(iii) J&<4 (iv) J-<S. 
(1) By hypothesis there exist to and k (we can take k > c) such that 
if t>t,, 
lluIll m G kr,, llv,ll m d krf, and kr, /c -C 6. 
So by (i) 
Ilv,llm<kr~<c ? *-c:--arccos(?)*<E-arccos(?). 
( > 
This also implies that 
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Using (ii) we obtain 
arccosh 
! 
cos v, 
JmGm ! 
3 arccosh Jl - (krtlc)4 
d=FR > 
= arccosh dm 3 c(kr,/c) = kr, 3 IIu,II ~. 
By Theorem 4.2, p,(t), II) < kr,/c if t > t,. 
(2) If there are t, and k such that p,(O, p)< kr, < 6 for t > to, 
applying Theorem 4.2, and from (i), we have 
IIVIII z d 742 - arccos kr, d dk r,. 
From (iv), (ii), and (iii) 
5. CHARACTERIZATION OF THE GENERALIZED MAXIMAL 
CORRELATION COEFFICIENT FOR TEMPERED MEASURES 
DEFINITION. For b >, 0. A measure p is tempered of order d b if 
p/(x’ + 1 )b’2 is a finite measure. 
Mb(R) = (positive Bore1 tempered measures of order Q b in R) 
E,.h = (f:f(x) = (x+ i)-“* b(x), 4~ E,}, 
E2~b={f:f(~)=(.x-i)~b’2~(~x),~~E2). 
We have that E,.6 c L*(R, p) and Ez.bC L2(R, p) if PE Mb(R). 
For p E M’(R), we define 
P,.bh) = sup 
zc 
e,h&dp . 
)~sE~.h;htE~.h:j:~ ldd~=f’, lhlzdti=l -* 
We shall study the following problems: 
(1) Characterization of the ,u(~hf~(R) such that pl,&) <r for 
r E (0, 1). 
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(2) Characterization of the p E Mb(R) such that lim, _ ~ PJ~L) = 0. 
(3) Characterization of the p E A@‘(R) such that P,&) = O(r,) with 
given T, -+ 0 (t + cc ). 
For the proof of the results of this section consider the function e(x) = 
((x- i)/(x + i))b’2, and use the results of Section 4 taking into account that 
(a) p E Mb(R) if and only if p/(x2 + 1)“’ E M(R); 
(b) Pr,b@L) =P,(6 P/(X2 + 1 )“‘): 
(c) arg((x + i)b) = arg(&x)). 
PROPOSITION 5.1. Let ,u E Mb(R) and 0 < r < 1. 
[ (-;I;; (fc?,] 
is weakly positive zf and only tf p,,(u) < r. 
In this case, u is an absolutely continuous measure. 
The answer to Problems (1) and (2) are given by the next results, which 
are generalizations to the continuous case and to tempered measures of 
order d b of the theorems of Helson and Sarason [ 121 and Sarason [16]. 
In the case t = 0, Corollary 5.2 is a generalization of the theorem of Helson 
and Szego [ 133. These theorems study the positivity of the angle between 
past and future, in the discrete case. 
COROLLARY 5.2. Let b, t 30, ,~LE Mb(R), and 0~ r < 1; then the 
following properties are equivalent: 
ta) Pr,bkL) d r. 
(b) There exists h E H’(R) such that du = (x2 + 1 )b’2 Ih( euCr’ dx 
and v(x) = -arg((x + i)‘ee,(x) h(x)) satisfy 
Iv(x)l d ?- arccos r < ?. 
2 2 
COROLLARY 5.3. Let u E Mb(R), then the following properties are 
equivalent : 
ca) lirnt + x Pr.bhL) = 0. 
(b) For every E > 0, there exists t > 0 and h, E H’(R) such that 
du = (x’+ 1)b’2 [h,(x)1 eUECx) dx, u,(x) = -arg((x + i)b e-,(x) h,(x)), and 
/I%II cc + IIu,/I oc < 6 
The following results characterize the rate of convergence of P~,~(P). 
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COROLLARY 5.4. Let p E Mb(R), { Y,},~~ c (0, 1) with lim, _ ,% r1 = 0, 
then the following properties are equiualent: 
(a) p,,b(pL) = O(r,h t -+ ~0. 
(b) There exists t, 2 0 such that for all t > t,, 
dp = (x2 + 1 )6’2 Ih,(x)l eut(.” d.x, 
where h, E H’(R) and u,(x) = -arg((x + i)h e-,(x) h,(x)) satisfy 
ll~,ll oc = Wr,), 
cash Iu,I 
~- 1 = O(rf), t + 00. cos u, 
COROLLARY 5.5. LetpeEMb(R), (rt},aOC(O, 1) with lim,,,, r,=O. We 
have the following properties: 
(1) If there exists t, > 0 such that for all t > t,, there exists 
h,EH’(R) d,u = (x2 + l)b’2 [h,(x)1 eul(-X) dx 
and u,(x) = -arg((x + i)” e-,(x) h,(x)) satisfies 
ll~,ll m = O(r:) and llu,ll, = O(r,), t + a, 
then p&b(p) = O(r,), t --, 00. 
(2) rf ~,,~(p) = O(r,), t -+ co, then there exists t, > 0 such that for all 
t > t,, there exists 
h,EH’(R) dp = (x2 + l)b’2 /h,(x)/ e”““’ dx 
and u,(x) = -arg((x+ i)b e-,(x) h,(x)) satisfy 
ll~,ll oo = O(C) and llu,ll K = O(r,), t -+ 00. 
6. CHARACTERIZATION OF THE COMPLETELY REGULAR PROCESSES 
We improve our results for the case b = 0 showing that the weights can 
be expressed in terms of an entire function of exponential type. An argu- 
ment of Hayashi [ 1 l] forms the basis for the proof of these results which 
were given in [S]; here we will obtain them from the results of Section 5. 
Let G be the family of entire functions [3] f of exponential type which 
are bounded on the real axis and zero free in the upper halfplane. 
Let v” denote the harmonic conjugate of u. 
LEMMA 6.1. w(x) = [h(x)1 euCX), where h E H’(R), u and v are real 
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bounded functions on R and u(x)= -arg(e~.,(x)h(x)) for a t>O and 
Iv(x)1 < 42 if and only if 
w(x) = Ig(x)12 = (x2 + 1) /r(x)/’ exp(u(x) + E(x)) 
and Iv(x)1 < 42, where gE H’(R) is outer, u and v are real bounded 
functions on R, and r~ G. 
For the proof of this lemma, see [S, 81. 
Let {X,I1.R be a weakly stationary process with spectral measure 
p E M(R) and E(X,) = 0. The completely regular coefficient or maximal 
correlation coefficient p ,( 1) of (X, } , E R is the cosine of the angle between 
the past and the future, that is, p,(p)= P,&L)=P~(~, p). For Gaussian 
processes this is the mixing coefficient. 
DEFINITION. A weakly stationary process is said to be completely 
linearly reguiar if (see [ 151) 
lim p,(p) = 0. 
I + K 
For the Gaussian case these are the strongly mixing processes. 
COROLLARY 6.2. Let p E M(R), r E (0, 1 ), t 2 0 then the following proper- 
ties are equivalent: 
(a) p,(P) 6 r. 
(b) dp = Ig(x)12dx = (x2 + 1) lI(x)12exp(u(x) + D”(x))dx, where 
g E H 2( R) is outer, u and v are real bounded functions on R, r~ G, 
IV(x)1 < ?- arccos r < 2 
2 2’ 
The following results characterizes the completely linearly regular 
processes. For the Gaussian case this is a characterization of the strongly 
mixing processes. 
COROLLARY 6.3. Let FE M(R), then the following properties are 
equivalent: 
(a) lim,+ m P,(P) = 0. 
(b) For every E > 0, there exist g E H’(R) outer, u, and v, real bounded 
functions on R, and r, E G, such that 
dp = Ig(x)l’ dx = (x2 + 1) IT,(x)l’exp(u,(x) + E,(x)) dx 
and IIu,ll,+ llvellr <E. 
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Now we will give results for the rate of convergence of the maximal 
correlation coefficient. 
COROLLARY 6.4. Let PEE(R), {r,jrSOC(O, 1) with lim,,, r,=O, then 
the following properties are equivalent: 
(a) P,(P) = O(r,), t + ~0. 
(b) There exists to 30 such that for all t > t,, there exists ge H’(R) 
outer, u, and v, real bounded functions on R, and f, E G, such that 
dp = Ig(x)l’ dx = (x2 + 1) If,(x)12 exp(u,(x) + U”,(x)) dx 
Ilu,II z = O(r,), 
cash (u,I 
~- 1 = O(r:), t + 03. 
cos v, 
COROLLARY 6.5. Let peEM(R) and {r,}r30c (0, 1) with lim,, 3c r,=O. 
We have the following properties: 
(1) If there exists t, 2 0 such that for all t 2 t,, there exists g E H’(R) 
outer, u, and v, real bounded functions on R, and T, E G, such that 
dp = Is(x dx = (x2 + 1) IT,(x)(‘exp(u,(x) + C,(x)) dx 
ll~~,ll r = O(C) and llu,/l x = O(r,), t + 00, 
then p,(p) = O(r,), t + GO. 
(2) Zf p,(p) = O(r,), t -+ 00, then there exists to 2 0 such that for all 
t>to, there exists g E H*(R) outer, u, and v, real bounded functions on R, 
and T, E G, such that 
dp= Ig(x)l’dx= (x2+ 1) If,(x)l’exp(u,(x)+E,(x))dx 
lIv,lI K = O(C) and llu,ll r = O(r,), t -+ 03. 
7. INTERPOLATION 
The coefficient p,(8, p) can also be used for solving the interpolation 
problem. The problem for interpolation for width 2t > 0 is to compute the 
distribution of X,YS, for fixed Is’1 <t conditional upon X,Y, 1.s > t. This 
problem received its first full solution in the book of Dym and McKean 
ClOl. 
Let p = pL, + w(x) dx be the spectral measure of the process. In 
trigonometric language we have to project the exponential e,, onto 
E’= the span in L’(p) of e,: (s( 2 t. 
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For fixed t > 0 the interpolation is perfect if E’ = L’(p). The interpolation 
is imperfect if E’ # L.‘(p). 
It is natural to take w  = /gl* for g E HZ, where g is an outer function 
because otherwise the problem is trivial, in fact, if 
w(*x) -d,x= -a, 
xx’+1 
E’= L’(p). As well we can take p,, = 0, because the singular space is 
contained in E’ and may be dispensed with, you may as well take 
dp = M(X) dx. For the refined versions of Szego’s alternative due to Krein 
and Wiener, see [lo]. 
THEOREM 7.1 [9]. Let lI be the function l?(x) = (x + i)/(x - i). Let t > 0 
and p the spectral measure of a process with spectral density w = 1 gl 2 where 
g is an outer function of H*. Then the following conditions are equivalent: 
(a) The interpolation is imperfect for t. 
(b) There exist r E (0, 1) such that pzr(O, p) < r. 
(c) There exist r E (0, 1 ), h E H ‘, u and v bounded real functions such 
that 
w= Ihj e” v = -arg(e zl(?h) 
Ilull 2 Z6E-arccosr<Z 2 
(d ) There exist r E (0, I), g E H * outer, u and v real bounded functions 
on R, such that 
w(x) = Ig(x)l* = (x2 + 1) IT(x)l* exp(u(x) + V’(x)), 
where r~ G and 
llUil71 Q71-arccosr<n 
2 2 
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