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Resumo. Sistemas de arquivos são componentes essenciais para servidores de alio 
disponibilidade. sendo preferível o uso daqueles que sejam seguros e relativameme 
independentes de ações por agentes humanos para a recuperação. Uma das abordagens 
para alcançar alta disponibilidade em sistemas de arquivos é a do tipo journaling, ou log 
de metadados. ReiserFS, ext3, JFS, e XFS seio exemplos de implememações de journaling 
para Limcc Este artigo apresenta um injetor de falhas baseado em recursos de depuraçeio 
para validação experimental do mecanismo de journaling. Seio mostradas as técnicas para 
construçeio do injetor e um teste aplicado sobre o XFS como sistema alvo. 
I. Introdução 
O termo comercialmente conhecido como "alta disponibilidade" (/-IA de 1-/igh Availability) 
representa uma característica de sistemas computacionais projetados para evitar ao máx imo as 
interrupções, planejadas ou não, na prestação de serviços. Em alta disponibilidade, o idea l é haver 
poucas falhas e, mesmo quando estas acontecerem, que o seu tempo médio de reparo (ou MITR , de 
Mean Time To Repair) seja tão pequeno quanto poss ível. 
Atualmente Linux é muito utilizado em servidores de redes [BAR 2000], em um cenário onde 
demandas quanto à disponibilidade geralmente são bastante elevados. Praticamente todas as 
plataformas atuais dispõem de sistemas de arquivos com alta disponibilidade [S EL 2000). Para uso em 
aplicações de missão crítica são usados sistemas de arquivos baseados em journaling tais como ext3, 
JFS, ReiserFS e XFS para o Linux. 
Este artigo propõe uma estratégia de validação experimenta l para avaliar a e fi ciência do 
mecanismo de j ournaling para sistemas de arquivos atTavés de injeção de falhas por sojiware [HSU 
97]. Esta estratégia visa como sistema a lvo uma implementação do XFS, um sistema de arquivos 
baseados em journaling para o Linux e é apo iada por uma ferramenta para injeção de falhas para 
sistemas de arquivos baseados emjournaling - o FIJI. 
2. Integridade para dados e metadados 
Informações são organizadas em disco na forma de dados e metadados. Durante as operações 
envolvendo dados e metadados, é preciso que a representação do sistema de arqui vos em disco seja 
mantida consistente - isso mesmo após a ocorrência de falhas . Em sistemas de arqui vos como o ext2, 
construídos com alocação baseada em blocos, o sistema de arquivos pode ficar inconsistente após a 
ocorrência de falhas porque dados e metadados são gravados em disco de forma assíncrona. Sempre 
que inconsistências acontecem, é preciso executar algum utilitário de verificação -como o fsck [BAR 
2000] . 
O fsck rea liza uma série de verificações ao longo de todo o sistema de arquivos para va lidar as 
suas enrradas e assegurar-se de que blocos alocados em disco estão todos sendo referenciados 
corretamente. Mas, para discos de grande volume, a execução do fsck pode consumir um tempo 
demasiadamente elevado comprometendo a disponibilidade do servidor. Em s istemas com muitos 
gigabytes em arquivos, por exemplo, a execução do fsck pode consumir até I O horas ou mais [BAR 
2000] . Conforme a severidade do caso, pode ser necessária a presença física do admini strador do 
sistema para informar a senha de root e executar manua lmente o programa de verificação. 
Sistemas de arquivos para alta disponibilidade surgiram para contomar essas dificuldades. Por 
meio deles, é possível diminuir a chance de serem introduzidas inconsistências entre dados e 
metadados e reduzir o tempo médio de reparo (MTTR) na ocotTência de falhas. Atua lmente as 
principais técnicas empregadas para auxiliar a obter a lta disponibilidade em sistemas de arqui vos Unix 
são ojournaling e o Soft Updates [S EL 2000]. 
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Enquanto a técnica de Soji Updates apenas é utilizada em sistemas BSD, a técnica de joumaling 
baseia-se na redundância para aumentar a confiabi lidade dos dados e metadados - mas sem aum entar 
sign ificativamente os custos de hardware. Ela já é adotada por s istemas de arquivos em sistemas 
operaciona is para platafonnas di versas, tai s como Solaris, AIX, Dig ita l UN IX, 1-lP-Ux, lrix e 
Windows NT [SEL 2000). Mas apesa r de os sistemas de arqui vos baseados emjournaling terem sido 
adotados quase como um padrão pela indústria de software, atualmente não se encontram publicações 
sobre ava li ação de med idas da sua disponibilidade. 
3. Sistemas de arq uivos baseados em journaling 
Sistemas de arq ui vos baseados em journaling fazem um controle sobre as mudanças rea lizadas 
nos metadados (JFS , ReiserFS e XFS), ou nos dados e metadados (ext3) associados a um sistema de 
arquivos. A idéia consiste em tratar diferentemente dados e metadados, usando uma área dedicada em 
disco (o log, ou journal) para mante r um hi stórico das mudanças . Tais s istemas implementam uma 
política de write-ahead /ogging, fazendo com que registros sejam armazenados no log antes de as 
operações serem efetuadas [S EL 2000) . 
Um sistema de arquivos deste tipo pode ser empregado para aplicações que lidem principalmente 
com um gra nde número de arquivos pequenos e façam uso freqüen te da chamada de sistema sync. Isso 
acontece porque as várias a lterações nos metadados são transferidas para o disco através de um a úni ca 
operação, que acrescenta várias transações em um a mesma área [SEL 2000). 
Uma grande vantagem da abordagem baseada em journaling é de que ela facilita obter a lta 
disponibi lidade em sistemas de arqui vos já ex istentes . Exem plo disso é o resultado que pôde ser obtido 
com o sistema de arquivos ext2 , que pôde ser re implementado como sendo o ext3 (TWE 2000). 
Quanto aos tempos de recuperação, para s istemas de arqui vos baseados em journaling eles são 
bastante reduzidos. A tarefa de verificação consiste apenas em inspecionar as transações pendentes do 
!og - ao invés de percorrer todos os blocos buscando inconsistências. Com isso, na ocorrência de 
defeitos, o s istema de arquivos pode ser levado a um estado consistente pela ap licação das transações 
pendentes no log- ao invés de ser necessário inspecionar toda uma unidade de disco com oftck. 
3.1 . O sistema de arquivos XFS 
O XFS foi c riado a inda em 1994 pela SG I para substituir o EFS [XFS 2004). Ele é o mais anti go 
entre os s istemas de arquivos conhec idos, e a ênfase do seu projeto foi na capacidade de traba lhar com 
arquivos bastante grandes - da ordem de "teraby tes". O XFS pode traba lhar usando um tamanho de 
bloco variando entre 5 12 bytes e 64 kbytes, provendo o suporte para sistemas de arquivos distribuídos 
(inc luindo NFS versão 3), ACLs no padrão POSIX 1003.e, e quotas para usuários e gmpos. 
O estado de um sistema de arquivos XFS é o resultado da combinação de infonnações localizadas 
em três loca is diferentes: disco, memória e log do journaling. O sistema de arquivos XFS somente 
estará em um estado consistente após ele te r so frido shutdown, onde todos os dados residentes em 
memória (buffers e cache) são gravados em disco e as entradas do log de transações são aplicadas no 
sistema de arqui vos . 
4. Injeção de falhas no XFS 
Qua lquer s istema computacional é construído baseado em um modelo de fa lhas, e para essas 
fa lhas é que são defin idos e implementados mecanismos de detecção de erros ou recuperação. Para a 
realização de um experimento de injeção de falhas , faz-se necessária a definição de um mode lo de 
fà lhas que seja tão próximo quanto possível das fa lhas reais a que estará suj eito o sistema a lvo durante 
operação em ambiente de produção. Com base no modelo de fa lhas são definidos e armazenados os 
cenários de fa lhas para um ex perim ento. Esses cenários permitem repetir um experimento tantas vezes 
quantas forem necessá ri as, emulando operação durante um período de tempo compatível com o 
necessário para obter a medida de dependabi lidade definida pe lo usuário. Para este artigo, o objetivo 
dos experimentos de injeção de fa lhas é determinar a cobertura da detecção das falhas que possam 
ocorrer durante a utilização de um sistema de arqui vos baseado em journaling e o tempo médio de 
recuperação do sistema após fa lha. 
A maioria dos mecani smos de to lerância a fa lhas disponíveis nos sistemas de arqui vos baseados 
em joumaling consideram principa lmente as falhas de hardware transientes (mais especificamente de 
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falta de energ ia), onde assume-se um modelo de crash para o sistema. Isto representa uma situação em 
que o sistema de arqui vos estaria sendo utilizado e ocorreria a falha, faze ndo com que a máquina fosse 
re inic iada sem que ocorresse umjlush das informações em memória (ta is como bujfers e coche) ou das 
transações no log (elementos que, conforme a Seção 3 .1 , definem o estado do sistema de arquivos). 
Não estão previstos no modelo outros tipos de falhas comuns - como a lteração de conteúdo de 
memória ou corrupção de disco. 
Este modelo de fa lhas define o cenár io de fa lhas que é gerado pela ferram enta FIJ I. FIJ I inj eta 
falhas de crash de processos para determinar a cobertura dos mecanismos de recuperação e medir o 
tempo médio de recuperação. Entretanto, o modelo vai a lém disso pois propõe-se a ava liar o 
comportamento do XFS sob falhas do meio de a rmazenamento - frequentes em disco - que possam 
provocar a corrupção dos logs. 
S. Arquitetura para injeção de fa lhas 
O injetor de falhas FUI caracteriza um ambiente de falhas como definido na Figura I derivado de 
arquitetura proposta por Hsueh [HSU 97]. O sistema a lvo, ou seja o sistema sob teste por injeção de 
falhas , é uma máquina com uma partição Linux formatada com o utilitário mkfs.xfs [XFS 2004]. 
O controle é exerc ido por um usuário, desenvolvedor ou ava liador de sistemas, que coordena a 
rea lização dos experimentos. A injeção de fa lhas é executada pela ferramenta FIJ I, s imulado a 
ocorrência de falhas do tipo crash e corntpção de meio magnético. 
O utilitário bonnie atua como gerador de carga de trabalho, q ue deve gerar um workload 
correspondente às ap licações rea is - tais como arqui vos muito grandes (mais de 130 Mb), arqui vos 
pequenos (menos de 600 Kb), servidor de arquivos, servidor de email , etc . 
6. FIJI 
A ferramenta FIJI (Fault /Njectorfor Journalingjllesystems), desenvolvida no PPGC da UF RGS, 
é baseada nos recursos de depuração do sistema operacional Linux (os quais pennitem a interceptação 
e manipulação de chamadas de sistema). Estes recursos foram utili zados para a implementação de um 
injetor de falhas específico para s istemas de arquivos baseados em journa/ing. Manipu lar os 
parâmetros de chamadas de s istema (ou system calls) equi va le a a lterar as requisições fei tas ao sistema 
operaciona l. 
Conceitualmente, o FIJ I loca liza-se entre a aplicação alvo e o s istema operaciona l. As fa lhas 
injetadas pelo FIJ I estão de acordo com o modelo de falhas descrito anteriormente, e encontram-se 
especificadas no código-fonte da própria ferramenta. O FIJI é implementado como um processo 
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conCOITente à aplicação alvo, usando os recursos o ferec idos pelo sistema operacional Linux através da 
chamada de sistema ptrace [BAR 2000] . A chamada de sis tema ptrace permite executar um processo 
de três mane iras: passo-a-passo, usando breakpoints ou executá-lo até a próxima chamada de s istema. 
Para que seja possíve l contro lar a execução de um processo com ptrace, é prec iso que o FIJ I esteja 
conectado ao processo. A funcào ptrace permite que isso seja conduzido de duas formas [LAD 98]: 
Conectando-se a um processo em execução, por meio da requis ição PT RACE_ATTACH; ou 
Ati vando-se oflag de depuração do processo antes de executá-lo, da seguinte forma: quando 
dupli ca-se um processo via fork, ati va-se o j lag de depuração via uma requ isição 
PT RACE_TRACEM E. 
A partir do momento em que o FIJl é executado, e le cria uma cópia de si mesmo através da função 
jork [TAN 97]. Neste novo processo gerado (processo filho) ati va-se o jlag de depuração chamando-se 
a função ptrace com a requisição PTRACE_ TRACEM E descrita anteriormente. A seguir, o gerador de 
carga de traba lho, no caso o bonnie, é executado por meio da função e.xecve. Em função de ter o jlag 
de depuração ati vado, na primeira chamada de sistema encontrada o processo filh o pára e s inaliza o 
FIJI. Enquanto isso, o FIJ I espera que o processo fi lho (já executando comandos) ind ique estar pronto 
para ser depurado. A espera é rea lizada com o auxí lio da fun ção wait4. 
O FIJ I executa uma requisição ao sistema operac ional via função ptrace e espera, via função 
wait4, que o gerador de carga de traba lho sinalize o fi m da execução. O sinal enviado, neste caso, é o 
SlGTRA P. 
O FIJl recebe diretamente do processo filho a indicação de que está parado. Após receber o sinal 
de que o gerador de carga de trabalho encontrou uma chamada de sistema e parou, o FIJ l pode 
requisitar ao sistema operacional que leia ou escreva na memória e nos registradores. 
Agora, o FIJ I pode inspecionar e manipular a memória do processo, o va lor de seus registradores e 
a sua estrutura user. Isto é fe ito executando-se a chamada da função ptrace com o parâmetro 
PTRACE_GETREGS. 
Por meio da chamada da função ptrace com o parâmetro PT RACE_GETREGS, é possíve l obter o 
va lor de todos os elementos descritos na Figura 2. O trecho de códi go que segue fo i obtido a parti r do 
código-fonte para o kerne/ versão 2.6.6 pa ra o sistema operac ional Linux, no arqui vo 
/usr/src/1 in ux/i nclude/asm/ user .h. 
struct user_regs_struct { 
}; 
l ong ebx, ecx, edx, esi, edi, ebp, 
unsigned short ds, __ ds, es, __ es; 
unsigned short fs, fs, gs, __ gs; 
long orig eax, eip; 
unsigned S bort cs, 
long eflags, esp; 
unsigned short ss, 
_cs; 
SS; 
eax; 
Figura 2 - Elementos acessíveis à chamada de sistema ptrace 
Assi m que o FIJI lê o va lor dos registradores, e le faz um teste para verificar se o conteúdo do 
reg istrador EA X é 03 (o que corresponde a uma chamada de sistema read) ou 04 (o que corresponde a 
uma chamada de sistema write) [BAR 2000]. Caso seja uma dessas, e le modifi ca o conteúdo do 
registrador EDX - o qua l contém o tamanho do buffer ut ilizado. Depois di sso, o FIJ I executa 
novamente a função ptrace com o parâmetro PTRACE_SETR EGS para zerar o reg istrador EDX e 
continuar executando a sysca/1 com este parâmetro modificado. Zerando o reg istrador EDX, a 
operação de lei tura ou escrita toma-se nu la - mantendo o meio de armazenamento inalterado, segundo 
o modelo de fa lhas . 
Apesar de haver amplas possibi lidades para injeção de fa lhas, visto que podem ser alterados o 
con teúdo de registradores e posições de memória através da função plrace; este recurso deve ser usado 
com moderação. Isso é necessário porque pedir a um processo que execute até um ponto de parada 
exige um custo computacional elevado em chaveamentos de contexto. 
i-
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Existe um parâmetro, que deve ser informado para o FIJI pela linha de comando, informando 
dentro de quantos segundos o log será descartado e as chamadas de sistemas começa rão a ser 
suprimidas. O descarte de log do joumaling pennite s imular uma situação em que houve uma 
corrupção no meio de armazenamento. Para o modelo de falhas definido , basta realizar estas ações 
para comprometer a integridade do sistema de arquivos XFS. 
7. Teste da ferramenta 
Nesta seção são apresentados os testes inicias da ferramenta , e a comprovação da injeção de fa lhas 
rea lizada segundo o modelo de falhas proposto . Com o uso de um programa exemplo (cujo código-
fonte está na Figura 3), é feita a inj eção de fa lhas e os resultados são comprovados inspecionado um 
arquivo de sa ída . 
Visando o teste da ferramenta FIJ I, foi criada uma aplicação que arrnazena seqüênci as de 
caracteres em um arqui vo. A seqüência e o resultado final de uma execução desta aplicação já são 
conhecidos. Alterações no tamanho do arquivo gerado o u em seu conteúdo s ignificam que o injetor 
está agindo sobre a aplicação. 
#include <Unistd.h> 
#inc lude <sys /types. h > 
#include <sys /s tat . h > 
#include <fcntl.h > 
ma in() 
{ 
int f d; 
i nt i,c; 
char * msgl= "AAAAAAA\n"; 
char * msg2="BBBBBBB \ n"; 
if 
S_IRWXG I 
( (fd=open ( "arq_test. txt", O_SYNC I O_RDWR 
S IROTH )) < 0) { 
- printf (" Erro ao abrir o arquivo"); 
exit (1); 
for ( i=O; i <S OOO; i++) 
c write(fd, msgl , 8); 
c = write(fd, msg 2, 8); 
c l ose ( fd ) ; 
return (O); 
O_CREAT, S_IRWXU 
Figura 3 - Li stagem do programa para teste do FIJ I 
A metodolog ia de testes empregada é como segue: tomando-se este programa, com o resultado de 
execução já conhecido, pode-se injetar falhas e observar o resultado da execução. Como o roteiro de 
fa lhas é prev iamente definido , o resu ltado da execução - desde que o injetor funcione corretamente -
também é conhecido. 
Ao fim de uma execução correta do programa exemplo, existe um arquivo chamado arq_test.txt 
com 80.000 bytes. Ele contém seqüências a lternadas de frases "AAAAAAA" e "BBB BBBB" 
sempre seguidas por um avanço de linha (caractere "\n") - vide Figura 4 . 
Depois de compilado este programa, a execução do mesmo apresenta o resultado da Figura 4: 
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[root@rnail root)# gcc prog_test.c -o prog_test 
[root@mail root]# .iprog_test 
[root@mail root]# ls -l arq_test.txt 
-rwxr-xr-- I root root 80000 Abr 30 08:53 arq_test.txt 
Figura 4 - Resultado da execução do programa de teste do FIJI 
No teste para injeção de fa lhas, especificou-se que 3 segundos após o início do processo, o log 
deveri a ser destruído e as chamadas de sistema read/wrile desca rtadas. Uma nova execução do 
programa, agora com injeção de falhas, fornece como resu ltado a sa ída que está na Figura 5: 
[root@mail root]# .ifiji -C 3 ./prog_test 
[root@mai l root]# ls -1 arq_test.txt 
-nvxr-xr-- I root root 1616 Abr 30 09:06 arq_test.lx t 
Figura 5 - Resultado da execução do programa de teste com o FIJI 
Os defe itos provenientes dos etTOS injetados no experimento, observados no resultado da execução 
do programa exemplo, são condizentes com as regras de injeção de fa lhas cons ideradas. Desta forma, 
o fu ncionamento da ferramenta FIJI foi comprovado. 
8. Conclusões 
Atual mente estão sendo conduzidos experimen tos para va lidar experimentalmente sistemas de 
arqui vos baseados em journaling como o XFS e conso lidar o ambiente proposto de acordo com uma 
metodologia desenvolvida pelo grupo de tolerânci a a fal has da UF RGS e aplicada anteri ormente com 
sucesso em va lidação de mecanismos de recuperação em banco de dados. 
Os ex perimentos estão direcionados para XFS em Li nux, mas espera-se que a metodologia seja 
suficiente mente genérica e portáve l para permitir a va lidação de outros sistemas de arquivos baseados 
emjournaling. Testes prel iminares comprovam a adequação da ferrame nta ao modelo de fa lhas. 
Os experimentos já realizados no XFS usando FIJI comprovam a eficiência do mecanismo de 
journaling para crash de processo. No momento estão sendo conduzidos os experimentos para 
ava li ação do comportamento do XFS sob fa lhas do meio de armazenamento. 
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