While popular, few studies have assessed the efficacy of the Differential Functioning of Items and Tests (DFIT) methodology for assessing measurement invariance with Likert data. Monte-Carlo analyses indicate a lack of sensitivity of the DFIT methodology for identifying lack of measurement invariance under some conditions of differential functioning.
Likert scales are routinely used in educational and psychological research as measures of constructs of interest. If sound scale development procedures are followed, the resulting scale can reliably and validly measure a construct. However, if a given scale is used to make comparisons among different populations of respondents (e.g., cultures; Riordan & Vandenberg, 1994) , over time in longitudinal measurements (Golembiewski, Billingsley, & Yeager, 1976) , or across different mediums of data collection (Ployhart, Weekley, Holtz, & Kemp, 2003) , measurement invariance must be established before meaningful comparisons in observed data can be made (Raju, Laffitte, & Byrne, 2002; Taris, Bok, & Meijer, 1998; Vandenberg, 2002) .
Traditionally, confirmatory factor analytic (CFA) methods have been used to assess measurement invariance in Likert-type data. Recently however, IRT methods of establishing measurement invariance for these data have gained greater acceptance. IRT methods of establishing measurement invariance typically have used the nomenclature of differential item functioning (DIF). Originally developed for identifying biased test items in dichotomous data, DIF assessments have been adapted to polytomous data. DIF is said to occur when the relationship between levels of examinees' latent trait (θ) and the probability of responses for a particular item differ between two groups (Camilli & Shepard, 1994) . DIF can also be thought of as multidimensionality or as a factor affecting item responses other than participants' θ level (Camilli & Shepard, 1994) . For polytomous items, DIF can be thought of as differences in item true score functions across two groups (Cohen, Kim, & Baker, 1993) .
The Differential Functioning of Items and Tests (DFIT) framework (Raju, van der Linden, & Fleer, 1995) has been advanced for assessing both DIF and differential test functioning (DTF). Although the DFIT methodology is relatively new, it has been used in several studies published in prestigious journals (e.g., Collins, Raju, & Edwards, 2000; Donovan, Drasgow, & Probst, 2000; Ellis & Mead, 2000; Facteau & Craig, 2001; Flowers, Oshima, & Raju, 1999; Maurer, Raju, & Collins, 1999; Raju, et al., 2002) . Articles published in these journals (including Applied Psychological Measurement, Educational and Psychological Measurement, and Journal of Applied Psychology) , can have considerable influence on researchers undertaking similar studies and lend a high level of credibility to the DFIT methodology.
Despite its high profile use in the past few years, the DFIT methodology is still under development. Few Monte-Carlo studies have been published that examine the efficacy of the DFIT program for detecting DIF in Likert data. In this study, we simulated data with known DIF in order to determine the efficacy of the DFIT program for detecting DIF and DTF.
DFIT Method Overview
The DFIT methodology developed by Raju et al. (1995) is a system designed to test for differential functioning at both the item and test level. This method provides three indices in total: an index of differential test functioning (DTF), an index of compensatory differential item functioning (CDIF), and an index of non-compensatory differential item functioning (NCDIF). However, only the NCDIF and DTF indices are used to assess the equivalence of a measure across samples. While a brief overview of these statistics is provided below, more detail and accompanying formula are provided in Raju et al. (1995) and Flowers et al. (1999) .
In order to detect overall differential functioning at the test level, two sets of expected test scores are compared. As an initial step, item parameters are estimated separately for the focal (i.e., minority) and referent (i.e., majority) groups. Next an expected test score is computed for the focal group using item parameters estimated for that group. Additionally, an expected test score is computed for the focal group using item parameters estimated with the referent group sample. In these latter analyses, expected test scores are computed for the focal group as if they had been members of the referent group. A test is said to function differently if the expected test score for the focal group is not equal to the expected test score of the focal group estimated as though they had been members of the referent group.
The premise behind the DTF concept is that differences in item parameters for different items on the same scale can cancel out, leading to the same theta estimate at the scale level for two groups of respondents despite differing item parameter estimates for the two groups. For example, "Item 2" may "favor" American respondents such that a given level of a latent trait, , is associated with a higher probability of a high observed response than for a German sample. If, however, "Item 5" "favors" the German sample in a similar manner, the differences in item parameters may cancel out across these two items leading to comparable estimates for these populations. Though individual items may function differently across samples, the theta estimates based on the scale as a whole should not differ for a given level of a latent trait.
The non-compensatory DIF index (NCDIF) is an item level index and is not used to draw conclusions regarding the scale as a whole. This index is more similar to traditional indices of DIF, namely Lord's (1980) χ 2 and Raju's (1988) unsigned area index (Raju et al., 1995; Flowers et al., 1999) . The NCDIF index assumes all items other than the item being examined are free from DIF. This index is referred to as non-compensatory because the index does not take into account differential functioning of other scale items.
Though DTF and NCDIF can be evaluated by parametric 2 tests, these tests are thought to erroneously over-identify items as exhibiting DIF (Fleer, 1993 cited in Raju et al., 1995 . As a result, Raju et al. recommend using cutoff values to identify DIF items. In their original 1995 article, Raju et al. recommended a cutoff value of .016 for the noncompensatory DIF (NCDIF) index for polytomous data with five response options.
In the documentation accompanying the most recent version of the software, the recommended NCDIF cutoff value was .096 for data with the same properties (Raju, 2000) . The DTF cutoff value is computed as the NCDIF cutoff value multiplied by the number of scale items (Raju, 2000) , while the CDIF values are used to select which items might be removed from a scale in order to eliminate DTF. Thus, all three indices are affected by the change in cutoff value.
Empirical Investigation of the DFIT Methodology
Though several published studies have used the DFIT program, few published studies have examined the efficacy of the DFIT methodology with data known to show a lack of measurement invariance with Likert data. In the only published article that we could locate, Flowers et al. (1999) simulated Likert scale data with either 20 or 40 scale items with five response options and found adequate DIF detection with the methodology. Importantly, Flowers et al. simulated two thousand items with no DIF in order to determine the 99 th percentile of the NCDIF index to guard against Type I error. As a result, they used an empirically established cutoff value of .016 for the NCDIF index, which corresponds to that originally recommended by Raju et al. (1995) .
While the results of the Flowers et al. (1999) study were promising, we believe that the scale length of 20 or 40 items is unrealistically long for many unidimensional attitudinal and personality-type constructs measured in practice. Moreover, we were interested in simulating both more complicated types of DIF as well as DIF that affected only a few item parameters for items exhibiting DIF. Lastly, while we applaud Flowers et al. for empirically establishing their own NCDIF critical value, it would seem that in practice most researchers would be more likely to use the cutoff indices of .096 (for 5-response option items) recommended by the software creators (i.e., Raju, 2000) . Thus, we simulated data under a variety of conditions in order to examine the usefulness of the DTF and item-level NCDIF indices as they are likely to be used in practice. Method Data were simulated to represent 500 participant responses on a twelve-item Likert scale with five response options for both a referent group and focal group. These data were meant to represent a single scale measuring a single unidimensional construct rather than a multi-factor survey. This smaller number of items is in sharp contrast to the 20 and 40 item measures simulated by Flowers et al. (1999) . However these data have the potential benefit of extending our understanding to unidimensional constructs frequently measured by Likert scales with twelve (or fewer) items.
Initial Item Properties
In this study, item a and b parameters were manipulated in order to simulate DIF. In order to manipulate the amount of DIF present, referent group item parameters were simulated under the graded response model (Samejima, 1969) , then these item parameters were changed in various ways in order to simulate focal group item parameters. A random normal distribution, N[ =-1.7, =.45] was sampled in order to generate the threshold values for the lowest boundary response function (BRF) for the referent group data. Constants of 1.2, 2.4, and 3.6 were then added to the lowest threshold in order to generate the threshold parameters of the other three BRFs necessary to generate Likert-type data with five category response options. These constants were chosen in order to provide adequate separation between BRF threshold values and to result in probable BRFs ranging from approximately -2.0 to +3.3. Actual values of the referent group item parameters can be found in Table 1 .
The a parameter for each item was also sampled from a random normal distribution, N[ =1. 25, =.07] . This distribution was chosen in order to create item a parameters which have a probable range of 1.0 to 1.5. Data were generated using the GENIRV item response generator (Baker, 1994) .
Simulating DIF
Either 2, 4, or 8 items were simulated to exhibit varying amounts of DIF between groups. One hundred data samples were simulated for each condition described below.
A parameter DIF. Items' a parameters were simulated to be different across groups by subtracting .25 from the referent group's a parameter for each DIF item in order to create the focal group's a parameter. There was also a condition in which the a parameters for DIF items were not changed so that the effect of different b parameters could be examined in absence of DIF in a parameters.
B parameter DIF.
In addition to a parameters varying between groups, DIF items' b parameters also were varied. Although the manner in which the items' b parameters changed varied in several different ways (to be discussed below), the overall magnitude of the variation was the same for each condition. Specifically, for each DIF item in which b parameters varied between groups, a value of .40 was either added to, or subtracted from, the referent group b parameters in order to create the focal group b parameters. These changes are large enough value to be detectable yet not so large as to potentially cause overlap with other item parameters (which are 1.2 units apart).
There were three conditions simulated in which items' b parameters varied. In the first condition, only one b parameter differed for each DIF item. In general, this was accomplished by adding .40 to the referent group's largest b parameter value in order to create the focal group's largest b parameter value. This condition represents a case in which the most extreme option (i.e., a Likert rating of 5) is more likely to be used by the referent group than the focal group for persons with the same theta values.
In a second condition, each DIF items' largest two b parameters were set to differ between groups. Again, this was accomplished by adding .40 to the referent group's largest two b parameters in order to create the focal group's item parameters for the DIF items. This situation represents the case in which the highest two response options (e.g., 4 and 5) are more likely to be used by the referent group than the focal group.
In a third condition, each DIF items' two most extreme b parameters were simulated to differ between groups. This was accomplished by adding .40 to the item's largest b parameter while simultaneously subtracting the same value from the item's lowest b parameter. This situation represents the case in which the focal group is more prone to central tendency in their ratings than is the referent group. Such tendencies have been observed in crosscultural studies in which some cultures are less likely to use extreme response options (e.g., Clarke, 2000; Cheung & Rensvold, 2000; Hui & Triandis, 1989; Watkins & Cheung, 1995) .
Lastly, a condition was also simulated in which DIF items' b parameters did not vary between groups.
This condition allows the impact of difference in a parameters to be detected in absence of differences in b parameters.
Note that while these levels of DIF are somewhat less than those simulated in the Flowers et al. (1999) study, they are nearly identical to those simulated by Meade and Lautenschlager (2004) . In that study, these levels of DIF were readily detected by both IRT likelihood ratio tests (Thissen, Steinberg, & Wainer, 1988 , 1993 and by confirmatory factor analysis test of measurement invariance.
Cancellation of DIF. The last set of conditions simulated allow for the possibility of DIF canceling out across items. We choose to simulate canceling DIF as the NCDIF index does not take into account the DIF of other scales items while the DTF index allows for such cancellation.
Thus, we expected cancellation of DIF to have little effect on the performance of the NCDIF indices (which were expected to identify all DIF items), but to result in no perceptible DTF due to the compensatory nature of this index.
For these conditions, DIF was simulated to either cancel across items or not cancel across items. If DIF was simulated to cancel across items, then items' a and b parameters were set to vary in opposite ways for different items. For example, consider the scenario in which two DIF items were simulated in which the items' a parameters do not differ but the items' largest b parameters differ between the referent and focal groups. If cancellation of DIF was simulated, then .40 was added to largest b parameter for the first of the two DIF items while .40 was subtracted from the largest b parameter of the second DIF item. Similarly, if four of the items in the scenario described above were simulated to have DIF, and DIF was simulated to cancel across items, then two of the items were simulated to have values added to their b parameters while two have values subtracted from their b parameters. An overview of the conditions simulated in this study can be found in Table 2 .
Data Analysis
In order to detect differences in item parameters between the referent group and focal group using the DFIT method, item parameters must be estimated and put onto the same metric using a linking procedure. Item parameters were estimated using the MULTILOG program (Thissen, 1991) while linking was accomplished by using Baker's modified test characteristic curve to estimate equating coefficients using the Equate 2.1 program (Baker, 1995) .
To evaluate the efficacy of the item-level NCDIF index, true positive (TP) rates for each replication sample were assessed by calculating the number of items generated to have DIF that were successfully detected as DIF items by the NCDIF statistic divided by the total number of DIF items generated for the sample. True negative (TN) rates were calculated by taking the number of items not flagged as DIF items divided by the total number of items simulated to not contain DIF for a given sample 1 . These TP and TN rates were then averaged across all 100 replications simulated for each condition.
Results
Our results indicated that the recommended NCDIF index cutoff value of .096 (Raju, 2000) currently is set far too high in order to be able to detect the levels of DIF simulated in this study. While, the TN rate for the index was perfect (1.0) for all conditions simulated, the TP rate was less than 1% (.01) for all conditions. For all but four of the 43 conditions simulated, the TP rate was zero, indicating that no DIF items were detected across 100 data sample replications with 12 items per sample. These results were quite surprising and suggest the need for further consideration of the critical value associated with NCDIF in order to increase sensitivity to DIF. As DTF cutoff scores for indicating significant DTF are computed as the product of the critical values of the NCDIF cutoff scores and the number of scale items (Raju, 2000) , not surprisingly, not a single DTF value was considered significant in any of the 4,300 data sets analyzed.
Discussion
An empirical investigation using data with simulated DIF suggests that the TP rates of the DFIT program indices are too low to be of practical value to researchers with the current cutoff values. Both the NCDIF and DTF indices were very poor at identifying simulated differences. It is particularly interesting that both TN and TP rates were somewhat dependent on whether simulated DIF cancelled. Searcy and Lautenschlager (1999) had reported a similar dependency in another Monte Carlo study of the DFIT framework using the graded response model. A focal point of the DFIT approach is that it allows for compensatory handling of DIF, however this strength is itself dependent upon a need for such compensation. We found that the effectiveness of the DTF approach is better in those conditions where DIF was simulated to cancel.
As with all simulation studies, our study was limited in scope. We simulated relatively minor, but significant amounts of DIF in order to determine the efficacy of the DFIT program for detecting this DIF. While we attempted to simulate relatively minor DIF in order to establish the boundary conditions at which NCDIF is sensitive to simulated DIF, we did not simulate more extreme DIF as a comparison. However, the amount of DIF simulated in this study nearly identical to that of other studies in which other measurement invariance tests such as likelihood ratio tests and confirmatory factor analysis tests were able to detect these simulated differences (Meade & Lautenschlager, 2004) . Thus, though somewhat less DIF was simulated in this study as compared to the Flowers et al. (1999) study, these levels of DIF have been shown to be detectable by other methods. However, the specifics of the simulation conditions represent only a very small number of possible scenarios of Likert scales. Thus, future research is needed to both determine the optimal cutoff score to be used with the NCDIF index and to identify the conditions under which DFIT is likely to indicate that DIF and DTF exist.
Conclusions and Recommendations
Empirically, DFIT analyses indicate which items favor and penalize the focal group. We caution however that it is also too frequently observed that no rationale can be given for why any given item should favor/penalize a given group. From a practical standpoint then, the use of DFIT to empirically balance DIF items may give some comfort, but it does not advance our understanding of why items operate differently for different groups. From a theoretical standpoint we need more attention devoted to why items operate differently. This seems especially true when one considers that the DFIT framework allows for two undefined (and often unknown) sources of differences between groups to cancel out as reciprocal off-setting influences on responses that minimize DTF . Given this very empirical basis for the DFIT framework and our results, we encourage some amount of caution and increased examination of rationales when using the DFIT framework.
Raju and his colleagues have made many significant contributions to the IRT literature and have introduced a promising methodology with the DFIT program. However, we hope that this paper initiates further refinement of the methodology.
Maurer, T. J., Raju, N. S., Collins, W. C. (1998) .
Peer and subordinate performance appraisal measurement equivalence. Psychology, 83, 693-702. Meade, A. W., & Lautenschlager, G. J. (2004) Table 2 Conditions Overview for Simulated Data 
Journal of Applied
Number
