Abstract-Selective regression testing strategies attempt to choose an appropriate subset of test cases from among a previously run test suite for a software system, based on information about the changes made to the system to create new versions. Although there has been a significant amount of research in recent years on the design of such strategies, there has been very little investigation of their cost-effectiveness. This paper presents some computationally efficient predictors of the cost-effectiveness of the two main classes of selective regression testing approaches. These predictors are computed from data about the coverage relationship between the system under test and its test suite. The paper then describes case studies in which these predictors were used to predict the cost-effectiveness of applying two different regression testing strategies to two software systems. In one case study, the TESTTUBE method selected an average of 88.1 percent of the available test cases in each version, while the predictor predicted that 87.3 percent of the test cases would be selected on average.
INTRODUCTION
ELECTIVE regression testing strategies attempt to choose an appropriate subset of test cases from among a previously run test suite for a software system, based on information about the changes made to the system to create new versions [1] , [3] , [5] , [6] , [7] , [9] , [10] , [13] , [14] , [16] . The motivation for such strategies is the desire to keep the cost of regression testing manageable. The intuition is that if, instead of rerunning the entire test suite (the so-called retest-all strategy), a systematically-selected subset is chosen to be rerun, then substantial resources will be saved due to the limited size of the selected test set. Although there has been a significant amount of research in recent years on the design of such strategies, there has been significantly less investigation of their cost-effectiveness. The primary exception to this statement is a simple cost model described by Leung and White, to enable the comparison of regression testing strategies [11] . There also has been little investigation of the various factors affecting cost, including CPU time, disk space, effort of testing personnel, the cost of business opportunities gained or lost through increased or reduced testing, etc.
Rothermel and Harrold group a variety of selective regression testing approaches into three categories [14] . Safe approaches require the selection of every existing test case that exercises any program element that could possibly be affected by a given program change. Minimization approaches attempt to select the smallest set of test cases necessary to test affected program elements at least once. Coverage approaches attempt to assure that some structural coverage criterion is met by the test cases that are selected. Because in practice a coverage criterion is applied to select a single test case satisfying each coverage requirement induced by the criterion, coverage approaches can be viewed as special types of minimization approaches. For this reason, for the purpose of this paper, we will only distinguish between approaches that attempt to select all affected test cases, and those that attempt to select a minimal set of affected test cases.
Many coverage criteria do not actually require that a minimal test set be selected. In a sense, safe strategies and minimization strategies can be thought of as being at the two endpoints of a continuum of strategies. In practice, a tester may be satisfied using near-minimal test sets. The search for small test sets is based on the intuition that repeatedly reexercising code units during testing is "wasteful." However, the effort needed to minimize the test set can be substantial and therefore may not be worthwhile. Note that in general, most of the selective regression testing strategies that have been described in the literature are independent of any coverage criterion that may have been used to create the original test suite. In fact, regression testers are frequently unaware of how the original test suite was designed.
The main thrust of papers on safe selective regression testing has been to show that by using the proposed algorithm to selectively choose a regression test suite, faults detected by the full test suite are guaranteed to be detected by the selected subset. For minimization methods, it is assumed that it is unlikely for faults to go undetected compared with the straightforward retest-all approach. The fundamental assumption underlying all of these selective regression testing strategies is that the cost of the analysis necessary to do the selection is offset by the savings realized by reducing the test set size.
When the cost of running individual test cases is substantial, the size of the test set can be an especially important issue. However, as we shall see, it is not always possible to intelligently select a relatively small subset of the regression test suite, and the cost of the analysis necessary for making this determination may well offset the savings realized by reducing the test set size. It is this issue that we investigate in this paper. In particular, we discuss the design of predictors of cost-effectiveness that we will use to determine whether or not the savings a selective regression testing method achieves through a reduction in the number of test cases is likely to be worth the cost of the analysis needed to achieve this reduction. Our goal is to define relatively inexpensive and simple calculations that can provide such a basis for prediction. In this way, we may be able to prevent the waste of significant analysis costs when the strategy under investigation is likely to select all or most of a test suite for regression testing. In this case, the savings realized by reducing the test set size may well be less than the analysis costs and therefore not worth doing.
A MODEL OF REGRESSION TESTING
In this section we present a formal model of selective regression testing. Many of the methods that have been described in the literature can be reasonably characterized by this model. We will use this model as a basis for computing our predictors.
Informally, selective regression testing involves the systematic selection of a subset of test cases from a permanent regression test suite. This selection is performed each time changes are made to the system under test. These changes might be due to fault removals, planned enhancements, specification changes, porting to new platforms, etc. The selection is driven by two kinds of analysis: coverage analysis and change analysis. Coverage analysis is used to identify the relationship between the test suite and the entities in the system under test that are exercised by the test suite. 1 The entities might include statements, branches, functions or definition-use associations. Change analysis (also known as impact analysis) is used to identify the entities that have been modified or could be affected by the modifications made to the system under test. Test selection for selective regression testing strategies involves choosing test cases that cover affected entities. Safe methods select all test cases that cover affected entities, while minimization methods attempt to select the smallest subset of test cases such that each affected entity is covered at least once. One of the primary things that distinguishes the various selective regression testing methods that have been proposed is the choice of the entity or entities on which the coverage and change analysis are performed. This choice affects the level of granularity of the analysis, and hence both the precision and efficiency of the analysis. Precision is defined to be the ability of a method to avoid selecting test cases that do not cause the modified program to produce outputs that differ from those of the original version. Efficiency assesses the computational cost and automatability of a selective regression testing strategy. These terms, proposed by Harrold and Rothermel, are two of the four criteria they used to evaluate selective regression testing methods [14] . For instance, TESTTUBE is a system for selective regression testing of C programs in which the entities that are analyzed are function definitions, global variable definitions, type definitions, and preprocessor macro definitions [3] ; such a method favors efficiency over precision. On the other hand, data flow-oriented approaches (such as the approach described by Ostrand and Weyuker [13] ) treat definition-use associations as the entities of interest; such a method achieves precision at a loss of efficiency. Still other methods focus on other kinds of entities, such as statements, code segments, or backward slices from the place of each program edit.
More formally, let P be the system under test, and let S be its specification. Let T be the regression test suite for P, with |T| denoting the size of T. Let M be a selective regression testing method to be used to select a subset of T to test P; M may depend on P, S, T, execution histories for T, and other factors. Let E be the set of entities of the system under test that are analyzed by M. We assume that T and E are nonempty, and that every syntactic element of P belongs to at least one entity in E.
Let covers M (t,e) be the coverage relation induced by method M for P and defined over T ¥ E. We define covers M (t,e) to be true if and only if the execution of P on test case t causes entity e to be exercised at least once. If e is a function or module of P, e is exercised whenever it is invoked. If e is a simple statement, statement condition, definition-use association or other kind of execution subpath of P, e is exercised whenever it is executed. If e is a variable of P, e is exercised whenever it is read or written. If e is a type of P, e is exercised whenever a variable of type e is exercised. If e is a macro of P, e is exercised whenever its expansion is exercised. If e is a slice of P, e is exercised whenever all of its constituent statements are exercised. Appropriate meanings for "exercised" can be defined similarly for other kinds of entities of P.
Let E & denote the set of covered entities. E & is defined as follows:
We use |E & | to denote the number of covered entities. It is sometimes convenient to represent the relation covers M (t, e) by a 0-1 matrix C, whose rows represent elements of T and whose columns represent elements of E. We then define element C i,j of C as follows:
We define CC to be the amount of cumulative coverage achieved by T (i.e., the integer sum of the entries in the 0-1 matrix): 
That is, the cost of the analysis needed to select T M should be less than the cost of running the unselected test cases, T -T M . The relationship in (1) is captured in the cost-effectiveness curve of Fig. 1 , in which the selection rate |T M |/|T| is plotted along the x-axis, and the cost ratio s M /r is plotted along the y-axis. The curve appearing in the plot is the break-even curve. Points lying below the curve represent cost-effective situations, while points lying above the curve represent costineffective situations. For example, if the selection rate is 50 percent, for every test case that is selected, one test case is excluded, and thus the cost of selecting one test case must be less than the cost of running one excluded test case. If the selection rate is 25 percent, three test cases are excluded for every one that is selected, and thus the cost of selecting the one test case must be less than the cost of running the three excluded test cases (i.e., less than three times the cost of running one excluded test case). Although we will use the Leung-White cost model to illustrate the application of our predictors, it is important to notice that the Leung-White model makes a number of simplifying assumptions that may well be inappropriate for large systems with certain characteristics. For instance, their model assumes that the costs s M and r are constant for all test cases. Even though such an assumption does make it feasible to apply the model, it is surely not accurate. More importantly, it is assumed that all costs can be expressed easily in the same numeric units and are therefore interchangeable and uniform throughout. Again this is not in general a realistic assumption, since the costs that are incurred can be a mixture of CPU minutes, staff hours, equipment dollars, etc. More empirical research is needed to assess the effects of these assumptions.
Rothermel and Harrold suggest that it is useful to divide regression testing into two phases for the purpose of cost analysis. During the preliminary phase, changes are made to the software, and the new version of the software 2. Note that we have changed the notation and representation used by Leung and White. is built. During the critical phase, the new version of the software is tested prior to its release to customers [14] . When using a selective regression testing method, it is important to do as much analysis as possible during the preliminary phase, allowing the critical phase to be devoted to running test cases in order to reduce the likelihood of a delayed release. For instance, for some large projects in development organizations that we work with, the use of specialized, very expensive equipment requires that most testing be performed using a specially equipped test laboratory that is shared by many different organizations and scheduled well in advance of its expected use. Such a laboratory typically runs continuously, and may be available to a given project no more than a few hours per week, typically during the middle of the night. As such, it is viewed as a scarce resource that is never to be wasted. However, certain types of analysis could be performed during off-hours using spare cycles of workstations or PCs. In such cases, any analysis that can be performed in advance of testing on these idle machines may well be more cost-effective and feasible than using the test laboratory, even if the cost-effectiveness relationship of the Leung-White model is not strictly satisfied. Thus, there may be cases in which even though the apparent cost of analysis seems not to be worth the small number of test cases excluded by a selective regression testing method, the analysis is nonetheless worthwhile since different resources are used to make the determination, and any savings in test lab use is especially important. These kinds of considerations should be reflected when determining the cost of analysis by assessing cost not only based on resource usage, but also based on such factors as time of day, day of week, and time to scheduled release.
To properly evaluate the cost-effectiveness of a selective regression testing method for such a system, the cost model would therefore need to balance the high cost of running test cases in the test lab against the relatively cheap cost of doing analysis on idle processors. In general, it may be necessary to employ system-specific cost models, taking into account all of the unique characteristics of the system under test, the test suite, and the process and resources used to test the system. 
COVERAGE-BASED PREDICTORS
In this section, we present simple method-dependent predictors of the number of test cases that need to be rerun when a change is made to the system under test, and we examine their strengths and weaknesses. We also consider situations that affect their applicability.
The design of our predictors is based on some fundamental assumptions about the nature of test coverage and the nature and distribution of changes made to a system. It is our experience that the relation covers M (t,e) changes very little during maintenance, except when new, large subsystems or features are added to P (thereby causing large numbers of test cases to be added to T). In Section 4.1, we present data from a case study that confirms this assumption. If a relation covers M (t,e) changes very little from version to version of P, we will say that the relation is stable. We also observe that the ability of a method M to exclude test cases from a test suite T for testing a system P will be fundamentally governed by the nature of the relation covers M (t,e). For instance, if there is a great deal of overlap in the sets of entities of P that each test case covers, then we would not expect a safe strategy to be able to exclude very many test cases, regardless of the degree to which the system is changed from version to version. This is because each entity is covered by a relatively large fraction of the test cases in the test suite, and each test case covers a relatively large fraction of the set of covered entities. According to the Leung-White model, the presence of a great deal of overlap of this kind would require an analysis cost that is far less than the test execution cost in order for the analysis to be worthwhile.
Basic Approach
Given a system under test P, a candidate selective regression testing method M, and a stable coverage relation covers M (t,e), it suffices to evaluate the cost-effectiveness of M on one version of P in order to predict its cost-effectiveness for all future versions of P. We envision a simple procedure for carrying out this evaluation, using the predictors described later in this section. The procedure is divided into two stages, considering first a hypothetical change to one entity and then considering changes to multiple entities. This division arises for practical reasons since, as will be seen later, it is easier to compute predictors for a change to a single entity than for changes to multiple entities, and knowing that the method will not be cost-effective for a single change to P implies that it will not be cost-effective for more extensive changes to P. It may seem at first that applying method M (or a portion of M) to determine whether M is cost-effective defeats the whole purpose of avoiding the cost of using M when it is not cost-effective. However, note that the first two steps shown above are in general necessary first steps for any use of M, since M must be "bootstrapped" with complete coverage information for T before M can be used in subsequent versions to select subsets of T. Therefore, if by carrying out part of M on just one version of P and determining that it is not cost-effective to use M in that case, it is then reasonable to conclude that it will not be cost-effective to employ M on any version of P. Thus, the costs of using M can be avoided in all future versions of P, incurring the cost for only one version of P.
Once a decision has been made that it will be costeffective to use M throughout the maintenance of P, it might be desirable to employ a different prediction method allowing one to decide on a version-by-version basis whether or not to incur the method's analysis costs; we discuss such version-specific prediction in Section 5.
Safe Strategies, Single Entity Changed
As outlined above, in attempting to predict whether or not a selective regression testing method M will be costeffective when employed during the maintenance of software system P, we first define a predictor that can be used to determine whether M will be cost-effective when only a single entity of P is changed. If M is found to be costeffective for testing a change to a single entity of P, then other, more accurate predictors will have to be employed to determine the limits and circumstances of M's costeffectiveness.
As a first step in computing the desired predictor, we consider the expected number of test cases that would have to be rerun provided only a single entity has been changed and a safe method M is being used. This number will, of course, depend on which entity is changed. To account for the dependency of the predictor on the particular entity being changed, we can use a probability distribution that associates with each entity the probability that it will be changed, given that exactly one entity is changed. Let w j denote the probability that entity e j will be changed given that exactly one entity is changed. Note that since the w j 's are probabilities, we require that they sum to one. Recalling that C denotes the 0-1 matrix representing the relation covers M , then we can compute the average number of test cases that will exercise an entity with respect to this probability distribution. We will call this average value N M w :
The inner sum is simply the probability that test case t i will have to be rerun given that exactly one entity is changed.
In some cases, the probability distribution can be derived from historical data. If, however, such information is not available, then a uniform distribution is typically the most reasonable assumption to make. In that case, the expected number of test cases that would have to be rerun is simply the average number of test cases that exercise an arbitrary entity, given that all entities are equally likely to be changed. This can be computed by setting each of the weights w j to be 1/|E|. Call this average based on a uniform distribution, N M :
S S
But this is simply the ratio of the cumulative coverage value CC to the size of the entity set E:
The intuition here is that if we can expect to have to rerun almost the entire test suite, there may be little or no advantage to doing whatever analysis is necessary to select that subset of the test suite unless the cost of running a test is very high relative to the cost of the analysis. We emphasize that this predictor is intended to be used only for safe strategies.
A slightly refined variant of N M considers E & rather than Hence, in no case does p M correctly predict the exact number of test cases that will be selected, and in one case, the prediction significantly underestimates the number of test cases that must be rerun. Still, if each entity is equally likely to be changed, then over all future versions in maintenance, p M accurately predicts the average fraction of the test suite selected in any one version. These scenarios demonstrate the limitations of employing simple averages to compute the desired predictors. Nonetheless, p M does provide us with an estimate that at least can be used to rule out M as a cost-effective strategy. In addition, if information is available about the frequency with which changes are made to the different entities in the system under test, then this information can be used to weight the averages computed in p M .
Safe Strategies, Multiple Entities Changed
If the computation of p M predicts that M will be costeffective in the presence of a change to a single entity, then changes to multiple entities must be considered, since typical software changes will involve several entities.
As Fig. 2 , the number of test cases needed will range between k + 1 (if all of the changed entities are "adjacent" to each other, and therefore "share" test cases) and 2k (if none of the changed entities are "adjacent" to each other, and are therefore unable to "share" test cases).
For pattern B shown in Fig. 3 , the number of test cases needed will always be k + 1 because every entity is exercised by a test case that exercises only that entity, as well as by the test case that exercises all entities. Thus, N M & increases linearly with k for this pattern. For pattern C shown in Fig. 4 , the number of test cases needed will be either k if the core entity is not changed, or
We refer to the factor k E / & as the change rate, the fraction of covered entities that are changed.
We can compute p M as before by dividing N M & by |T|, which for pattern C is equal to E & -1:
We note that when k is 1, p M is 2 / E & , which is the value computed using the formula for p M presented in Section 3.2.
For large values of E & , we can approximate p M as follows: As was shown in Section 3.2, we can also compute estimates for r and s M,& and use the Leung-White model to analyze the cost-effectiveness of M. In particular, the estimates for r and s M,& can be plugged into the Leung-White model to determine the maximum cost-effective value for the selection rate p M . This maximum can then be used to find the maximum number of changed entities k for which cost-effectiveness can still be achieved. The feasibility of achieving such a change rate can then be determined by consulting with testing personnel or through an analysis of historical change data for P.
Minimization Strategies
Minimization strategies have the special property that a change to a single entity requires that only one test case be rerun regardless of the nature of the relation covers M (t,e). Therefore, we focus on the more interesting situation in which multiple entities are changed. We consider next the case in which k entities are changed.
For pattern A shown in Fig. 2 , the number of test cases needed when a minimization selection strategy is used will range between k/2 and k, again depending on the "proximity" of the changed entities.
For pattern B shown in Fig. 3 , the number of test cases needed will always be 1, since the test case that exercises all of the entities can be selected.
For pattern C shown in Fig. 4 , the number of test cases needed will be either k -1 if the core entity is not changed, or k if the core entity is changed. As in Section 3.3, we can compute N M & as the sum of these two values weighted by their frequency of occurrence:
As before, normalizing N M & by dividing by |T|, we get
This last value is simply the change rate, i.e., the fraction of the entity set that is changed. Thus, when minimization strategies are applied to pattern C, the selection rate is equal to the change rate, and the number of test cases needed is simply k, the number of entities changed. Estimates for p M can then be plugged into the LeungWhite model as was discussed in Section 3.3, along with estimates for r and s M,& .
EXPERIENCE
Whenever new test selection strategies of any kind are proposed, it should be standard practice to also assess their effectiveness and cost. A safe, code-based selective regression testing approach described by Chen, Rosenblum, and Vo, called TESTTUBE, was designed explicitly to address the issue of cost-effectiveness [3] . In order to assess the usefulness of the approach, two case studies were performed with TESTTUBE on moderately large software systems. The first case study was performed on a sequence of 31 versions of the 1988 release of the KornShell, a command processor for the UNIX ‚ operating system [2] . 3 These 31 versions were produced over a three-year period. The second case study was carried out on a single version of SFIO, an I/O programming library for the UNIX operating system [8] .
Case Study 1: KornShell 88
Fig. 6 presents a plot of the reduction in test cases that TESTTUBE achieved for the 31 versions of the KornShell that were studied. The version numbers from 1 to 31 are plotted along the x-axis, while the percentage of the test suite selected in each version is plotted along the y-axis.
In only six versions (20 percent, with the first version ignored since all test cases were necessarily run on the first version prior to analysis), at least one test case was excluded from the entire test set using the TESTTUBE approach; in three of these six versions, no test cases were selected, either because the versions involved changes to documen-tation or to uncovered code. This means that in the remaining 24 versions (80 percent) the analysis required by the approach was entirely wasted. Even in those versions for which less than the entire test suite was selected for retesting, the savings that was achieved was less than the cost of the analysis. This lack of cost-effectiveness may be attributed to a number of factors-the coarse level of granularity of TESTTUBE's analysis, the very low cost of executing the KornShell test suite, and the structure and behavior of the KornShell itself. This last factor arises from the fact that the KornShell is essentially a language processing system, all of whose subsystems (input/output components, tokenizer, parser, semantic analyzer, and command execution component) are invoked on even the smallest of inputs. Therefore, changes made to the KornShell frequently impact all subsystems of the software.
In this case study, an average of 88.1 percent of the test suite was selected by TESTTUBE to retest each version. If we had instead used our predictor to determine whether or not we could expect TESTTUBE to be cost-effective for selecting test cases for KornShell, we would have computed a value of 87.3 percent for p M for a change to one entity in the first version, which is very close to the actual average. This indicates that there is a great deal of overlap in the entities covered by the KornShell test suites, leading us to conclude that there is very limited opportunity for the TESTTUBE method to exclude test cases during maintenance of the KornShell. Furthermore, computing p M for all 31 versions reveals that the percentage varies very little over the version history. For the 31 versions we considered, p M ranged between 82.5 percent and 87.5 percent, providing some confirmation for the hypothesis that the relation covers M (t,e) is relatively stable throughout maintenance.
The average cost r of executing a KornShell test case was 0.052 CPU-minutes on a Sun SPARCstation 1+ workstation, while the per-test-case cost s M,& of carrying out TESTTUBE's coverage analysis was 0.765 CPU-minutes. 4 Applying the Leung-White cost-effectiveness model to the predicted selection rate and test execution cost indicates that the total per-test-case analysis cost s M must be less than 0.014 CPUminutes. Clearly, using this measure, TESTTUBE would not be considered cost-effective for KornShell. 4 . SPARC is a trademark of SPARC International Inc.
Case Study 2: SFIO
As a further test of the predictors, the cost-effectiveness of two selective regression testing methods were analyzed for possible use on a single version of SFIO. One method was TESTTUBE, while the other was a hypothetical safe method employing coverage and change analysis at the statement level. The commercial test coverage tool PureCoverage was used to simulate the coverage analysis employed by the second method. 5 The per-test-case execution cost r of an SFIO test case was 0.126 CPU-minutes or 0.162 clockminutes on a Sun SPARCstation 1+ workstation. 6 For TESTTUBE, p M was estimated to be 50.9 percent for a change to a single entity, and the per-test-case coverage analysis cost s M,& was 0.228 CPU-minutes (0.244 clockminutes). The Leung-White model requires the total analysis cost s M to be less than 0.122 CPU-minutes (0.156 clockminutes), again indicating that TESTTUBE would not be costeffective.
For the hypothetical statement-based method, p M was estimated to be 21.6 percent for a change to a single entity, while the per-test-case coverage analysis cost s M,& was 0.179 CPU-minutes (0.487 clock-minutes). Because of the lower selection rate, the Leung-White model places a higher limit of 0.457 CPU-minutes (0.588 clock-minutes) on the total analysis cost s M , suggesting that this method may be cost-effective if statement-level change analysis could be performed efficiently enough. Further analysis of the statement-level coverage relation would be needed to determine how many statements could be changed before the method becomes cost-ineffective.
Stability of the Coverage Relation
As was mentioned in Section 3, the design of our predictors was based in part on the fundamental assumption that the relation covers M (t,e) changes very little during maintenance. The data from the KornShell study provide strong evidence to support our presumed stability of the test coverage relation.
To test this hypothesis on the KornShell, we generated the 0-1 coverage matrices C i,j for each of the 31 versions of the KornShell. A change from a zero to a one or from a one to a zero between a pair of consecutive versions represents one change in the coverage relation, and thus the number or percentage of changed elements provides a clue to the stability of the relation.
The matrices were computed over the maximal sets of covered entities and test cases for the 31 versions (i.e., over the union of the sets of covered entities and the union of the sets of test cases), in order to simplify the analysis. Each of the resulting matrices contains 19,328 elements (16 test cases times 1,208 covered entities). Table 1 shows how many elements in these matrices changed from version to version, both as an absolute number and as a percentage, with averages for both statistics given at the bottom of the 5 . PureCoverage is a trademark of Pure Software. 6. For the SFIO case study, we computed both CPU times and clock times. In general, clock time may be a better measure of execution cost than CPU time, since test execution often involves a great deal of manual activity that is not performed on the computer. table. In particular, each line in the table represents the change between a pair of consecutive versions numbered V and V + 1; for instance, the line with V = 5 represents the change from version 5 to version 6. As the table shows, the coverage relation was extraordinarily stable over the 31 versions of the KornShell, with an average of only one-third of 1 percent of the elements changing from version to version and only two versions for which the amount of change exceeded 1 percent. This suggests that it may be possible to simplify and reduce the cost of many selective regression testing algorithms by eliminating the coverage analysis required by the method in many versions and simply reusing the coverage information computed for a previous version. However, some metric would be needed for deciding when it is appropriate to eliminate the coverage analysis in a version. One final collection of data reveals further interesting properties of the coverage relation in the KornShell. Fig. 7 is a histogram of the number of (TESTTUBE-level) entities in version 1 of the KornShell covered by exactly t test cases, where t ranges between 0 and the total number of test cases (which is 13 in the case of version 1). Figs. 8 and 9 are similar histograms for lines and blocks, respectively; the data for these latter two plots were collected using the commercial test coverage tool PureCoverage. The plots show that, regardless of the level of granularity at which the coverage relation is characterized and analyzed, the large majority of covered entities are covered by all test cases. In terms of the exemplar coverage patterns presented in Section 3.3, the coverage relation looks very much like pattern C, but with a much larger number of "core" entities in the center. These data indicate that there is little opportunity to exclude large numbers of test cases in any version of the KornShell, regardless of the method being used. And as was true of the data presented in Table 1 , these coverage histograms were highly stable throughout all 31 versions of the KornShell, suggesting that such data also can be used to predict the likelihood of achieving cost-effectiveness using some candidate regression testing method.
Of course, these data also reveal a low level of coverage achieved by the KornShell test suite. It remains to be seen whether or not a more comprehensive test suite would result in a similarly stable coverage relation. There are a number of ways we might improve our approach to prediction and the accuracy of our predictors. The presentation of our predictors in Section 3.2 initially incorporated information about the probability distribution of changes made to entities in P, the system under test. This information might be obtained from a number of sources, such as configuration management and problem-reporting databases for P. In the absence of such information, particularly at the outset of maintenance, it may instead be possible to use information about the inherent structural properties of P to identify entities of P that are most likely to be changed during maintenance. For instance, a number of studies have shown that some kinds of faults are correlated with structural attributes such as the specific selection and manner of usage of source code instructions [4] , [12] , or the coupling and strength of system modules [15] . Such information could be used to identify likely targets of change caused by the removal of faults during maintenance. For other maintenance tasks, such as the integration of new features, other kinds of structural information would be needed. For instance, core subprograms and switch statements that serve as drivers or branching points to feature-specific modules would be likely targets of changes made to add new features.
In Section 3.1, we mentioned the possibility of employing version-specific predictors once a decision has been made to use M during the maintenance of P. If the changes made to create a particular version have a widespread impact, it would be ideal to have some way of determining prior to applying M that the impact will be widespread, thereby avoiding the costs of M in that one version. However, the primary cost that would be avoided would be the cost of M's change analysis. Yet the determination of impact would have to be made based on an analysis of the changes made to create the new version. Thus, applying M's change analysis to make the determination that the impact of a change is extensive defeats the purpose of incurring the cost of M's change analysis. The only way in which we envision using versionspecific predictors is in a situation in which less expensive, possibly less accurate alternatives to M's change analysis are available to make a quick determination of the changes that were made. Depending on the results of this preliminary analysis, a decision would then be made as to whether or not the complete change analysis was warranted.
Another improvement worth further study is to reduce the cost of M itself by having it reuse coverage information over multiple versions. As was shown in Section 4.3, the coverage relation is frequently a highly stable system attribute. Therefore, it should be possible to compute coverage information for M in one version of P and reuse it unchanged over multiple versions, without suffering too great a loss of accuracy in test selection. Updating or recomputation of coverage information could be limited to versions where the changes are large in number and have widespread impact, or simply to some periodic number of versions.
CONCLUSIONS
We have described the use of computationally efficient predictors for determining whether or not a tester should consider applying a selective regression testing strategy, given that it may involve considerable resources to perform the analysis necessary to use the strategy. As an initial step in this direction, we have proposed a simple, computationally efficient predictor and applied it to predicting the application of a safe strategy called TESTTUBE to the 1988 release of the KornShell. Our predictor computed that 87.3 percent of the the test suite would need to be rerun if a single entity were to be changed in this first version. Coupling this prediction with the Leung-White cost model, and using empirically determined values for the average cost of executing a KornShell test case and TESTTUBE's cost of performing coverage analysis, we could have decided a priori that it would not have been cost-effective to use the TESTTUBE approach to do selective regression testing for KornShell. The KornShell case study also supported our assumption that the test coverage relation tends to be very stable, suggesting that it may be possible to achieve extra cost savings in a selective regression testing method by eliminating much of the coverage analysis required by the method. We also applied our predictors to evaluate the cost-effectiveness of two safe selective regression testing strategies for a programming library called SFIO.
In order to illustrate the computation of our predictors for changes to multiple entities, we used three sample coverage patterns. While these patterns are not necessarily representative of actual coverage patterns that occur in real software systems, they do help to demonstrate the range of behavior in cost-effectiveness that might be encountered in practice. Further empirical research is needed to identify a comprehensive set of representative coverage patterns so that our results can be generalized to a wide variety of software systems. In addition, we expect to continue developing more sophisticated predictors that can be used to determine the applicability of a proposed selective regression testing strategy for testing a given software system. Based on our results, we can state that, in general, the costeffectiveness of a selective regression testing method can never be taken for granted. Much more empirical study is needed to evaluate the various approaches that have been proposed (especially minimization approaches), in order to determine the circumstances under which they will be costeffective. We hope that the researchers who proposed these approaches (or will propose new ones) will carry out similar studies of their cost-effectiveness. We envision the use of easily-computed predictors as being an important tool in making any determination of cost-effectiveness.
