Background {#Sec1}
==========

Objective Structured Clinical Examination (OSCE) is widely used to assess practical skills during medical studies \[[@CR1], [@CR2]\]. Countries like the United States of America, Canada, and Switzerland have already introduced standardized OSCE into their exams in order to evaluate clinical and practical competencies \[[@CR3], [@CR4]\], whereas in Germany, the organization, content, and grading of an OSCE is completely regulated by each medical faculty. Thus, there are difficulties when trying to compare outcomes or standards of medical students from different faculties. A lot of work is needed for the preparation of these exams. Further, different medical faculties need to agree on the content, standards, and benchmarks for OSCEs, as experiences from Switzerland demonstrate \[[@CR3]\]. Networks like the Umbrella Consortium for Assessment Networks (UCAN), which aids in the cooperation and sharing of resources such as exams and assessments, were only recently founded.

Despite the increasing introduction of OSCE to assess clinical competencies, there are concerns of higher variability \[[@CR5]\]. Although studies demonstrate high reliability for OSCE among different sites and languages \[[@CR6]\], other studies report variability in the content, checklists, and outcomes as well as a high examiner-dependent effect \[[@CR7]--[@CR10]\]. McManus et al. identified the bias of the examiner as having a meaningful influence on the candidates' outcome. Further, their study discussed the effect of the stringency-leniency-effect, which is also known as the "hawk-dove-effect" \[[@CR9]\]. Iramaneerat et al. described four issues that contribute to the rater-effect: leniency, inconsistency, the "halo-effect", and a limited range of scores of the examiner \[[@CR11]\]. The gender of the examiner as a possible factor of bias was evaluated in other studies. In some studies, female examiners tend to score higher \[[@CR12], [@CR13]\], whereas many other studies could not confirm a gender-related effect \[[@CR14]--[@CR16]\]. In contrast, other studies found that male examiners score female students higher \[[@CR17]\].

The aim of this study was to implement standardized OSCE stations at five different medical schools in order to get a tool to compare the outcomes of practical skill testing. In addition to assessing student performance, we studied the contribution of the examiner. A reference examiner and a local examiner scored simultaneously each candidate. In order to evaluate the effect of the examiner, the three main research questions for this study were:Is there a difference between the scoring of the reference examiner and the local examiners?Does the amount of the examiner's clinical experience influence scoring?Is the scoring biased by the examiner's and student's gender?

Methods {#Sec2}
=======

Learning objectives for joint examinations are included in the National Catalogue of Learning Objectives in Medicine \[[@CR18]\], which was approved by each medical faculty in Germany. Beforehand, each medical school had individual surgical OSCE-stations (for example assessing knee-joint examination by testing only ligament stability tests), thus we created basic and consistent OSCE-stations, which implemented a complete structured knee- or shoulder-joint examination.

Checklists to assess structure, performance, and knowledge of the joint examination were developed and students were scored using a 3-step-Likert-scale (part A) (Additional files [1](#MOESM1){ref-type="media"} and [2](#MOESM2){ref-type="media"}). Additionally, how well the student communicated and interacted with the patient was scored using a global rating scale (part B) (Additional file [3](#MOESM3){ref-type="media"}) with 5 items, each being scored on a 5-step-scale. Part B of the checklist was equal for both joint assessments. Scores from each joint examination were then tallied in a way that two-thirds and one-third of a student's score were from part A and part B, respectively.

Students had up to 5 min to perform and explain the joint examination to a standardized patient, an actor or actress who had been instructed to play a patient in a standardized, consistent role (for example a patient with typical impingement syndrome of the shoulder).

Five German medical schools (named in the following sections sites (S) 1--5) agreed to implement the standardized OSCE-stations in their local surgical OSCE.

To minimize bias from different central examiners, we appointed a single reference examiner to assess each student in addition to a local examiner. The reference examiner was a male resident of orthopaedic surgery with long experience in assessing practical skills during OSCE for which he had completed several rater trainings beforehand. He scored every student with the original checklist and his results were later used for comparison of outcome at the different medical schools.

For this study, outcome of the basic, consistent part of the checklists were evaluated, and the scores from the reference examiner were compared to the ones from the local examiner to calculate interrater-reliability. Because local exams are a matter of each medical faculty themselves, each medical school could add items for their local outcome, for example about further diagnostic investigation (Ultrasound, X-ray, MRI). However, it was not allowed to omit a basic item. Also some medical schools used their own raw scoring system in order to stick to the scoring points of other OSCE-station (for example all scores were doubled). By comparing in percentage points it was possible to compare different sites even if the raw scoring was different as long as the items were all scored separately or the grouping in rubrics was comparable.

Depending on the medical faculty, between two and four local examiners with different levels of professional (clinical) experience administered the OSCE. Thus, results were correlated with the examiner's level of clinical experience and evaluated in relation to their gender.

Altogether, 180, 147, 137, 31, and 45 students from sites 1, 2, 3, 4, and 5, respectively, were included in the study. Unfortunately, the local checklists of site 4 differed to the original, standardized checklists; thus, only the scores of the reference examiner (by using the original checklists) were used for evaluation. Although including all the agreed items, items at site 4 were not scored separately and the 3-step Likert-scale was not used. Part B of the local checklist at site 3 was excluded because some agreed items were not scored separately.

The study was approved by the ethics committee of the organizing university.

Statistics {#Sec3}
----------

Because the reference examiner and one local rater assessed every student, the means and standard deviation of both ratings were calculated and compared. Additionally, results were calculated separately for male and female examiners. Significant mean differences were evaluated with Analysis of variance (ANOVA) if distribution was normal or Kruskal-Wallis test if not. Significant differences between individual sites were identified by comparing pairs using the Duncan test. Differences were considered significant if *p* \< 0.05. Interrater-reliability was calculated and expressed using the Kendall-W coefficient. The Kendall-Tau-b coefficient was applied in order to evaluate correlation between the examiner's level of clinical experience and the student's outcome. For expressing effect strength for significant differences in the gender analyses, Cohen's coefficient d was calculated. IBM SPSS version 19 (SPSS, Inc., Chicago, IL, USA) was used for the statistical analyses.

Results {#Sec4}
=======

Comparison of reference and local examiners {#Sec5}
-------------------------------------------

Results from part A of the checklist for both joint examinations indicated that at all sites tested a higher score was given by the local examiners than by the reference examiner. The differences at part A were significant for all included sites for the shoulder joint examination, but only at site 2 for the knee examination. Because of too many differences regarding the scoring of items and their grouping in rubrics in their local checklist, site 4 could not be included in this statistical evaluation. Also, part B of the local checklist at site 3 could not be compared to the reference checklist; thus, part B of the checklist was only comparable at site 1, 2, and 5. Significant differences between the scoring of the reference and local examiner at part B were seen at site 1 for both joint examinations (*p* = 0.025 for knee, *p* = 0.003 for shoulder) and at site 5 for the shoulder examination (*p* = 0.022). Unlike part A, scores of the local examiner for parts B were not consistently higher when compared to the scores given by the reference examiner. The mean results and standard deviations of the reference and local examiners' scoring of both joint assessments are illustrated in Figs. [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"}.Fig. 1Mean outcomes and standard deviations of part A and B of the knee examinations from different sites (S); comparison of scores awarded by the reference examiner (Ref.ex.) and the local examiner (Loc.ex.). Number of students per site is in brackets. Significant differences between the scoring of the reference and local examiners are marked with a horizontal bracket and a star Fig. 2Mean outcomes and standard deviations for part A and B of the shoulder examination from different sites (S); comparison of scores awarded by the reference examiner (Ref.ex.) and local examiners (Loc.ex.). Number of students per site is in brackets. Significant differences between the scoring of reference and local examiners are marked with a horizontal bracket and a star

The Kendall-W-concordance coefficient gives values between 0 (no concordance) and 1 (complete consensus). In this study, it was calculated between 0.158 and 0.387 for interrater-reliability, which means there was only low agreement between the reference and local examiners (see Table [1](#Tab1){ref-type="table"}).Table 1Interrater-reliability (Kendall-W coefficient) between the reference and local examiners at different sites (S) for part A of the shoulder and knee examinations and part B (because part B was identical for both examinations, one value is given)Kendall-W coefficient of concordanceShoulder exam\
Part AKnee exam\
Part APart BS10.240.1580.348S20.2480.2470.256S30.3140.292-S50.2150.3870.25

Level of experience {#Sec6}
-------------------

Most examiners were licensed (and not yet involved in their residency) or residents of a surgical or orthopaedic surgery department. At site 1, one of the local examiners was a physiotherapist; and at site 5, one rater was an orthopaedic surgery specialist with many years of clinical experience. Scoring was unaffected by the level of the examiner's clinical experience (see Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}).Fig. 3Mean outcomes and standard deviations (in percentages) for part A of the knee and shoulder examinations from different sites (S). The data are separated by the level of professional clinical experience of the examiner (physiotherapist, licensed doctor without clinical experience, resident in general surgery/orthopaedic surgery, and specialist in general surgery/orthopaedic surgery Fig. 4Mean outcomes and standard deviations (in percentages) for part B of the knee and shoulder examinations from different sites (S). Data are separated by the level of professional clinical experience of the examiner (physiotherapist, licensed doctor without clinical experience, resident in general surgery/orthopaedic surgery, and specialist in general surgery/orthopaedic surgery

The correlation between the examiners' clinical experience level and scoring was calculated using the Kendall-Tau-b coefficient. Values between 0 (no correlation) and 1(complete correlation) were obtained. Although the correlations were mainly significant, the coefficients had changing positive and negative signs, which signified weak correlations (Table [2](#Tab2){ref-type="table"}).Table 2Correlations between the mean scores of examiners with different levels of clinical experience (physiotherapists, licensed doctors without clinical experience, residents in general surgery/orthopaedic surgery, and specialist in general surgery/orthopaedic surgery) for part A and B of the shoulder/knee examinations at different sites (S)Part APart BCorrelation (Kendall-Tau-b coefficients)*p* valuesCorrelation (Kendall-Tau-b coefficients)*p* valuesS10.1290.002−0.1270.003S2-0.208\<0.001−0.034nsS30.150.003\--S50.2930.001−0.2990.001Differences were considered significant if *p* \< 0.05; "ns" means non-significant. Correlations are expressed as Kendall-Tau-b coefficients

Gender {#Sec7}
------

The proportion of female students was higher than that of males except at S4 (S1: 114 females/66 males, S2: 79 females/68 males, S3: 89 females/48 males, S4 12 females/19 males, and S5: 27 females/15 males). Regarding the gender of examiners that could be included in the study, 837 and 206 of the examinations were performed by a male and female examiner, respectively.

At all sites, female students were scored higher on both parts of the checklists and female examiners generally awarded higher scores. Nevertheless, a significant finding was that male examiners gave higher scores to female examinees for both part A (*p* = 0.025) and part B (*p* = 0.04) of the checklist (see Fig. [5](#Fig5){ref-type="fig"}). Cohen's coefficient expresses the effect strength. If d is \>0.2 to 0.4 it signifies a weak effect, \>0.4 to 0.7 a moderate effect and 0.8 and higher a strong effect. Cohen's d coefficient for effect strength of gender bias was weak (d = 0.29 and d = 0.32 for part A and part B, respectively).Fig. 5Mean outcomes and standard deviations for part A and B of the joint examinations of all participating medical schools. Data are separated by the gender of examiner and examinee (student). Significant differences are marked with a horizontal bracket and a star

Discussion {#Sec8}
==========

In order to create a tool for outcome-orientated comparison of practical and clinical competencies between different medical schools, it is important to agree upon standards, content, and method of assessment. Therefore, we developed standardized OSCE-stations with checklists. These exams were implemented into the surgical OSCE of five different medical schools. Students who took the OSCE were scored by both the reference examiner and one local examiner. Extensive analyses of the outcomes between participating faculties are described in a different article (not yet published). The aim of this work was to evaluate the impact of the examiner as a factor that could affect OSCE scores. This is important if the OSCE is to be used by multiple medical faculties to accurately and fairly assess the competency of students. To our knowledge, only one other study has evaluated the outcome of a standardized OSCE administered in different faculties \[[@CR7]\]. In contrast to our study in which students were scored by the same reference examiner and a local rater, several central examiners were appointed. Significant variations in the scores between the participating medical schools and also between the central and local examiners were detected \[[@CR7]\]. In our study that utilized a single reference or central examiner, significant differences were observed in the scores given by the reference and those given by the local examiner; interrater-reliability was low. Many authors describe examiner bias when reporting clinical exam results. Mostly, the "hawk-dove" effect is mentioned, which means that some examiners are consistently stringent, while others are consistently lenient. This effect is observed in many studies \[[@CR9], [@CR10], [@CR19]\] and cannot be easily eliminated. Some authors conclude that the stringency is a part of the examiner's personality and that the outcome of the exam is more predictable if this is not changed \[[@CR9]\]. Instead, it is recommended that tests are scored by a pair of examiners \[[@CR13]\]. In our study, we used a pair of examiners. However, they were not allowed to discuss scoring so that we could get valid data regarding the interrater-reliability. Our finding of low interrater-reliability was described by other authors \[[@CR20]\]. In contrast, others describe high interrater-reliability but question the validity of the scores \[[@CR21]\]. In our study, even when using checklists that are easily filled in, the fact that for the same performance mean scores given by the reference and the local examiners differed as much as 10--15% at one medical school in both checklists of the shoulder examination and at checklist A of the knee examination at another site is definitely disconcerting. Although the different weighing of checklist A and B for the total score did not result in a total difference of 10% between reference and local examiner, it underlines the imperative for regular evaluation and training of examiners.

Similar to other authors, we could not correlate scores given by the examiners to their level of clinical experience \[[@CR22]\]. Clinical experience does not necessarily imply being a consistent and fair examiner. The reference examiner was on a rather low level of clinical experience but well trained in OSCE as a form of testing, but not necessarily made aware of the potential for examiner bias. Nevertheless, he had a lot of experience as a proctor and examiner, and this might be the reason that his scoring was more stringent. Many other authors observed a similar finding with increasing numbers of examinations \[[@CR9], [@CR23]\]. Two British studies evaluated the effect of examiner bias on OSCE for assessing communication skills, each at one faculty. One study did not see an effect when the number of examinations was increased. However, they did observe that raters were more inconsistent at the end of an assessment period \[[@CR22]\]. Another study could not confirm that examiners' fatigue was related to the duration of the OSCE \[[@CR24]\]. In our study we assumed that the reference examiner was consistent during the examinations. Though overall stringent, no change in stringency was observed during examinations. However, inconsistency in rating can only be kept to a minimum by training and evaluating but never be ruled out completely.

One important bias that we observed in our study was related to gender. Even though the effect was weak, male examiners at all faculties scored female candidates significantly higher. This raises the question of if male examiners are more lenient on female examinees? The findings of other studies investigating gender bias are not consistent. Boehm et al. observed the same effect of male examiners rating female examinees higher. We also found that female examiners generally give higher scores than male examiners, which confirms the findings of other authors \[[@CR12]\]. However, the majority of studies could not detect a gender bias at all \[[@CR13], [@CR15], [@CR16]\]. In a retrospective study, one group even described how female examiners gave lower scores regardless of the gender of the examinee \[[@CR25]\].

Gender or age of the standardized patient is a further possible source of bias, especially when involved in scoring. Because the standardized patients did not contribute to the scores of our OSCE, we did not analyse this effect; other studies could not detect a bias \[[@CR12], [@CR14]\].

McManus et al. contributed the examiner variance as 12% of the systematic variance. In that study, 1% of the variance depended on the differences in difficulties of the station and 87% on the differences of the candidates \[[@CR9]\]. Rater training can help to improve examiner's variance in scoring, although Weitz et al. did not observe a measurable influence on the accuracy of testing by increasing rater training \[[@CR26]\]. Nevertheless, examiners should be made aware of potential effects and biases; regular reviews of clinical and practical exams are recommended \[[@CR27]\]. Over all, OSCE are shown to have many good effects on students, curriculum, and faculty development \[[@CR28]\]. In addition to rating the performance of students, the goal of the assessment should be also to motivate students, while being aware of the bias \[[@CR29]\].

The inconsistency of local checklists especially at one site was a limitation of the study. This raises also the question how far an examination can be standardized. The two stations, the examination itself and agreed items were consistent, but differences in detailed scoring of the items produced difficulties to compare results of reference and local examiner, even when applying percentage points instead of raw points. For comparison of students' outcome at the five medical schools (which is discussed in a further work) this is sufficient as only the scores of the reference examiner who used these original checklists contributed. Nevertheless, even by comparing scores of different examiners only at 4 sites, examiner effects were observed.

Conclusion {#Sec9}
==========

Altogether, we could confirm a gender-related bias in different medical schools. Further, we identified a low conformity of scores between different examiners, which is concerning. This variability may introduce errors into ratings, which are independent of the student's performance. Through training, examiners should be made aware of potential bias, for example by implementation of methods like role-playing. This might have positive influence on examiner bias and should be further investigated in order to get fair results during exams.

Additional files
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 {#Sec10}

Additional file 1:Part A: Checklist "examination of knee-joint". Description of data: Blank English version of checklist part A with a 3-step-Likert-scale for OSCE station "knee-joint examination". (DOC 38 kb) Additional file 2:Part A: Checklist "examination of shoulder-joint". Blank English version of checklist part A with a 3-step-Likert-scale for OSCE station "shoulder-joint examination". (DOC 45 kb) Additional file 3:Part B: Checklist for communication and interaction. Blank English version of checklist part B with a global rating scale including 5 items, each being scored on a 5-step-scale for OSCE stations testing joint examination. (DOC 36 kb)
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