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CHAPITRE I : INTRODUCTION GENERALE 
 
1 
CHAPITRE I :  
 Introduction générale 
 
I.1. Préambule 
Depuis son apparition dans les années 50, l’Electronique de Puissance (EP) a connu une 
utilisation dans des domaines très variés allant du téléphone portable (quelques Watts) à la propulsion 
navale (quelques MW). Les évolutions de l’électronique de puissance ont actuellement les tendances 
suivantes : augmentation des fréquences de commutations des semi-conducteurs induisant des dI/dt et 
dV/dt toujours plus importants, réductions de volumes et donc augmentation de la compacité, 
augmentation des rendements, réduction des coûts tout en assurant une compatibilité avec 
l'environnement. La nécessaire prise en compte de ces nouvelles contraintes en phase de conception 
ainsi que l’exigence de diminution de coût de développements font que l’utilisation d’outils de 
simulation numériques est aujourd’hui privilégiée afin de réduire le nombre d’essais sur prototypes et 
permettre l’observation de grandeurs impossibles à mesurer (trop faible valeur, dispositif de mesure 
entraînant une modification significative de la grandeur recherchée…). 
Une part importante des grandeurs que nous souhaitons observer est issue du domaine de 
l’électromagnétisme. Dans ces travaux nous cherchons à prédire le comportement électromagnétique 
des interconnexions électriques. De plus, afin de limiter le domaine d’étude très vaste, seule la 
modélisation de phénomènes électromagnétiques de type inductif basse fréquence (jusqu’à quelques 
centaines de kilohertz pour des structures d’électronique de puissance classique) en l'absence de 
matériau magnétique est abordée. 
Les méthodes de modélisation permettant d’observer ces grandeurs s’appuient sur la résolution 
numérique des équations de Maxwell. Les méthodes numériques pour résoudre ces équations sont 
variées : méthode des éléments finis (FEM pour Finite Elements Method), méthode des volumes finis 
(FVM pour Finite Volume Method), méthode des intégrales de frontière (BEM pour Boundary 
Elements Method), méthode des moments (MoM pour Method of Moments), méthode PEEC (pour 
Partial Element Equivalent Circuit). Le choix d’une méthode adaptée au problème dépend fortement 
des phénomènes physiques et des approximations associées (basse ou haute fréquence avec 
pénétration ou non des champs dans les matériaux, prise en compte des effets inductifs, capacitifs ou 
propagatifs, présences de matériaux magnétiques, type de champs ou de sources d’excitation…). Il est 
maintenant admis qu’il n’existe pas de méthode universelle, chacune des méthodes citées 
précédemment pouvant être pertinente suivant le dispositif et son mode de fonctionnement. 
Parmi les méthodes citées, la méthode des éléments finis est une méthode générale qui est 
actuellement la plus employée pour la simulation des dispositifs électromagnétiques en basse 
fréquence. Elle est aujourd’hui considérée comme une référence dans le domaine du génie électrique. 
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Cependant, l’appliquer à la modélisation des structures d’électronique de puissance n’est pas sans 
difficulté. En effet, dans ces structures, le volume d’air est souvent prédominant. Ainsi, pour prendre 
en compte précisément les effets de peau et les champs à proximité des conducteurs, un raffinement du 
maillage est nécessaire. Ceci va conduire à un grand nombre d’inconues rendant les modélisations très 
coûteuses en ressources informatiques voire même parfois impossibles. 
La méthode PEEC est une méthode intégrale moins générale que la méthode éléments finis. Elle 
consiste à décrire le dispositif par des circuits à constantes localisées dont les valeurs sont calculées à 
partir d’équations intégrales. Le circuit ainsi obtenu peut être couplé avec un solveur circuit classique 
et le comportement électromagnétique de la structure d’électronique de puissance peut ainsi être 
modélisée d’un point de vue "système" dans son environnement électrique. Cette méthode se révèle 
être très adaptée à la simulation de systèmes de conducteurs qui constituent une structure 
d’interconnexions complexe. Elle ne nécessite que le maillage des conducteurs et donc pas celui de 
l’air. Les maillages obtenus sont légers par rapport à leurs homologues éléments finis et elle est 
connue pour conduire à des calculs rapides et précis. De plus, l’approche schéma électrique équivalent 
permet de passer naturellement d’une vision "composant" à une vision "système". Cela en fait une 
méthode particulièrement bien adaptée à la modélisation électromagnétique en électronique de 
puissance. 
I.2. Logiciel InCa3D : Etat de l’art et évolutions nécessaires 
Le logiciel InCa3D (Inductance Calculation) co-développé par le G2Elab et la société 
CEDRAT, est un logiciel de prédétermination des éléments parasites de couplage au sein des 
structures complexes d'Electrotechnique et d'Electronique de Puissance. Il s’appuie sur la méthode 
PEEC et permet d’une part de calculer efficacement les densités de courant dans les connexions 
électriques en régime de basses fréquences et forts courants, et d’autre part, d’extraire, pour chaque 
fréquence des caractéristiques électriques R, L, M (résistance, inductances propres et mutuelles) de 
conducteurs, de formes plus ou moins complexes, placés dans l’air.  
L’ensemble des résultats de post-traitement directement accessibles dans le logiciel, InCa3D 
permet l’export des résultats vers des logiciels de simulations circuits tels que Portunus, Saber, Spice, 
ainsi que vers les langages Modelica et VHDL-AMS. La matrice impédance équivalente fournie par 
InCa3D peut donc être importée directement comme un macro-composant. Cela permet d’effectuer 
des simulations en prenant en considération le comportement électromagnétique du convertisseur 
(signature CEM par exemple).  
InCa3D est le fruit d’une dizaine d’années de recherche et de développement. Il est maintenant 
utilisé avec succès dans l’industrie. Néanmoins le logiciel souffre de plusieurs restrictions. La 
première est une limite du nombre de degrés de libertés traitables par les moyens de calcul (PC) 
actuellement disponibles sur le marché qui ne permet pas la modélisation de géométries très 
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complexes tels que le fuselage d’un avion par exemple. Cette limite est liée à l’obtention de matrices 
pleines dont le stockage en mémoire RAM est très coûteux. De plus, dans la version actuelle, le 
schéma à constantes localisées obtenu n’est valable qu’à une seule fréquence. Il est donc nécessaire de 
multiplier des modélisations coûteuses pour couvrir une large gamme de fréquence. Enfin, il est 
actuellement impossible de générer un schéma électrique équivalent indépendant de la fréquence qui 
doit être utilisé pour une simulation temporelle.  
I.3. Contribution et plan de la thèse 
Afin de rendre le logiciel InCa3D plus adapté à la simulation de systèmes de tailles importantes, 
notre travail s’est concentré sur les trois objectifs suivants.  
Le premier objectif est de développer des méthodes permettant à la méthode PEEC inductive de 
traiter des problèmes avec un nombre important de degrés de liberté tout en gardant des temps de 
calcul raisonnables. Ceci implique de développer de nouvelles méthodes d’analyse de circuit issues de 
la méthode PEEC et d'utiliser des méthodes de compression de la matrice de description du système 
(dans notre cas basée sur les « Fast Multipole Method » ou FMM). Le recours aux FMM nécessite 
l’emploi d’un solveur itératif pour résoudre le système linéaire. Une attention toute particulière sera 
ainsi portée sur les questions de préconditionnement et de convergence. 
Le deuxième objectif concerne la réduction du schéma électrique RLMC équivalent 
(résistances, inductances, mutuelle-inductances). L’idée est ici d’éviter de multiplier les résolutions 
fréquentielles coûteuses et ainsi d’obtenir un comportement fréquentiel suffisamment précis dans une 
gamme donnée avec un nombre de calculs limités. 
Dans un troisième objectif, l’ensemble des circuits obtenus dans la partie précédente devra être 
synthétisé par un schéma électrique équivalent utilisable dans un solveur circuit temporel pour une 
gamme de fréquence souhaitée. Ce schéma devra être exportable vers les solveurs circuit classiques.  
Du point de vue quantitatif, le principal objectif visé par ces développements est de gagner un 
ordre de grandeur dans la taille du système traitable. Actuellement, la limite pratique d’InCa3D se 
situe autour de 4.000 éléments de circuit, l’objectif affichée est de pouvoir traiter 40.000 éléments. 
Nous pouvons enfin noter que si la thèse n’aborde que la description des méthodes et des algorithmes, 
les développements effectués ont été codés en langage java (avec mise en place d’une parallélisation 
afin d'exploiter le calcul multiprocesseur en mono machine). Ce choix de développement informatique 
est orignal et mérite donc d’être mentionné. 
Le manuscrit de thèse est divisé en quatre parties : 
• Après ce premier chapitre introductif, le second chapitre présente la méthode PEEC 
inductive classique pour la modélisation des structures d’électronique de puissance en 
basse fréquence et la méthode d’analyse de circuit PEEC par l’approche des mailles 
indépendantes. Les développements pour traiter les équations circuits PEEC de grande 
CHAPITRE I : INTRODUCTION GENERALE 
 
4 
taille ainsi que le principe d’utilisation d’une méthode de compression matricielle sont 
aussi abordés. Enfin, dans l'objectif de résoudre de grands systèmes linéaires, des 
techniques de préconditionnements sont présentés en couplage avec un solveur itératif 
FGMRes.  
• Dans le chapitre III, une méthode de réduction d’ordre pour les circuits RLMC 
généraux basé sur la méthode PRIMA est présentée. La formulation des équations d’état 
est détaillée et les méthodes de réduction de modèle par projection sont proposées.  
• Dans le chapitre IV, des méthodes de synthèse de circuits issues de la méthode de 
réduction de modèle sont présentées (SPRIM, IOPOR, « Vector fitting »). Les 
développements de ces différentes méthodes et leurs adaptations sont détaillés. Les 
résultats obtenus après exportation vers un solveur temporel du type SPICE sont alors 
proposés.  
• Dans le dernier chapitre, nous présentons un exemple complet d’un dispositif réel sur 
lequel des mesures ont été effectuées pour valider l’ensemble des travaux.  
Tous les travaux effectués vont conduire à une nouvelle version d’InCa3D.  
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II.1. Introduction 
L'approche PEEC (Partial Element Equivalent Circuit) inductive est connue comme une 
méthode fiable, rapide et appropriée pour la modélisation des équipements d’électronique de puissance 
ou la modélisation de circuits intégrés. Fondée sur une écriture intégrale des équations de Maxwell, 
cette méthode permet une représentation sous forme d’un circuit électrique équivalent des 
interconnexions électriques. Ce circuit équivalent est passif et est constitué de résistances et 
inductances couplées.  
Les premiers développements PEEC ont lieux dans les années 60 et ont été proposés par C.Hoer 
et C. Love [1] puis par A. Ruehli [2][3]. Une écriture analytique permet de relier les paramètres 
géométriques des interconnexions à un modèle RLM. Ces premiers modèles développés pour la 
modélisation de circuits intégrés étaient purement inductifs. En se basant sur cette approche, le logiciel 
FastHenry [4] a été crée au MIT par M. Kamon et M. J. Tsuk dans les années 90. Au G2Elab, cette 
méthode est employée avec comme objectif initial la modélisation des boucles à variation rapide de 
courant dans les dispositifs d’électronique de puissance (J-L. Schanen [5], E. Clavel [6], J-M. Guichon 
[7]). L’ensemble de ces travaux a entraîné la naissance du logiciel InCa3D (Inductance Calculation) 
[8]. Il est issu d’un co-développement entre le G2ELab et la société Cedrat qui le commercialise. 
Dans le but d’élargir le domaine d’application de cette méthode, différents travaux de thèses ont 
été mené récemment au G2ELab : couplage de la méthode PEEC avec la méthode des éléments finis 
par T-S Tran [9], introduction des effets capacitifs par V. Ardon [10] (inspiré par le travail de Nabors 
et White [11]) ou la prise en compte des matériaux magnétiques et des régions minces conductrices 
dans la méthode PEEC T. Le Duc [12] (grâce au travail récent de G. Antonini [13]). Tous ces 
développements avaient comme objectif principale de lever certaines limitations physiques de la 
méthode initiale (prise en compte des effets capacitifs, prise en compte des matériaux magnétiques). 
Au niveau mondial, les développements récents et notables de cette méthode sont : l’extension de la 
formulation PEEC pour des éléments non-orthogonaux (A.E. Ruehli [14], F. Freschi [15], A. Müsing 
[16]), le développement du solveur PEEC rapide (M. Kamon [4], Nabors [11], G. Antonini [17][18]), 
la prise en compte des pertes pour les matériaux diélectriques [19]. 
La méthode purement inductive possède quelques limitations importantes dont la principale est 
liée à la résolution de systèmes linéaires pleins. Cela interdit l’utilisation de cette méthode dans la 
modélisation de systèmes dont la géométrie est particulièrement complexe puisque si nous appellons 
N le nombre d’inconnues, l’espace mémoire évolue en N² et la résolution du système linéaire dans le 
cas d’utilisation d’une méthode directe type LU évolue en N3.  
Dans la perspective de fournir une réponse industrielle à cette problématique, nous proposons 
dans ce chapitre une méthodologie de traitement permettant d’employer la méthode PEEC inductive 
pour la modélisation de gros systèmes. Nous nous sommes principalement inspirés de l’outil 
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informatique FastHenry [4] du groupe MIT et le travail de G. Antonini [18]. Néanmoins, nous verrons 
que certains apports originaux ont été développés dans le cadre de ces travaux : le développement 
d’une méthode efficace et rapide pour la description de la topologie du circuit PEEC, le 
développement de la méthode de compression matricielle en tenant compte du caractère particulier de 
la méthode PEEC, le développement des préconditionneurs en améliorant la vitesse de résolution d’un 
grand système, l'écriture du code en langage Java.   
Ce chapitre s’articule autour de deux parties : 
• La première partie (section II.2) présente rapidement la méthode PEEC inductive : la 
théorie générale de la méthode, le principe de construction du schéma électrique 
équivalent et la résolution des équations de circuits électriques qui sont décrites par 
méthode des mailles indépendantes. 
• La seconde partie (de la section II.3 à la section II.5) présente des évolutions originales 
apportées à la méthode PEEC pour améliorer ses performances : mise en place d’une 
recherche plus performante de mailles indépendantes pour les circuits électriques 
contenant un grand nombre de composants, mise en place d’une technique de 
compression matricielle (AMLFMM ou Adaptative MultiLevel Fast Multipole 
Method), mise en place des algorithmes de résolution et de préconditionnement pour la 
résolution du système linéaire. Nos nouvelles approches seront comparées aux 
approches classiques pour en évaluer les performances. 
II.2. Méthode PEEC inductive classique 
 Ecriture en équations de circuits électriques des équations de 
Maxwell 
II.2.1.1 Hypothèse de calcul et équations du champ électrique en régime 
magnéto harmonique 
La description du comportement des champs électriques et magnétiques est formulée au travers 
des équations de Maxwell (C.R. Paul [20]). La méthode PEEC inductive s’appuie sur la résolution de 
ces équations dans le cas de : 
• Matériaux conducteurs non magnétiques (µ r =1), 
• Permittivité relative unitaire (εr =1) 
En considérant ces deux hypothèses, les équations de Maxwell peuvent s’écrire de la façon 
suivante : 
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t∂
∂
+=
DJrotH  (II.1) 
t∂
∂
−=
B
rotE  (II.2) 
ρ=Ddiv  (II.3) 
0=Bdiv  (II.4) 
Les équations de Maxwell sont complétées par les lois constitutives des matériaux suivantes : 
ED .0ε=  (II.5) 
HB .0µ=  (II.6) 
EJ .σ=  (II.7) 
Où σ est la conductivité du matériau (S.m-1), ε0 = 8,85 10-12 (F/m) est la permittivité diélectrique 
du vide et #0 = 4π × 10-7 est la perméabilité du vide (H/m). 
Les problèmes que nous cherchons à résoudre en électronique de puissance sont basse 
fréquence. Il est donc possible de faire des hypothèses de régime quasi-statique. Cela conduit à 
effectuer les hypothèses suivantes sans que celles-ci détériorent les résultats (J-M. Guichon [7] et T. 
Le Duc [12]) :  
• les phénomènes de propagation sont négligés (longueur d’onde importante devant la 
taille des dispositifs) 
• les charges se déplacent de façon instantanée (terme 
t∂
∂D
 négligé - pas d’effet capacitif) 
En employant ces différentes hypothèses simplificatrices les équations de Maxwell s’écrivent en 
régime harmonique de la façon suivante :  
JrotH =  (II.8) 
BrotE ωj−=  (II.9) 
0=Bdiv  (II.10) 
HB .0µ=  (II.11) 
EJ .σ=  (II.12) 
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Le vecteur potentiel magnétique A est défini par : 
rotAB =  (II.13) 
L’équation de Maxwell-Faraday (II.9) couplée à l'existence locale d'un potentiel-vecteur A 
permet de définir le potentiel électrique V (scalaire) tel que : 
Vj gradAE −−= ω  (II.14) 
Nous considérons un conducteur quelconque de matériau non magnétique placé dans l’air. Le 
champ total dans le conducteur satisfait la loi d’Ohm de l’équation (II.12): 
σ
JE =  (II.15) 
L’équation (II.14) devient : 
Vj gradAJ −−= ω
σ
 (II.16) 
Dans le cas de matériau non magnétique, nous pouvons écrire A sous la forme : 
∫∫∫
Ω
Ω
⋅
=
C
d
r
JA
pi
µ
4
0
 (II.17) 
%c est le volume de conducteur, r est la distance entre le point d’intégration et le point où nous 
cherchons à déterminer A. 
En introduisant le potentiel vecteur dans l’équation (II.16), l’expression suivante est obtenue :  
Vd
r
j
C
gradJJ −=Ω
⋅
+ ∫∫∫
Ωpi
µ
ω
σ 4
0
 (II.18) 
II.2.1.2 Equation de circuit PEEC 
Le volume de conducteurs est discrétisé par Nb conducteurs élémentaires k dans lesquels le 
courant ne peut entrer et sortir que par les extrémités A et B (Figure II.1) et où nous considérons qu'il 
n'y pas d'effet de peau (répartition électrocinétique). Pour un conducteur élémentaire k, nous écrivons : 
kkk I⋅= 0jj  (II.19) 
Où Ik est le courant dans le conducteur élémentaire k, et j0k la solution électrocinétique pour un 
courant de 1A [21]. 
CHAPITRE II : AMELIORATION DE LA METHODE PEEC INDUCTIVE POUR GRANDS SYSTEMES 
 
11 
j0k
Sk A
B
 
Figure II.1. Volume élémentaire k  
En intégrant l’équation (II.18) sur le conducteur k, après l’avoir multiplié par jk, nous avons : 
kkk
l
l
ll
kk
k
k dVdd
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k klk
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0
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σ
 
(II.20) 
Selon les travaux de G. Meunier [21] et T. Le Duc [12], le terme à droite est la tension entre 
deux extrémités : 
∫∫∫
Ω
Ω⋅−=
k
kkk dVU  .0 gradj  (II.21) 
Développons le premier terme de (II.20) : 
( )
kkk
kk
k
k
k IRd
Id
kk
.
.
2
0
0 ∫∫∫∫∫∫
ΩΩ
=Ω=Ω⋅
σσ
jjj
 (II.22) 
Rk étant la résistance du conducteur élémentaire k : 
( )
∫∫∫
Ω
Ω⋅=
k
k
k
k dR σ
2
0j
 (II.23) 
Développons le second terme de (II.20): 
kl
l
l
lk
k
l
l
ll
k ddI
r
jdd
r
Ij
k k ll
ΩΩ




⋅
=Ω




Ω⋅⋅
⋅
∫∫∫ ∑∫∫∫∫∫∫∑∫∫∫
Ω Ω ΩΩ
.
.
44
0000
0
0 jjjj
pi
µ
ω
pi
µ
ω  (II.24) 
Nous définissons la mutuelle inductance par : 
∫∫∫ ∫∫∫
Ω Ω
ΩΩ=
k l
kl
lk
kl dd
r
jj
M 000
4pi
µ
 (II.25) 
Finalement, en combinant les équations de (II.20) à (II.25), nous avons l’équation liant la 
tension et le courant électrique dans un conducteur élémentaire k : 
∑
=
+=
bN
l
kllkkk MIjRIU
1
.. ω  (II.26) 
Dans la section suivante, nous présentons comment calculer l’élément résistif et inductifs pour 
des conducteurs élémentaires.  
 Extraction des composants résistifs et inductifs 
La formulation PEEC inductive a déjà été implantée dans le logiciel commercial InCa3D. Dans 
cette section nous présentons les principes de calcul des éléments partiels utilisés dans le logiciel.  
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II.2.2.1 Discrétisation 
Afin de modéliser la direction du courant, deux types de discrétisation sont considérées : 
maillage unidirectionnel (1D) pour les conducteurs fins et longs (la direction du courant est connue), 
maillage bidirectionnel (2D) dans lequel le courant se développe dans un plan (Figure II.2) 
Maillage unidirectionnelI
Maillage bidirectionnel
I entrée
I sortie 1
I sortie 2
subdivision
 
Figure II.2. Maillage unidirectionnel (conducteur en haut) et bidirectionnel (plaque en bas) 
La méthode PEEC repose sur l’hypothèse que le courant est réparti de façon uniforme dans la 
section des conducteurs, ce qui suppose que la répartition est invariante en fonction de la fréquence. 
Le maillage doit donc être adapté en conséquence pour la prise en compte des courants induits (effets 
de peau et de proximité) qui entraînent une répartition non uniforme des courants. Il est ainsi 
indispensable de mailler les conducteurs en sous conducteurs. 
Notons bien que seuls les matériaux conducteurs sont maillés. L’air entourant les conducteurs 
ne l’est pas ce qui allège le maillage en comparaison à d’autres approches telle que celle des éléments 
finis. 
Les subdivisions élémentaires sont de types pavés à sections rectangulaires. Une description 
plus détaillée du maillage est donnée dans les travaux de E.Clavel [6], J-M. Guichon [7], T-S Tran [9]. 
II.2.2.2 Calcul des éléments partiels et établissement du circuit 
électrique équivalent 
Le calcul des éléments partiels s’effectue directement à partir des éléments du maillage 
volumique. Chaque subdivision volumique élémentaire est représentée par une résistance et une 
inductance propre couplée à toutes les autres subdivisions élémentaires. Les conducteurs élémentaires 
étant de section rectangulaire, l’expression classique suivante est utilisée pour calculer la résistance : 
S
LR ρ=  (II.27) 
Avec L la longueur d’élément, S la section et ρ la résistivité du matériau. 
Avec des éléments à section rectangulaires, les inductances propres et mutuelles entre deux 
éléments quelconques sont obtenues à l’aide de l’équation (II.25) (Figure II.3). Il est à noter que 
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l’inductance propre d’une subdivision est un cas particulier de la mutuelle inductance (calcul de la 
mutuelle inductance d’une subdivision sur elle-même). 
k
l
u k
u l
L k
Sk
Sl
Mkl
x
x
∫∫∫∫∫∫
Ω Ω
ΩΩ=
k l
kl
lk
kl
kl
kl dd
rSS
M uu1
4
0
pi
µ
∫∫∫∫∫∫
Ω Ω
ΩΩ=
k k
kk
kk
kk
kk
kk dd
rSS
L uu1
4
0
pi
µ
rlk
point d’intégration
 
Figure II.3. Calcul des valeurs résistifs et inductifs d’une subdivision élémentaire 
Les deux intégrales peuvent être calculées soit analytiquement, soit numériquement [6][7] avec 
une technique d’intégration par points de Gauss. Toutefois, les techniques d’intégration doivent être 
choisies soigneusement car des singularités artificielles peuvent apparaître si aucune précaution n’est 
prise. Les spécificités concernant l’implantation dans le logiciel InCa3D sont les suivantes : 
• Adaptations des techniques de calculs en fonction de la géométrie des subdivisions 
élémentaires (conducteur volumique, conducteur plat ou fil) 
• Cas du calcul des inductances propres 
- Calcul complètement analytique des intégrales 
- Si le conducteur est long (rapport élevé entre sa longueur et sa section), découpage de 
celui-ci dans la longueur puis calcul analytique de chaque inductance propre et calcul 
des mutuelles en analytique simplifié (la formule analytique est ainsi numériquement 
stable ce qui n’est pas le cas dans la configuration où la section est très petite par 
rapport à la longueur). 
• Cas du calcul des mutuelles 
- Calcul semi-numérique 
- Potentiel vecteur calculé analytiquement (avec prise en compte de la forme de la 
subdivision) 
- Intégration du potentiel vecteur numériquement avec ajustement adaptatif du nombre 
de points de Gauss dans chaque direction avec un maximum de 151 points de Gauss 
dans chaque direction. Le choix du nombre de point Gauss est fait de façon adaptative 
pour que l’intégrale numérique converge (l’écart absolu entre deux calculs effectués 
avec deux nombres de point Gauss successifs inférieur à une précision choisie). 
Une fois toutes les valeurs de résistances et d’inductances (et de mutuelles inductances) 
calculées, un schéma électrique équivalent peut être obtenu. Pour les conducteurs unidirectionnels 
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subdivisés en n éléments, le schéma électrique équivalent est obtenu en associant les n schémas 
électriques de chacune des subdivisions en parallèle (Figure II.4) 
Schéma électrique équivalent
Elément PEEC
S1,4 S1,12
R1
L1
R2
L2
R3
L3
R4
L4
M12 M34
M14
M24
M23
M13
Equipotentiel
S2,13 S2,14
…..
S1,1 S1,2 S2,1 S2,2
 
Figure II.4. Maillage unidirectionnel et schéma électrique équivalent 
Pour les conducteurs bidirectionnels (Figure II.5), chaque élément de subdivision se voit 
attribuer un schéma électrique équivalent constitué de quatre circuits RLM en séries couplés. Dans la 
Figure II.5, le nombre de nœuds électriques internes est de quatre. 
BA
CD
A B
CD
 
Figure II.5. Maillage bidirectionnel et schéma électrique équivalent 
D’un point de vue algébrique, le circuit électrique peut se représenter sous une forme matricielle 
complexe avec les valeurs des résistances pour la partie réelle (matrice diagonale) et des inductances 
et mutuelles inductances pour la partie imaginaire (matrice imaginaire pleine). Cette propriété entraîne 
une limitation forte du nombre d’inconnues que nous pouvons nous permettre de traiter puisque tous 
les éléments du circuit sont couplés via les mutuelles sauf les éléments perpendiculaires et puisque le 
coût de stockage et de calcul de la matrice d’inductances est parabolique. C’est l’une des principales 
limitations de la méthode PEEC dans sa forme classique. 
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 Méthode des mailles indépendantes pour l’analyse des schémas 
électriques  
L’équation (II.26) nous donne la relation entre courant et tension d’un élément PEEC mais pour 
déterminer les courants ou tensions dans l’ensemble des éléments qui constituent le dispositif étudié, il 
faut décrire la topologie du circuit électrique équivalent par les lois de Kirchhoff (lois de nœuds et lois 
de mailles). 
Afin de résoudre les équations décrivant un circuit électrique, trois approches sont possibles : 
l'approche par mailles indépendantes (les inconnues sont les courants de maille), l’approche mixte (les 
inconnues sont les courants de branche et les tensions de nœuds) et celle par nœuds indépendants (les 
inconnues sont les tensions de nœuds). Le nombre d’inconnues de l’approche mixte est plus important 
que les deux autres. L'approche par nœuds indépendants, connue sous le nom d’analyse nodale, est 
inadaptée pour les circuits avec de nombreuses inductances mutuelles (méthode PEEC inductive). En 
effet, elle aboutit à l’inversion de la matrice impédance de nœud décrivant le système (voir à ce sujet 
l’annexe A). Cette inversion inévitable est très difficile et très lourde car la matrice est pleine et de 
taille importante. Par contre, l'analyse des mailles indépendantes est plus efficace pour ce type de 
topologie de circuit puisqu’elle réduit au maximum le nombre d’équations de circuit tout en évitant 
une inversion matricielle. L’annexe A de cette thèse présente une justification de ce choix plus 
détaillée. Le lecteur pourra également se référer aux travaux de N. Piette [22] et de M. Kamon [23].  
L’une des difficultés de l’approche par mailles indépendantes est de trouver un jeu de mailles 
indépendantes de façon efficace (en terme de temps de calcul et place mémoire). Le paragraphe 
suivant présente la technique proposée afin de résoudre cette difficulté d’une façon efficace. 
II.2.3.1 Graphe associé d’un circuit 
La première étape dans le traitement d’un circuit électrique est de choisir une méthode de 
représentation des interconnexions. Pour cela nous avons choisi de nous appuyer sur une 
représentation de type graphe. Cette représentation sera seulement employée à des fins d’analyse 
topologique. Les définitions d’un graphe sont données dans [24], nous rappellons ci-dessous les 
principales notions employées dans le cadre de nos travaux :  
Branche, ligne représentant un élément de circuit connecté entre deux nœuds. 
Nœud, jonction entre un minimum de deux branches 
Graphe, ensemble de nœuds et de branches 
Maille, ensemble de branches adjacentes constituant un chemin fermé : un nœud n’est pas 
rencontré plus d’une fois le long d’une maille 
Arbre, partie d’un graphe comportant des branches connectées entre elles, comprenant tous les 
nœuds du graphe et qui ne forment aucune maille. 
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Dans un graphe constitué de N nœuds, un arbre possède N-1 branches. Les branches restantes 
sont appelées les liens. L’ensemble des liens forme le co-arbre. Selon le théorème d’Euler [22], le 
nombre de liens est : M = B-N+1, dans un graphe de B branches et N nœuds. 
Mailles indépendantes (MI dans la suite de ce document) : ensemble des mailles formées par un 
lien et les branches d’arbres adjacentes. Une maille indépendante est orientée et elle ne possède qu’un 
seul lien. 
Par exemple, la Figure II.6 montre la relation entre la structure à modéliser avec un circuit 
électrique équivalent et le graphe associé.  
1 2 3 4
5 6
7 8
9
E
I b1
I b5
I
m1
I
m2
I
C
10
11I
m3
N0
N1 N2 N3
N4
N5 N6
N7
N8 N9
1
2
3
4
9
5
6
7
8
10
11
N0 N4
N1
N2
N3
N8 N9
N7
N5
N6
B
B1
B2
B3
B4B9
B5
B6
B7
B8
B10
B11
 
Figure II.6. Structure à modéliser, circuit électrique équivalent et son graphe associé 
Il est à noter qu’il est possible d’avoir d’autres éléments électriques connectés avec les éléments 
PEEC (circuit externe) comme : 
• Des sources de courant 
• Des sources de tension 
• Des résistances 
• Des inductances (et mutuelles inductances) 
• Des capacités 
Nous allons illustrer la méthode de recherche d’un jeu de MI à l’aide d’un schéma typique 
PEEC donné en Figure II.6. Le but final d’analyse circuit est de déterminer la répartition du courant 
dans chaque conducteur. Nous séparons les branches en deux groupes : PEEC et circuit externe. 
Ce problème contient une source de courant, une source de tension, une capacité et des éléments 
PEEC. Les inconnues sont les courants des branches. Nous avons donc : 
B1, B2… B11 : branches électriques, il y a B branches électriques (dans cet exemple B = 11) 
dont 8 branches de type PEEC et 3 branches de type circuit électrique classique. 
IB : vecteur courant représentant le courant circulant dans chacune des branches. Dans ce cas   
IB = [IB1 IB2 … IB11]T et IB = [IBPEEC  IBEXTERNE]T 
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UB : vecteur de tension représentant la tension aux bornes des branches. Dans ce problème      
UB = [UB1 UB2 … UB11]T et UB = [UBPEEC  UBEXTERNE]T 
USB : vecteur représentant les tensions aux bornes des sources de tension. Dans ce cas     
USB = [0 0  0 … E  0 0]T  (taille 11x1) 
ISB : vecteur représentant les courants dans les sources de courant. Dans ce cas 
ISB = [0 0 0 … 0 I]T (taille 11x1) 
ZB : matrice impédance branches représentant l’impédance de chacune des branches.  
Dans ce problème cette matrice peut s’écrire : 





=
EXTERNEB
PEECB
B
_
_
0
0
Z
Z
Z  
Avec 
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
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
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
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
⋅
=
000
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_ CjEXTERNEB ωZ
 
Ri+jωLi est l’impédance de la branche PEEC i, Mij est la mutuelle inductance entre les branches 
PEEC i et j. Les lignes et colonnes correspondant aux branches actives (source de tension ou de 
courant) sont fixées à 0. 
Avec ces notations, la relation liant les courants de branche IB et les tensions de branches UB 
s’écrie : 
BSBBB UUIZ =+⋅  (II.28) 
II.2.3.2 Ecriture du système linéaire à résoudre sans source de courant 
Il n’est pas possible de résoudre l’équation (II.28), car le jeu d’équations obtenu n’est pas 
indépendant. Les mailles indépendantes permettent d’écrire un jeu d’équations indépendant 
garantissant que parmi toutes les équations de mailles possibles, nous ne conservons qu’un jeu 
d’équations indépendantes. Il est à noter qu’il existe plusieurs jeux d’équations de MI. 
La matrice des MI est appelée MMI. Elle donne la relation topologique qu’il existe entre les 
mailles indépendantes et les branches du circuit électrique. Cette matrice est constituée de 0, 1 et -1 :  
• MMI(i,j) = 0 si la branche j n’a pas de lien avec la maille i 
• MMI(i,j) = 1 si la branche j est dans le même sens que la maille i 
• MMI(i,j) = -1 si la branche j est dans le sens opposée à celle de la maille i. 
Dans le cas pris en exemple sur la Figure II.6, nous avons deux graphes correspondant aux deux 
circuits indépendants. Si nous appliquons le théorème d’Euler, le nombre de MI est :  
m = m1 + m2 = (b1-n1+1) + (b2-n2+1) = (5-5+1) + (6-5+1) = 3. 
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La matrice MMI peut s’écrire de la façon suivante : 










−−=
11000000000
01011110000
00100001111
MIM  
L’équation de tension de Kirchhoff (KVL) est automatiquement satisfaite : 
0=⋅ BMI UM  (II.29) 
Nous définissons un vecteur de courant de maille IMI comme étant le vecteur représentant les 
courants traversant les MI. Dans ce cas IMI= [IMI1 IMI2 IMI3]T (taille 3x1)  
La relation suivante lie les courants des MI aux courants des branches : 
MI
T
MIB IMI ⋅=  (II.30) 
En combinant les expressions (II.28), (II.29) et (II.30) nous avons : 
0=⋅+⋅⋅⋅ SBMIMI
T
MIBMI UMIMZM  (II.31) 
Nous définissons la matrice d’impédance de maille indépendante et la tension de maille :  
T
MIBMIMI MZMZ ⋅⋅=  (II.32) 
SBMIMI UMU ⋅−=  (II.33) 
Ceci permet d’établir une relation liant les courants dans les MI et les tensions des MI 
(excitation) : 
MIMIMI UIZ =⋅  (II.34) 
Le vecteur de courant IMI est obtenu par la résolution du système linéaire (II.34) puis le courant 
dans chaque branche est calculé par la relation (II.30). 
II.2.3.3 Prise en compte de la source de courant 
La méthode présentée précédemment permet de résoudre seulement les problèmes contenant 
exclusivement des sources de tension (les inconnues étant les courants dans chacune des MI). Dans le 
cas où des sources de courants sont présentes, il est nécessaire de mettre en place une méthode pour 
modifier le vecteur des inconnues afin que nous retrouvons dans ce dernier les tensions aux bornes des 
sources de courant comme inconnues au lieu des courants.  
L’équation suivante présente l’écriture de l’équation (II.34) en introduisant les sources de 
courants : 
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MI
MI
MIST
MISC
MI
MIMI UU
U
I
I
DC
BA
IZ ′=





=

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







=′⋅′  (II.35) 
IMI       : Inconnues courants MI 
IMISC    : Courants imposés dans les MI contenant une source de courant 
UMIST  : Tensions imposées dans les MI (0 sur toutes les MI ne contenant pas de sources de 
tension) 
UMI      : Inconnues tension MI contenant une source de courant 
Nous obtenons ainsi : 






⋅
⋅
−





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


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− MISC
MISCMIST
MI
MI
ID
IB
0
U
U
I
IdC
0A
 (II.36) 
Id est une matrice identité carrée ayant un nombre de ligne identique au nombre de source de 
courant. 
La résolution de l’équation (II.36) nous donne les courants dans les MI et les tensions aux 
bornes de la source de courant. En combinant avec l’équation (II.30) tous les courants des branches 
sont déterminés. Dans une étape suivante, nous pouvons déterminer d’autres grandeurs physiques 
comme : les pertes Joules dans les conducteurs, l’induction en tout point d’espace, les efforts 
électromagnétiques entre conducteurs. 
 Limitation de la méthode PEEC pour la modélisation d’un grand 
système 
La présentation du processus de résolution à appliquer après la détermination des éléments 
équivalents du circuit électrique amène quelques remarques : 
• Si le nombre des branches PEEC est important (cas de grands systèmes), la matrice des 
impédances de branches ZB est pleine et est très (trop) coûteuse en espace mémoire. De 
plus, sa construction peut être relativement chère en coût de calcul puisque le coût 
d’intégration évolue en NB2. (NB étant le nombre de branches). 
• La recherche d’un jeu de MI dans le cas de circuits contenant un grand nombre de 
mailles peut devenir rapidement coûteuse en temps de calcul et en espace mémoire. 
• Le système d’équations linéaires à résoudre (II.36) est complexe. De plus, il peut avoir 
une taille particulièrement importante puisque sa taille est liée aux nombres de branches 
par la relation d’Euler qui se traduit par la relation (II.32). Les durées de résolution vont 
donc évoluer en NMI3 (NMI nombre de MI) si nous emploions une technique de 
résolution directe et la place mémoire va évoluer en NMI2 (quelle que soit la technique 
de résolution employée).  
Ces contraintes de résolution vont fortement limiter la taille des problèmes que nous pourrons 
résoudre avec cette approche. Afin de rendre la méthode PEEC (le logiciel InCa3D dans ce cas 
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particulier) plus performante pour la simulation de systèmes de tailles importantes, notre travail s’est 
focalisé sur la résolution des trois problèmes précédemment présentés : 
• Accélération de la recherche des MI afin de trouver un système linéaire minimal à 
résoudre. 
• Utilisation d’un algorithme de compression matricielle de type FMM « Fast Multipole 
Method » [25][26] pour limiter les temps d’intégration et de réduire de façon importante 
la consommation de la mémoire.  
• Mise en place d’une résolution itérative (FGMRes [27][28]) et mise en place de pré 
conditionneur compatible avec l’utilisation de FMM afin d’accélérer la résolution du 
système linéaire. 
II.3. Accélération de la recherche des mailles indépendantes 
 Liaison du circuit PEEC et mailles indépendantes 
Pour l’identification des MI, le circuit PEEC inductif et les éléments externes sont transformés 
en un graphe contenant les nœuds et les branches électriques. L’application de la méthode de détection 
des MI est basée sur ce graphe. En employant les définitions des notions de graphes que l’on a 
présenté précédemment, on définit qu’un circuit est un graphe contenant seulement des chemins 
fermés. Le circuit équivalent issu de la méthode PEEC et des connexions avec la partie électrique 
externe est considèré comme le circuit initial. La Figure II.7 présente un exemple sous forme 
schématique du graphe (circuit), de l’arbre, des liens (co-arbre) et d’un jeu de mailles indépendantes. 
0
1 2 3 4
1
2
3
456
7
0
1 2 3 4
1
2
3
4
1 2 3 456
7
Graphe (ou Circuit) Arbre
Liens/Co-arbre
Mailles indépendantes
0
1 2 3 4
1
2
3
456
7
Nombre m = b – n +1
(Ex:  m = 7 – 5 +1 = 3)      
Maille 1 passe lien 1-2
Maille 2 passe lien 2-3
Maille 3 passe lien 2-4
 
Figure II.7. Graphe, arbre, co-arbre et mailles indépendantes 
 Algorithme classique de détection de mailles indépendantes  
Initialement, l’algorithme de détection des MI proposé dans InCa3D est très gourmand en place 
mémoire et en temps de calcul lorsqu’il est appliqué sur des structures 3D complexes. En effet, il est 
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basé sur une méthode algébrique [29] de détection générale pour trouver les MI. Cette méthode est 
appliquée de manière naïve dans le sens où elle ne tient pas compte de la topologie des structures et de 
l’information géométrique du maillage PEEC.  
Cette méthode algébrique [29] se résume à trois étapes : 
• Construction d’une matrice incidence nœuds branches notée N (matrice de relations 
existant entre les nœuds et les branches) à partir du circuit initial (on place un 1 si la 
branche est entrante, -1 si la branche est sortante et 0 s’il n’y a pas de relation). 
• Recherche d’un arbre et des nœuds indépendants (des nœuds de l’arbre) ce qui peut se 
faire de manière algébrique [29]. Nous pouvons obtenir la matrice incidence nœuds 
indépendantes branches Nindependant classé en deux parties : arbre et liens selon la forme : 
[ ]liensarbretindependan NNN =  (II.37) 
• La matrice des MI s’obtient en employant l’expression suivante : 
[ ]Tliens1arbreliens )(- NNIdM ⋅= −MI  (II.38) 
L’expression (II.38) fait bien apparaître le fait que les branches constituant les liens 
n’apparaissent qu’une seule fois par maille indépendante au travers de la matrice identité Id. 
Pour l’illustration de cette méthode, nous prenons un exemple dans la Figure II.8. Nous avons 
un graphe de 4 nœuds et 6 branches. La première étape nous donne une matrice incidence nœuds 
branches N. Après la recherche de l’arbre dans la deuxième étape, nous avons un arbre qui contient 3 
branches a, b, c et 3 nœuds indépendants 1, 2, 3. Les liens sont les branches d, e, f. Dans la troisième 
étape, nous pouvons obtenir la matrice des MI de 3 mailles : m1 composée de 4 branches d, a, b, c ; 
m2 composée de 3 branches e, a, c ; m3 composée de 3 branches f, a, b. 
1
4
2 3
a
e
c
b
d
f
101010
011100
010011
100101
−
−
−−
−−
=
4
3
2
1
N
fedcba
0111003
1010102
1110011
m
m
m
cbafed
−−
=M
Arbre : a, b, c
Liens : d, e, f
Nœuds indépendants: 1, 2, 3
[ ]maillonsarbreind  
011100
010011
100101
NN
3
2
1
N =
−
−−
−−
=
fedcba
Graphe
Etape 1
Etape 2
Etape 3
 
Figure II.8. Exemple de la méthode algébrique classique 
Cette méthode est particulièrement lourde car elle fait apparaître une inversion de matrice. Il est 
vrai que la matrice à inverser ne contient que des 1, 0 et -1 ce qui permet de mettre en place des codes 
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d’inversion efficace. Toutefois, comme tout code d’inversion cet algorithme évolue en N3 ce qui rend 
cette approche peu performante. 
 Nouvelle technique de détection de mailles indépendantes  
A la définition de maille indépendante précédente, deux notions vont être ajoutées afin de traiter 
les circuits de type PEEC inductif : 
• Sous-circuit, correspond à une partie du circuit (une partie des mailles constituant le 
circuit). Un sous-circuit est lui-même un circuit au sens de graphe. 
• Super-circuit, correspond au complément des sous-circuits afin de reformer le circuit 
initial. Un super-circuit est constitué de sous-circuits et de l’ensemble des connexions 
permettant de les relier. 
Par définition, le nombre de MI totales est la somme des MI de chacun des sous-circuit et du 
super-circuit. Si m désigne le nombre de MI totales, nous obtenons : 
∑+=
circuitsoustouts
circuitsousuitsuper_circinitialcircuit mmm
__
__
 
(II.39) 
Par conséquent le principe de la recherche des MI va consister à faire une recherche des mailles 
sur tous les sous-circuits puis compléter par les MI ayant des branches se trouvant dans le super-
circuit. 
Dans le cas des graphes non triviaux (de multiples domaines dont chaque domaine est un 
graphe connexe), chaque graphe connexe devient un circuit initial et le nombre total de MI est la 
somme de tous les graphes connexes. Nous obtenons : 
∑=
domainestoutes
domainechaquedomainesmultiples mm
_
__
 
(II.40) 
∑ ∑∑ +=
domainestoutes circuitsoustouts
circuitsous
domainestoutes
uitsuper_circtotal mmm
_ __
_
_
)(  
(II.41) 
Sur la Figure II.9, un exemple est détaillé. A gauche, la méthode algébrique de détection 
générale (méthode actuelle) est employée pour identifier totalement les MI du système et 21 MI sont 
trouvées (ce résultat peut bien évidement se retrouver à l’aide de la méthode d’Euler). 
Sur la partie de droite, le circuit est découpé en trois sous-circuits (rouge, bleu et vert) puis en 
violet nous avons le super-circuit reliant les sous-circuits. Nous constatons sur ce simple exemple que 
nous pouvons bien décomposer le circuit initial en circuit de taille plus petite ou en sous-circuits dans 
lesquels nous pouvons chercher les MI. 
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Figure II.9. Principe simplifié de la méthode de détection des mailles indépendantes dans 
InCa3D actuel (à gauche) et une découpe en sous-circuit et en super-circuit (à droite) 
L’idée de la nouvelle stratégie s’appuie sur le couplage de deux algorithmes, chacun adapté à 
deux types de tailles de MI (nombre de branches constituant la maille indépendante). Dans un premier 
temps, un algorithme de parcours de graphe va s’occuper de trouver les petites MI du circuit PEEC 
inductif. En effet, le maillage PEEC contient des MI faciles à trouver et même triviales. Par exemple, 
pour des maillages bidirectionnels des ensembles de quatre branches reliant quatre nœuds contigus 
forment des MI très faciles à détecter. Cette méthode utilise l’information géométrie de façon directe 
(information géométrique qui est cachée si on analyse uniquement le graphe correspondant). A l’issu 
de cette étape, des sous-circuits pourront être déduits (il y en a plusieurs : Figure II.9 à droite). D’autre 
part, la méthode de détection générale est toujours employée pour détecter les MIs liées au super-
circuit. Etant donné qu’un grand nombre de MI peut être déterminé facilement en analysant le 
maillage, le nombre de MI restant à trouver est relativement faible (ou à minima grandement réduit) 
lors de l’analyse du super-circuit. Ce traitement permet alors la construction de super-circuit (souvent 
un seul : Figure II.9 à droite). 
Pour résumer, la recherche des mailles indépendantes s’effectue en trois étapes : 
• Recherche des petites MI à partir de circuit du maillage PEEC, constituées au maximum 
de quatre branches. Les nombres de MI trouvées sur notre exemple est de 18 (3+12+3 = 
18 à comparer avec 21 au total –Figure II.9 à droite). 
• Construction des sous-circuits à partir des informations des petites MI. On reste alors 
géométriquement dans la même zone et cela permet de regrouper les petites MI en sous-
circuits (trois sous-circuits sur le Figure II.9 droite : par exemple le sous-circuit 2 en 
bleu est constitué de 13 MI dont 12 petites MI détectées dans l’étape précédente). Dans 
le cas où toutes les MI d’un sous-circuit n’ont pas été trouvées, une recherche des MI 
contenant plus de quatre branches est effectuée (cf paragraphe II.3.3.3). Cette étape est 
effectuée en employant un algorithme d’analyse de graphe. A la fin de cette étape, 
toutes les MI dans les sous-circuits sont détectées. 
• Les branches qui n’ont pas été traitées sont placées dans le ou les super-circuits et la 
méthode algébrique de détection générale est appliquée pour trouver des MI dans le ou 
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les super-circuits. Sur l’exemple de Figure II.9, on a donc 3+13+3=19 MI. Pour arriver 
à 21, la méthode de détection générale est utilisée pour détecter les 2 MI (Figure II.9 à 
droite) manquantes. 
Dans les paragraphes suivants, nous allons présenter plus en détail ces différentes étapes. 
II.3.3.1 Recherche des petites mailles 
Le circuit électrique obtenu après le maillage est constitué d’un grand nombre de petites mailles 
contenant 2, 3 ou 4 branches qui sont probablement proches d’un point de vue géométrique (voir 
Figure II.10). Dans cette étape, nous allons rechercher toutes ces petites MI. La Figure II.10 suivante 
présente les 2 cas le plus souvent rencontrés lors d’un maillage (maille indépendante de 2 ou 4 
branches). 
maille 1 maille 2
MI à 2 branches, cas général du maillage 1D
maille 1
maille 2
MI à 4 branches, cas général du maillage 2D
 
Figure II.10. Exemple de petites mailles indépendantes obtenu après un maillage PEEC 1D et 2D 
Dans certains cas, il est possible que des MI constituées de trois branches apparaissent lorsque 
des conducteurs 1D sont connectés à des conducteurs 2D. La figure suivante présente ce cas : 
Maillage 1D
Maillage 2D
MI à 2 branches
MI à 3 branches
MI à 4 branches
Maillage 1D
 
Figure II.11. Exemple de mailles PEEC à trois branches plus complexe (et plus réaliste) 
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La méthode de détection de ces petites mailles est très simple et rapide. A partir d’une branche 
qui ne se trouve dans aucune maille indépendante : 
1 – En explorant les branches connectées à cette branche de départ on cherche une branche 
ayant les deux mêmes nœuds. Si une telle branche est trouvée, une maille indépendante de deux 
branches est constituée. 
2 – Pour toutes les branches connectées aux nœuds de la première, on cherche une troisième 
branche connectée à la seconde permettant de former une maille. 
3 – Pour toutes les branches connectées à la troisième on cherche une quatrième branche 
refermant la maille. 
Cette méthode permet de trouver toutes les MI de k branches. Toutefois cette approche est 
valable seulement si k est faible. En effet, les temps de recherche sont très rapidement long (explosion 
combinatoire des branches à explorer). 
Le paragraphe suivant présente la technique employée pour la construction des sous-circuits à 
partir de l’ensemble des petites MI obtenues. 
II.3.3.2 Construction des sous-circuits et détection des mailles 
manquantes 
Comme déjà évoqué, un sous-circuit est un ensemble de petites MI. Une petite maille 
indépendante appartient à un sous-circuit si celle-ci a en commun au moins une branche avec une 
autre petite maille indépendante appartenant à ce sous-circuit. 
Un algorithme récursif est utilisé pour la création des sous-circuits. La Figure II.12 suivante 
montre des exemples de construction de ces sous-circuits. 
Exemple d’un même sous-circuit
Exemple de 2 sous-circuits différents
= maille
Branche partagé entre 2 mailles
Branche non partagé entre 2 mailles
 
Figure II.12. Exemple de sous-circuits 
Le nombre de petites MI déjà détectées dans le sous-circuit n’est pas le nombre de MI total de 
ce sous-circuit (selon le théorème d’Euler). Par exemple la Figure II.13 montre un cas de sous-circuit 
dans lequel les petites MI ne représentent pas toutes les MI du sous-circuit. La construction du sous-
circuit avec les petites MI (les mailles rouges) amène 12 MI. Toutefois le nombre total de MI est de 13 
(b = 36, n = 24, m = b – n + 1 = 13). 
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La maille indépendante manquante contenant plus de 4 branches, il est impossible que la 
technique précédente soit capable de la trouver. Il est donc nécessaire de compléter la détection afin 
que toutes les MI d’un sous-circuit soit trouvées. 
La figure suivante présente le principe de recherche des MI manquantes : 
msous-circuit = 13
petites MI = 12
(a) Sous-circuit créé 
par les petites MI
branches partagées 
entre des mailles
Arbre 
Co-arbre de petites MI
Branche manquante
Co-arbre de petites MIArbre 
Branche manquante
(b) Graphe associé
(c) Recherches de mailles manquantes
Liens
 
Figure II.13. Exemple de la recherche de mailles indépendantes manquantes 
Algorithme de recherche des MI manquantes : 
1 – Parcours de toutes les branches des petites MI du sous-circuit afin de construire 3 listes 
(arbre, co-arbre de petites MI et branches manquantes) : 
• Ajoute une branche à la liste arbre si cette branche n’est pas dans la liste et qu’elle a 
un nœud commun avec une des branches de la liste et que la branche ne forme pas un 
chemin fermé (maille). 
• Si la branche forme un chemin fermé et qu’aucune branche de la maille indépendante 
en cours de traitement n’a été stockée dans la liste du co-arbre de petites MI, ajouter 
la branche en cours à la liste co-arbre de petites MI. 
• S’il y a déjà au moins une branche de la petite maille indépendante en cours de 
traitement présente dans le co-arbre de petites MI et que la branche en cours de 
traitement construit un chemin fermé, cette branche est ajoutée à la liste branches 
manquantes. 
• Si aucune des branches de la petite maille indépendante n’a été ajoutée à la liste co-
arbre de petites MI, cette petite maille indépendante doit être supprimée de la liste 
des MI du sous-circuit. 
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2 – Pour chacune des branches se trouvant dans la liste des branches manquantes, il est 
nécessaire de trouver une nouvelle maille indépendante dans laquelle on trouve cette branche. Cette 
nouvelle maille indépendante doit contenir exclusivement des branches appartenant à la liste arbre (à 
l’exception de la première branche qui appartient à la liste des branches manquantes). La recherche 
d’un chemin fermé au travers de la liste de branche présente dans l’arbre se fait à l’aide de 
l’algorithme Breadth-first search (BFS) [30] décrit dans l’annexe B. 
A la fin de l’algorithme, toutes les MI de ce sous-circuit sont obtenues. 
Si l’on reprend l’exemple de la Figure II.13, chacune des branches constituant le sous-circuit est 
répartie dans les 3 types de liste à l’aide de l’algorithme présenté ci-dessus (Figure II.13.b). Puis sur la 
Figure II.13.c, la maille manquante est recherchée à l’aide de BFS en employant seulement des 
branches contenues dans la liste arbre. Après ce traitement, la maille indépendante manquante est 
obtenue. 
II.3.3.3 Recherche des mailles indépendantes dans le « super-circuit » 
Il faut maintenant créer le super-circuit. Rappelons que le super-circuit est le circuit qui 
connecte les sous-circuits. Il va donc contenir un certain nombre de MI. Ce circuit est donc créé par la 
réunion des branches de deux types : 
• les branches qui ne sont pas présentent dans les sous-circuits (branche(s) permettant de 
relier les sous-circuits ou jeux de branches entrainant des ensembles de MI de plus de 4 
branches par maille). 
• les branches des sous-circuits. Ces branches correspondent aux branches qu’il est 
nécessaire d’employer pour traverser le sous-circuit. 
Afin de trouver les branches du second type, on définit une notion de nœud extérieur au sous-
circuit. Un nœud de sous-circuit est considéré comme nœud extérieur dans le cas ou au moins l’une 
des branches connectées à ce nœud n’appartient pas à ce sous-circuit (voir Figure II.14). 
0
1 4
29
30 32
28
5
24
Chemin du Sous-circuit Chemin d’inter-ciruit (pas dans sous-circuit)
Sous-circuit compressé
Nœuds extérieurs
 
Figure II.14. Exemple de la création d’un super-circuit 
 
CHAPITRE II : AMELIORATION DE LA METHODE PEEC INDUCTIVE POUR GRANDS SYSTEMES 
 
28 
Les nœuds extérieurs étant connus, il est nécessaire de trouver un chemin ne formant aucune 
boucle permettant de relier ces nœuds. Cette étape est effectuée à l’aide d’un algorithme de recherche 
du plus court chemin dans un graphe en employant la méthode BFS.  
Le super-circuit étant maintenant construit, il est nécessaire de rechercher un jeu de MI. Pour 
cela, on utilise une méthode algébrique classique [29] présenté dans II.3.2. L’intérêt est maintenant 
que le circuit est réduit donc l’application de la méthode algébrique est assez rapide même si cet 
algorithme évolue en N3 (N étant petit). 
 Validations et performances 
Les deux techniques de recherche des MI ont été mises en œuvre dans le logiciel InCa3D. Nous 
considérons la modélisation d'un PCB phare LED de voiture. La géométrie est maillé par 11.445 
branches, 6.765 nœuds et 4.762 MI doivent être trouvées (voir Figure II.15). 
 
Figure II.15. Phare LED PCB de voiture modélisé sous InCa3D, vue générale de la géométrie et 
maillage en détail 
La méthode mixte (inconnues des tensions et des courants branches) conduit à un nombre de 
18.000 inconnues. Le nombre d’inconnues obtenu par l’approche des nœuds indépendants est 
d’environ 6.700. Toutefois, avec cette approche, il est nécessaire d’inverser une matrice pleine de cette 
taille. En comparaison, le nombre d'inconnues géré par manipulation des MI est considérablement 
réduit (environ 4.700). Le problème est résolu sur un ordinateur standard (PC Intel Core 2 
Duo@2.66Ghz - 2 Go de mémoire). La comparaison des temps nécessaires pour la recherche de MI 
entre notre nouvelle méthode et la méthode algébrique classique est présentée dans le Tableau II.1. 
 Méthode algébrique Notre nouvelle approche 
Temps(s) 2894 2.1 
Tableau II.1 Temps pour déterminer les mailles indépendantes 
Un autre aspect intéressant de notre méthode est illustré si nous regardons la structure de la 
matrice du système ZMI. Les deux matrices (qui ont les mêmes dimensions) sont présentées sur la 
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Figure II.16 (la première est obtenue grâce à la méthode algébrique classique et la seconde est obtenue 
avec notre méthode). Notons que la matrice construite grâce à notre méthode présente une bonne 
concentration des éléments de plus forte valeur près de la diagonale. Cette structure facilite la 
convergence du solveur itératif dans la phase de résolution (détaillé dans la section II.4).  
 
Figure II.16. Structure de la matrice ZMI créée par l’algorithme algébrique (à gauche) et 
le nouvel algorithme (à droite). 
 Conclusions 
L’approche proposée dans cette section s’appuie sur une particularité des circuits électriques 
issus d’une méthode PEEC inductive où l’on peut faire apparaître de petites mailles indépendantes 
simples et rapides à trouver. Outre les aspects détection de mailles indépendantes, cette particularité et 
ce choix de construction vont permettre dans un grand nombre de cas de choisir des mailles 
indépendantes pour lesquelles les branches sont proches géométriquement où il est probable que les 
couplages par mutuelles inductances soient relativement forts. Les termes proches de la diagonale vont 
donc probablement être de valeur relativement importante par rapport aux autres ce qui facilitera la 
phase de résolution du système linéaire.  
Les avantages de cette approche par rapport à une approche algébrique classique sont : 
• Diminution de l’espace nécessaire 
• Pas d’explosion combinatoire donc temps d’analyse très court  
• Pas d’informations autres que la description topologique du circuit 
Les inconvénients de notre approche sont les suivants : 
• Plus complexe que la méthode classique 
• Si le problème ne possède pas de maillage PEEC inductif mais que des éléments 
circuits externes, la complexité est équivalente à la méthode algébrique classique. 
L’efficacité de cette nouvelle approche est illustrée dans la sous section II.3.4. La pertinence de 
la méthode a été confortée par le fait qu’elle a donné des solutions rapides sur plusieurs exemples de 
circuits différents issus de dispositifs réels. 
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II.4. Application d’un algorithme de compression matricielle 
«Fast Multipole Method » (FMM) 
II.4.1.1 Principe de la méthode de décomposition multipolaire rapide 
Les algorithmes de type « Fast Multipole Method » (FMM) [25] et “Adaptative Multi-Level 
Fast Multipole Method” (AMLFMM) [26] sont des algorithmes numériques qui sont très prometteurs 
pour les méthodes intégrales. Ils ont été introduits typiquement pour traiter les problèmes d’influence 
d’une multitude de sources ou pôles (points d’intégration) sur un ensemble de points d’observation 
(points de calcul).  
Ainsi, entre autres effets, ces algorithmes permettent de générer des matrices moins denses pour 
lesquelles il est en général nécessaire de stocker classiquement entre 5 et 10% des termes. Le couplage 
de ces méthodes avec une technique de résolution itérative de systèmes linéaires de type GMres [27] 
permet d'avoir une complexité évoluant en Nlog(N) grâce à l’accélération de calcul du produit matrice-
vecteur par FMM, à comparer à une résolution par décomposition LU évoluant en N3. 
L’idée de la méthode multipolaire rapide est de permettre une accélération significative des 
calculs en utilisant une organisation des éléments « par paquets » (regroupement des sources et des 
cibles). Vu d’une distance suffisante, il est possible de considérer l’ensemble des éléments du paquet 
comme étant une seule information (au lieu de la multitude qu’elle représente).  
Plus précisément, le potentiel du point ( )φθ ,,rP =  (cible) extérieur d'une sphère de rayon a 
créé par un ensemble de N charges de valeurs qi (sources) et ses coordonnées ( )iiir φθ ,,  i = 1, ..., N 
enfermées dans la sphère peut être approché avec une grande précision en utilisant le développement 
multipolaire avec r > a : 
( ) ( )∑∑
+∞
= −=
+
⋅=Φ
0
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n
r
YMP φθ  (II.42) 
Les coefficients du multipole (M) sont indépendants du point de calcul du potentiel et sont 
donnés par : 
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,φθ  (II.43) 
Ou l’harmonique sphérique est définie par : 
( ) ( )( ) ( ) θθφθ ⋅⋅⋅⋅⋅+
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n eP
mn
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Y cos
!
!
,  (II.44) 
Et  mnP  sont les fonctions de Legendre associées. Une extension locale (L) peut être utilisée de 
manière analogue à verser des potentiels à un ensemble des observateurs localisés dues à des sources 
extérieures : les charges qi sont à l’extérieur d’une sphère dans laquelle on veut calculer le potentiel. 
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Les développements multipolaires et locaux vont découpler l'effet des sources et des observateurs, et 
permettre une réduction de la complexité de calcul. 
On constate que la représentation (II.42) fait apparaître une somme infinie. Comme pour les 
séries de Fourier par exemple. Il sera nécessaire de tronquer cette série afin de l’utiliser 
numériquement. C’est cette troncature qui entraîne une imprécision sur le résultat. Il est à noter que 
d’après l’expression précédente, cette troncature aura une incidence sur le degré du polynôme de 
Legendre (pour notre développement le degré du polynome de Legendre est compris entre 0 et 10). 
A la place de ces explications mathématiques, une explication plus proche de la physique est 
que tout système de champ électrique peut être représenté à l’extérieur d’une sphère contenant les 
sources comme une somme infinie de dipôles, de quadripôles, d’octopôles,…, etc. A la vue des lois de 
décroissance des champs générés par ces sources (1/r3, 1/r4, 1/r5,…), il est possible de tronquer le 
développement, au final et suffisamment loin, tout système pouvant être assimilé à un dipôle. 
Evidemment, le niveau de troncature doit être adapté à la distance des sources à laquelle on désire 
calculer le potentiel (ou le champ). 
La figure suivante présente typiquement l’ensemble des interactions que l’on peut avoir entre 
des points sources en bleu (M sources) et des points cibles en noir (N cibles). Dans le cas où il n’y a 
pas de FMM, le nombre de calculs nécessaires pour déterminer l’effet des M sources sur les N cibles 
est de M×N (voir la Figure II.17). 
Interaction Q2M-M2L-L2P
Vi=?
q1
q2
qk
Sq Sv
Rq
Rv
Vi=?
q1
q2
qk
M sources (charge q) N points d’observations
Calcul du potentiel sans FMM: complexité O(MxN)
Q2M
L2PM2L
Calcul du potentiel avec FMM: complexité O(M+N+1)
O
P
 
Figure II.17. Principe simplifié des FMM 
Les FMM vont consister à ramener l’effet de tous les points bleus sur un centre O d’une 
décomposition. On constitue ainsi une source équivalente que l’on nomme le moment multipolaire ou 
multipôle. Cette opération se nomme classiquement Q2M (des charges aux multipôles). Ce multipôle 
étant déterminé, il peut être employé pour calculer les interactions avec les points cibles (si ceux-ci se 
trouvent suffisamment loin) soit en écrivant une interaction entre les O et les points cibles soit en 
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projetant le multipôle exprimé en O vers un point P que l’on appellera local puis en projetant cette 
décomposition vers les points cibles (comme présenté sur la Figure II.17 en bas). Cette opération 
s’appelle M2L (des multipôles aux locaux) puis L2P (des locaux aux potentiels). On constate ainsi 
que le nombre d’interactions à calculer est bien plus faible que dans le cas complet avec une 
complexité de O(M+1+N). 
Le principe de la méthode étant présenté, il reste à décrire celle-ci pour contrôler la distance 
entre les points centraux que l'on a nommé O et P. Pour cela, l'espace va être découpé en cubes 
(octrees). Ces cubes permettront le contrôle de l'erreur en permettant de savoir si les charges à 
l'intérieur peuvent être considérées comme lointaines (pour être traitées par les FMM) ou non. Le 
principe de fonctionnement de ce découpage et la description plus détaillée de cette méthode peut être 
consultée en [10]. 
Toutefois il est possible d’améliorer encore la technique présentée en faisant apparaître 
plusieurs niveaux et en regroupant des « paquets » en d’autres « paquets » - méthode multi-niveau. 
L’algorithme commence par entourer le dispositif d’une boite contenant le dispositif. Cette boite est le 
niveau 0 de l’octree appelé « racine ». Ensuite cette boite est divisée en 8 sous boites (d’où le nom 
d’octree) afin de créer le niveau 1, ensuite chacun de ces 8 cubes est découpé en 8 cubes égaux - cubes 
de niveau 2 -, et ainsi de suite... On forme alors 8L cubes si L est le nombre de niveaux défini au 
départ. On ne découpe que les cubes contenant au moins une charge. Ceux qui n’en contiennent pas 
seront ignorés. Ce partitionnement est dit méthode multi niveau constant. Il est également possible de 
contrôler le nombre de sources (charge) et de cibles (potentiel) présent dans chaque boite. Ce contrôle 
entraîne l’utilisation d’une méthode adaptative multi niveau (AMLFMM)[10]. 
Une fois la partition de la géométrie effectuée, l’octree pilote les interactions entre les cubes de 
différents niveaux à partir de différentes listes d’interactions. Dans le cas nous intéressant, nous 
cherchons à déterminer la matrice des interactions. Ce calcul sera donc le fruit de deux familles 
d'interactions : 
• Des interactions lointaines pour lesquelles les FMM seront employées 
• Des interactions proches lorsque les distances sont incompatibles avec des 
développements multipolaires. Par conséquent dans ce cas, des techniques classiques 
présentées au chapitre précédent seront employées, à savoir l’utilisation de matrices 
pleines mais de taille réduite.  
II.4.1.2 Couplage des FMM avec la méthode PEEC 
Le couplage entre la méthode PEEC inductive et les FMM a débuté historiquement par les 
travaux de M. Kamon [4] (Fasthenry). L’originalité de nos travaux réside dans l’application que l’on 
cherche à traiter et aux contraintes qu’elle engendre. Nous cherchons à modéliser un réseau de bord 
d’avion. Or ce dernier est constitué d’éléments particuliers : des conducteurs très longs (fil) et des 
conducteurs plats à faible épaisseur (fuselage). Ces caractéristiques entraînent des difficultés de 
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traitement d’un point de vue précision numérique (erreurs numériques liées à la phase d’intégration et 
contrôle d’erreur lors de l’application des FMM). 
Dans le cas de l’intégration nous avons appliqué le choix adaptatif du nombre de point Gauss. 
Pour l’application des FMM, on a adapté le partitionnement et la définition des listes d’interactions en 
prenant en compte la taille des éléments dans le même esprit que dans [10]. Chaque élément possède 
deux paramètres généraux : un barycentre et un rayon défini comme le rayon de la sphère englobante 
de l’élément. A partir de ces deux paramètres les éléments sont rangés dans des cubes de différents 
niveaux en fonction d’une tolérance qui permet à un élément de sortir légèrement d’un cube. 
D’ailleurs ce paramétrage est très général, il peut s’appliquer à des éléments ponctuels (de rayon nul), 
surfaciques et volumiques quelconques. Un élément appartient à un cube de côté c  si sa sphère 
englobante est complètement incluse dans un cube de même centre et de côté ( )tolc +× 1 , avec la 
tolérance tol, définie comme un pourcentage qui permet à un élément de sortir légèrement d’un cube.  
c
c x (1+tol)
sphère englobante
élément PEEC
Cube originale
Cube dépassement
 
Figure II.18. Prise en compte de la taille des éléments PEEC dans le partitionnement en 
fonction d’une tolérance 
L’approche classique PEEC consiste à exprimer l’ensemble des interactions d’un brin de 
courant (nommé « élément PEEC » sur la Figure II.19) avec tous les autres, quelle que soit la distance 
entre eux. Comme illustré Figure II.19, en haut à gauche, ce type d’approche, aboutit à la construction 
d’une matrice d’interaction pleine, ce qui est fortement limitant dans le cas de grands systèmes à 
modéliser. L’approche proposée consiste à employer une méthode fondée sur les FMM afin de 
décomposer la matrice d’interaction en deux sous parties : la première étant un ensemble de matrices 
d’interactions proches (calculées suivant l’approche classique) et la seconde représentant les 
interactions lointaines qui prendra peu d’espace mémoire et sera rapide en temps de calcul (cf. Figure 
II.19). 
En restant dans une description de principe, la boite englobant la géométrie du problème est 
découpée en éléments cubiques (Figure II.19 à droite dans le cas de l’exemple du PCB). A partir de ce 
maillage volumique de tout l’espace, deux types d’interactions sont maintenant distinguées entre les 
éléments de courant. D’une part, lorsque les éléments de courant sont voisins (donc dans des volumes 
adjacents ou dans un même cube), on les considère en « interaction proche » et on les traite de façon 
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classique, c-à-d, en interaction complète (interaction rouge sur la Figure II.19 en bas à gauche). 
D’autre part, dès que les éléments considérés sont plus éloignés donc en « interaction lointaine » (dans 
des volumes éloignés), le couplage magnétique n’est plus évalué de façon classique mais se fait au 
travers de multipôles. On ne considère alors plus qu’une seule interaction entre deux multipôles, 
comme illustré Figure II.19 en bas à gauche. Le niveau de troncature de la décomposition multipolaire 
règle la précision du calcul des interactions lointaines. 
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Figure II.19. Principe des FMM et partitionnement MLFMM au niveau 6 avec prise en compte de la 
taille des éléments 
Les interactions calculées à l’aide de la méthode PEEC sont donc séparées en deux parties en 
fonction de l’éloignement des subdivisions. La tension de la kième branche PEEC peut donc s’écrire de 
la façon suivante (cf.(II.26)) : 
∑∑
==
+


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
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La partie proche est calculée de façon classique II.2.2.2, nous allons nous intéresser dans la suite 
de ce paragraphe au calcul de la partie lointaine. 
Pour rappel, voici les équations liant d’une part le potentiel vecteur magnétique créé par un 
élément l soumis à un courant Il (ul vecteur unitaire orienté dans la direction du courant) et d’autre part 
la tension induite aux bornes du kième éléments due aux éléments lointains : ll
l
l
l d
rS
I
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Ω
uA
pi
µ
4
)( 0  
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= Ω
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k
k
FMMPEECk dS
jU Auω  (II.48) 
L’idée générale que l’on va suivre pour traiter ce calcul est la suivante : 
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• Le potentiel vecteur est évalué à l’aide des FMM. Le point P étant éloigné de l’élément 
l, l’intégrale triple peut s’évaluer grâce à une intégration avec un seul point de Gauss. 
En d’autres termes, la source peut donc être considérée comme ponctuelle. 
• Le calcul de la tension induite est ensuite effectué en intégrant le potentiel vecteur sur 
un seul point de Gauss. En d’autres termes, la cible peut donc être considérée comme 
ponctuelle. 
Les sources d’excitation, présentées sur la Figure II.17 et permettant d’écrire le potentiel 
vecteur, sont vectorielles et complexes (Figure II.20 et équation (II.49)). 
lll I uq ⋅
⋅
⋅=
pi
µ
4
0
 (II.49) 
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Figure II.20. Tension induite PEEC calculée par FMM 
La tension induite s’écrit donc à l’aide de l’expression suivante : 
k
N
l lk
l
FMMPEECk
b
r
jU uq ⋅= ∑
=
lointains éléménts 
1
_
ω  (II.50) 
Il est à noter que la méthode FMM classique consiste à calculer rapidement le potentiel crée par 
les charges qi. Pour le cas PEEC, vue la formulation (II.49) les charges sont vectorielles et complexes 
mais le principe ne change pas. Il nous faut deux appels de la méthode FMM classique : une pour 
chaque partie (réelle et imaginaire). Ensuite, le produit scalaire de la formulation (II.50) est en trois 
dimensions ce qui nécessite encore trois calculs FMM. Par conséquent, en utilisant l'algorithme FMM 
classique six fois et en connaissant les courants, nous pouvons évaluer les tensions induites dues aux 
éléments lointains.  
Au final, la tension induite totale est obtenue en employant l’expression suivante : 
FMMBBprocheBPEECB ___ UIZU +⋅=  (II.51) 
Il est rappelé que ZB_proche est une matrice pleine qui ne contient que les interactions proches. 
L’équation (II.51) permet d’écrire simplement la tension des branches sous la forme d’un 
simple produit avec les courants circulants dans les branche UB = ZB.IB. 
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En résumé, le couplage PEEC/FMM nous permet de calculer rapidement la tension induite 
PEEC. Avec nos développements, nous avons différents paramètres de réglage pour l’utilisation des 
FMM : 
• Niveau de partitionnement de l’espace (méthode FMM multi-niveau) 
• Type de FMM (constant, adaptatif) (pour contrôler les charges dans les cubes octrees) 
• Degré polynôme de Legendre de 0 à 10 (troncature des décompositions) 
• Tolérance de dépassement d’un élément par rapport à sa taille dans une boite de l’octree 
voisine de 0% à 100% (adapté pour les conducteurs longs PEEC) 
• Prise en compte de la taille des éléments dans le découpage de l’octree (choix de type 
de sphère englobante d’élément) 
• Type de gestion de mémoire FMM (0 : sauvegarde des polynômes de Legendre  
calcul plus rapide mais nécessite plus de mémoire. 1 : polynôme de Legendre évalué à 
chaque produit  calcul plus lent mais utilisation plus faible de la mémoire). 
II.4.1.3 Résolution itérative en présence du couplage PEEC/FMM 
L’objectif final est de résoudre un système linéaire. A l’aide de ce que l’on vient de voir, on 
constate que l’on peut aisément écrire un produit de type matrice – vecteur. Toutefois, on constate que 
seuls les termes d’interactions proches sont accessibles. Les termes lointains seront inaccessibles. Le 
processus de résolution doit donc obligatoirement faire appel seulement à des produits de type matrice 
– vecteur. Cela écarte de façon immédiate toutes les techniques de résolution directes (LU, QR…). La 
résolution doit donc s’effectuer par un algorithme itératif. Le choix s’est porté sur un algorithme de 
type GMRes car cet algorithme nécessite seulement des produits matrice – vecteur et permet de 
résoudre des problèmes sur lesquels la matrice n’a pas de propriété mathématique spécifique. De plus 
cette famille d’algorithme a déjà été employée avec succès dans des problématiques FMM – PEEC [4] 
[10]. 
Une seconde difficulté que l’on voit apparaître après le choix d’un algorithme de résolution est 
que l’équation que l’on doit résoudre n’est pas directement écrite sur les tensions et courants de 
branches. Elle fait intervenir la matrice d’incidence des mailles indépendantes ((II.34) et (II.36)). Or la 
matrice ZB n’est plus connue de façon explicite. Il est donc nécessaire de voir comment l’on peut ré-
écrire ces équations afin de faire apparaître seulement des produits de type ZB.IB. C’est l’objectif du 
paragraphe suivant. 
 Calcul du produit ZB.IB 
Dans la partie précédente, nous avons vu comment effectuer le produit ZB.IB dans le cas où ZB 
ne fait intervenir que des éléments de type PEEC. Or cette matrice est en fait issue de branches 
provenant de : 
• la géométrie (méthode PEEC) 
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• la description du circuit électrique externe (R, L, C, source U et I) 
Nous avons ainsi choisi de séparer la matrice ZB en deux blocs selon la nature des branches : 

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IZ  (II.52) 
On cherche donc à déterminer directement les tensions sans stocker toute la matrice ZB, cela fait 
donc intervenir deux types de produits : 
• Calcul du produit ZB_PEEC.IB_PEEC avec FMM qui a été présenté dans le paragraphe 
précédent. 
• Calcul du produit ZB_EXTERNE.IB_EXTERNE qui est réalisé de façon classique puisqu’il y a 
peu de termes et qu’ils sont tous connus de façon explicite. 
	 Calcul du produit ZMI.IMI dans le cas ou ZB n’est pas explicite 
Rappelons que le système à résoudre dans le cas où il n’y a pas de source de courant est 
l’équation (II.34) : MIMIMI UIZ =⋅  
Pour résoudre cette équation à l’aide d’un algorithme itératif de type GMRes, seul le produit 
ZMI.IMI est nécessaire. On peut donc aisément retrouver un produit ZB.IB compatible avec l’utilisation 
des FMM : 
MIMIBBMI IZIZM ⋅=⋅⋅  (II.53) 
Le passage entre IB et IMI est obtenu à l’aide de la relation suivante : 
MI
T
MIB IMI ⋅=  (II.54) 
Dans l’implantation, on ne fait pas de produit matrice – matrice on fait directement des sommes 
ou des soustractions car MMI est une matrice incidence constituée de 0, 1 et -1. Les 0 ne sont pas 
représentés, seul l’information des 1 et -1 est stockée en mémoire et le taux de remplissage est 
inférieur à 1%. Par conséquent, le coût en mémoire et en calcul de ces produits est très faible. 
Dans le cas où l’on prend en compte la présence de sources de courant, il n’est plus possible 
d’exprimer la matrice ZMI sous forme de quatre blocs faisant apparaître les lignes et colonnes propres 
aux sources de courant. En effet, l’utilisation des FMM impose l’utilisation de ZMI dans son ensemble. 
Rappelons l’équation (II.36) permettant de décrire le système linéaire à résoudre en cas de présence de 
sources de courant : 
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Afin de traiter le bloc se situant à gauche du signe égal, nous réécrivons le calcul sous la forme 
suivante en conservant l’ensemble des blocs de la matrice ZMI : 
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 (II.55) 
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Le second membre à droite du signe égal nécessite un calcul faisant appel au FMM pour 
calculer les produits B.IMISC et D.IMISC: 
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Ce calcul est effectué une seule fois en début de résolution pour la construction du second 
membre. Le second membre s’obtient donc de la façon suivante : 
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Au final l’équation générale faisant apparaître seulement des produits ZB.IB s’écrit de la façon 
suivante en combinant les expressions (II.53), (II.55) et (II.57) : 
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Avec IB inconnues représentant les courants circulant dans les branches, IBSC les valeurs des 
courants circulant dans les sources de courant (courants connus). La somme du nombre de lignes de IB 
et IBSC correspond au nombre de branches totales. 
La figure suivante présente une vue schématique du fonctionnement de l’implantation 
informatique qui a été réalisée afin d’effectuer un produit lors de la résolution : 
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Figure II.21. Vision schématique du calcul d’un produit 
II.4.1.4 Validations et performances 
La méthode FMM implantée dans notre nouvel outil a des possibilités de réglage comme 
présenté dans le paragraphe II.4.1.1  
Nous prenons le même problème dans la sous section II.3.4 : la modélisation d’un phare LED 
PCB de voiture. Pour comparer l’influence de la compression FMM, seulement le paramètre de 
gestion de mémoire est modifié, les autres réglages sont fixés comme : 
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• Type de FMM : constant 
• Niveau de découpage : 6 
• Degré polynôme de Legendre : 2 
• Prise en compte de taille des éléments 
• Tolérance de dépassement 100% 
Le pourcentage de dépassement est choisi à 100% puisque qu'avec la méthode PEEC il existe 
des conducteurs longs et ce choix permet d'exploiter au mieux la méthode FMM. Le Tableau II.2 
montre l’efficacité de l’algorithme de compression matricielle FMM au niveau mémoire. Il faut noter 
que le stockage de la partie proche est développé pour que l’on ne stocke qu’une moitié de la matrice 
correspondante grâce aux propriétés de symétrie. 400 Mo sont ainsi nécessaires pour la stocker par 
rapport à 800 Mo auparavant.  
Si le solveur direct est utilisé, l’espace mémoire nécessaire est doublé à cause du stockage de la 
matrice de décomposition LU alors que dans le cas d’utilisation de GMRes, ce doublement de 
mémoire n’est pas nécessaire. Ces éléments expliquent que la taille mémoire nécessaire pour la 
résolution et le stockage dans la version sans FMM soit d'environ 1580 Mo (quatre fois celle utilisant 
GMRes et les propriétés de symétrie).  
 
Sans compression 
FMM et 
utilisation d’un 
solveur direct 
Sans compression 
FMM et utilisation 
d’un solveur 
GMRes 
Avec FMM et 
sauvegarde des 
interactions 
Avec FMM sans 
sauvegarde des 
interactions 
Espace mémoire 
nécessaire (Mo) 
1580 400 215 20 
Tableau II.2 Comparaison de différents réglages de FMM 
L’option de sauvegarde des interactions est utilisée pour stocker les coefficients des fonctions 
de Legendre nécessaires au calcul du potentiel entre deux calculs. Cette option permet d'être plus 
rapide puisqu’il n’est pas nécessaire des les recalculer mais cela peut être coûteux en mémoire. Les 
différences en temps de calcul sont présentées dans la section suivante (Tableau II.4).  
En présence de FMM, la matrice stockée en mémoire est la matrice d’interactions proches 
ZB_proche. L’avantage de notre méthode de recherche des mailles indépendantes est illustrée dans la 
matrice ZMI_proche (construction à partir de ZB_proche et la relation (II.32)). Rappelons-nous que dans le 
processus numérique réel, cette matrice n'est jamais construite, mais la visualisation permet de donner 
au lecteur une bonne idée de la répartition des termes. Dans la Figure II.22, la matrice à gauche est 
construite par la méthode de détection de maille algébrique et celle à droite est construite par notre 
algorithme. Les termes en blanc représentent des 0 (interactions calculées intégralement par FMM). 
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Figure II.22. Structure de la matrice champ proche ZMI_proche créée par la méthode de 
détection de maille algébrique (à gauche) et nouvel algorithme (à droite) 
La matrice de gauche est proche d'une matrice pleine ; d'autre part, celle de droite est bien plus 
creuse avec les termes importants se situant autour de la diagonale.  
En plus d’être plus rapide, l’effet de l’utilisation de notre nouvel algorithme de mailles 
indépendantes facilite la convergence du solveur itératif. La méthode algébrique de recherche des 
mailles indépendante compressée par FMM nécessite 85 itérations pour converger. Le temps total est 
de 3145s. L’utilisation des FMM avec le nouvel algorithme de recherche de mailles converge en 39 
itérations. Le temps se réduit ainsi à 105s (chaque produit étant effectué plus rapidement). Les deux 
résultats ont la même précision.  
II.4.1.5 Conclusions 
D’un point de vue informatique et réalisation voici quelques informations succinctes sur 
l’implantation qui a été réalisée : 
• Les opérations les plus lourdes en termes de temps de calcul (intégration PEEC proche, 
calcul FMM, calcul des produits matrice – vecteur) ont été écrites pour fonctionner en 
multiprocesseur (mais sur une seule machine). 
• La partie contenant les interactions proches est stockée en tenant compte des propriétés 
de symétries. 
• Etant donné les principes de fonctionnement des FMM, il est possible d’exciter les 
circuits analysés à l’aide de décompositions en harmoniques sphériques. De même, il 
est possible d’extraire une décomposition en harmonique sphérique à l’issue d’une 
résolution. 
• L’implantation des FMM permet de : 
- Contrôler le degré des polynômes de Legendre à la base des harmoniques 
sphériques jusqu’à un degré 10. 
- Effectuer des FMM sur des arbres à niveau constant ou adaptatif 
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- Contrôler le niveau d’erreur en prenant en considération la taille des éléments 
de maillage lors de la construction de l’octree. 
Si l’utilisation des FMM permet d’économiser la mémoire nécessaire au stockage de la matrice 
à résoudre et de diminuer les durées pour faire des produits, la résolution du système linéaire peut être 
délicate voir ne pas converger vers une solution. Il est donc nécessaire d’étudier la façon dont on peut 
pré conditionner ce système afin d’assurer la meilleur résolution (assurer la convergence et diminuer le 
nombre d’itérations). L’objet de la prochaine section est l’étude de ces préconditionneurs. 
II.5.  Résolution et préconditionnement du système linéaire 
Afin de simplifier les explications et les écritures, ce paragraphe va supposer que l’on cherche à 
résoudre l’équation (II.34). Dans les faits, rappelons que l’implantation est faite sur l’équation (II.58). 
L’équation (II.34) est la suivante : MIMIMI UIZ =⋅  
Avec : 
•  ZMI est la matrice d'impédance complexe du problème PEEC 
• UMI est le vecteur de sources de courants et de tensions 
• IMI est le vecteur des inconnues. 
La solution du système (II.34) ne peut pas être trouvée par une méthode directe puisqu’elle 
suppose de connaître tous les termes de la matrice ZMI ce qui est impossible dans le cas d’utilisation 
d’une méthode de compression matricielle (FMM). Le choix de l’algorithme de résolution GMRes 
repose en grande partie sur sa très bonne réputation en termes de vitesse de convergence et donc 
implicitement du nombre de produits nécessaires à la résolution. Toutefois afin d’améliorer la vitesse 
de convergence, il est nécessaire d’employer un préconditionneur afin de réduire le nombre 
d’itérations et/ou d’améliorer la vitesse de convergence (ou même parfois d’assurer une convergence). 
II.5.1.1 Préconditionnement 
 Problème de pré-conditionnement en présence de FMM 
L’idée des préconditionneurs est de transformer un système Ax = b à l’aide d’un opérateur 
linéaire P tel que le nouveau système ait un meilleur conditionnement. Plusieurs variantes sont 
possibles : 
• Préconditionneur gauche : P−1.A.x = P−1.b ; (notre choix) 
• Préconditionneur droite : A.P−1.u = b, x = P−1.u ; 
• Préconditionneur découpé : P1−1.A.P2−1 .u = P1−1.b, x = P2−1.u 
Parmi ces trois techniques de préconditionnement, le choix n’est pas évident car aucune 
technique n’est meilleure qu’une autre a priori [31]. Dans ce travail, nous avons fait ainsi le choix 
arbitraire et très employé d’un préconditionneur gauche. 
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En règle générale, on ne stocke pas P−1.A sous forme matricielle mais on l’utilise comme un 
produit matrice-vecteur (P−1.A).x = P−1.(A.x) = P−1.y. On obtient alors l’équation suivante : 
yzPzyP =⋅⇔=⋅−1  (II.59) 
Pour que l’opération soit efficace, il faut que P−1.y soit peu coûteux à calculer. Usuellement, on 
cherche P proche de A (i.e. P−1 ≈ A−1). P n’est pas nécessairement une matrice ; par exemple P−1.y 
peut être obtenu par un autre processus itératif. 
En présence de FMM, la matrice ZB s’écrit : ZB= ZB_proche + ZB_lointaine 
• ZB_proche : matrice d’interactions proches, connue explicitement 
• ZB_lointaine : matrice d’interactions lointaines, sous forme implicite 
L’équation (II.32) devient :  
T
MIlointaineBMI
T
MIprocheBMIMI MZMMZMZ ⋅⋅+⋅⋅= __  (II.60) 
lointaineMIprocheMIMI __ ZZZ +=  (II.61) 
Notons que pour économiser la mémoire, seule la partie ZB_proche est stockée en mémoire. Cela 
signifie que ZMI_proche n’est pas connue directement de façon explicite et que sa connaissance requiert 
l’utilisation de la matrice d’incidence mailles indépendantes MMI. Afin de pouvoir employer des 
préconditionneurs algébriques, nous avons fait le choix de préconditionner avec seulement les termes 
ZMI_proche. Il est bien noté que les préconditionneurs algébriques demandent que la matrice employée 
soit connue de façon explicite. 
La construction des MI à l’aide de petites mailles permet d’avoir des impédances autour de la 
diagonale relativement importantes (les mailles sont proches géométriquement). L’octree issu de 
FMM décide la liste des interactions proches ou la matrice proche. La probabilité qu'elle soit proche 
augmente les chances que les termes soient connus de façon explicite. Bien évidemment la technique 
de recherche de MI ne permet pas de garantir que les petites MI sont constituées de branches proches 
géométriquement mais cela est très probable. 
La Figure II.23 présente un exemple d’image de la structure de la matrice ZMI. Grâce aux petites 
MI, les termes importants se concentrent autour de la diagonale (bloc en bleu). Avec l’équation (II.61) 
écrite pour chaque terme (i,j) de la ligne iième et de la colonne jième, nous constatons que cette matrice 
(virtuelle) est donc constituée de trois types de termes : 
• Des termes issus d’interactions proches et par conséquent connus de façon explicite 
ZMI_proche(i,j) ≠ 0, ZMI_lointaine(i,j) =0. 
• Des termes issus d’interactions proches et d’interactions lointaines, seule la partie 
interaction proche est accessible de façon explicite ZMI_proche(i,j) ≠ 0, ZMI_lointaine(i,j) ≠ 0. 
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• Des termes issus d’interactions lointaines seulement (donc impossible à prendre en 
considération dans les préconditionneurs algébriques classique) ZMI_proche(i,j) =0, 
ZMI_lointaine(i,j) ≠ 0. 
MI des sous 
circuits
MI du super 
circuit
En bleu : termes des sous circuits propres
En blanc : tous les autres termes (couplage 
de sous circuit et/ou du super circuit)
En noir   : termes issus d’interactions 
proches uniquement 
En gris    : termes issus d’interactions 
proches et d’interactions lointaines
En blanc  : termes issus d’interactions 
lointaines seulement 
0
-Id
Structure si le bloc 
super circuit contient 
des sources de courant
 
Figure II.23. Exemple de la matrice ZMI en mémoire avec la présence de FMM 
En tenant compte des sources de courant, l’équation (II.36) montre que la partie en bas à droite 
est la matrice identité (voir Figure II.23 –sources de courant du bloc super-circuit). Rappelons que la 
recherche des mailles indépendantes présentée dans la section précédente ramène la définition de 
maille indépendante dans le « sous-circuit » et dans le « super-circuit ». Dans le sous-circuit, les 
mailles contiennent des branches proches dont les termes matriciels sont connus de façon explicite. 
Mais pour le super-circuit, compte tenu de la méthode de détection algébrique, les branches sont 
composées des mailles qui dans le cas général ne sont pas proches, aussi ces termes apparaissent en 
gris dans la représentation de la Figure II.23.  
	 Choix du préconditionneur 
A la vue de l’équation de préconditionnement (II.59), nous constatons qu’il y a deux choix à 
faire : d’une part choisir les termes que l’on place dans P puis d’autre part la technique de résolution 
de cette équation. On rappelle qu’à ce stade seule une solution approchée est recherchée. 
Le choix de P est indépendant de la technique de préconditionnement. Dans le cas où l’on est en 
présence de FMM, seul les termes d’interactions proches peuvent être employés. Par conséquent, nous 
emploierons la matrice ZMI_proche pour P. Cette matrice devrait être une bonne candidate car la méthode 
employée pour rechercher les MI favorise les MI contenant un faible nombre de branches (ce qui 
implique qu’il sera probable qu’elles seront proches géométriquement et par conséquent considérées 
comme étant des interactions proches). Il est à noter que l’on pourra dégrader cette matrice afin de la 
creuser artificiellement si l’on désire décroître le nombre de termes connus. 
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II.5.1.2  Technique de préconditionnement classique 
Les techniques classiques de préconditionnement consistent à résoudre le système (II.59) à 
l’aide d’une méthode algébrique classique sachant que P est une matrice qui peut être approximée. 
Voici quelques préconditionneurs algébriques classiques que nous avons employés : 
• factorisation LU par blocs diagonaux de la matrice ZMI_proche (ou une version 
approximative) 
• factorisation LU incomplète de la matrice ZMI_proche (ou une version approximative) 
• utilisation d’un solveur multi grille algébrique 
• factorisation LU complète (sur matrice creuse avec réorganisation) d’une version 
approximative de ZMI_proche 
Ces différentes techniques ne sont pas présentées dans le corps de ce document car elles sont 
classiques. Elles sont proposées dans l’annexe C. 
II.5.1.3 Technique de préconditionnement « inner-outer » 
En plus des techniques de préconditionnement classiques, il existe d’autres méthodes de 
résolution de l’équation (II.59) qui ne nécessitent pas une connaissance explicite du système à 
résoudre. Il s’agit de méthodes s’appuyant sur des techniques de résolution itérative. Le principe de ce 
processus d’imbrication des solveurs est illustré sur la Figure II.24. Cette technique de double 
préconditionnement de type « inner-outer solveur GMRes » a été mise en place. Elle est basée sur les 
régimes de solveur imbriqué [28], a été étudiée par de nombreux auteurs et a montré une bonne 
efficacité en électromagnétisme [32].  
Notons GMRes1 le solveur principal. Il s’appuie sur l’utilisation d’un préconditionneur noté P1. 
L’idée que l’on propose ici d’appliquer est de résoudre le système linéaire (II.59) à l’aide d’un solveur 
GMRes que l’on va appeler solveur interne (inner, noté GMRes2 sur la Figure II.24). Ce solveur 
itératif interne requiert un préconditionneur que l’on nomme P2. 
GMRES1 (principal):
Objectif: résoudre 
• kième itération:
– Calcul du résidu r1k:
– Calcul de la kième solution 
par GMRES
• Convergence GMRES1 ?
GMRES2 (secondaire):
Objectif: résoudre 
• mième itération:
– Calcul du résidu r2m :
– Calcul de la mième solution par 
GMRES
• Convergence GMRES2 ?
)1(1
1
11 −
−
⋅= kppk rPr
)1(2
1
22 −
−
⋅= mppm rPr
MIMIMI UIZ =⋅
( ))1(111 −=⋅ kppk rrP
 
Figure II.24. Principe de préconditionnement « inner-outer » [32] 
La présence de ce second préconditionneur nous ramène sur les mêmes interrogations 
concernant le choix des termes à placer dans P2 et de la technique de résolution que l’on va employer 
(préconditionneur algébrique cf. II.5.1.2 ou itératif). Nous pourrions appliquer cette idée de manière 
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récursive et implémenter plusieurs solveurs GMRes imbriqués avec une matrice ZMI_proche de plus en 
plus creusée jusqu’à obtenir une matrice diagonale. Cependant, un régime à deux niveaux est déjà très 
efficace [32]. Dans ces conditions, on emploie sur le second niveau de préconditionnement 
(préconditionnement du solveur interne) un préconditionneur algébrique classique (par exemple : LU 
blocs, factorisation incomplète…). Notons que, pour être efficace, la résolution du solveur interne doit 
être plus rapide que la résolution du système principal. Ici, le second processus de résolution peut 
conduire à un plus grand nombre d'itérations, mais le fait de ne plus tenir compte des termes lointains 
réduit fortement le temps nécessaire pour la résolution. De plus, il est possible d’arrêter cette 
résolution interne avant d’avoir obtenu la solution. On peut se satisfaire de quelques itérations. 
Dans notre cas, nous avons choisi comme préconditionneur interne un préconditionneur de type 
LU blocs s’appuyant sur les blocs des sous-circuits obtenus lors de la recherche des MI. Dans le cas 
ou les blocs de MI sont trop gros il est possible de les diviser en sous blocs afin de réduire les temps de 
résolution et économiser la place mémoire (cf. Figure II.25). 
MI des sous 
circuits
MI du super 
circuit
En bleu : termes des sous circuits propres
En blanc : tous les autres termes (couplage 
de sous circuit et/ou du super circuit)
 
Figure II.25. Image de préconditionnement par bloc 
II.5.1.4 Validations et performances 
 Exemple du phare LED PCB 
Nous reprenons l’exemple de la modélisation d’un phare LED PCB de voiture du paragraphe 
précédente II.4.1.4. Pour l’étude de l’influence du choix du préconditionneur, nous utilisons un 
préconditionneur classique : factorisation LU par blocs diagonaux de la matrice ZMI_proche. 
Les paramètres du solveur GMRes et préconditionneur sont : 
• Critère d’arrêt du processus itératif appliqué sur la norme du résidu 1E-7 
• Taille du sous espace de Krylov est 100. 
• Préconditionneur bloc diagonal : taille maximale des blocs préconditionneur est de 100 
éléments 
L’ensemble de nos trois développements sont comparés avec des configurations différentes.  
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 Temps de 
résolution total (s) 
Espace mémoire 
nécessaire (Mo) 
Nombre 
d’itérations 
Ancien algorithme + sans FMM + 
préconditionneur (sans préconditionneur) 
2983 (3145) 400 (400) 60 (85) 
Nouvel algorithme + sans FMM + 
préconditionneur (sans préconditionneur) 
101 (105) 400 (400) 12 (39) 
Tableau II.3 Comparaison de développements sans FMM 
Un préconditionneur réduit le nombre d’itérations de 85 à 60 avec la version de la méthode 
algébrique de détection de MI (ancien algorithme dans le tableau). Pour le nouvel algorithme, il réduit 
le nombre d’itérations de 39 à 12. Nous pouvons donc affirmer que le nouvel algorithme a bien une 
influence bénéfique sur la convergence du problème.  
Le Tableau II.4 compare l’influence de différentes configurations de FMM sur les temps de 
résolution, l'espace mémoire et la convergence. D'une façon générale la présence de FMM permet non 
seulement d’économiser la mémoire mais aussi d’accélérer la vitesse de convergence. 
 Temps de 
résolution total (s) 
Espace mémoire 
nécessaire (Mo) 
Nombre 
d’itérations 
Nouvel algorithme + FMM et sauvegarde 
des interactions + préconditionneur 
35 215 12 
Nouvel algorithme + FMM et sans 
sauvegarde des interactions + 
préconditionneur 
62 20 12 
Tableau II.4 Comparaison de nos développements avec des différents réglages de FMM  
	 Exemple d’un filtre CEM 
Nous avons modélisé un filtre CEM [33] (voir Figure II.26) avec la version commerciale 
d’InCa3D et notre outil afin de comparer les deux approches. 
Les paramètres d’algorithme de compression de FMM sont fixés comme : 
• Type de FMM : constant 
• Niveau de découpage : 6 
• Degré polynôme de Legendre : 2 
• Prise en compte de la taille des éléments 
• Tolérance de dépassement 100% 
• Type de gestion de mémoire FMM : 0 (sauvegarde des interactions) 
Les paramètres du solveur FMGRes et préconditionnement : 
• Critère d’arrêt du processus itératif appliqué sur la norme du résidu 1E-8 
• Taille du sous espace de Krylov est 100. 
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• Préconditionneur bloc diagonal : taille maximale des blocs préconditionneur est de 100 
éléments 
 
Figure II.26. Structure d’un filtre CEM 
Nous trouvons un résultat similaire sur la répartition de courants obtenus par les deux versions 
(Figure II.27).  
Répartition de courant avec le 
solveur commercial
Répartition de courant sous InCa3D 
avec notre nouveau solveur
 
Figure II.27. Répartition de courant du solveur commercial (à gauche) et notre outil (à droite) 
Les différentes sur les valeurs de courant en entrée et en sortie entre les deux versions sont très 
faibles (de l'ordre de 0,001%). 
 InCa 3D Notre outil Différence 
I_entree (A) 0.004015 – j* 0.023875 0.004016 – j*0.023877 0.001% 
I_sortie (A) -0.006683 + j*0.073151 -0.006684 + j*0.073154 0.001% 
Tableau II.5 Comparaison entre la version de référence (InCa3D) et notre outil 
Les temps de calcul et la mémoire utilisée sont : 
• Temps de calcul 
o Version standard : 8 min sur serveur de calcul (4 processeurs) 
o Nouvelle méthode : 1.5 min sur PC standard (2 processeurs) 
CHAPITRE II : AMELIORATION DE LA METHODE PEEC INDUCTIVE POUR GRANDS SYSTEMES 
 
48 
• Place mémoire 
o Version standard : 4 900 Mo (machine 64 bits nécessaire) 
o Nouvelle version : 900 Mo 
Pour ce problème, une grande partie des interactions sont lointaines et calculées par FMM (85%) donc 
environ seulement 15% de la matrice totale est stocké dans la mémoire et accessible pour le 
préconditionnement algébrique.  
Plusieurs techniques de préconditionnement ont également été testées et comparées : 
• Classique bloc-diagonale préconditionneur avec un maximum de 100 éléments par bloc 
• Factorisation LU incomplète (ILUT) de la matrice ZMI_proche avec p = 50, τ = 1E-5. 
• Notre technique de préconditionnement « inner-outer » FGMRes. 
Il est noté que nous n’avons pas employé un GMRes simple mais une de ses nombreuses variantes : 
FGMRes [28] (cette variante permettant de réduire le nombre d’itérations d’environ 15 à 20%). 
Toutefois si nous avions employé un GMRes classique les conclusions aurait été identiques. 
280s51s 65s
 
Figure II.28. Convergence du solveur FGMRes principal 
L'approche ILUT est la plus coûteuse en mémoire et en temps de calcul. Cela est dû au fait que 
la matrice pleine ZMI_proche et sa matrice de factorisation LU incomplète doivent être explicitement 
construites. La technique de préconditionnement «inner-outer» présente les meilleures performances 
dans le contexte de la mise en œuvre des FMM.  
Parmi les préconditionneurs classiques, la technique de préconditionnement ILUT [31] est très 
efficace. Donc, nous n’avons pas testé tous les préconditionneurs classiques sur ce problème mais 
nous avons choisi ILUT. 
Le principal avantage de la technique de préconditionnement «inner-outer» est son gain en 
termes de temps de résolution. De plus, il est possible d’employer un préconditionneur algébrique plus 
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classique pour préconditionner le solveur interne lorsque l’on a un problème dont la convergence est 
difficile. 
II.5.1.5 Conclusions 
Dans cette partie, nous avons développé une technique de préconditionnement plus efficace que 
les préconditionneurs classiques algébriques. Elle est compatible avec l’utilisation des FMM. Voici 
également quelques détails sur l’implantation informatique : 
• Les décompositions LU blocs sont calculées une fois en début de résolution (en 
multiprocesseur, un bloc par processeur) 
• Les résolutions des blocs (résolution d’équation (II.59) par bloc) se font en 
multiprocesseur (envoi d’un bloc sur chaque processeur) 
Le nouvel algorithme de détection de MI ramène les termes importants autour de la diagonale, 
le préconditionneur par bloc diagonal est simple et efficace même si une grande partie de la matrice du 
système est cachée par la compression FMM. C’est la raison pour laquelle nous avons choisi le 
préconditionneur par bloc dans notre technique de préconditionnement « inner-outer ». De plus, cet 
algorithme est compatible avec la présence de FMM (possibilité d’utilisation des FMM dans le produit 
de solveur interne).  
II.6. Conclusions  
Ce chapitre présente une nouvelle implémentation de la méthode PEEC inductive afin de 
pouvoir traiter des problèmes de taille importante. Pour cela trois étapes ont été mises en place : 
• La première étape a consisté à mettre en place un jeu d’équations indépendantes de 
façon efficace (recherche de mailles indépendantes). 
• La seconde étape a consisté à mettre en place un code à base de FMM afin d’éviter 
l’intégration de toutes les interactions et leur stockages. 
• Enfin la dernière étape a consisté à mettre en place une technique de résolution 
compatible avec les contraintes algébriques imposées par la présence de FMM dans le 
processus de calcul. 
A l’issue de la mise en place de ces étapes, différentes contraintes sont apparues. La principale 
est liée à la présence de FMM. En effet, cela impose que la seule opération que l’on puisse faire est un 
produit matrice – vecteur. Nous n’avons plus la connaissance explicite des termes constituant la 
matrice initiale. Cela est lourd de conséquence et peut être particulièrement pénalisant lorsque l’on 
souhaite employer des méthodes numériques algébriques. 
Enfin la méthode PEEC semble être une bonne candidate pour représenter d’un point de vu 
système des dispositifs électriques en vu d’une simulation temporelle. Les deux principales raisons 
sont les suivantes : 
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• La méthode PEEC inductive supporte particulièrement bien le sous maillage lorsque 
l’on observe des grandeurs globales tels que le courant circulant dans un conducteur. 
Cela permet de réduire les temps de calcul et/ou de traiter des problèmes de tailles plus 
conséquentes. 
• La représentation sous forme d’un circuit électrique équivalent permet une écriture 
assez naturelle vers la simulation temporelle. 
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CHAPITRE III :  
Méthode de réduction d’ordre pour circuit RLMC 
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III.1. Introduction 
Le chapitre précédent présente une technique de détermination des courants dans une résolution 
de type PEEC fréquentielle. Toutefois dans un grand nombre de situations, l’utilisateur souhaite 
effectuer une simulation temporelle. Par exemple, l’utilisation de modèles fins de semi-conducteurs 
nécessite l’utilisation d’un simulateur temporel (car ces modèles sont souvent explicités dans le 
domaine temporel).  
La modélisation par le biais d’une méthode de type PEEC conduit à un schéma électrique 
contenant un très grand nombre de composants couplés. Une première approche consisterait à simuler 
ce problème couplé directement dans le domaine temporel. Malheureusement, cela nécessiterait des 
ressources informatiques très importantes et poserait des difficultés numériques importantes en terme 
de convergences. 
Une solution est alors de réduire le schéma électrique et ainsi obtenir un modèle réduit (d’ordre 
moins élevé) permettant de rendre possible des simulations temporelles tout en conservant une 
précision correcte. 
Dans ce chapitre, nous allons nous intéresser seulement à la problématique de réduction d’ordre. 
La problématique de synthèse de circuit électrique équivalent sera abordée dans le chapitre suivant. 
Ainsi, les modèles simplifiés obtenus seront toujours exprimés dans le domaine fréquentiel. Dans un 
premier temps, nous présenterons une technique classique aujourd’hui utilisée dans le logiciel InCa3D. 
Nous verrons que cette approche ne peut être utilisée dans un contexte FMM. Nous proposerons alors 
une approche compatible basée sur un développement limité d’une représentation d’état. Cette 
méthode permet ainsi de limiter grandement les calculs et l’espace mémoire tout en gardant une 
précision admissible. Elle sera validée en fin de chapitre sur un exemple.  
 Principe général de la réduction de modèle 
L’idée générale de la méthode de réduction de modèle est de réduire un système complexe 
constitué de o entrées, p sorties et de N inconnues d’état (avec N très grand) en un nouveau système 
ayant le même nombre d’entrées et de sorties mais ayant un nombre d’inconnues d’état q beaucoup 
plus faible (q<<N). Ce nouveau système doit avoir les deux caractéristiques suivantes (Figure III.1) : 
• Un temps de simulation beaucoup plus rapide et une mémoire nécessaire diminuée 
• Un système réduit qui offre une précision proche du système d’origine 
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x(t) y(t)
z(t)u(t) y(t)
reduction
Simulation lente
Simulation rapide
q<<N
N est grand
u(t)
entrée
sortie
inconnus d’état
o entrée
p sortie
N inconnues
reduction
o entrée
p sortie
q inconnues
 
Figure III.1. Principes et notations de la méthode de réduction de modèle 
 Méthodes classiques de réduction d’impédance 
III.1.2.1 Méthode de réduction de Kron 
La première étape consiste en la définition des ports d’entrée – sortie par l’utilisateur. Dans le 
logiciel InCa3D, il est nécessaire de placer des objets informatiques nommés « sondes d’impédance » 
(Figure III.2): 
 
Figure III.2. Exemple du calcul des impédances sur InCa3D 
La méthode implantée est la méthode de réduction de nœuds ou de réduction de Kron [34]. Le 
principe est de conserver les nœuds reliés aux sondes d’impédance et de supprimer les autres nœuds 
du circuit équivalent. La suite de ce paragraphe présente succinctement cette méthode.  
La matrice issue de la modélisation PEEC et des relations exprimées au travers de la matrice 
incidence des mailles indépendantes est nommée ZMI. Pour rappel, cette matrice est carrée, complexe 
et pleine (si aucune compression n’est utilisée). Elle est restructurée pour placer les mailles associées 
aux sondes d’impédance à la fin de la matrice. Une descente partielle de Gauss est ensuite réalisée sur 
cette matrice afin de transformer ZMI en une matrice triangulaire supérieure. La descente partielle est 
arrêtée juste avant le traitement de la première maille indépendante contenant une sonde d’impédance. 
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La matrice bloc pleine restante (localisée en bas et à droite) est la matrice réduite que l’on cherche et 
que l’on nomme ZR [34] (cf.(III.1)) : 












=′
R
MI
Z
Z
00
**0
***




 (III.1) 
Dans la matrice Z’MI, les impédances notées * ne sont pas utilisées. Seule ZR est considérée 
dans le modèle réduit.  
Il est alors possible de reconstruire un schéma électrique équivalent associé, la partie réelle de 
ZR représentant les résistances équivalentes et la partie imaginaire les inductances. Ce modèle peut 
alors être aisément exporté vers un solveur temporel commercial (PORTUNUS, SPICE, SABER,…).  
Il faut toutefois noter que ce modèle n’est exact qu’à une fréquence et ce point peut sembler 
problématique. Toutefois, l’expérience montre que cette technique simple peut être très efficace pour 
la modélisation des dispositifs d’électronique de puissance où les effets résistifs sont peu marqués et 
les effets inductifs souvent constants sur la gamme de fréquence utile. De plus, cette méthode est 
efficace en termes de temps de calcul (une résolution partielle de système linéaire) pour les problèmes 
avec un nombre de variables peu important mais présente différentes limitations : 
• La matrice ZMI doit être connue de façon explicite (incompatible avec l’utilisation des 
FMM) 
• Une descente partielle de Gauss est coûteuse (sa complexité étant en O(N3)) et donc peu 
efficace face à l’augmentation du nombre d’inconnues d’état x (cf. Figure III.1). 
• La réduction à une fréquence donnée est contraignante car le modèle obtenu peut avoir 
une précision très dégradée lorsqu’il est employé en temporel. 
• La réduction de modèle tel qu’elle est faite actuellement est valable seulement pour des 
dispositifs ayant un comportement purement résistif – inductif. Dans le cas de présence 
de capacités, l’impédance réduite est exacte à la fréquence considérée mais le schéma 
électrique qui en est tiré est faux (puisqu’il ne contient que des éléments de type R – L). 
Dans ce chapitre, nous allons proposer une méthode de réduction d’ordre ne possédant pas ces 
diverses limitations. 
III.1.2.2 Une méthode pour traiter des problèmes avec une matrice non 
explicite 
Considérons maintenant que notre matrice n’est maintenant plus connue explicitement. C’est le 
cas si elle est compressée par une technique FMM par exemple. Une descente de Gauss n’est donc 
plus envisageable. La méthode la plus simple si l’on souhaite réduire le système est de déterminer ce 
modèle par une série de modélisations permettant une identification. Pour cela il suffit d’effectuer 
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autant de simulation qu’il y a de sondes d’impédance en remplaçant ces sondes par une source de 
courant. Dans chacune des simulations l’une des sondes fournie un courant de 1A, les autres sont 
fixées à 0A. Après une résolution (compatible avec une compression FMM), la tension aux bornes des 
sources de courant est relevée. Nous obtenons alors directement la valeur de l’impédance (cf. (III.2)). 
En appliquant cette technique sur chaque source, il est possible de reconstruire la matrice notée ZR 
dans l’expression (III.1). 
( )ikI
I
U
Z k
i
j
jiR ≠=∀= 0  (III.2) 
La figure suivante présente succinctement le principe : 
iiiR
jjiR
U
U
=
=
Z
Z
Pour j allant de 1 à nombre de sonde
1A
0A
Ui
Uj
 
Figure III.3. Principe d’une détermination des impédances compatible avec une compression 
FMM 
Cette approche permet de traiter des problèmes de grandes tailles (avec une matrice non connue 
de façon explicite) mais possède deux contraintes fortes : 
• Il est nécessaire d’effectuer autant de résolution que l’on a de points de mesure. Cette 
approche devient ainsi rapidement explosive pour les systèmes possédant un nombre 
important d’entrées-sorties.  
• Comme dans la méthode de Kron, l’impédance équivalente est toujours obtenue à une 
seule fréquence et les limitations citées aux paragraphes précédent sont toujours les 
mêmes. 
Dans la suite, nous allons donc chercher à mettre en œuvre une méthode de réduction d’ordre 
permettant de contourner ces deux difficultés. 
III.2. Méthode de réduction d’ordre pour les circuits RLMC 
 Choix des inconnues 
Nous rappelons les relations liant courant et tension aux bornes de ces circuits : 
( ) ( )tiRtv RR ⋅=  (III.3) 
( ) ( )tv
dt
dCti CC ⋅=  (III.4) 
CHAPITRE III : METHODE DE REDUCTION D’ORDRE POUR CIRCUIT RLMC 
 
57 
( ) ( )ti
dt
dLtv LL ⋅=  (III.5) 
Dans ces circuits, les inconnues d’état sont les tensions aux nœuds capacitifs et les courants 
dans les branches inductives.  
La description de la topologie d’un circuit électrique nécessite de faire appel aux deux lois de 
Kirchhoff (loi des mailles et loi des nœuds). Cela conduit à devoir résoudre le problème d’état soit à 
l’aide de mailles indépendantes soit à l’aide de nœuds indépendants. 
Afin de comprendre les difficultés que l’on peut rencontrer, prenons le cas d’une inductance L 
en parallèle avec une capacité C (Figure III.4) puis écrivons les relations permettant de déterminer les 
grandeurs d’état : 
imvL et vCInconnues
Equations
iL,vL courant et tension d’inductance 
iC,vC courant et tension de capacité         im courant de maille indépendante 
Notations
Circuit
Méthode de mailles indépendantesMéthode de nœuds indépendants
2
2
dt
idL
dt
dv
dt
diLv
C
i
dt
dv
LLL
L
CC
=→=
=
L
C iC
iL L
C
im
iC
iL
( )
2
2
dt
vdC
L
vi
dt
d
dt
dvC
dt
d
L
vii
dt
di
dt
d
CL
m
CL
CLm
⋅−=






⋅−=−=
 
Figure III.4. Comparaison de la méthode des nœuds et des mailles indépendants 
Dans le cas de la méthode des nœuds indépendants, les inconnues sont les tensions des nœuds 
indépendants. Cela nécessite le calcul d’une dérivée seconde afin d’accéder à la variable d’état du 
courant circulant dans l’inductance. Cette représentation du deuxième ordre est peu adaptée aux 
techniques du premier ordre traditionnellement utilisées dans le domaine temporel (Euler, Runge-
Kutta,…) 
Dans le cas de la méthode des mailles indépendantes, les inconnues sont les courants des 
mailles indépendantes. Cela conduit à une dérivée seconde afin d’accéder à la variable d’état de la 
tension aux bornes de la capacité. La encore la représentation est peu adaptée. 
Ces deux méthodes n’étant pas satisfaisantes, nous allons employer une méthode plus adaptée 
ne faisant appel qu’à des dérivées du premier ordre et appelée méthode des variables d’états. Ces 
caractéristiques sont présentées ci-dessous :  
CHAPITRE III : METHODE DE REDUCTION D’ORDRE POUR CIRCUIT RLMC 
 
58 
iL et vCInconnues
Equations
iL,vL courant et tension d’inductance 
iC,vC courant et tension de capacité
Notations
Circuit
Méthode des variables d’état
L
C iC
iL
L
v
dt
di
C
i
dt
dv
LL
CC
=
=
 
Figure III.5. Méthode des variables d’état 
Méthode des variables d’état : 
• Inconnues : tensions des nœuds indépendants + courants des branches inductives 
• Cette approche entraîne un plus grand nombre d’inconnues (ce n’est pas un système 
minimale comme dans le cas d’une approche de type nœuds indépendants ou mailles 
indépendantes). Dans l’exemple présenté ici, le système est constitué de deux inconnues 
(les variables d’état) alors que dans les précédentes approches il n’y en avait qu’une 
seule (courant de la maille indépendante ou tension du nœud indépendant). 
• Par contre, cette approche permet d’accéder directement aux variables d’état sans 
nécessiter le calcul des dérivées secondes.  
Nous allons donc poursuivre ce chapitre en employant cette représentation. 
 Principe de réduction d’ordre en employant la notion de 
variables d’état 
Précisons quelques notations qui seront utilisées par la suite : 
• Les inconnues sont les tensions des nœuds indépendants, les courants dans les 
inductances ainsi que les courants dans les sources de tension 
• Les excitations (entrées) sont des sources de courant et des sources de tension 
• Les grandeurs recherchées (sorties) sont les courants des sources de tension et les 
tensions des sources de courant 
• Le circuit est constitué des éléments suivant : R, C, L (couplées), sources de tension V 
et sources de courant I 
• La matrice d’incidence nœuds indépendants – branches organisée par type de branches 
R, C, L, source de tension et source de courant peut s’écrire de la façon suivante : 
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]    [ IVLCR AAAAAA =  (III.6) 
• Les courants des branches peuvent se noter de la façon suivante : 
[ ]TIVLCRB iiiiii =  (III.7) 
• Les tensions des nœuds peuvent se noter de la façon suivante :  
[ ]TN IVLCR vvvvvv =  (III.8) 
Avec ces notations, les deux lois de Kirchhoff (lois des nœuds et lois des mailles) peuvent 
s’écrire respectivement la façon suivante :  



=⋅=⋅=⋅=⋅=⋅
=⋅+⋅+⋅+⋅+⋅
IN
T
IVN
T
VLN
T
LCN
T
CRN
T
R
IIVVLLCCRR
vvAvvAvvAvvAvvA
iAiAiAiAiA
;;;;
0
 (III.9) 
En notant R, L et C les matrices représentant respectivement les résistances, inductances et 
capacités et en utilisant les lois de Kirchhoff précédentes, on peut écrire : 





=⋅=⋅=⋅=⋅=⋅
=⋅+⋅+⋅+⋅+⋅⋅ −
IN
T
IVN
T
VLN
T
LCN
T
CRN
T
R
IIVVLLCCRR dt
d
vvAvvAvvAvvAvvA
iAiAiAvCAvRA
;;;;
01
 (III.10) 





=⋅=⋅=⋅=⋅=⋅
⋅−=⋅+⋅+⋅⋅+⋅⋅⋅ −
IN
T
IVN
T
VLN
T
LCN
T
CRN
T
R
IIVVLLN
T
CCN
T
RR dt
d
vvAvvAvvAvvAvvA
iAiAiAvACAvARA
;;;;
1
 (III.11) 
Pour rappel les inconnues du problème sont les tensions des nœuds vN, les courants circulant 
dans les inductances iL, et les courants dans les sources de tension iV. 
L’écriture précédente peut s’écrire sous forme matricielle compacte de la façon suivante : 





















⋅





−
=





−





−
⋅










−
+










⋅









 −−⋅⋅−
=



















 ⋅⋅ −
V
L
NT
I
V
I
V
I
I
V
L
N
T
V
T
L
VL
T
RR
V
L
N
T
CC
dt
d
i
i
v
Id
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i
v
v
i
Id
A
i
i
v
A
A
AAARA
i
i
v
L
ACA
00
00
0
00
0
00
00
000
00
00 1
 
(III.12) 
Nous allons maintenant introduire le circuit PEEC inductif dans ces équations. Pour cela nous 
constatons que : 
• Il n’y a pas de source de tension 
• Une branche PEEC contient une résistance en série avec une inductance couplée donc : 
( ) ( ) ( )tiRti
dt
dLtv lPEEClPEEClPEEC ⋅+⋅=  (III.13) 
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Comme nous l’avons fait jusqu’à présent, nous n’allons pas mélanger les termes PEEC avec les 
autres termes qui viennent du circuit externe afin d’avoir un bloc compact représentant cette partie. 
Nous avons les structures des matrices R, L, C (effets capacitifs PEEC négligés) comme suit : 
EXTERNE
EXTERNE
PEEC
EXTERNE
PEEC CC
L
L
L
R
R
R =





=





=
0
0
0
0
 
(III.14) 
En combinant les équations (III.12) et (III.13) on peut écrire la relation suivante : 
[ ]








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(III.15) 
Cette dernière équation peut s’écrire comme : 
( ) ( ) ( )
( ) ( )tt
tt
dt
td
xBy
uBxGxE
T
⋅=
⋅+⋅−=⋅
 (III.16) 
Avec : 
















⋅⋅
=
EXTERNE
PEEC
T
CEXTERNEC
L
L
ACA
E
0
0
0
0
 
(III.17) 
















−
⋅⋅
=
−
00
0
1
PEECT
L
L
T
REXTERNER
R
A
AARA
G  (III.18) 






=
0
IAB  (III.19) 
u(t) représente les entrées : sources de courant, sources de tension 
x(t) représente toutes les inconnues internes : courants des branches inductives, et tensions 
des nœuds  
y(t) représente les sorties (les grandeurs que l’on recherche) : tensions des sources de 
courant et courants des sources de tension 
B est une matrice d’incidence 
E est une matrice regroupant les termes capacitifs et inductifs 
G est une matrice contenant les termes résistifs 
Cette écriture compacte est classique lorsque l’on traite des systèmes en employant les variables 
d’état. De part l’existence des mutuelles inductances issues de la méthode PEEC inductive (LPEEC), la 
matrice E est pleine. En revanche, la matrice G est creuse (car composée de termes résistifs) 
Rappelons que la compression matricielle FMM n’agit que sur le bloc contenant les termes LPEEC.  
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Nous souhaitons maintenant réduire le système (III.16). Par conséquent, on cherche à obtenir le 
système suivant : 
( ) ( ) ( )
( ) ( )tt
tt
dt
td
zBy
uBzGzE
T
⋅=
⋅+⋅−=⋅
ˆ
ˆˆˆ
 (III.20) 
Avec z(t) inconnues internes réduites avec dimension de z << dimension de x. 
Nous allons maintenant chercher une méthode permettant de passer du système (III.16) au 
système (III.20). Pour cela, commençons par effectuer une transformation de Laplace sur le système 
(III.16). Dans ces conditions, la première équation de (III.16) permet d’écrire l’équation suivante : 
( ) ( ) ( )sss uBEGx ⋅⋅⋅+= −1  (III.21) 
En remplaçant x dans la seconde équation du système (III.16), l’équation suivante est obtenue : 
( ) ( ) ( )sss T uBEGBy ⋅⋅⋅+⋅= −1  (III.22) 
La fonction de transfert du système original s’écrit de la façon suivante : 
( ) ( ) ( )ssZs uy ⋅=  (III.23) 
Par identification, la fonction de transfert s’écrit de la façon suivante : 
( ) ( ) BEGB ⋅⋅+⋅= −1ssZ T  (III.24) 
La relation (III.24) une fois calculée permet de relier de façon efficace les entrées avec les 
sorties. Toutefois deux difficultés peuvent être observées : 
• Il y a une inversion d’une matrice pleine, complexe et de grande taille. Cette inversion 
n’est évidemment pas envisageable vue la taille des systèmes que nous visons à traiter. 
D’ailleurs, dans le cas d’une compression FMM, E n’est même pas explicitée. 
• L’opérateur de Laplace intervient au sein de l’inversion. Par conséquent ces inversions 
devront être effectuées pour chaque fréquence désirée, ce qui multiplie encore la 
lourdeur des calculs nécessaires. 
Afin de remédier à ces différents problèmes une idée simple consiste à essayer de sortir 
l’opérateur de Laplace de l’inversion. C’est cette idée qui va être développée par la suite. 
 Approche par décomposition en valeurs et vecteurs propres 
En posant s0 un scalaire réel ou complexe l’équation (III.24) peut être réécrite de la façon 
suivante : 
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( ) ( )( )
( ) ( )( )
( )
( ) BGEF
EGED
FDIdB
BEGEB
⋅+⋅=
⋅+⋅−=
⋅⋅−−⋅=
⋅⋅−++⋅⋅=
−
−
−
−
1
0
1
0
1
0
1
00
s
s
sssZ
ssssZ
T
T
 (III.25) 
En décomposant la matrice D en valeurs et vecteurs propres, nous obtenons : 
1−
⋅Λ⋅= SSD  (III.26) 
La fonction de transfert (III.25) peut se réécrire de la façon suivante : 
( ) ( ) FSIdSB ⋅⋅Λ⋅−−⋅⋅= −− 110 )( sssZ T  (III.27) 
Afin de simplifier notre propos, nous allons considérer que l’on a une matrice B qui est un 
vecteur (cas d’une entrée/une sortie) ce qui permet d’avoir une matrice F qui est également un vecteur. 
Cette simplification permet de simplifier les écritures (puisque dans ce cas la fonction de transfert est 
un simple scalaire complexe) mais ne modifie pas le principe de l’approche. Dans ces conditions il est 
possible de poser : 
FS
SB
⋅=
⋅=
−1g
f TT
 (III.28) 
L’équation (III.27) devient : 
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 (III.29) 
A ce stade, on constate que l’on a réussi à simplifier le calcul puisque Λ  est une matrice 
diagonale contenant les valeurs propres. 
Par contre, la difficulté que l’on rencontre est la nécessité d’une décomposition en valeurs et 
vecteurs propres qui peut être particulièrement délicate à effectuer sur la matrice D qui est pleine, 
complexe et de grande taille. 
Toutefois, on observe que la fonction de transfert se met sous forme d’une fraction rationnelle. 
L’idée du paragraphe suivant est d’explorer cette propriété à l’aide d’une approximation de Padé 
particulièrement adaptée à ce type de représentation. 
 Approche par approximation de Padé 
En notant Zq l’approximation de la fonction de transfert à l’ordre q, l’approximant de Padé 
d’ordre q s’écrit : 
( ) ( ) ( )( ) ( ) 1...
...
010
001
1
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+−++−
+−++−
=
−
−
ssassa
bssbssb
sZ q
q
q
q
q  (III.30) 
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La difficulté de cette approche réside dans la détermination des coefficients a et b. Celle-ci est 
possible à l’aide des coefficients d’un développement en séries de Taylor. Dans notre cas on cherche à 
effectuer le développement limité du terme suivant : 10 ))(( −⋅−− DId ss  
Pour rappel, le développement limité (DL) autour d’un point x = 0 pour une fonction de cette 
forme est : 
...1
1
1 32 ++++=
−
xxx
x
 (III.31) 
Par conséquent, le développement limité (DL) de la grandeur recherchée autour d’un point s0 
s’écrit : 
( )( ) ( ) ( ) ( )∑
∞
=
−
−⋅=+⋅−+⋅−+=⋅−−
0
0
22
00
1
0 ...
k
kk ssssssss DDDIdDId  (III.32) 
Si l’on fait un DL de l’équation (III.25) des q premiers termes on a : 
( ) ( ) ( ) ( ) ( )1222022202010 ... −−− +−++−+−+= qqqq sOssmssmssmmsZ  (III.33) 
Les moments mk peuvent s’obtenir en employant les relations (III.25), (III.32) et (III.33) : 
FDB ⋅⋅= kTkm  (III.34) 
Par identification (résolution d’équations) on peut obtenir directement tous les coefficients a et 
b de l’approximation de Padé (III.30). En effet, nous avons 2q-1 moments obtenus par la 
décomposition en série de Taylor (équation (III.34) et (III.33)) et nous avons q coefficients a qui sont 
définis par la résolution des équations suivantes : 
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 (III.35) 
Les q-1 coefficients b sont définis par la relation (III.36) : 
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 (III.36) 
Cette méthode (explicite) se nomme méthode AWE (Asymptotic Waveform Evaluation) [35]. Il 
faut noter qu’elle évite l’inversion par le calcul des moments (produit matrice-matrice (III.34)) qui est 
trop gourmande dans le cas d’une matrice de grande taille. 
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Elle nous permet de sortir l’opérateur de Laplace de l’inversion et ainsi d’éviter une inversion 
pour chaque fréquence (voir (III.30)). Toutefois cette méthode ne nous satisfait pas encore pour deux 
raisons essentielles : 
• Elle est numériquement réputée instable pour les ordres élevés [36]. 
• Elle nécessite d’élever la matrice D à la puissance k or, cette matrice est pleine, 
complexe et de grande taille. Cette opération peut donc devenir coûteuse.  
Pour éviter ces problèmes de stabilités, nous allons explorer les méthodes de projection basées 
sur le sous-espace de Krylov [36]. Cette méthode va permettre de calculer les moments de façon 
implicite. 
 Approche par projection dans le sous espace de Krylov 
L’idée principale de ce paragraphe est de déterminer la fonction de transfert que l’on cherche à 
exprimer de façon réduite en employant un sous espace de Krylov comme développement limité 
autour d’un point s0. Les développements et les justifications mathématiques permettant ce traitement 
sont présentés en annexe E. 
En reprenant les équations de départ (III.16) et (III.20), on cherche à relier les inconnues d’états 
internes x aux inconnues d’état internes réduites z. Ce problème peut donc être écrit de la façon 
suivante : x = Uq.z (dimension de Uq : (N, q); avec q << N) : 
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(III.37) 
Dans ces conditions, l’équation (III.16) avec x = Uq.z peut s’écrire : 
( ) ( ) ( )
( ) ( )tUt
ttU
dt
tdU
q
q
q
zBy
uBzG
z
E
T
⋅⋅=
⋅+⋅⋅−=
⋅
⋅
 (III.38) 
En effectuant une transformée de Laplace de l’équation (III.38) afin de l’écrire dans le domaine 
fréquentiel, nous obtenons : 
)()(
)()()(
sUs
ssUsUs
q
qq
zBy
uBzGzE
T
⋅⋅=
⋅+⋅⋅−=⋅⋅⋅
 (III.39) 
En posant s0 un scalaire réel ou complexe représentant le point autour duquel on cherche à 
effectuer le développement limité de la fonction de transfert, on peut déduire de l’équation (III.39) par 
l’expression suivante (le détail des calculs et les justifications sont donnés en annexe E) : 
CHAPITRE III : METHODE DE REDUCTION D’ORDRE POUR CIRCUIT RLMC 
 
65 
qqqq ssUsZ FDIdB
T
⋅⋅−−⋅⋅=
−1
0 ))(()(  (III.40) 
Avec : 
• ( ) qTqq UsV ⋅⋅⋅+⋅−= − EEGD 10  
• ( ) BEGF ⋅⋅+⋅= −10sV Tqq  
• ;qq
T
q UV Id=⋅  (Idq étant la matrice identité de dimension q x q) 
• qU  matrice rectangulaire représentant le sous-espace de Krylov 
Les matrices Fq et Dq sont particulièrement délicates à déterminer puisqu’elles nécessitent une 
inversion de matrice pleine et non connue de façon explicite. Ce problème sera résolu par la suite en 
employant certaine propriété du sous espace de Krylov. 
Le choix de la matrice Vq dépend de la technique employée pour construire le sous-espace de 
Krylov. En générale, les deux méthodes les plus couramment employées pour construire ce sous-
espace sont les méthodes de Lanczos et d’Arnoldi [31]. La méthode employée va conditionner la 
méthode de réduction d’ordre. 
Les principales méthodes de réduction de modèle fondées sur la méthode de Lanczos sont : 
• Padé via Lanczos (MPVL) [38][39] , 
• Symétric Padé via Lanczos (SyMPVL) [40]. 
Les principales approches s’appuyant sur la méthode d’Arnoldi sont : 
• Bloc d’Arnoldi [37], 
• Passive Reduced-order Interconnect Macromodeling (PRIMA) [41]  
• Structure-Preserving Reduced-Order Interconnect Macromodeling (SPRIM) [42]. 
Les méthodes de réduction d’ordre fondées sur Lanczos ne préservent pas la passivité du 
circuits [42] (en d’autres termes des sources internes au systèmes « artificielles » apparaissent). Or vis-
à-vis de l’exploitation temporelle que l’on souhaite effectuer après la réduction d’ordre, il est 
intéressant que le système réduit soit passif. En effet, lors de la résolution temporelle, la présence de 
sources artificielles internes conduisent à une génération d’énergie non physiques et donc à des erreurs 
numériques significatives. Par conséquent et dans la suite, nous allons nous focaliser exclusivement 
sur la construction du sous espace de Krylov à base de la méthode d’Arnoldi. 
Ce choix étant effectué nous pouvons prendre qq UV = . Cela permet de vérifier la relation 
qq
T
q UV Id=⋅  puisque Uq est une matrice rectangulaire orthonormale par construction. 
L’annexe E présente la construction d’un sous espace de Krylov à l’aide de la méthode 
d’Arnoldi et plus précisément dans notre cas à l’aide de la méthode d’Arnoldi bloc. En effet, la 
méthode d’Arnoldi est utilisable seulement si la fonction de transfert que l’on cherche est un scalaire 
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(cela revient à considérer que l’on a une seule sonde d’impédance). Dans le cas ou l’on a plusieurs 
sondes d’impédance, chacune des sondes aura son vecteur colonne dans le sous espace. Dans ce cas on 
parle de méthode d’Arnoldi bloc. 
On cherche à construire un sous espace de Krylov avec les notations suivantes : 
( ) { } { }121012 ,...,,,,...,,,, −− =⋅⋅⋅≡ qqpq UUUUspanspanK FDFDFDFFD  
Avec : 
• F matrice rectangulaire (dans une méthode d’Arnoldi classique, c’est un vecteur 
colonne) contenant autant de colonnes qu’il y a de sondes d’impédance et autant de 
lignes qu’il y a d’inconnues internes au système d’état que l’on cherche à réduire. 
• D matrice sur laquelle on cherche à construire le sous-espace de Krylov. Cette matrice 
est carrée et de taille nombre d’inconnues internes au système d’état que l’on cherche à 
réduire (c’est donc une matrice pleine de taille importante). 
• p nombre de sondes d’impédance 
• q nombre de moment du développement limité (correspond à la taille du sous espace de 
Krylov lorsque l’on a une seule sonde d’impédance). 
L’algorithme employé afin de construire ce sous espace est présenté ci-dessous [31] : 
ALGORITHM 1  Bloc d’Arnoldi – Ruhe’s Variant 
1. Construction du premier bloc : U0 Pour cela, faire une décomposition QR de F : F = Q.R et 
choisir p vecteurs de Q ({Qv} v = 1,…, p), sous espace U0 = Qv ;  
2. u = 0 ; (u est l’indice global du premier vecteur du bloc précédent) 
3. For t = 1, 2,… q-1, Do (Construction du bloc Ut) 
4.       Choisir les p vecteurs du bloc précédent Ut-1  
5.       For j = u,u +1,… u+p, Do   
6.             k = j-u+1 
7.             Calculer w := D.Ut-1,k (Ut-1,k  kième vecteur colonne du bloc t-1 de U) 
8.             For i = 1,2,…,j, Do (orthogonalisation par rapport à l’ensemble des vecteurs) 
9.                    hi,k = (w,Ui) (produit scalaire entre w et le ième vecteur colonne de U) 
10.                    w = w- hi,k.Ui  
11.             EndDo 
12.             Calculer hj+1,k := ||w||2  
13.             If abs(hj+1,k) < epsilon : (Gestion du cas de la deflation) 
14.                    p = p-1;           (diminution du nombre de vecteurs du bloc Ut)                     
15.                   retour ligne 5; 
16.             EndIf 
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17.             Ut,j+1 = w/hj+1,k (Ajout du vecteur colonne w/hj+1,k) dans le bloc Ut à la colonne j+1  
18.      EndDo 
19.      u= u+j;    (augmentation de l’indice global) 
20. EndDo 
Lors de l’application de cet algorithme, il est possible qu’à l’issue de la décomposition d’un 
vecteur, il y ait apparition d’une dépendance linéaire avec les vecteurs précédemment construits. Cette 
dépendance linéaire est détectée en observant la norme 2 de w qui devient plus faible qu’une grandeur 
que l’on doit se fixer (ligne 13 de l’algorithme 1). Dans ce cas, il est nécessaire de supprimer ce 
vecteur de ce bloc pour l’itération en cours et les itérations futures (ligne 14 de l’algorithme). Ce 
processus de suppression des vecteurs linéairement dépendants est appelé déflation [42]. Par 
conséquent, le sous espace Upqm a la taille (N,pqm) avec pqm ≤ p.q : 
Nous posons m = pqm – p, et Um est une matrice rectangulaire contenant les m vecteurs 
colonnes du sous espace de Krylov Upqm. A l’issu de la construction du sous espace avec la méthode 
bloc d’Arnoldi, nous avons les relations suivantes [31] (issues des propriétés mathématiques du sous 
espace) : 
mpmm UU HD ⋅=⋅ +  (III.41) 
mm
T
m UU Id=⋅  (III.42) 
Avec : 
• Um sous espace de Krylov (chaque vecteur colonne constituant cette matrice est 
orthogonal à tous les autres) 
• D matrice de départ 
• Idm est une matrice identité de dimension (m, m)  
• mH  matrice d’Hessenberg (matrice triangulaire supérieure avec la première sous 
diagonale pleine) dans le cas du processus d’Arnoldi (bloc d’Arnoldi avec un seul bloc). 
Cette matrice est de dimension (q+1, q). Dans le cas du processus bloc d’Arnoldi la 
matrice H  a une forme proche de la matrice d’Hessenberg mais en bloc de taille 
maximale p. Dans ce cas la matrice est de dimension maximale (m+p, m). 
Nous avons donc la relation suivante : 
mmm
T
pmm
T
m UUUU HHD =⋅⋅=⋅⋅ +  (III.43) 
Avec Hm matrice carrée, correspondant aux m premières lignes de mH . 
En employant les différentes propriétés du sous-espace de Krylov, l’équation (III.40) donnant la 
fonction de transfert de notre système d’état de façon réduite peut s’écrire de la façon suivante : 
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( ) ( )( ) FHIB ⋅⋅⋅−−⋅⋅= − TmmmmTR UssUsZ 10  (III.44) 
Cette méthode nécessite moins d’effort de calcul mais il subsiste un problème de passivité (cf. 
annexe D). Pour contourner cette difficulté nous allons employer une variante qui se nomme PRIMA. 

 Méthode PRIMA 
La principale différence entre cette méthode et l’application de la méthode bloc d’Arnoldi vue 
dans le paragraphe précédent, provient de l’écriture du système d’état que l’on va employer. Dans le 
cas précédent, nous sommes partis du système (III.38) en multipliant des deux côtés du signe égal par 
G-1 [41]. Dans la méthode PRIMA, nous partons de l’expression (III.38) et nous multiplions la 
première expression par VqT. 
En multipliant avec une matrice VqT (de dimension (q,N)) des deux côtés du signe égal nous 
avons : 
( ) ( ) ( )
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dt
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q
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q
zBy
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z
E
T
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⋅
⋅
 (III.45) 
Puis nous employons la même approche que précédemment à base de sous espace de Krylov 
construit à l’aide de la méthode bloc d’Arnoldi. Comme dans le cas précédent, nous effectuons le 
choix des vecteurs Vq et Uq de la façon suivante : Uq = Um, VqT = UmT. 
Cela nous permet de poser les relations suivantes : 
BB
GG
EE
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⋅⋅=
⋅⋅=
T
m
m
T
m
m
T
m
U
UU
UU
ˆ
ˆ
ˆ
 (III.46) 
Ainsi le système d’état (III.45) peut être réduit de la façon suivante : 
( ) ( ) ( )
( ) ( )tt
tt
dt
td
zBy
uBzGzE
T
⋅=
⋅+⋅−=⋅
ˆ
ˆˆˆ
 (III.47) 
Cela nous permet d’écrire la fonction de transfert ZR(s) : 
( ) ( ) BEGBT ˆˆˆˆ 1 ⋅⋅+⋅= −ssZR  (III.48) 
En comparaison avec la méthode de bloc d’Arnoldi, la passivité du système original est 
conservée grâce à la transformation congruente [41] dans l’équation (III.46). La méthode PRIMA 
originale s’appuie sur le développement en série de Taylor d’un point s0 = 0, dans le paragraphe 
suivant, nous allons présenter l’extension de cette méthode pour le cas de plusieurs points 
d’expansion s. 
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 PRIMA avec plusieurs points d’expansions 
Les méthodes présentées précédemment sont fondées sur un développement en série de Taylor 
autour du point s0. Par conséquent si l’on cherche à effectuer une réduction d’ordre autour de cette 
fréquence la méthode proposée est précise. Toutefois si l’on cherche à effectuer une réduction d’ordre 
valable pour une large plage de fréquences, l’approche avec un seul point d’expansion va contenir une 
erreur importante (voir la Figure III.6).  
ω
Z(s)
ZR(s)
q « moment matching »
inexacte pour les 
hautes fréquences
 
Figure III.6. Développement limité autour de s = 0 
Si le développement est associé à plusieurs points d’expansion, le résultat donne un 
comportement plus précis (voir la Figure III.7) 
s0=0
s1 s2
s3 ω
Z(s)
ZR(s)
 
Figure III.7. Développement limité autour de plusieurs points s 
Pour plusieurs points d’expansion, la réunion des sous espaces de Krylov est faite comme 
explicité ci dessous : 
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 (III.49) 
Le sous espace de Krylov est donc constitué d’une première partie correspondant au premier 
point d’expansion puis une seconde partie correspondant au second point et ainsi de suite. Il est à noter 
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que les vecteurs constituant ce sous espace sont tous orthogonaux les uns avec les autres y compris 
entre les blocs représentant des points d’expansion différents [31]. 
L’algorithme suivant permet de construire le sous espace de Krylov (III.49) pour les points 
d’expansion s0…sr. Rappelons que le sous-espace de Krylov créé par un point d’expansion sj par les 
matrices de départ Dj et Fj est {Kj}. L’ensemble des vecteurs de sous espace de Krylov est {Ktotale}. 
 
ALGORITHME 2 Multipoint bloc d’Arnoldi  
1. {Ktotale} = 0 
2. For l = 1,2,… r, Do 
3.             Orthonormalisation {Fl} avec {Ktotale} par Gram-Schmidt modifié 
4.             Construction {Kl} par l’ALGORITHME 1 
5.             Réunion {Kl} avec {Ktotale} 
6. EndDo 
Après cette étape, nous avons le sous espace de Krylov {Ktotale} contenant plusieurs points 
d’expansion.  
 Le choix des points d’expansion 
Pour mettre en œuvre la méthode présentée dans le paragraphe précédent, les points 
d’expansion et le nombre de moments correspondants à chacun des points d’expansion doit être choisi. 
Afin de réduire correctement le système d’état, il est nécessaire de choisir des points d’expansion qui 
permettent la conservation des valeurs propres les plus influentes. Ce choix détermine la taille et la 
précision du modèle d’ordre réduit. Cependant, la compréhension de l’impact de ces choix sur le 
résultat du modèle réduit n’est pas un problème simple.  
Ce problème a été étudié par Grimme [43]. Malheureusement, la compréhension actuelle de la 
convergence des méthodes de projection de Krylov est limitée, en particulier lors de l’utilisation de 
matrices non symétriques ou lorsque le sous espace de Krylov est lui-même constitué de plusieurs 
sous espace (ce qui est notre cas). Le travail de Grimme ne nous donne pas une preuve mathématique 
précise mais plutôt des tendances générales. Par contre, le niveau de rigueur présenté est suffisant pour 
permettre une sélection robuste des points ainsi que leurs valeurs. Nous avons ainsi utilisé les idées de 
l’auteur pour la mise en œuvre pratique de notre méthode PRIMA. 
III.2.8.1 Points d’expansion imaginaires 
Le choix d'un point imaginaire est le plus logique. En effet, l’opérateur de Laplace étant 
imaginaire, l’utilisation de point d’expansion imaginaire pure semble l’approche la plus naturelle. 
Toutefois, quelques remarques s’imposent : 
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•  Le point imaginaire conduit toujours à d'excellents résultats au niveau local (près du point 
d’expansion), mais lorsque l’on s’éloigne de ce dernier l’erreur croit fortement si l’on 
n’augmente pas de façon conséquente la taille du sous espace de Krylov (ce qui est 
préjudiciable pour la sauvegarde de la mémoire et des temps de calcul). Par conséquent, si 
l’on cherche un résultat précis sur une gamme de fréquence très étroite et connue il peut être 
judicieux d’employer un ou des points d’expansion complexes. 
•  La mise en œuvre de l'arithmétique complexe est plus gourmande en temps de calcul (un 
algorithme complexe est 4 fois plus coûteux que son équivalent réel en général).  
•  Les matrices constituant le système d’état étant réelles, on désire conserver cette propriété 
sur le système d’état réduit afin de pouvoir plus facilement effectuer une synthèse de circuit 
électrique [44]. Or, le choix d’un point d’expansion imaginaire conduit à la présence de 
termes complexes dans les matrices constituant le système d’état réduit. Par conséquent, il 
est préférable d’employer des points d’expansion réels. 
III.2.8.2 Points d’expansion réels 
Même si l’utilisation de points réels semble moins naturelle il est intéressant de regarder les 
conséquences afin de pouvoir effectuer un choix. Voici les principales remarques que l’on peut faire : 
• L’erreur entre le modèle complet et le modèle d’ordre réduit autour des points d’expansion 
est mieux contenue que lors de l’utilisation de points imaginaires. Toutefois, même si 
globalement le résultat est plus précis, localement les modèles d’ordre réduit à base de 
points réels sont moins précis que ceux à base complexe. Le choix de points réels permet 
donc d’obtenir un modèle réduit moins tributaire du choix des valeurs. Cela peut être 
intéressant car les fréquences remarquables ne sont pas connues avant de faire le calcul et le 
choix de points réels permet d’éviter d’avoir à les estimer. 
• La remarque précédente entraîne le fait que peu de points d’expansion sont nécessaires afin 
d’étudier une plage de fréquence importante si l’on se satisfait d’un modèle réduit qui ne 
soit pas le plus précis possible. Cette remarque est particulièrement intéressante afin de 
sauvegarder les temps de calcul en diminuant le nombre de points d’expansion nécessaires.  
• Si l’on désire un résultat local plus précis surtout dans le cas de résonance ou d’anti-
résonance, il est nécessaire d’augmenter la taille du sous espace de Krylov (donc l’ordre de 
la décomposition en série de Taylor). 
Dans notre cas et étant donné que : 
• Nous n’avons pas d’idées des fréquences caractéristiques du système d’état et que nous 
ne souhaitons pas mettre en place de méthodes d’analyse pour les obtenir, 
• Nous souhaitons avoir un modèle valable sur une plage de fréquence allant de 0 Hz à 
environ 10 MHz (donc une plage assez large), 
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• Nous souhaitons par la suite effectuer une synthèse de circuit électrique et donc 
remonter de façon la plus aisée possible à la nature des termes présent dans les matrices 
constituant le système d’état d’ordre réduit 
Nous avons choisi d’employer des points d’expansion réels. 
Le choix des valeurs à placer et le nombre de points d’expansion sont bien évidement 
importants et conditionnent la précision du modèle réduit ainsi que le temps de calcul nécessaire à son 
établissement. Ces choix sont présentés dans le paragraphe III.4. 
III.3. Implémentation pour grands systèmes PEEC 
Ce paragraphe rassemble les choix et la façon dont nous avons mis en application les méthodes 
précédentes dans le cas particulier nous intéressant et dans lesquelles certaines matrices ne sont pas 
accessibles de façon explicite (accès seulement aux produits). Nous avons choisi des points 
d’expansion réels. Notons que le choix du point s0 réel permet que tous les algorithmes soient en réel 
[42][43] . 
 Rappels des propriétés des équations d’états 
Le système d’état d’un problème PEEC inductif est mis en équation par le biais de l’équation 
(III.16) dans laquelle les inconnues sont les tensions de nœuds et les courants des branches inductives. 
Les nœuds indépendants utilisés dans cette équation sont les nœuds de l’arbre (du graphe associé à ce 
circuit). Rappelons que pour les trouver, un algorithme de type BFS (voir l’annexe B) est utilisé. 
Grâce aux FMM, la matrice PEEC inductive peut être compressée. Présentons quelques 
caractéristiques des matrices E et G :  
• 
















⋅⋅
=
EXTERNE
PEEC
T
CEXTERNEC
L
L
ACA
E
0
0
0
0
 est une matrice réelle pleine par bloc, dont la  
partie LPEEC est compressée par FMM. Dans cette matrice LPEEC, les blocs qui 
correspondent aux interactions en champ proche sont connus explicitement. Les 
opérations autorisées sur cette matrice sont donc seulement des produits.  
• 
















−
⋅⋅
=
−
00
0
1
PEECT
L
L
T
REXTERNER
R
A
AARA
G  est une matrice réelle creuse dont tous les termes 
sont connus de façon explicite. Cette matrice est stockée sous format « creux ». Elle 
n’est pas à diagonale dominante et les termes diagonaux peuvent contenir des zéros. Les 
sous matrices TREXTERNER ARA ⋅⋅
−1
 et 





00
0PEECR
 ne sont pas inversibles. 
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• 





=
0
IAB  est une matrice réelle creuse qui ne contient que des termes -1, 0, 1 puisque 
correspondant à la matrice incidence des sources de courant. Cette matrice est stockée 
sous format « creux ». 
Nous proposons ici une visualisation des matrices G et E : 
Matrice G Matrice E interaction 
proche seulement
 
Figure III.8 : Représentation des matrices G et E 
Dans G, les termes blancs sont rigoureusement nuls. Par contre dans E (qui est en théorie 
pleine), les termes blanc du bloc LPEEC sont ceux qui sont compressés par l’algorithme FMM. 
 Implémentation de la méthode bloc d’Arnoldi pour la 
construction du sous-espace de Krylov 
Afin de réduire la fonction de transfert, nous avons vu qu’il était nécessaire de construire un 
sous espace de Krylov. La construction de ce sous espace fait exclusivement appel à des produits de 
type matrice-vecteur. La phase délicate en terme de temps de calcul et de place mémoire est le produit 
matrice-vecteur se trouvant sur la ligne 3 de l’algorithme 1 présenté dans le paragraphe III.2.5. 
On constate que le produit que l’on doit effectuer est de type : D.x avec 
( ) EGED ⋅+⋅−= −10s . 
La principale difficulté est donc d’effectuer ce produit de façon efficace. Pour cela, nous allons 
distinguer deux cas en fonction du point d’expansion s0 désiré : 
• 00 =s  
• 00 ≠s  
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III.3.2.1 Calcul du produit matrice vecteur dans le cas où s0 = 0 
Si s0=0, le produit que l’on désire évaluer se simplifie puisque nous avons EGD ⋅−= −1 . On 
constate que ce produit réclame une inversion de la matrice G. Afin d’éviter cette inversion, nous 
allons écrire le produit afin de faire apparaître une résolution de système linéaire, opération qui sera 
moins coûteuse. Nous voulons calculer : jj vDw ⋅=  (ligne 3 de l’algorithme 1). 
Nous avons : jj vEGw ⋅⋅−= −1  
Nous pouvons donc écrire :  
jj vEwG ⋅−=⋅  (III.50) 
Le vecteur à obtenir est wj, nous avons donc à effectuer un produit matrice vecteur sur la 
matrice pleine E (utilisation de la compression matricielle) puis une résolution de système linéaire. La 
matrice G est une matrice relativement creuse. Par conséquent plutôt que d’effectuer la résolution du 
système linéaire (III.50) à l’aide d’un FGMRes (cf chapitre II précédent), nous avons choisi 
d’employer une méthode LU adaptée aux matrices creuses. En effet, après quelques essais, nous avons 
pu constater qu’une méthode LU adaptée était plus efficace qu’un algorithme itératif de type GMRes 
dans ce cas. Par contre afin de limiter le problème remplissage de la décomposition LU quand elle est 
effectuée sur une matrice creuse, il a été nécessaire de mettre en œuvre un algorithme adapté [45].  
Les Figure III.9 et Figure III.10 montrent en fonction du remplissage de la matrice de départ les 
conséquences sur la décomposition LU. 
**
**
**
*******
**
**
**
**
**
**
*******
**
**
**
FF
FF
FF
remplissage
G LU
 
Figure III.9. Exemple de la décomposition LU avec une matrice G non traitée 
 
*******
**
**
**
**
**
**
*******
**
**
**
**
**
**
LU
G
 
Figure III.10. Exemple de la décomposition LU avec une matrice G réorganisée traitée 
 
CHAPITRE III : METHODE DE REDUCTION D’ORDRE POUR CIRCUIT RLMC 
 
75 
Ces deux figures montrent clairement qu’il est nécessaire de réorganiser la matrice de départ G 
afin de diminuer le nombre de termes dans la décomposition LU. Parmi les méthodes permettant 
d’effectuer cette réorganisation, nous avons choisi la méthode AMD (Approximate Minimum Degree 
ordering) [45]. 
III.3.2.2 Calcul du produit matrice vecteur dans le cas où s0 ≠ 0 
Si s0≠0, le produit que l’on cherche à calculer est plus difficile puisque l’on doit effectuer le 
calcul suivant : ( ) jj s vEGEw ⋅⋅+⋅−= −10 . 
Il est donc nécessaire d’inverser une matrice pleine et potentiellement complexe (en fonction du 
choix de s0) pour effectuer le produit (cette même matrice est creuse et réelle dans le cas où s0 = 0). 
Afin d’éviter cette inversion, comme précédemment nous allons effectuer une résolution de 
système linéaire :  
( ) jjs vEwGE ⋅−=⋅+⋅0  (III.51) 
Nous allons utiliser une méthode itérative pour résoudre ce système. Cette résolution nécessite 
alors l’utilisation d’un préconditionneur. Comme dans le chapitre précédent, nous employons un 
préconditionneur de type Inner-Outer. Toutefois le préconditionneur interne de type bloc LU préconisé 
dans le chapitre précèdent conduit à de mauvais résultats. En effet, la matrice sur laquelle on travaillait 
précédemment était au préalable multipliée par une matrice incidence, ce qui permettait d’avoir les 
termes les plus influents autour de la diagonale. Or, la matrice que l’on doit traiter ici contient des 
termes nuls sur la diagonale (cf Figure III.11, en haut à gauche rendant impossible l’utilisation de 
décomposition LU bloc). De plus, cette matrice fait intervenir le terme G qui lui-même est constitué 
de bloc matrice incidence contenant des 1, 0 et -1 ce qui dégrade le conditionnement de la matrice. 
 
Figure III.11. Exemple de la matrice (G+s0.E) en mémoire (seuls les termes non compréssés par 
FMM sont représentés) 
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Ce point nous oriente vers l’utilisation d’une décomposition LU en employant les termes 
explicites uniquement (en bleu sur la figure). Toutefois, les termes connus sont encore en trop grand 
nombre. Nous allons donc « creuser » artificiellement cette matrice (cf. Figure III.12) en ne gardant 
que les termes les plus significatifs. Cela nous permet d’utiliser une décomposition LU adaptée aux 
matrices creuses. 
 
Figure III.12. Exemple de la matrice (G+s0.E) creusée  
 Implémentation de la méthode PRIMA 
La méthode de réduction de modèle choisi pour la méthode PEEC inductive peut être effectuée 
à un ordre suffisamment élevé pour représentés les effets importants dépendant de la fréquence : effet 
de peau et effet de proximité. L’utilisation de la méthode PRIMA autour du point s0=0 permet une 
représentation approchée de ces effets. L’ajout de nouveaux points d’expansion s≠0 va améliorer cette 
représentation.  
Nous avons choisi d’employer la méthode PRIMA avec plusieurs points d’expansion en réel 
afin de réduire notre système d’état. Cette méthode a déjà fait ses preuves et permet d’obtenir une 
bonne précision [43]. 
La question qui reste est le nombre de point à choisir et les valeurs associées. Les résultats dans 
[43] ne nous donnent pas une réponse claire pour ces questions donc nous avons fait un certain 
nombre de tests à travers un exemple présenté dans le paragraphe suivant.  
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III.4. Validation et performance sur le filtre CEM 
 Calcul d’impédance classique 
Nous prenons l’exemple de la modélisation du filtre CEM déjà présenté dans le chapitre 
précédent afin de valider notre approche. Ce problème contient une sonde d’impédance. Pour le 
maillage 4762 éléments PEEC sont nécessaires.  
 
Figure III.13. Structure d’un filtre CEM 
Tout d’abord, nous avons comparé le résultat obtenu par la version commerciale InCa3D et 
notre nouvel algorithme de détection de maille associé à la méthode de compression FMM et le 
préconditionneur « inner-outer ». La comparaison nous permet de valider notre approche pour le 
calcul d’impédance équivalente. Les paramètres de l’algorithme FMM sont les mêmes que ceux 
employés dans la validation du chapitre précèdent. Près de 85% de ces éléments ne sont pas connus de 
façon explicite (compressé par FMM). La gamme de fréquence étudiée est 1Hz-108Hz, 81 fréquences 
sont calculées en échelle logarithmique. 
 
Figure III.14. Comparaison des impédances calculées par InCa3D sans FMM et la version avec 
FMM (à gauche) et l’erreur relative (à droite) 
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L’erreur relative maximale entre les deux résultats est de 1.3%. Le Tableau II.1 compare les 
temps et la mémoire nécessaire. Remarquons toutefois que les temps, même avec une compression 
FMM sont rédhibitoires. Le problème vient évidemment du nombre élevé de points qu’il faut calculer 
(81 au total sur la gamme de fréquence). 
 InCa3D Version FMM 
Temps(s) 22601 3500 
Espace mémoire nécessaire (Mo) 4900 900 
Tableau III.1 Comparaison des temps de calculs et des mémoires nécessaires 
 Réduction de modèle 
Pour la méthode de réduction de modèle, la description du circuit PEEC par l’approche des 
variables d’état nous donne un circuit possédant 711 nœuds, 4762 éléments résistances en série avec 
des inductances couplées (soit 4762*4762 mutuelles inductances) ainsi que quelques capacités 
externes. Dans la suite de ce paragraphe, nous prendrons comme référence le calcul d’impédance 
obtenu avec la version FMM. Nous pourrons ainsi en comparant les résultats nous affranchir des 
imprécisions induites par les FMM et ainsi connaître la réelle influence de notre réduction de modèle. 
Nous avons fixé le nombre de moments correspondant à chaque point d’expansion à 20. Ces 
points sont réels. La sélection adaptative des points proposée dans [43] nous a semblé trop complexe à 
implémenter nous n’avons donc pas choisi cette approche par manque de temps. Elle semble toutefois 
très intéressante. 
Le choix d’un point expansion est particulier à chaque problème ce qui est en soit un 
inconvénient de la méthode. Nous ne proposons ici que quelques exemples issus de notre propre 
expérience.  
Le point s0=0 sera toujours choisi puisque le développement de la série de Taylor à ce point est 
simple et rapide. La précision du GMRes sera choisie à 10-12 pour les résolutions de systèmes linéaires. 
III.4.2.1 Choix des points d’expansion  
Nous proposons ci-dessous différents scénarii pour le nombre de points : 
 Un point d’expansion   
Dans ce paragraphe nous proposons d’observer les résultats que l’on obtient avec différentes 
valeurs de points d’expansion : s0 = 0; s0 = 2π.103, s0 = 2π. 105, s0 = 2π.106, s0 = 2π.107, s0 = 2π.108 
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Figure III.15. Erreur relative du calcul d’impédance d’un point d’expansion  
Une première remarque s’impose. Le comportement est généralement bon autour du point 
d’expansion et moins bon plus on s’en éloigne. Nous pouvions attendre ce comportement car il ne 
s’agit ni plus ni moins que d’un développement limité. Par exemple : pour le point s0= 0, le résultat en 
basse fréquence est très bon mais le résultat en haute fréquence est mauvais. A l’inverse, pour le point 
s0= 2π.108, le résultat en haute fréquence est bon mais il devient moins précis si la fréquence diminue. 
Le point d’expansion au milieu (par exemple s0= 2π.105) nous donne un résultat moyen pour les basses 
fréquences et les hautes fréquences.  
L’erreur relative augmente lorsqu’il y a des résonances (ou antirésonances) (voir la Figure 
III.15). Ce résultat était attendu puisque nous avons choix des points d’expansion réels..  
En termes de performance, nous obtenons le Tableau III.2 qui compare les temps de calcul pour 
chaque point d’expansion.  
 s0=0 s0=2π.103 s0=2π.105 s0=2π.106 s0=2π.107 s0=2π.108 
Temps(s) 114 250 314 433 635 791 
Tableau III.2 Comparaison de temps pour un point d’expansion 
Nous constatons que l’augmentation de la fréquence entraîne une augmentation du temps de 
calcul. Ce phénomène peut être interprété par le fait qu’avec la fréquence le terme inductif 
(imaginaire) augmente par rapport au terme résistif (réel et bien conditionné) dans la matrice PEEC. 
Ainsi le conditionnement se dégrade avec la fréquence, rendant les convergences plus difficiles et 
donc plus lentes. Le temps de calcul pour le point s0= 0 est très faible. 
Nous constatons aussi que pour deux paires de points proches (par exemple : s0=0 et s0=2π.103 ; 
s0=2π.105 et s0=2π.106 ; s0=2π.107 et s0=2π.108) les résultats sont proches. C’est-à-dire la zone de 
validité pour un point réel est étendue comme indiqué dans la conclusion dans [43]. 
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	 Plusieurs points d’expansion   
Pour le choix de plusieurs points d’expansion, il est préférable d’avoir une grande distance entre 
deux points afin de couvrir un large spectre. Le nombre de moments correspondant à chaque point sera 
également de 20. Il faut privilégier la conservation du point s0= 0 car il donne un très bon résultat en 
basse fréquence et le temps de calcul est faible. Nous donnons ici quelques exemples :  
o s0 = 0 ; s1 = 2π.105   
o s0 = 0 ; s1 = 2π.107 :  
o s0 =2π.105 ; s1 = 2π.107 :  
o s0 = 0 ; s1 =2π.105 ; s2 = 2π.107 : 
Les temps de calcul sont présentés ci-dessous et les résultats sur la figure suivante. 
 s0=0, s1= 2π x 105 s0=0, s1= 2π x 107 s0=2π x 105, s1= 2π x 107 
s0=0, s1=2π x 105, 
 s2= 2π x 107 
Temps(s) 343 703 973 990 
Tableau III.3 Comparaison de temps pour 2 et 3 points d’expansion 
 
Figure III.16. Erreur relative du calcul d’impédance de deux et trois points d’expansion par 
rapport la version FMM 
Avec trois points d’expansion, le résultat est le meilleur. Ceci est du à la taille du sous espace de 
Krylov qui est de 61 (3x20 (moment correspondant) +1 (nombre de sonde). Les trois autres cas avec 
deux points d’expansion sont moins bons (la taille de sous espace est de 41 = 2 x 20 (moment 
correspondant) +1 (nombre de sonde))). L’erreur est uniforme pour deux points au milieu du domaine 
mais elle reste conséquente. Nous remarquons également que pour l’ajout de point à hautes fréquences 
associées avec le point s=0 n’est pas aussi efficace que l’on pourrait l’imaginer. En effet, les erreurs 
restent élevées. 
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III.4.2.2 Choix de nombre de moments correspondants  
Nous avons fixé un point d’expansion s0=0 et nous changeons maintenant le nombre de 
moments correspondants. Six valeurs différentes sont proposées : là encore nous comparons les temps 
et les erreurs : 
o q =5 ; 
o q =10 ; 
o q = 20 ; 
o q = 40 ; 
o q = 80 ; 
o q = 160 ; 
 s0=0, q=5 s0=0, q=10 s0=0, q=20 s0=0, q=40 s0=0, q=80 s0=0, q=160 
Temps(s) 93 98 114 165 254 429 
Tableau III.4 Comparaison de temps pour différent nombre de moments  
 
Figure III.17. Erreur relative du calcul d’impédance du point s =0 pour différents moments 
correspondants 
Nous constatons que plus grand est le nombre de moments, plus l’erreur relative est faible. Par 
contre, la taille du modèle réduit est plus grande et le temps de calcul accru. Nous remarquons que le 
point s0=0 donne d’assez bon résultat avec un nombre de moments assez important et ceci sur une 
large gamme de fréquence. 
III.4.2.3 Conclusions pour l’exemple du filtre 
Le choix de points d’expansion réels donne des résultats satisfaisants au niveau des temps de 
calcul et aussi de la précision des résultats obtenus. Par contre, les choix des valeurs des points ainsi 
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que celui du nombre de moments correspondants est une difficulté. Nous donnons ici quelques 
conclusions qualitatives : 
• Le point s0=0 est rapide à calculer et il donne un très bon résultat en basse fréquence. Si 
nous voulons obtenir une courbe d’impédance rapide à calculer et assez précise, nous 
pouvons utiliser ce point en choisissant un nombre de moments correspondants 
suffisamment élevé.  
• Pour la gamme de fréquence d’étude de fmin à fmax : le point s= 2π.fmax est coûteux en temps 
de calcul et il ne donne pas forcément des résultats très précis en haute fréquence. 
• Nous pouvons ainsi proposer la stratégie pour le choix de points suivante : 
- Choisir un point s0=0 et un nombre de moments correspondant important. Ce 
premier calcul constitue un point de départ. 
- Les pics de résonance et antirésonance du résultat précédent sont choisis comme 
points d’expansion. 
Dans les faits nous avons choisi afin d’être efficace de placer seulement 2 points d’expansion, 
l’un à 0 et l’autre à la fréquence maximale divisée par 10 avec 15 moments. Toutefois ces valeurs sont 
données seulement à titre indicatif et peuvent ne pas convenir à tous les problèmes rencontrés. 
III.5. Conclusions 
Dans ce chapitre, nous avons présenté une méthode de réduction de modèle appliquée à la 
méthode PEEC. Il s’agit d’une extension de la méthode PRIMA avec plusieurs points d’expansions. 
L’originalité de notre approche porte sur la réécriture des équations d’état issues de la méthode PEEC 
pour pouvoir appliquer les principes de cet algorithme ainsi que son adaptation afin de faire appel à 
des produits de type matrice-vecteur dans le but d’être compatible avec les méthodes de compressions 
matricielle. Cette nouvelle approche donne de bons résultats pour la modélisation d’effets de peau et 
de proximité. 
Malgré l’amélioration de la précision de la méthode PRIMA, il reste toujours des problèmes 
ouverts comme le choix du nombre de moment, le choix automatique et adaptatifs des points, le 
contrôle des erreurs. Ces points demanderont certainement des développements futurs. Par exemple, le 
choix des points d’expansion en réel et en complexe peut permettre de minimiser la taille du modèle 
réduit [43]. Pour le contrôle de l’erreur, d’autres recherches reposent sur une réduction en deux 
étapes : la méthode PRIMA multipoint et la méthode « truncated balanced realization (TBR) » [46]. 
Cette méthode génère une réduction « presque optimale » avec une taille plus faible que la méthode 
PRIMA et des précisions équivalentes.  
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CHAPITRE IV :  
Synthèse de schémas électriques temporels équivalents 
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IV.1. Introduction 
Dans un nombre important de cas, l’utilisateur va chercher à effectuer une simulation 
temporelle à l’aide du système d’ordre réduit obtenu dans le chapitre précédent. Il existe deux 
approches afin d’aboutir à ce résultat : 
• Employer le système réduit d’état en tant que composant dans l’outil de simulation 
temporel. Cette solution nécessite évidement que l’outil de simulation temporel propose 
ce type d’entrées ce qui nécessite de pourvoir agir sur le solveur lui-même. Dans notre 
cas nous n’avons pas exploré cette perspective. 
• Effectuer une synthèse de circuit équivalent valable sur une large gamme de fréquence 
afin de pouvoir communiquer avec n’importe quel simulateur temporel. Pour cela, le 
circuit issu de la synthèse doit comporter exclusivement des composants passifs de type 
résistances, inductances et capacités. Ce chapitre présente la méthode que nous avons 
employée pour d’aboutir à ce résultat. 
La méthode actuellement employée dans InCa3D consiste à considérer que la matrice réduite est 
de type inductive et que les éléments R et L déterminés à une fréquence donnée sont indépendants de 
la fréquence. Cette dernière hypothèse signifie que les trajets de courant sont peu ou pas dépendants de 
la fréquence. Cette hypothèse est bien évidement fausse physiquement même si dans un certain 
nombre de dispositifs on peut s’en satisfaire si l’on choisi la bonne valeur de fréquence pour générer le 
schéma équivalent. 
Dans ce chapitre nous allons chercher à générer un circuit électrique qui permet de traduire le 
comportement fréquentiel sur une large bande de fréquence. Le chapitre précédent nous permettant 
d’avoir une fonction de transfert réduite, nous allons chercher à transformer ce modèle d’ordre réduit 
en un circuit composé de composants électriques passifs. 
A partir de la méthode de réduction d’ordre PRIMA, notons qu’il est possible de synthétiser un 
circuit électrique équivalent avec des éléments R, L, C et des transformateurs parfait [47], les éléments 
R, L et C étant positifs. Il est également possible de synthétiser un circuit équivalent à l’aide d’élément 
R, L et C (positifs ou négatifs) et des sources de tension et/ou de courant liées [48][49] . 
Ces deux d’approches n’ont pas été jugés satisfaisantes vis-à-vis de l’utilisation que l’on 
souhaitait en faire car la première méthode fait intervenir des transformateurs parfaits, or ces 
composants ne sont pas toujours présents dans les outils de simulation temporelle. Par exemple, dans 
PSpice, on retrouve la notion d’inductance couplée permettant de modéliser un véritable 
transformateur mais il n’existe pas de transformateur parfait. La seconde solution faisant intervenir des 
sources liées est également rejetée car elle fait intervenir des éléments actifs pouvant entraîner des 
problèmes de stabilité numérique et ainsi conduire à des résultats de simulations temporelles erronées.  
Nous proposons donc une nouvelle méthode afin de synthétiser un circuit à partir d’un système 
d’état constitué uniquement de résistances, d’inductances, de mutuelles inductances et de capacités 
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(avec des circuits de type PEEC inductifs). Le circuit obtenu ne doit comporter que des éléments R, L, 
C (négatifs ou positifs) et ne doit pas contenir d’éléments actifs (sources). Dans l’approche proposée, 
nous avons choisi de générer une Netlist au format Spice pouvant être interprété par un grand nombre 
d’outils de simulation temporelle. 
La présentation de ce chapitre s’articule autour de deux parties : 
• La première partie présente une méthode de synthèse de circuits basée sur l’approche 
nommée SPRIM. Nous verrons que l’algorithme SPRIM est très proche de PRIMA, 
moins optimal en terme de temps de calcul mais plus adaptée à la synthèse de circuit 
électrique après réduction du modèle. Après avoir utilisé SPRIM, nous verrons que 
celui-ci conduit à des circuits de taille très importante quand on l’applique à la méthode 
PEEC. Une technique appelée « vector fitting » sera alors utilisée pour alléger le circuit 
final. 
• La seconde partie de ce chapitre concernera la validation et la performance de notre 
approche. 
IV.2. Méthodes de synthèse de circuits  
Rappelons quelques notations employées dans le chapitre précédent : 
• Les matrices originales de circuit PEEC et les éléments électriques externes sont 
contenus dans une matrice nommée E. Cette matrice contient les termes capacitifs, 
inductifs et tous les couplages (matrice de taille importante et pleine). 
• La matrice représentant les éléments résistifs est nommée G. 
• La matrice incidence représentant les relations d’entrées – sorties se nomme B. 
La transformation associée à la méthode PRIMA avec plusieurs points d’expansion nous permet 
d’obtenir les matrices réduites suivante : BGE ˆ,ˆ,ˆ (voir (III.20)) . La principale difficulté est que la 
matrice réduite Eˆ  va contenir des termes inductifs et capacitifs de façon totalement mélangée. De 
même, la matrice d’incidence Bˆ  va mélanger les entrées – sorties.  
L’idée générale que nous allons suivre va permettre de résoudre cette difficulté. Tout d’abord 
nous allons employer une variante de PRIMA qui est SPRIM lors de la réduction de modèle afin de 
conserver la localisation des blocs inductifs et capacitifs lors la réduction d’ordre dans la matrice 
d’état réduite. Nous allons également employer un algorithme nommé IOPOR qui permet un couplage 
simple entre les entrées – sorties du circuit équivalent et le simulateur temporel [50]. 
 Présentation de la méthode SPRIM/IOPOR 
Rappelons l’équation de circuit et la structure de la matrice d’origine (la description détaillée se 
trouve dans chapitre III : équation (III.16)). 
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(IV.2) 
Dans l’expression (IV.2), le bloc E1 correspond à la partie capacitive et le bloc E2 correspond à 
la partie inductive (PEEC et inductance de circuit externe). 
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(IV.5) 
Rappelons que la matrice de transformation associée au sous-espace de Krylov Um (dimension 
(N,m), N étant le nombre d’inconnues interne du système d’état (x) et m la taille du sous espace de 
Krylov bloc avec prise en compte de la déflation) issue de la méthode PRIMA est divisée en deux 
parties U1 et U2 comme le montre l’expression (IV.6). Le nombre de ligne de U1 correspond au 
nombre d’inconnues de potentiel (vN) de nœuds indépendants et le nombre de lignes de U2 correspond 
au nombre de courants de branches inductives (nombre de variables d’état inductives iL). La 
dimension de U1 est donc (NN,m) et U2 est (NL,m) avec NN+NL = N. 

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Dans la méthode SPRIM, la localisation des blocs de la matrice réduite associés aux variables 
d’état de potentiels nodaux et de courants de branches va être conservée grâce la transformation 
suivante : 
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Considérons l’équation (IV.9), si tous les éléments de U1 sont des 0 ou des 1, on obtient un 
couplage très simple entre le simulateur et le modèle. En effet, chaque port d’entrée ou sortie du 
modèle est connecté aux ports du simulateur par un simple fil. Il est donc souhaitable de garantir cette 
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propriété ce qui n’est évidemment pas le cas naturellement après application de notre algorithme de 
réduction d’ordre. 
Si l’on note le nombre de sondes d’impédance NS et le nombre d’entrées – sorties NES, la 
dimension de la matrice AI est (NN,NS) dans laquelle la sous matrice haute est de taille (NES, NS). Nous 
avons : 

S
NN
IN
I
ESN
ES
N
A
A 
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(IV.11) 
Rappelons que pour que la structure d’entrée – sortie soit conservée, il faut modifier la matrice 
U1 afin que le produit U1T.AI ne change pas la matrice AI. Dans la méthode IOPOR, la matrice U1 est 
choisie de la forme suivante : 
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(IV.12) 
La formule (IV.12) satisfait la condition (IV.13), nous pouvons donc l’utiliser comme la matrice 
de projection [42]. 
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~ implique une connexion simple entre les ports du modèle et ceux du 
simulateur puisque le bloc en haut à gauche est la matrice identité : 
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Nous obtenons les matrices réduites du système suivantes : 
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(IV.17) 
La dimension de C~  est de (m +NES, m+NES) et la dimension de L~ est de (m, m). 
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En employant une transformation de Laplace du système d’état réduit dans le domaine 
fréquentiel, nous avons : 
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 (IV.18) 
Développons (IV.18) pour obtenir la relation liant les tensions de nœuds et les courants de 
branches inductives :  
0~~~~~ =⋅+⋅−⋅⋅ ln
T
ls iRvAiL  (IV.19) 
( ) nTl s vALRi ~~~~~ 1 ⋅⋅⋅+= −  (IV.20) 
( )[ ] uBvALRAGC ⋅=⋅⋅⋅+⋅++⋅ − ~~~~~~~~ 1 nTss  (IV.21) 
Nous remarquons que l’équation (IV.21) possède une inversion dépendant de la fréquence. La 
transformation de la méthode SPRIM conserve la propriété symétrique définie positive (voir l’annexe 
D) du bloc matricielle originale L, nous pouvons ainsi effectuer une décomposition de Cholesky de la 
matrice L~  : 
chol
T
chol LL ⋅=L
~
 (IV.22) 
En employant la relation matricielle suivante ( ) 111 −−− ⋅=⋅ ABBA  nous obtenons : 
( ) ( ) ( ) TcholcholTcholcholcholTchol LsLLLLLss 1111111 ~~~~ −−−−−−− ⋅⋅+⋅⋅⋅=⋅⋅+=⋅+ IdRRLR  (IV.23) 
La décomposition en valeur propre nous donne (avec V matrice contenant les vecteurs propres, 
Zdiag matrice contenant les valeurs propres de dimension (m,m), m nombre de lignes de la matrice L~ ) : 
T
diagchol
T
chol VVLL ⋅⋅=⋅⋅
−− ZR 11 ~  (IV.24) 
Enfin, avec (IV.23) et (IV.24) et Id=⋅ TVV  nous avons : 
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De (IV.21)Erreur ! Source du renvoi introuvable. à (IV.25) nous avons : 
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 (IV.26) 
L’écriture sous l’équation de tension des nœuds nous donne : 
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( )[ ] uBvXIdZXGC ⋅=⋅⋅⋅+⋅++⋅ − ~~~~ 1 nTdiag ss  (IV.27) 
où sous la nouvelle forme : 
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 (IV.28) 
Nous obtenons donc un système réduit dans lequel est conservé la nature des éléments. Ainsi la 
matrice C~ contient uniquement les termes capacitifs, la matrice G~ uniquement les termes résistifs et la 
matrice X les termes inductifs et résistifs. Notons que ces termes sont des admittances mises en 
parallèle. Nous pouvons réécrire l’équation (IV.28) sous la forme matriciel compact avec l’aide de la 
matrice admittance des nœuds Y comme suit :  
uBvY ⋅=⋅ ~~ n  (IV.29) 
 Synthèse du circuit équivalent RLMC 
IV.2.2.1 Rappels sur la méthode de synthèse de Foster 
Cette section décrit la méthode de synthèse de circuits de Foster qui a été développée dans les 
années 1930 par Foster et Cauer [51]. Cette méthode permet de construire à partir d’une fonction de 
transfert du type (IV.29) un circuit électrique entre deux nœuds d’entrée – sortie. L'approche de Foster 
peut être employée pour effectuer une synthèse de circuit électrique entre deux nœuds à partir de 
n’importe quelle fonction de transfert. Cette méthode est générale. 
La formule (IV.29) peut être considérée comme une équation nodale du circuit de ñ=m+NES 
nœuds (qui décrit les lois de courant de Kirchhoff pour chaque nœud du circuit réduit). Les matrices 
de l’expression (IV.29) peuvent donc être vues comme des matrices d’admittance des nœuds Y : 
capacitance, résistance et susceptance. Dans l’équation (IV.29) la valeur d’admittance Yij(s) de la iième 
ligne et jième colonne est donnée par : 
( ) ∑
=
+
⋅
++⋅=
m
k kk
jkik
ijijij
zs
xx
gcssY
1
~~  (IV.30) 
Ce qui correspond à l’association en parallèle (voir Figure IV.1) : 
- d’un condensateur ijc
~
 
- d’une résistance ijg~/1  
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- d’une série de circuit constitué d’inductance et de résistance en série placées en 
parallèle dont l’inductance vaut )/(1 jkik xx ⋅ et dont la résistance placée en série vaut 
)/( jkikkk xxz ⋅  (k allant de 1 à m) 
Nous donnons une représentation de ce circuit ci-dessous : 
…
ijc
~ ijg~
1
)( sY ij
11
1
ji xx ⋅
11
11
ji xx
z
⋅ jmim
mm
xx
z
⋅
jmim xx ⋅
1
 
Figure IV.1. Association parallèle de Foster 
IV.2.2.2 Procédure de synthèse  
La méthode de Foster permet de déterminer un circuit électrique seulement entre deux nœuds. 
Dans notre cas nous avons un nombre quelconque de nœuds. Par conséquent nous allons employer une 
méthode se fondant sur la méthode de Foster adaptée en faisant apparaître un potentiel de référence 
[52]. 
Normalement, à partir de la topologie du circuit, on peut construire la matrice d’admittance des 
nœuds [52]. Dans le cas de synthèse de circuit, on effectue la construction inverse, cest-à-dire que l’on 
veut avoir la topologie du circuit à partir de la matrice d’admittance. 
Supposons que la dimension du vecteur de tension nv
~
 est ñ donc l’équation (IV.30) présente un 
système de ñ nœuds nnnn ~21 ....,  et les tensions nodales correspondantes sont nvvv ~21 ...., . A partir de la 
méthode de Foster, nous pouvons construire un circuit équivalent de l’équation (IV.30) grâces aux 
étapes suivantes : 
Etape 1 : Construction du réseau de résistance par analyse de la partie résistive contenue dans la 
matrice admittance des nœudsG~ . 
Selon [52], si l’on a 0~ ≠ijg  (avec j>i terme dans la partie triangulaire supérieure) cela signifie 
que l’on a une résistance entre les nœuds i et j dont la valeur est : 1~ −−= ijij gr . Ce terme ijg~  quelle que 
soit sa position dans la matrice a également une contribution dans un terme résistif se trouvant entre le 
nœud i et le potentiel de référence. 
La contribution résistive entre le nœud i et un potentiel de référence s’obtient en sommant les 
différentes contributions du nœud i. Cela permet d’obtenir la résistance à placer entre le nœud i et un 
potentiel de référence suivant la formule : )~...~...~...~/(1 ~1 niijiiii ggggr ++++++= . 
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La figure suivante représente le schéma obtenu dans le cas où l’on a deux nœuds avec un 
potentiel de référence : 
∑
=
n
k
ikg
~
1
~
1
Nœud i
potentiel de 
référence
Nœud jijg~/1−
résistance
résistance
∑
=
n
k
jkg
~
1
~
1
résistance
 
Figure IV.2. Réseau résistif obtenu après la synthèse de circuit pour deux nœuds et le nœud de 
référence 
Etape 2 : Construction du réseau de capacités par analyse de la partie capacitance C~  de la 
matrice d’admittance des nœuds. Pour cela nous employons une méthode similaire à celle employée 
pour la construction de la partie résistive (voir Figure IV.3). 
Pour chaque l’élément hors diagonal 0~ ≠ijc dans la partie triangulaire supérieur de C
~
, on place 
un condensateur entre les nœuds i et j qui a la valeur suivante : ijij cc ~−= . Comme 
précédemment ijc
~ apporte une contribution entre le nœud i et le potentiel de référence et cela quelle que 
soit la position du terme dans la matrice. 
La capacité à placer entre le nœud i et le potentiel de référence s’obtient en employant la 
relation suivante : niijiiii ccccc ~1
~
...
~
...
~
...
~ ++++++=  
∑
=
n
k
ikc
~
1
~
Nœud i
potentiel de 
référence
Nœud jijc
~
−
condensateur
condensateur
∑
=
n
k
jkc
~
1
~
condensateur
 
Figure IV.3. Réseau capacitif obtenu après la synthèse de circuit pour deux nœuds et le nœud de 
référence 
Etape 3 : Construction du réseau d’inductances et de résistances par analyse des matrices X et 
Z de la matrice d’admittance des nœuds. Il est à noter qu’il existe m éléments constitués d’une 
résistance et d’une inductance en série entre deux nœuds in  et jn  (voir Figure IV.4). 
a) Pour chaque élément hors diagonale : le kième élément (k allant de 1 à m) se trouvant 
entre les nœuds i et j est calculé comme suit : 
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• La résistance 
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=  et l’inductance 
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b) Pour chaque élément diagonal : le kième élément (k allant de 1 à m) se trouvant entre le 
nœud i et le potentiel de référence est calculé comme suit :  
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Figure IV.4. Réseau d’inductance en série avec une résistance obtenu après la synthèse de 
circuit pour deux nœuds et le nœud de référence 
Le nombre de nœuds du circuit est ñ=m+NES >m. Le circuit ainsi obtenu ne contient plus 
aucune mutuelle inductance. Il existe m éléments circuits réduits contenant des inductances. Si le 
nombre de sondes est Ns, le nombre d’éléments générés dans le circuit équivalent se comporte en 
O(Ns2.m3). Nous sommes donc confrontés à une limitation forte de l’approche car des circuits 
équivalents contenant un très grand nombre d’éléments sont générés. Ceux-ci sont certes non couplés 
mais le circuit peut facilement dépasser la taille du problème initial. 
Etape 4 : Pour chaque élément non nul (-1,1) ijb
~
dans la matrice B~ . Si ijb
~
=1 on définie le nœud 
in  comme étant le jième nœud d’entrée, si ijb
~
=-1 on définie le nœud in  comme le jième nœud de sortie. 
Pour rappel la matrice B~  est une matrice d’incidence car nous avons conservé les entrées – sorties (cf. 
équation (IV.14) associée à la méthode IOPOR). 
A l’issue de l’étape 3, nous avons pu constater que la représentation par des inductances non 
couplées que l’on obtient entraîne un nombre important d’éléments. Le paragraphe suivant présente 
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une approche afin de réduire ce nombre d’éléments tout en conservant le même comportement 
externe. En d’autres termes, nous allons appliquer une nouvelle réduction d’ordre. 
 Méthode « vector fitting » (VF) 
La méthode que nous avons choisie afin de réduire le circuit obtenu à l’issue de la synthèse se 
nomme « Vector Fitting » (VF dans la suite de ce document) [53]. Cette méthode numérique est 
robuste pour l’approximation de fonction rationnelle correspondant typiquement à ce que l’on obtient 
lorsque une fonction de transfert ou une impédance équivalente est calculée dans le domaine 
fréquentiel. Cette méthode permet d’identifier directement les équations d’état à partir de la courbe 
d’impédance (ou d’admittance) mesurées ou calculées pour un système ayant une ou plusieurs entrées 
– sorties. Le résultat de cette approximation garantie que des pôles stables qui sont réels ou en paires 
complexes conjuguées.  
La forme de l’équation (IV.30) nous permet de proposer une forme d’équation suivante à 
approximer :  
( ) ∑
=
⋅++
−
≈
P
n n
n esd
as
c
sf
1
 (IV.31) 
f(s) étant la fonction que l’on cherche à approximer, dans notre cas c’est la fonction Yij(s) de 
l’équation (IV.30). L’objectif de notre approximation est d’obtenir un nombre P de composants dans 
l’équation (IV.31) inférieur à la taille du sous-espace de Krylov m (P < m). 
Dans l’équation (IV.31), les résidus cn et les pôles an sont réels (dans la méthode générale ces 
termes peuvent être en paires complexes conjuguées), d et e sont réels. Ces contraintes permettent de 
respecter la forme de l’équation (IV.30) et ainsi effectuer simplement la synthèse de circuit.  
On souhaite avoir un nombre P très inférieur à m afin d’avoir un circuit électrique le plus simple 
possible. Dans la suite du calcul, P est supposé connu. Le choix de la valeur de P sera présenté à la fin 
du paragraphe IV.3. 
Le problème à résoudre consiste donc à estimer les coefficients cn, an, d et e de (IV.31) afin que 
la nouvelle fonction soit la plus proche possible de la fonction de départ f(s) sur une certaine bande de 
fréquence. Nous notons que (IV.31) est un problème non linéaire puisque les inconnues an sont aux 
dénominateurs. 
En générale, VF est une technique de choix des pôles où ceux-ci sont améliorés de façon 
itérative. L’idée consiste à résoudre un système linéaire un certain nombre de fois jusqu'à obtention 
d’une convergence dans l’approximation de l’équation (IV.31). Cette convergence est en générale, très 
rapide et demande peu d’itérations. Dans notre cas nous fixons le nombre d’itérations à NVF sans 
vérifier la convergence. Ce nombre d’itération sera discuté dans le paragraphe IV.3. 
L’algorithme de VF cherche à résoudre le problème (IV.31) de façon séquentielle en deux 
étapes. Afin de transformer le système (IV.31) en un système linéaire, les pôles an vont être fixés en 
début d’itérations, le système itératif ayant pour but d’améliorer les valeurs de an. Les autres inconnues 
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sont déterminées par la résolution du système linéaire. L’algorithme peut se résumer de la façon 
suivante : 
1 – Initialisation des valeurs de an. 
2 – Calcul des inconnues cn, d et e 
3 – Calcul d’un nouveau jeu de an puis retour au 2. Cette itération est effectuer NVF fois 
La suite de ce paragraphe présente ces trois étapes. L’étape 1 d’initialisation est présentée à la 
fin pour des raisons de simplicité de présentation. 
Avant de présenter les étapes de l’algorithme ci-dessus, il est nécessaire d’expliquer la façon 
dont le système non linéaire (IV.31) va être transformé pour obtenir une forme linéaire. 
IV.2.3.1  Obtention du système linéaire 
Supposons que nous avons un ensemble de pôles de départ na connu dans (IV.31) et que nous 
multiplions f(s) par une fonction σ(s) ayant la forme suivante : ∑
=
+
−
=
P
n n
n
as
c
s
1
1
~
)(σ . Dans ces 
conditions, nous sommes en mesure d’écrire un nouveau système linéaire dont les inconnues sont 
nn ed cc ~,,,  : 
( ) ( )
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 (IV.32) 
Notons que dans (IV.32) l’approximation rationnelle de σ(s) a les mêmes pôles que 
l’approximation σ(s).f(s). Nous avons donc la relation : 
( )sf
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c P
n n
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 (IV.33) 
Que l’on peut écrire de la façon suivante : 
( ) ( )sfsf
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n n
n
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 (IV.34) 
Pour une fréquence sk, nous avons l’équation suivante dans laquelle Ak et x sont des vecteurs 
ligne et colonne respectivement :  
kk b=⋅ xA  (IV.35) 
( ) ( )
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(IV.36) 
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Nous avons donc mis en évidence une technique permettant de résoudre un système linéaire à 
partir de l’équation (IV.31). 
Dans le cas où une seule fréquence est recherchée, Ak est un vecteur ligne. Dans le cas ou l’on a 
plusieurs fréquences (afin de couvrir une bande de fréquence par exemple), Ak devient une matrice 
que l’on note A (Ak désignant la kième ligne de A donc la ligne correspondant à la kième fréquence) 
constituée d’autant de lignes qu’il y a de fréquences. L’équation (IV.35) devient donc : 
bxA =⋅  (IV.37) 
Nous allons maintenant chercher à résoudre ce système. 
IV.2.3.2 Calcul des inconnues cn, d et e 
Le système linéaire (IV.37) n’est pas nécessairement carré. Par conséquent, il est nécessaire de 
mettre en place une pseudo-résolution (minimisation par les moindres carrés afin de s’approcher de 
l’égalité). Nous avons choisi d’employer une factorisation QR. 
Le vecteur d’inconnues x de l’équation (IV.37) étant réel, l’équation (IV.37) peut s’écrire de la 
façon suivante : 






=⋅
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im
re
im
re
b
b
x
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 (IV.38) 
Notons que la détermination du second membre s’effectue en évaluant la fonction f(s). Cette 
évaluation est rapide puisqu’elle fait appel au modèle d’ordre réduit obtenu dans le chapitre précédent. 
A ce stade, les inconnues du système linéaire ayant été calculées, il est nécessaire de déterminer 
un nouveau jeu de valeur pour les pôles na  afin de préparer l’itération suivante. C’est l’objectif du 
paragraphe suivant. 
IV.2.3.3 Calcul d’un nouveau jeu de pôles na  
Une approximation de la fonction rationnelle f(s) peut être facilement obtenue à partir (IV.38). 
Nous écrivons l’équation (IV.33) sous une nouvelle forme : 
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 (IV.39) 
Chaque somme de la fraction partielle (IV.39) est écrite comme une fraction :  
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σ  (IV.40) 
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Nous avons donc :  
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 (IV.42) 
L’équation (IV.42) montre que les pôles de f(s) deviennent les racines de l'équation (IV.41). 
Ainsi, en calculant les zéros de σfit(s) nous obtenons une bonne approximation des pôles pour la 
fonction de f(s) originale.  
L’idée est de déterminer nz~  qui est une approximation de an. Nous allons donc employer ces 
valeurs de nz~  pour initialiser le jeu de na pour l’itération suivante. Notons que σfit(s) est une fonction 
rationnelle scalaire donc : 
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La difficulté consiste maintenant à obtenir les valeurs de nz~ . 
Si l’on imagine que )(sfitσ  est une fonction de transfert, on peut écrire l’équation (IV.43) sous 
la forme d’un système d’état. Ce système écrit dans le domaine temporel donne : 




⋅+⋅=
⋅+⋅=⋅
uxcy
ubxAx
1d
s
T
 (IV.44) 
Cette écriture permet d’obtenir la fonction suivante :
 
( ) ( )( ) ( ) 1
1 ds
su
sy
s Tfit +⋅−⋅⋅==
− bAIdcσ  (IV.45) 
Par identification avec (IV.43) nous avons Ā matrice diagonale contenant les éléments na , c est 
un vecteur contenant les éléments nc
~
, d1 vaut 1 et b est un vecteur colonne contenant que des 1. En 
déduisant u de la seconde équation de (IV.44) puis en remplaçant dans la première, nous avons : 
( )



⋅+⋅⋅−=⋅
+⋅−=
ybxcbAx
yxc
T
T
s
u
 (IV.46) 
De ce système nous pouvons déduire la relation suivante : 
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( )
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 (IV.47) 
Les pôles de l’équation (IV.47) sont égaux aux valeurs propres de ( )TcbA ⋅−  (paragraphe 
III.2.3) donc nous avons les zéros de σfit(s) et ainsi nous obtenons la nouvelle approximation des pôles 
na  : 
( )Tn eiga cbA ⋅−=  (IV.48) 
Seules les valeurs propres réelles sont conservées. Les pôles complexes et complexes conjugués 
sont fixés à 0. Pour rappel, étant donné la forme du circuit que l’on cherche à construire, an doit rester 
réel. 
A ce stade il est possible de reprendre au paragraphe IV.2.3.2 la résolution du nouveau système 
linéaire avec le nouveau jeu de paramètre na . 
IV.2.3.4 Post traitement après la dernière itération 
Après la dernière itération, le terme an vaut na . Il reste à calculer les termes cn, d et e. Pour cela, 
nous reprenons l’approche vue dans le paragraphe IV.2.3.2 mais en réduisant le nombre d’inconnues 
(en supprimant les nc~ du vecteur x de l’équation (IV.36). Par conséquent, on résout le système suivant 
comme si l’on avait une seule fréquence : 
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(IV.49) 
Pour plusieurs fréquences (la bande sur laquelle on cherche l’approximation), nous avons le 
système rectangulaire suivant :  
bxA =⋅  (IV.50) 
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 (IV.51) 
IV.2.3.5 Initialisation des valeurs de an 
Afin de terminer l’explication de l’algorithme, il est nécessaire de présenter la méthode 
employée pour déterminer les valeurs de na  lors de l’initialisation de processus itératif. Si l’on 
cherche une approximation comprise entre fmin et fmax avec P pôles , nous chosissons : 
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maxP
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2
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21
 (IV.52) 
La répartition des pôles lors de cette initialisation est faite de façon logarithmique. 
IV.2.3.6 Algorithme de VF finale 
Dans ce paragraphe, nous présentons une synthèse rapide de l’algorithme que nous avons 
utilisé : 
1 – Détermination d’un jeu de valeur initiale pour an : na  (cf. paragraphe IV.2.3.5) 
2 – Résolution d’un système linéaire permettant de déterminer : nn ed cc ~,,,  (cf. paragraphe 
IV.2.3.2) 
3 – Détermination d’un nouveau jeu de termes pour na  (cf. paragraphe IV.2.3.3). 
4 – Retour à 2 s’il y encore des itérations à faire 
5 – Post traitement afin de calculer cn, d et e à partir du vecteur an final (cf. paragraphe 
IV.2.3.4). 
IV.2.3.7 Remarques générales 
Les auteurs de [53] ont montré que cette approche pouvait être délicate à mener d’un point de 
vue numérique dans les cas suivants : 
1. Le problème linéaire peut devenir mal conditionné si les pôles na  sont réels. Cela peut 
aboutir à une solution inexacte. 
2. Une grande différence entre les pôles de départ et les pôles corrects peut entraîner de 
grandes variations dans les fonctions σ(s) et σ(s)f(s). Dans ce cas, il est possible que la 
méthode des moindres carrés appliquée pour la résolution du système linéaire (IV.38) 
entraîne l’apparition de pôle contenant des erreurs en raisons du mauvais 
conditionnement.  
Dans notre cas, nous avons choisi d’avoir des pôles réels afin d’effectuer simplement la 
synthèse de circuit. Car le comportement des circuit que l’on cherche à réduire est relativement lisse et 
cela signifie que la variation de l’impédance en fonction de la fréquence est lente. Dans ce cas les 
auteurs de [53] ont montré que l’utilisation de pôle réel peut être suffisante. 
Dans l’approche classique, f(s) est une fonction scalaire. Dans notre cas f(s) est un vecteur (des 
éléments Yij(s) de la matrice Y de l’équation (IV.29). Pour traiter ce problème, on considère que tous 
les pôles an sont identiques pour chaque ligne de f(s). En revanche les valeurs de cn, d et e seront 
différentes pour chacune des lignes d’impédance de f(s). 
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IV.2.3.8 Synthèse du circuit obtenu 
Le résultat d’approximation obtenu par (IV.31) peut être synthétisé par le schéma présenté sur la 
Figure IV.5 par la méthode de Foster. Le nombre de pôles an représente le nombre d’élément R-L en 
parallèle. 
…
e
d/1)(sf
1/1 c Pc/1
11 / ca− PP ca /
 
Figure IV.5. Schéma électrique synthétisé de la méthode VF 
Cette figure présente le cas ou l’on a une seule impédance à traiter. Dans notre cas f(s) 
correspond à une matrice (que l’on représente sous forme d’un vecteur). L’équation (IV.31) est 
approximée par l’équation (IV.53) pour chaque élément Yij(s) : 
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Dans ces conditions, le circuit obtenu a la forme suivante : 
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Figure IV.6. Synthèse du circuit électrique après réduction d’ordre et traitement par « Vector 
fitting » pour réduire le nombre de composants 
L’annexe F présente la description du circuit synthétisé dans le logiciel Spice via une Netlist. 
CHAPITRE IV : SYNTHESE DE SCHEMAS ELECTRIQUES TEMPORELS EQUIVALENTS  
 
100 
IV.3. Validation et performance 
 Méthode SPRIM/IOPOR 
Afin de valider notre approche, nous reprenons l’exemple de la modélisation du filtre CEM. Le 
circuit équivalent issu de la modélisation avant réduction possède 711 nœuds, 4762 éléments 
résistances en série avec des inductances couplées (soit 4762*4762 mutuelles inductances) ainsi que 
quelques capacités externes. 85% de ces éléments ne sont pas connus de façon explicite (compression 
par FMM). La gamme de fréquence à étudier va de 1 Hz jusqu’à 100MHz. Ce filtre contient une sonde 
d’impédance. La Figure II.26 présente ce filtre CEM.  
 
Figure IV.7. Structure d’un filtre CEM 
Tout d’abord, nous cherchons à valider la partie réduction d’ordre SPRIM/IOPOR, pour cela 
nous traçons la courbe d’impédance pour deux points d’expansion et la comparons au résultat de la 
courbe d’impédance obtenue avec la version commerciale d’InCa3D (Figure IV.8).  
Ce résultat est obtenu en utilisant les paramètres suivants : 
• Taille de sous espace de Krylov de 7 pour chaque point d’expansion. 
• Deux points d’expansion sont utilisés s0=2π.105 et s1=2π.8.107. 
• La précision de GMRes est fixée à 1E-12, 
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Figure IV.8. Comparaison de deux résultats d’impédance (à gauche) et l’erreur relative (à droite) 
L’écart maximal entre les deux courbes est de 1.4%. Le temps de calcul pour la version 
commerciale pour 81 fréquences est de 22 601 s sur un serveur de calcul et nécessite 4 900 Mo. La 
méthode SRIM/IOPOR nécessite quant à elle moins de 900 Mo et requiers 660 s de calcul.  
Le nombre d’éléments de circuit synthétisés dépend fortement du nombre de nœuds du circuit 
réduit et donc de la taille de sous-espace de Krylov (SEK). La taille du sous espace de Krylov étant de 
7, il est constitué de 15 colonnes. Le nombre de nœuds du circuit réduit sera donc de 15 (nombre de 
colonnes du SEK) + 2 (nombre d’entrées sorties) + 1 (potentiel de référence) = 18 nœuds. 
L’application de la méthode SPRIM/IOPOR seule conduit à un circuit réduit possédant environ 183 
éléments. Nous obtenons ainsi 4590 éléments inductances ce qui n’est pas loin du nombre d’éléments 
de départ qui était de 4765. Toutefois, il est à noter que ces inductances ne sont pas couplées.  
Pour la validation de l’approche de génération du circuit réduit, nous avons exporté le circuit 
synthétisé dans le logiciel SPICE via une netlist (voir la Figure IV.9).  
 
Figure IV.9. Simulation fréquentiel du filtre sous SPICE 
Le résultat d’analyse fréquentielle dans SPICE est comparé avec le résultat de la version 
commerciale InCa3D (voir la Figure IV.10). Le résultat du logiciel InCa3D est considéré comme la 
référence.  
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Figure IV.10. Comparaison de deux résultats d’impédance entre InCa3D et SPICE (à gauche) et l’erreur 
relative (à droite) 
Le résultat obtenu est précis (l’erreur relative maximal est de 1.02%). L’approche 
SPRIM/IOPOR est donc validée. 
 Méthode VF 
Avec le circuit précédent, entre deux nœuds quelconques nous avons 15 éléments R-L en 
parallèle. Le but de la méthode VF est de réduire encore ce nombre. Il est à noter que le temps utilisé 
par la méthode VF est très petit par rapport au temps nécessaire pour générer le modèle réduit 
SPRIM/IOPOR. 
Nous avons testé plusieurs scénarios pour : 
• le choix du nombre d’itérations NVF 
• le choix des fréquences échantillons (nombres et ses valeurs) 
• le choix du nombre de pôles P 
Pour juger de la précision de la méthode VF, nous avons créé le vecteur des valeurs scalaires 
des éléments dans la partie triangulaire supérieure de la matrice Y(s). Ce vecteur  f(s) contient les 
valeurs suivantes :  
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avec un vecteur fsum(s)  : 
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Le résultat obtenu par la méthode VF est ( )sffit , l’erreur RMS (root-mean-square error) est 
définie comme : 
( ) ( )( )( )
( ) 2/1~~
2/1~~
1
2
+⋅
−
=
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+⋅
=
nn
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nn
i
ii
 
(IV.56) 
Puisque tous les éléments de la matrice admittance de nœuds issus de la méthode VF a les 
mêmes pôles an (cf (IV.53)), donc fsum(s) a aussi des même pôles que f(s). Les auteurs de cette 
méthode ont proposé de faire NVF1 itérations pour la recherche des pôles de fsum(s). Ces résultats sont 
des pôles de départ pour appliquer la méthode VF à vecteur f(s), puis NVF2 itérations pour la recherche 
des pôles du vecteur f(s) donc nous avons NVF = NVF1 + NVF2. 
Ils proposent le choix d’un nombre de pôles deux fois plus grand que le nombre de résonances 
trouvées dans la courbe originale. Dans notre cas, nous constatons qu’il y a deux points de résonance, 
donc nous avons choisi 5 pôles. Le nombre de fréquences échantillon est choisi égal au nombre de 
fréquences choisies pour calculer l’impédance. Il y a donc 81 fréquences d’échantillon.  
Les pôles de départ sont choisis par la méthode présentée dans le paragraphe IV.2.3.5 :   
8
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IV.3.2.1 Choix du nombre d’itérations  
Le but de ce choix est d’étudier l’impact du nombre d’itération NVF = NVF1 + NVF2 sur le résultat 
final. Nous avons le Tableau IV.1 pour le choix de NVF1=1 et NVF2=1 
NVF1 NVF2 Erreur RMS 
1 1 0.0048 
Tableau IV.1 Méthode VF avec le nombre d’itération NVF1=1 ; NVF2=1 
Bien que le nombre d’itérations soit petit, le résultat montre que l’erreur RMS est petite. Dans la 
suite, nous allons fixer NVF2=4 et NVF1 va varier comme suivant : 
NVF1 NVF2 Erreur RMS 
1 4 0.0048 
2 4 0.0048 
3 4 0.0048 
4 4 0.0048 
Tableau IV.2 Méthode VF avec le nombre d’itération NVF1=1, 2, 3, 4 ; NVF2=4 
De même manière, nous avons le résultat pour le cas NVF1=4 et NVF2 varie : 
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NVF1 NVF2 Erreur RMS 
4 1 0.0048 
4 2 0.0048 
4 3 0.0048 
Tableau IV.3 Méthode VF avec le nombre d’itération NVF1=4 ; NVF2=1, 2, 3 
Nous constatons que l’erreur RMS est petite pour tous les cas, c'est-à-dire que la méthode a 
convergé en quelques itérations. Le nombre d’itération NVF1 et NVF2 n’influence pas beaucoup le 
résultat. Nous avons choisi une valeur assez importante NVF = 8 (NVF1=4 et NVF2=4).Cette valeur nous 
permet de garantir une faible erreur quelque soit le problème traité. Nous n’avons pas cherché à 
réduire ce nombre d’itérations car le coût en temps de calcul et en place mémoire est très faible. 
IV.3.2.2 Choix des fréquences échantillons (nombres et valeurs) 
Nous voulons également étudier le choix de ces fréquences. Pour cela, nous avons comparé les 
différents nombres de fréquences (voir le Tableau IV.4). Les fréquences sont réparties 
logarithmiquement sur la gamme à étudier (de 1Hz à 100MHz). Les pôles sont fixés à 5, le nombre 
d’itération NVF1= NVF2 =4 
Nfreq Erreur RMS 
11 0.0034 
21 0.0047  
41 0.0048 
81 0.0048 
101 0.0048 
Tableau IV.4 Méthode VF avec des fréquences échantillon différentes 
Le choix des fréquences d’échantillon n’a que peu d’impact sur le résultat. Nous pouvons donc 
utiliser les fréquences d’échantillon identiques à celles où nous avons calculé l’impédance. Dans ce 
cas Nfreq = 81, avec une répartition logarithmique de 1Hz à 100Mhz. 
IV.3.2.3 Choix du nombre de pôles P 
Il faut bien noter que ce choix va influencer le nombre d’éléments du circuit synthétisé (le 
nombre d’élément RL en parallèle). Nous allons donc étudier l’impact de ce choix en conservant les 
paramètres NVF1= NVF2= 4 ; Nfreq = 81. 
P Erreur RMS Nombre d’inductances 
2 0.1504 612 
3 0.0505 918 
4 0.0060 1 224 
5 0.0048 1 530 
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6 0.0016 1 836 
7 7.759E-4 2 142 
Tableau IV.5 Méthode VF avec des pôles différents 
Nous avons constaté que plus il y a de pôles, plus le résultat est précis mais cela augmente le 
nombre d’élément du circuit réduit. Nous avons tracé les courbes d’impédance et l’erreur relative avec 
différents pôles (Figure IV.11) :  
 
Figure IV.11. Comparaison entre InCa3D et la méthode SPRIM/IOPOR/VF avec différentes pôles 
Les pôles réels donnent un résultat précis. Avant l’application de la méthode VF, nous avions 15 
éléments RL en parallèle. Le choix du nombre de pôles fixé à 5 est suffisamment précis pour les 
fréquences qui inférieures à 1 MHz. Le nombre de pôles fixé à 7 est assez précis et proche du résultat 
d’InCa3D sur toute la plage fréquence étudiée. Un nombre fixé à 6 parait un bon compromis.  
Pour la méthode VF, le choix du nombre de pôles a un grand impact sur la précision du circuit 
réduit. Le choix dépend de la gamme de fréquence étudiée. Le résultat est acceptable avec un nombre 
de pôles deux fois plus important que le nombre de résonance.  
Notons que le circuit original de ce filtre CEM issu de la méthode PEEC brute est de taille trop 
importante et qu’il est impossible de faire la simulation temporelle dans le logiciel SPICE. Avec 
l’approche présentée, le comportement du filtre sera correct tout en ayant un circuit avec un nombre 
restreint de composant.  
IV.4. Conclusions 
Dans ce chapitre, nous avons présenté une méthode de synthèse de circuit du modèle d’ordre 
réduit obtenu à partir de la chapitre III. L’originalité de l’ensemble du travail des chapitres III et IV est 
de générer un circuit réduit de petite taille et passif (sans sources de courant ou tension) et cela tout en 
utilisant des FMM.  
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Ces développements permettent de simuler un circuit réduit tout en tenant compte 
correctement de son comportement dynamique ce qui était un problème dans la version actuelle 
d’InCa3D. De plus il est maintenant possible de réduire des circuits contenant des capacités. 
L’approche proposée dans ce chapitre a pu être validée en comparant une impédance 
équivalente entre une résolution classique et notre approche. 
Les difficultés à résoudre dans l’avenir sont : 
• Les éléments du circuit réduit peuvent être négatifs puisque ce sont des modèles 
mathématiques (cela peut être potentiellement gênant pour les simulateurs temporels). 
• Le nombre des éléments du circuit synthétisé évolue en fonction du carré du nombre de 
nœuds. Cela conduit encore à un grand nombre d’éléments dans le cas ou l’on aurait un 
nombre important de sondes d’impédance. 
On va s’intéresser, dans le chapitre suivant, à l’application de cette méthode pour l’étude d’un 
cas réel. 
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CHAPITRE V :  
Applications à la modélisation d’un dispositif réel 
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V.1. Introduction 
Ce chapitre est dédié à la modélisation d’un dispositif réel par les méthodes présentées dans les 
chapitres précédents. L’objectif de ce chapitre est d’illustrer les potentialités des méthodes 
développées dans le cadre de l’étude du foudroiement des avions. Cette partie des travaux présentés 
dans cette thèse ont été réalisé dans le cadre du projet FUI PREFACE qui regroupe de nombreux 
industriels de l’aéronautique (Hispano-Suiza, Aircelle, Labinal, Dassault Aviation, EADS Innovation 
Works, Eurocopter entre autres) ainsi que des partenaires académiques (Supélec, ONERA, 
LAPLACE, et G2eLab entre autres).  Ces travaux ont été menés en collaboration avec Ali Jazzar 
doctorant au G2ELab travaillant sur le projet. Celui-ci vise à modéliser le phénomène de foudroiement 
d’un avion composite au travers d’une thèse intitulé « Modélisation de chocs de foudre sur les 
avions » [55] [56] effectuée au G2Elab. Le lecteur intéressé par cette problématique pourra ainsi se 
reporter à la lecture de sa thèse. 
L’industrie aéronautique conçoit les avions de demain en suivant deux tendances : plus 
électrique et plus composite. Si les intérêts sont multiples et connus, certaines conséquences sont 
moins bien maîtrisées. Entre autres, la vulnérabilité des réseaux électriques exposés aux effets 
indirects de la foudre demande la conception de protections innovantes. Cela suppose une meilleure 
évaluation des courants induits dans la structure devenue complexe de part les différentes échelles qui 
la caractérisent, mais également de part l’introduction de matériaux de conductivités très différentes 
(rapport de l’ordre de 8000 entre l’aluminium et le composite). En outre, la nécessaire prise en compte 
de ces contraintes en phase amont d’un projet ainsi que l’exigence de diminution de coût fait que 
l’utilisation de moyens numériques de simulation est privilégiée. 
Dans ce contexte, il apparaît que certaines méthodes sont préférables pour la modélisation des 
effets indirects de la foudre. La nature de cette source d’excitation guide le choix de la méthode. En 
effet, la forme d’onde du courant foudre appliquée dans un calcul 3D est normalisée, de type bi-
exponentiel. C’est donc un signal impulsionnel (de type sinus amorti) et basses fréquences (de 
l’énergie jusqu’à 1 MHz environ) qui attaque l’avion ou un de ses sous-systèmes. A l’intérieur de 
celui-ci, les lignes de courant se répartissent entre les différentes parties qui le composent au prorata 
de leurs résistances (composantes basses fréquences) et inductances (composantes moyennes 
fréquences). La méthode PEEC basses fréquences peut donc répondre à ces besoins puisqu’elle permet 
efficacement (c.à.d. sans mailler l’air) de faire une projection d’un modèle 3D de la structure vers un 
modèle de type circuit (éléments R, L, M). En accord avec la nature de l’excitation, ce résultat peut 
alors être utilisé dans une simulation temporelle. En outre, il est important de pouvoir disposer de 
paramètres sur le modèle à des fins d’optimisation de la structure (position des faisceaux de câbles, 
nombre et positions des rivets par exemple). 
Dans la perspective de fournir une réponse industrielle à cette problématique, notre 
collaboration née dans le cadre du projet PREFACE doit permettre de proposer une méthodologie de 
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modélisation de dispositifs réalistes (un caisson) couplée à une campagne de mesures pour valider les 
modèles. 
Ce chapitre expose les améliorations qui seront apportées au solveur du logiciel à travers la 
modélisation d’une partie représentative d’un avion. Dans un premier temps, une description de la 
maquette du caisson d’avion est présentée. Dans notre travail, on a repris la modélisation et les 
résultats d’un prototype de « caisson » dans la version InCa3D actuelle en comparant les performances 
de résolution entre la version actuelle d’InCa3D et celle en développement à la fois en termes de 
rapidité et de taille des matrices obtenues mais aussi de pertinence des résultats sur le prototype étudié.  
Quelques pistes de discussion sur la modélisation électromagnétique sont abordées à travers les 
répartitions de courant sur le caisson en fonction de la fréquence et des résultats de simulation 
temporelle à l’aide du logiciel Portunus [57] 
V.2. Modélisation du prototype « caisson » 
Dans ce paragraphe, nous présentons une comparaison entre la nouvelle technique proposée et- 
la technique classique implantée dans la version commerciale d’InCa3D en termes de performances. 
 Synoptique du logiciel InCa3D 
Le logiciel de modélisation en trois dimensions basées sur la méthode PEEC inductive, InCa3D 
a été développé par le G2Elab et depuis quelques années, il est co-développé et commercialisé par la 
société CEDRAT. La Figure V.1 présente les principales étapes lorsque l’on construit et résout un 
problème de type PEEC inductif. 
Description géométrie/physique/électrique
Maillage des conducteurs1D/2D
Extraction des composants résistifs et inductif
Établissement d’équations circuits
Conducteurs alimentés Réduction d’impédances
Exploitations des résultats
Etape 1:
Etape 2:
Etape 3:
Etape 4:
Etape 5:
 
Figure V.1. Synoptique du principe de modélisation du logiciel InCa3D 
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Etape 1 : Description du problème à modéliser sur InCa3D : l'ensemble des conducteurs 
physiques ainsi que le circuit électrique (sources de courant ou de tension et éléments passifs de type 
résistance, inductance, ou condensateur ainsi que les liaisons équipotentielles entre les conducteurs).  
Etape 2 : Le principe adopté est alors de subdiviser les conducteurs en plusieurs éléments dans 
lesquels la densité de courant est supposée uniforme. La technique de maillage est adaptée à la forme 
des conducteurs ainsi qu’à la fréquence donnée en étape 1. 
Etape 3 : Calcul des éléments R, L et M de chacune des subdivisions physiques et écriture des 
équations de relation courant/tension sur les éléments maillés et sur le reste du circuit électrique. 
Etape 4 : Deux possibilités 
• Avec l’application Conducteurs alimentés, l’utilisateur analyse la structure dans son 
environnement électrique, le résultat principal est le courant qui circule dans les conducteurs.  
• Avec l’application Réductions d’impédances, l’utilisateur déduit du calcul PEEC les 
caractéristiques équivalentes qui l’intéressent. Le résultat principal est l’impédance de portions du 
circuit définies par l’utilisateur à l’aide de sondes d’impédance. 
Etape 5 : Exploitations des résultats : 
• Conducteurs alimentés : à partir du courant, un certain nombre de grandeurs 
électromagnétiques peuvent être calculées :  
• l’induction magnétique B au voisinage des conducteurs  
• l’effort électrodynamique entre conducteurs (force de Laplace)  
• la puissance dissipée dans les conducteurs (pertes par effet Joule)  
• Réductions d’impédances : les impédances des conducteurs, quant à elles, peuvent être 
injectées dans un simulateur de circuit de type PORTUNUS, SABER, ou exportées dans les langages 
de type SPICES, MODELICA, VHDL-AMS,… 
 Description du cas d’étude 
L’objet d’étude est un caisson de grande taille correspondant à la carlingue d’un avion 
composite [56]. Cet objet correspond au dispositif qui sert de validation (confrontation mesure – 
simulation) dans le cadre du projet PREFACE (Figure V.2  à gauche). Il est constitué de plaques en 
matériau composite liées entre elles par des équerres isolantes et maintenues par des rivets. Après 
simplification de la géométrie, une description est faite dans le logiciel InCa3D (Figure V.2 à droite). 
CHAPITRE V : APPLICATIONS A LA MODELISATION D’UN DISPOSITIF REEL  
 
111 
 
Figure V.2. Image du caisson (à gauche), et (à droite) celle décrite dans InCa3D 
A l’intérieur du caisson, des câbles métalliques courent le long des différentes parois. Pour 
analyser la répartition du courant foudre entre les câbles métalliques et la peau carbone, un courant est 
injecté ponctuellement sur le caisson. Ainsi, l’étude du comportement des courants sur les surfaces 
composites de la boite et le comportement des courants de court-circuit dans les fils électriques placés 
à l’intérieur de la cavité peut être réalisée. En effet, il apparaît des phénomènes complexes de 
redistribution des courants dans l’ensemble de la structure liés aux effets de peau et de proximité, du 
fait de la géométrie complexe et du contenu harmonique des signaux impliqués. Cette étude a été 
abordée à la fois de manière numérique et expérimentale avec la volonté de comprendre les effets de la 
foudre sur ces matériaux composites et pour confronter la méthode PEEC à des résultats pratiques. 
Une campagne de mesures, en fréquentiel, a été effectuée en collaboration avec l’entreprise EADS et 
le laboratoire ONERA dans les locaux de EADS à Paris au cours de laquelle plusieurs configurations 
ont été imaginées [56].  
 Courants et densité du courant 
La géométrie du caisson présentée Figure V.2 a été décrite dans le logiciel InCa3D. Dans un 
premier temps nous avons modélisé le caisson avec un maillage simple. Après la résolution avec 
InCa3D sur une gamme de fréquences allant de 1 Hz jusqu'à 1 MHz, la densité de courant circulant 
dans le dispositif a été tracée. D’après la Figure V.3 à gauche, il peut être remarqué qu’en basses 
fréquences la densité du courant circule uniformément sur le caisson. En s’approchant du point de 
sortie, la densité de courant croît pour retrouver la valeur qu’elle avait au point d’injection. En 
revanche, quand la fréquence augmente, le courant a tendance à circuler seulement sur les périphéries 
(Figure V.3 au milieu) ou sur les parties du caisson qui se trouvent en vis-à-vis des conducteurs 
(Figure V.3 à droite). Ce phénomène est appelé effet dit « de proximité ». L’effet de peau sur le plan 
de masse métallique peut également être visualisé, car la densité du courant commence à circuler sur 
la périphérie de la plaque avec l’augmentation de la fréquence. 
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Figure V.3. Simulations de la densité du courant, à 1 Hz (à gauche), à 1 MHz (au milieu et à 
droite). 
Des câbles, représentants les différents faisceaux d’une structure réelle, ont été insérés à 
l’intérieur de la structure caisson. Par simulation la répartition du courant dans les différents câbles et 
la proportion du courant circulant dans l’enveloppe a pu ainsi être modélisée. Cette répartition évolue 
avec la fréquence ainsi qu’avec la nature du matériau constituant le caisson (aluminium ou composite) 
[28]. 
Comme mentionné précédemment, des mesures ont été effectuées et permettent de valider les 
simulations sur une gamme de fréquences allant de 1 Hz jusqu'à 1 MHz (Figure V.4). Ceci permettra 
de mettre en avant le degré de validité de notre modèle et les avantages de l’outil utilisé. 
A l’intérieur du caisson, un câble d’une longueur de 1.05 m est connecté au milieu de la plaque 
1, et à une hauteur de 50 mm (Figure V.4 à gauche). Après injection d’un courant dans le caisson, le 
courant qui passe dans le câble est mesuré. Cette configuration a été modélisée sur InCa3D, nous 
avons comparé les deux résultats (Figure V.4 à droite). 
Les résultats présentent un très bon accord sur toute la gamme de fréquence : en basse fréquence 
le courant circule sur les parties les moins résistives, dans le cas étudié il s’agit du câble qui est à 
l’intérieur du caisson, et cela représente environ 50% du courant injecté. En revanche, en haute 
fréquence, le courant circule dans les parties les moins inductives constituées par les plaques en 
composite. Une très faible quantité de courant circule dans le câble. 
 
Figure V.4. Comparaison des simulations et de la mesure avec H=50 mm 
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On peut constater que les performances électriques du panneau en composite sont dégradées 
essentiellement en basse fréquence. Par contre, en haute fréquence il offre une protection 
électromagnétique équivalente à celle d’un panneau métallique (voir la Figure V.5) 
   Avion métallique          Avion composite 
 
Figure V.5. Redistribution fréquentielle du courant foudre (1 Ampère injecté). 
Notons que ce résultat est obtenu avec un maillage léger. Nous avons ensuite maillé plus 
finement pour comparer les performances des deux versions du solveur (version InCa3D commerciale 
et la version développée dans le cadre de ces travaux). Le tableau suivant présente les temps de calcul 
nécessaire pour construire la matrice MMI (détection des mailles indépendantes) : 
 Version actuelle Version développée Gain (fois) 
Durée de recherche des mailles 
indépendantes (s) 
2753 3 918 
Tableau V.1 Comparaison des performances lors de la détection des mailles indépendantes entre 
l’ancienne et la nouvelle approche  
On observe que dans ce cas de figure concret la nouvelle approche est 900 fois plus rapide. Il est 
à noter que ce résultat n’est pas général et dépend du système traité. 
Le Tableau V.2 se propose de comparer les performances de résolution entre la version actuelle 
du solveur et la nouvelle stratégie basée sur les FMM. Il est important de noter que la première 
simulation ne peut aboutir que sur un serveur de calcul disposant de 32 Go de RAM et 8 processeurs. 
Par contre la version FMM fonctionne sur un PC standard Core 2 Duo avec 3 Go de mémoire vive 
(système 32 bits limitant l’utilisation de RAM à 2Go soit en réalité 1.6Go pour la JVM). Le problème 
contient 12121 éléments de maillage (subdivisions), 7996 nœuds mais seulement 6149 inconnues de 
type mailles indépendantes. 
 Solveur actuel Solveur FMM Gain (fois) 
Mémoire utilisée (Mo) 24000 900 26,6 
Temps de résolution (min) 618.8 45.3 13.6 
Tableau V.2 Comparaison des performances du solveur entre versions de logiciel  
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Les paramètres d’algorithme de compression de FMM sont fixés comme suit : 
• Type de FMM : constant 
• Niveau de découpage : 6 
• Degré polynôme de Legendre : 2 
• Prise en compte de la taille des éléments 
• Tolérance de dépassement 0% 
• Type de gestion de mémoire FMM : 0 (sauvegarde des interactions) 
Les paramètres du solveur FMGRes et préconditionnement : 
• Critère d’arrêt du processus itératif appliqué sur la norme du résidu 1E-7 
• Taille du sous espace de Krylov est 200. 
• Utilisation technique de préconditionnement « inner-outer ». Préconditionneur inner du 
type de bloc diagonal : taille maximale des blocs préconditionneur est de 400 éléments 
La Figure V.6 présente les différents résultats obtenus en fonction de la technique employée. 
 
Figure V.6. Comparaison des différentes simulations et de la mesure 
La Figure V.6 montre que tous les résultats sont proches des résultats de mesure. La différence 
maximale entre le résultat de la version InCa3D commerciale maillage fin et celle de FMM est de 
0.7%.  
On peut noter également que la méthode PEEC inductive ne nécessite pas un maillage très fin et 
que l’on peut se contenter dans un grand nombre de cas (en fonction des grandeurs étudiées) d’un 
faible maillage du dispositif.- 
 Simulation temporelle 
Pour accéder à une information utilisable pour les industriels de l’aéronautique, un schéma 
équivalent du dispositif étudié sur une gamme de fréquences donnée doit être extrait. Ce circuit est 
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ensuite implanté dans un logiciel de type circuit pour alors obtenir la réponse temporelle en 
l’alimentant avec une source qui permettra de décrire fidèlement la foudre. 
Traditionnellement, les techniques de simulation dans le domaine temporel reposent sur la 
méthode FDTD. Mais, il est difficile de décrire finement la géométrie de l’aéronef ou du système (de 
l’avion entier aux parasites des câbles), car elle impose un pas temporel fin pour simuler des 
phénomènes de plusieurs centaines de microsecondes, ce qui accroît très rapidement les temps de 
calcul. 
L’objectif de cette simulation est de connaître l’impact du choc de foudre sur le câble à 
l’intérieur du caisson composite. La plateforme logicielle (InCa3D + Portunus) est testée. Avec 
InCa3D, le circuit représentant le caisson est obtenu à l’aide de sondes d’impédances qui vont 
permettre de donner les points d’entrée et sortie de la matrice impédance ainsi que les connexions 
(voir la Figure V.7). 
Z1
Z5
Z6
Câble en métallique
Câble pour le  retour 
du courant
Z1
Z4
Z3 Z2
Sonde impédance
Caisson en composite
Câble à l’intérieur en aluminium
 
Figure V.7. Des sondes d’impédances du prototype de caisson 
 
Dans le cas du caisson avec un seul câble à l’intérieur, six éléments : caisson en composite 
composé de quatre plaques (4 sondes), câble en aluminium (1 sonde), câble de retour du courant (1 
sonde), ont été identifiés et le schéma bloc correspondant a été généré.  
Dans la version d’InCa3D actuelle, le circuit réduit du caisson contient les sources contrôlées et 
il dépend de chaque fréquence. Avec la nouvelle technique présentée dans les chapitres III et IV, nous 
pouvons obtenir le circuit synthétisé contenant des éléments passifs R C L qui ne dépendent pas de la 
fréquence. Dans les deux cas, les circuits sont mis sous forme d’une Netlist (par le format de SPICE). 
A partir d’InCa3D, ces résultats sont exportés dans un fichier du type Portunus (solveur circuit 
commercialisé par Cedrat). La Netlist du circuit synthétisée (représentée par un macro bloc sous 
l’interface de SPICE) est présentée en Figure V.8 en bas. La forme et les valeurs des courants sont 
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obtenues après excitation du macro bloc par un courant dont la forme d’onde normalisée (Figure V.8 
en haut) est représentative d’un courant de foudre (Wave form A). 
 
Figure V.8. Forme A du courant de foudre en haut - Injection du courant de foudre dans le 
macro-bloc d’InCa3D dans Portunus en bas. 
La forme d’onde A de la foudre possède deux régimes : lors des premières microsecondes, le 
régime transitoire correspondant aux hautes fréquences s’installe pour se transformer après 10 
microsecondes, en régime lent correspondant aux basses fréquences.  
Avec la version InCa3D actuelle, le circuit réduit est fonction de la fréquence. Pour pouvoir 
simuler la forme d’onde du courant de foudre dans le macro bloc d’InCa3D, nos obtenons des 
résistances et des inductances de valeurs fixes sur la gamme de fréquences considérées. Les éléments 
inductifs sur ce schéma électrique sont bien évidemment couplés par mutuelle inductance, 
graphiquement non représentée pour plus de clarté. 
A contrario, notre travail (méthode SPRIM/IOPOR/VF) permet de générer un schéma électrique 
équivalent RCL indépendant de la fréquence, sans inductance couplée pour être plus aisé à utiliser en 
simulation temporelle. Dans ce cas, nous allons comparer le résultat de deux méthodes avec la mesure. 
L’objectif de cette simulation est de valider la méthode PEEC dans le domaine temporel. Nous 
voulons comparer le résultat de simulation du courant dans le câble à l’intérieur (sonde 5) avec la 
mesure. Ainsi les deux modèles sont : 
• Circuit dépendant de la fréquence issue de la version InCa3D actuelle 
• Circuit indépendant de la fréquence issue de notre méthode SPRIM/IOPOR/VF 
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Tout d’abord nous avons calculé la courbe d’impédance d’ensemble du caisson pour connaître 
ses variations ainsi que le domaine de validité d’InCa3D. La sonde d’impédance est connectée entre le 
point d’entrée et le point sortie du courant. 
 
Figure V.9. Résistance et inductance du caisson en fonction de la fréquence 
Le résultat montre que les méthodes développées donnent de bons résultats en comparaison 
avec la version InCa3D commercial. L’inductance équivalente et la résistance ne changent pas de 0 
jusqu’à 1 kHz. Il est donc possible d’utiliser un modèle indépendant de la fréquence dans cette 
gamme. Nous pouvons utiliser le circuit issu de la version commerciale d’InCa3D. 
Nous avons exporté le circuit généré par InCa3D pour f0 = 1kHz, ce circuit contient des 
inductances couplées et mais sa dimension est petite (6*6 mutuelles inductances).  
Pour la méthode SPRIM/IOPOR, nous utilisons un point de d’expansion choisi à s0= 2π.f0 pour 
le développement autour 1kHz. Ce problème est un problème multi entrée et multi sortie (plusieurs 
sondes impédances) donc la taille de circuit synthétisée est assez importante. Pour ce cas, nous avons 
choisi une taille de sous espace de 1, le circuit génère par cette méthode contient alors 395 éléments 
inductances non couplés et 13 nœuds. La comparaison entre la simulation dans Portunus et la mesure 
de courant du câble à l’intérieur (sonde 5) est présentée dans la Figure V.10. 
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Figure V.10. Comparaison de la répartition du courant foudre dans le câble de l’intérieur du 
caisson entre la mesure et la simulation InCa3D et SPRIM/IOPOR 
Avec notre approche le résultat est très intéressant puisque le circuit ne dépend pas de la 
fréquence comme celui dans InCa3D. Remarquons par exemple que pour le courant dans les premières 
millisecondes, les résultats retournés par la méthode indépendante de la fréquence ne sont pas si bon. 
A contrario, notre nouvel algorithme semble être plus précis.   
Pour réduire du nombre d’éléments RL en parallèle, nous avons appliqué la méthode VF avec 
un nombre de pôles différent p= 2, 3, 4. Les autres paramètres de cette méthode n’ayant pas influence 
sur le résultat sont fixés  : nombre d’itération NVF = 4 + 4, nombre de fréquence d’échantillon Nfreq=81 
(de 1 Hz à 108 Hz avec la répartition logarithmique).  
VF, p=2
VF, p=3
VF, p=4
Mesure
 
Figure V.11. Comparaison de la répartition du courant foudre dans le câble de l’intérieur du 
caisson entre la mesure et la simulation VF avec différentes pôles 
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Avec un nombre de pôles égal à 4, le résultat de simulation obtenu est assez précis par rapport à 
la mesure. La méthode VF permet de réduire d’environ 30% le nombre d’inductances, le nouveau 
circuit possédant 263 inductances. Le résultat permet aussi de valider l’ensemble de nos 
développements dans le domaine temporel.  
Plus généralement, notons que ce dispositif expose clairement le problème du foudroiement des 
avions composites : environ 20% du courant de la foudre va pénétrer dans le câble à l’intérieur du 
caisson. La méthode PEEC est une bonne candidate pour l’étude de ce phénomène crucial pour la 
sécurité des avions.  
V.3. Conclusions  
Les résultats confirment la validité de la méthode PEEC pour le calcul des trajets de courant lors 
du foudroiement des avions. Notre nouvelle approche a pu être validée d’un point de vue pratique avec 
une confrontation entre mesures et simulations sur un dispositif représentatif dans le domaine de 
l’aéronautique. La réduction 3D vers 0D de la méthode PEEC via des méthodes SPRIM/IOPOR/VF 
permet d’exporter un circuit indépendant de la fréquence et de simuler temporellement les structures 
soumises aux sources d’excitation de la foudre. 
Plus généralement ; nous disposons donc d’une méthode efficace pour évaluer en fréquentiel et 
en temporel les répartitions de courant dans les différentes parties d’un système pouvant être de 
géométrie de complexité industrielle. 
Les expérimentations étant très délicates (voire coûteuses) sur ce genre de dispositifs, la 
simulation sera donc d’un apport indéniable pour tester la pertinence de solutions envisagées. Ainsi 
ayant confiance dans le modèle généré, on peut donc s’autoriser à faire varier des paramètres afin non 
seulement de confirmer certaines tendances de comportement mais aussi les quantifier par exemple via 
l’étude paramétrique dans ce logiciel.   
Au travers de l’application étudiée, nous avons démontré que la méthode intégrale PEEC peut 
répondre à des besoins de simulations numériques sur des dispositifs complexes, comme les réseaux 
de bord des avions. 
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Conclusions et perspectives 
 
L’objectif principal de ce travail de thèse était d’améliorer les performances de la méthode 
PEEC inductive afin de pouvoir traiter des dispositifs ayant une complexité importante (contenant un 
grand nombre de subdivisions). Pour cela, une approche à base de compression matricielle a été 
choisie. Il a donc était nécessaire de chercher comment adapter et améliorer les méthodes 
classiquement employées dans le cas ou l’on a la présence d’une compression matricielle. La 
principale difficulté de la compression matricielle est que la matrice décrivant le système n’est plus 
connue de façon explicite. La principale conséquence de cette propriété est que la seule opération 
algébrique autorisée et valable quelque soit la technique de compression employée est un produit de 
type matrice – vecteur. 
Lorsque l’on utilise une méthode PEEC inductive deux grandes familles de résultats sont 
recherchées : 
• Des résultats de type densité de courant nécessitant une (ou des) résolutions de système 
linéaires dans le domaine fréquentielle. 
• Des résultats de type impédances entre différents ports afin soit d’étudier l’évolution de 
l’impédance en fonction de la fréquence soit permettre la modélisation d’interconnexion 
électrique dans les simulateurs temporels avec en général un objectif de simulation 
système. 
Le chapitre II de ce document présente, en plus de la méthode PEEC, la façon dont nous avons 
choisi de déterminer les courants avec l'aide de compression matricielle (dans notre cas FMM). Les 
résultats obtenus sont très satisfaisants en terme de réductions de la place mémoire et en terme de 
temps de calcul par rapport à une version sans compression. Nous avons également constaté que 
l’erreur entraînée par cette compression était de l'ordre du pour-cent, les tests ayant été réalisés sur des 
dispositifs réalistes. Les principaux apports sur cette partie sont : 
• Proposition d’une recherche de mailles indépendantes permettant de favoriser les petites 
mailles et conduisant à ramener les termes connus autour de la diagonale. Cela conduit 
à une résolution nécessitant moins d’itérations. 
• Adaptation des traitements des équations de circuit afin de travailler à base de produit 
matrice – vecteur. 
• Développement d’un préconditionneur spécifique afin de travailler avec un simple 
produit matrice – vecteur. 
Les chapitres III et IV ont traité plus spécifiquement du second aspect, le calcul d’impédance 
entre différents points en utilisant les techniques de compression matricielle. Afin d’atteindre cet 
objectif nous avons choisi une approche à base de réduction d’ordre suivi d’une synthèse de circuit. 
Cette approche permet d’avoir un modèle simplifié, léger en espace mémoire et en temps de calcul. Ce 
modèle d’ordre réduit peut ensuite être employé dans des outils de simulation temporelle permettant 
CONCLUSIONS ET PERSPECTIVES  
 
121 
ainsi d’avoir une représentation système des interconnexions électriques. Les apports sur cette partie 
sont essentiellement les suivants : 
• Choix puis adaptation de méthodes de réduction d’ordre à base de sous espace de 
Krylov. La principale difficulté étant de devoir employer seulement des produits 
matrice – vecteur. 
• Réduction d’une partie du schéma électrique issue de la synthèse de circuit. 
Les différents développements effectués ont tous été validés sur des dispositifs réels et ont été 
confrontés à des résultats issus de mesures et/ou de simulation. Dans l’ensemble des tests les écarts 
sont faibles. Ces expériences numériques ont également pu mettre en évidences l’influence des 
différents paramètres de réglage et présentés quelques compromis entre complexité (temps de calcul et 
place mémoire) et précision des résultats obtenus. En outre ces expériences ont permis de trouver les 
paramètres faiblement influents. 
 
Les résultats obtenus sont satisfaisants, toutefois différentes améliorations peuvent être 
envisagées : 
• Les phases de résolution, malgré la mise en place d’un premier préconditionneur 
spécifique à la compression matricielle, pourraient être améliorées. Une voie 
envisageable est d'employer certaines propriétés algébriques de la compression 
matricielle choisie, mais cela ne permet plus d’avoir un préconditionneur indépendant 
de la technique de compression. 
• L’ensemble des études présentées ont été effectuées en employant une méthode de type 
AMLFMM comme compression matricielle. Il serait intéressant de voir le 
comportement d’autre méthode de compression tel que ACA [58] qui laisse présager de 
très bons résultats tout en permettant d’accéder à d’autres propriétés qu’un simple 
produit matrice – vecteur.  
• Les schémas issus de la synthèse de circuit possèdent un grand nombre d’éléments dans 
le cas ou l’on a un nombre important de ports d’entrée/sortie malgré la réduction 
appliqué en seconde phase (vector fitting). Il serait nécessaire de réfléchir à une 
technique pour réduire encore ce nombre. 
• Dans les méthodes de réduction présentées dans ce document, nous n’avons pas cherché 
à mettre en place une procédure automatique pour fixer les différents paramètres de 
réglages (taille sous espace de Krylov, nombre de points d’expansion et valeur). Or 
étant donné les très bons résultats que l’on obtient avec un point en 0, il semble que l’on 
doit pouvoir mettre en place une stratégie automatique pour régler des paramètres qui 
sont assez délicats. 
• Il serait intéressant d’explorer une utilisation directe du modèle réduit sans passer par 
un circuit électrique équivalent. Il est certain que cela doit être permis par l’outil de 
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simulation temporelle. Toutefois une représentation directe du système d’état réduit 
serait la démarche la plus simple et qui permettrait de résoudre le grand nombre 
d’éléments présent à l’issue de la synthèse de circuit. 
• Les travaux présentés ici sont totalement compatibles avec d'autres travaux sur le 
développement des méthodes intégrales tels que ceux de [12]. Par conséquent il serait 
intéressant de tester la réduction d’ordre afin d’obtenir un modèle « système » d’un 
dispositif contenant des matériaux magnétiques linéaires. De même, cette approche de 
réduction d’ordre pourrait être employée sur des méthodes numériques autre que les 
méthodes intégrales. Elle pourrait par exemple être employée pour effectuer des 
simulations temporelles de dispositifs modélisés par éléments finis.  
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ANNEXE A. Comparaison des méthodes de description 
du circuit PEEC 
A.1. Méthode de nœuds indépendants 
Si le circuit est constitué des éléments suivant : R, C, L (couplée), sources de tension V et 
sources de courant I. La matrice d’incidence nœuds indépendants – branches organisé par type de 
branches R, C, L, source de tension et source de courant peut s’écrire de la façon suivante : 
]  [ SCSTRCLcomplet AAAA =  (A.1) 
• Acomplet(i,j) = 0 si la branche j n’est pas connecté au nœud i 
• Acomplet (i,j) = -1 si la branche j arrive au nœud i 
• Acomplet (i,j) = 1 si la branche j part du nœud i. 
A partir de cette matrice, il est possible de construite une matrice que l’on nomme matrice 
incidence des nœuds indépendants et que l’on note A dans la suite de cette annexe. Cette matrice peut 
se construire simplement en supprimant une ligne de la matrice Acomplet pour chaque circuit 
indépendant. Il est à noter qu’afin d’être efficace d’un point de vu numérique il est préférable de ne 
pas supprimer n’importe quelle ligne. Cette suppression de ligne revient à fixer un potentiel nul sur 
chacun des circuits indépendants afin de fixer un potentiel. 
Il est donc possible de décomposer les vecteurs représentant les courants de branches IB et les 
tensions de branches UB comme suit : 
]  [ BSCBSTBRCLB IIII =  (A.2) 
]  [ BSCBSTBRCLB UUUU =  (A.3) 
Par la loi de Kirchhoff, la tension de nœuds indépendants VNI est définie comme :  
BNI
T UVA =⋅  (A.4) 
Si nous écrivons pour des éléments RCL, les sources de tension et les sources de courant : 
BSCNI
T
SC
BSTNI
T
ST
BRCLNI
T
RCL
UVA
UVA
UVA
=⋅
=⋅
=⋅
 (A.5) 
La loi de Kirchhoff pour les courantes IB est : 
0=⋅ BIA  (A.6) 
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Où nous pouvons écrire : 
0=⋅+⋅+⋅ BSCSCBSTSTBRCLRCL IAIAIA  (A.7) 
La loi d’Ohm pour les éléments RCL : 
NI
T
RCLBRCLBRCLBRCL VAUIZ ⋅==⋅  (A.8) 
A partir des équations (A.5), (A.7) et (A.8) nous trouvons : 
• Les connues sont les courants de sources de courant IBSC et les tensions de sources de 
tension UBST 
• Les inconnues sont les tensions de nœuds indépendants VNI, les courants dans des 
branches RCL IBRCL et les courants des sources de tension IBST  
Nous avons donc l’équation (A.9) :  










−
⋅−
=




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
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
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−
−
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 (A.9) 
La 3ième ligne de l’équation (A.9) nous donne : 
NI
T
RCLBRCLBRCL VAZI ⋅⋅=
−1
 (A.10) 
NI
T
RCLBRCLRCLBRCLRCL VAZAIA ⋅⋅⋅=⋅
−1
 (A.11) 
En remplaçant dans la 1ième ligne de l’équation (A.9) (élimination des inconnues IBRCL) nous 
avons l’équation (A.12) : 






−
⋅−
=





⋅

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−
⋅⋅
−
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RCLBRCLRCL
U
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I
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0
1
 (A.12) 
Cette équation décrit la méthode de nœuds indépendants du circuit RCL. 
A.2. Comparaison entre méthode de mailles indépendantes et 
méthodes de nœuds indépendants 
Pour une structure de circuit donnée nous notons : 
• B nombre de branches de la structure 
• N nombre de nœuds de la structure 
• MI nombre de mailles indépendantes pour décrire la structure 
• NSC nombre de sources de courant 
• NST nombre de sources de tension 
• NCI nombre de circuits indépendants 
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L’équation suivante lie B, N et M pour chaque circuit (théorème d’Euler) est : MI = B - (N - NCI) 
• Nombre de nœuds indépendants est : NI = N - NCI  
• Nombre d’inconnues pour l’équation (A.9) : NI + B - NSC = N - NCI + B - NSC 
• Nombre d’inconnues pour l’équation (A.12) : NI +NST = N - NCI + NST 
• Dimension de la matrice ZBRCL est : B - (NSC+NST) 
Méthode de nœuds indépendants 
(A.9) (A.12) 
Méthode de mailles 
indépendantes 
Factorisation d’une matrice  
(N - NCI + B - NSC) 
Inversion d’une matrice ZBRCL 
(B - (NSC+NST)) 
Factorisation d’une matrice 
(N - NCI + NST) 
Factorisation LU d’une matrice  
MI= B - (N - NCI) 
Tableau A.1 Opération pour les méthodes de nœuds indépendants et nœuds indépendants 
En général, le nombre NSC et NST sont petits et N - NCI >> NSC + NST. Nous avons :  
MI= B - (N - NCI)  <<    B - (NSC + NST)    <<   B + N - NCI - NSC 
La méthode de résolution direct demande l’inversion ou factorisation de la matrice à résoudre 
(la complexité O(n3)) donc pour ce cas, vue du nombre d’opérations de calcul, la méthode de mailles 
indépendantes est optimal au nombre des inconnues ainsi que la complexité de calcul. 
La méthode de résolution itérative demande de calculer le produit de type matrice-vecteur (la 
complexité O(n2)). Dans certain cas, le nombre d’inconnues de l’équation (A.12) est inférieur à celle 
de la méthode de mailles indépendantes mais la de la matrice ZBRCL à l’inverse est toujour supérieur de 
nombre d’inconues de la méthode de mailles indépendantes. Donc pour chaque produit à calculer, la 
méthode de mailles indépendantes est le plus lèger.  
Prenons l’exemple dans le paragraphe II.2.3.1 (la figure A.1 suivant), nous avons : B = 11, N = 
10, NCI = 2, NSC = 1, NST = 1 donc la complexité de résolution du système linéaire par chaque 
méthode :  
• (A.9) - dimension de la matrcie à résoudre : N - NCI + B - NSC=10-2+11-1= 18  
o Méthode direct O(183) 
o Méthode itérative O(182) 
• (A.12) - dimension de la matrice ZBRCL :B - (NSC+NST)= 11-(1+1) = 9, dimension de la 
matrice à résoudre N - NCI + NST = 10-2+1=9  
o Méthode direct O(93) + O(93) 
o Méthode itérative O(92) + O(92) 
• Méthode de mailles indépendantes - dimension de la matrcie à résoudre : MI= B - (N - 
NCI) = 11 - (10 - 2)=3  
o Méthode direct O(33) 
o Méthode itérative O(32) 
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Figure A.1. Structure à modéliser, circuit électrique équivalent  
Pour l’autre exemple industriel, cas de PCB phare LED du paragraphe II.3.4, nous avons B = 11445, 
N=6765, NCI = 82, NSC = 1, NST=0, nombre de maille indépendante MI = 4762, nombre d’inconnues 
de la méthode nœuds indépendantes de l’équation (A.9) vaut 18209. Pour l’équation (A.12), la 
dimension de la matrice à l’inverse vaut 11444 et le nombre d’inconnues vaut 6680. 
En conclusion, l’analyse du Tableau A.1 met en évidence deux points : 
• En termes de coût de calcul, la résolution du système linéaire (A.9) est nettement plus 
chère que la méthode par les mailles indépendantes puisque le système est de taille 
importante. De plus la matrice contient des termes représentant des grandeurs physiques 
différentes ce qui n’est jamais conseillé de faire en calcul numérique. Par conséquent cette 
approche n’est jamais employée (excepté lors de l’écriture de système d’état) et on lui 
préférera systématiquement l’approche (A.12). 
• La résolution par une méthode nodale proposée dans l’équation (A.12) impose l’inversion 
de la matrice ZBRCL. De façon classique cette matrice est quasiment diagonale et par 
conséquent sont inversion est triviale. Toutefois dans le cas PEEC, les couplages par 
mutuelles inductances font que cette matrice est pleine. Par conséquent le coût de 
l’inversion devient prohibitif.  
En générale dans la résolution de circuit électrique il y a peu d’inductances couplées. Par conséquent 
les outils de simulation circuit utilise en régle générale la méthode des nœuds indépendants sous sa 
forme (A.12), car la matrice incidence nœuds indépendants / branches est simple à obtenir. Toutefois 
dans notre cas, le nombre d’éléments couplés (matrice pleine) et la méconnaissance explicite de ces 
termes rendent l’inversion particulièrement délicate à réaliser et nous a conduit à choisir la méthode 
des mailles indépendantes même si celle-ci est plus difficile à obtenir que la matrice des nœuds 
indépendants. 
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ANNEXE B. Algorithme Breadth First Search (BFS) [30] 
 
Le principe de cet algorithme est de prendre l’un des deux nœuds puis de construire un arbre et 
d’arrêter la construction de l’arbre lorsque le second nœud est obtenu. Lorsque l'algorithme est 
appliqué à un graphe quelconque, les sommets déjà visités doivent être marqués afin d'éviter qu'un 
même sommet soit exploré plusieurs fois. Il est ensuite aisé d’obtenir le chemin en retournant au nœud 
racine de l’arbre.  
Étapes de l'algorithme pour la recherche de chemin entre deux noeuds : 
1 - Mettre le nœud de départ dans la file (niveau 0). 
2 - Retirer le nœud du début de la file pour l'examiner.  
3 - Mettre tous les voisins non examinés dans la file (à la fin). Augmenter le niveau de ces 
voisins par un par rapport le nœud examiné. Si ce nœud est le nœud recherché, on termine le 
processus. Le chemin sont composé par les nœuds dont ses niveaux sont diminués. 
4 - Si la file n'est pas vide reprendre à l'étape 2. 
La figure suivante présente l’algorithme BFS afin de trouver un chemin plus court entre deux 
nœuds :   
Exemple : Recherche le chemin entre Nœud 7 et Nœud 18
1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
25 26 27 28 29 30
7
1 8 13
2 9 14 19
3 10 15 20 25
4 11 16 21 26
5 12 17 22 27
6 18
Niveau 0
Niveau 1
Niveau 2
Niveau 3
Niveau 4
Niveau 5
Niveau 6
Départ
Arrivé
 
Figure B.1. Exemple de la méthode BFS 
Dans cet exemple un chemin entre les nœuds 7 et 18 est recherché. Le nœud 7 est pris comme 
point de départ (niveau 0). A partir de ce nœud, les nœuds 1, 8 et 13 peuvent être atteints (niveau 1). A 
partir du niveau 1 les nœuds 2, 9, 14, 10 sont à relier (un nœud déjà présent dans l’arbre n’est pas 
placer plusieurs fois). On effectue cette construction jusqu’au moment ou l’on trouve le nœud 
recherché 18. On a donc obtenu le chemin entre les deux nœuds désiré. 
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ANNEXE C. Technique de préconditionnement classique 
 
Le but de cette annexe est de présenter les méthodes afin de résoudre l’équation de la forme 
(C.1) obtenue dans le chapitre II paragraphe II.5.1.1 de manière approximative : 
yzP =⋅  (C. 1) 
Dans la quelle P est une matrice connue explicitement, z est le vecteur inconnu et y est le 
vecteur du second membre. Il est à noter que la matrice P est rempli par environ moins de 20% de 
termes non nul dans notre cas mais les algorithmes sont généraux et la matrice P peut être pleine. 
C.1. Factorisation LU par blocs diagonaux 
La matrice P est approximé par k blocs diagonaux Pbk comme le montre l’équation (C.2) :  












=
bk
b
b
P
P
P
P




00
00
00
2
1
 (C. 2) 
La figure suivant présente la structure d’approximation de la matrice P par des blocs matriciels :  
P ≈
Pb1
Pbk
 
Figure C.1. Blocs diagonaux de la matrice P 
Si la dimension de P est N, la dimension de chaque bloc matriciel : 
( ) ( )∑
=
=<<
k
j
bjbj NetN
1
dimdim PP . Par exemple : max{dim(Pbj)}=100,200,500. La résolution 
approximative de l’équation (C.1) est la résolution des k blocs diagonaux (par factorisation LU sur 
chacun des blocs). Pour chaque bloc le temps de résolution est faible :  
( )kjjjbj ..1==⋅ yzP  (C. 3) 
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C.2. Factorisation LU incomplète 
Lors de la factorisation de la matrice P par la méthode directe (LU), le nombre d’éléments de 
remplissage peut être très important, ce qui entraîne que le coût de la factorisation aussi bien en temps 
de calcul, qu’en taille mémoire, peut être élevé. 
Une factorisation est dite incomplète si lors du processus de la factorisation, certains éléments 
de sont ignorés. On obtient alors P = LU + R. Dans cette relation, on souhaite que le produit des 
matrice L*U soit aussi proche de P que possible. Le préconditionnement est défini par la résolution du 
nouveau système : 
yzUL =⋅⋅  (C. 4) 
Il existe diverses stratégies pour limiter le remplissage. Toutefois, deux stratégies sont 
particulièrement connues et employées : ILU(0) et ILUT(τ,p). Ces préconditionnements sont très 
souvent utilisés pour leur efficacité, bien qu’ils requièrent un stockage supplémentaire conséquent et 
un temps de calcul assez important. 
C.2.1. Algorithme ILU(0) 
C’est le cas plus simple ou aucun remplissage n’est autorisé.  
o Les deux matrices L et U sont de même type et stocké sous forme d’une seule matrice. 
Cette dernière est de la même taille que P (même nombre de termes non nuls nnz(L+U) = 
nnz(P) et mêmes emplacements).  
 
ALGORITHM 1 ILU(0) 
1. For k = 1,2,… n-1, Do 
2.     For i = k+1,…,n  and  if  Pik ≠ 0 Do 
3.              Pik := Pik/Pkk; 
4.              For j = k+1,…, n and if Pij ≠ 0  Do 
5.                     Pij := Pij – Pik * Pkj;                       
6.              EndDo          
7.    EndDo 
8. EndDo  
 
C.2.2. Algorithme ILUT(τ,p) 
Dans cet algorithme, la configuration des éléments nuls sont déterminés dynamiquement. Un 
moyen très simple pour obtenir la factorisation incomplète de ce type, est de modifier le code de 
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l’algorithme 1 en ajoutant les lignes de code qui ignorent les petits éléments. Dans ce qui suit, 
appliquer la règle de relâchement à un élément est équivalent à dire remplacer l’élément par zéro s’il 
vérifie certains critères. La règle de relâchement peut s’appliquer à la ligne entière en appliquant le 
même règlement à tous les éléments de la ligne. 
• ILUT(τ,p) : avec remplissage et control de la tolérance 
o remplissage si un élément > tolérance (contrôle d’erreur τ) avant décomposition LU 
o p éléments par ligne retenus au maximum dans la matrice LU (contrôle de la mémoire) 
Dans l’ALGORITHME 2, w est un vecteur de taille N, utilisé pour accumuler la combinaison linéaire 
des lignes creuses wk est la kème élément de w.  
 
ALGORITHM 2 ILUT(τ,p) 
1. For i = 1,2,… n, Do 
2.     w = Pi* 
3.     For i = 1,…,i-1  and  if  wk ≠ 0 Do 
4.             wik := wk/Pkk; 
5.             Appliquer seuillage sur wk (R1) 
6.             If  wk ≠ 0 
7.                 w := w –wk*uk* 
8.             EndIf          
9.      EndDo 
10.      Appliquer seuillage sur w (R2) 
11.      lij := wj for j=1,…,i-1  
12.      uij := wj for j=i,…,n 
13. EndDo  
La ligne 5, règle R1 : wk est remplacé par 0 si wk < τ.||Pi*||2 
La ligne 10, règle R2 : on applique R1 à tous les éléments de w. On ne garde que les p plus grands. 
C.3. Solveur multi grille algébrique 
L'idée principale du multigrille est d'accélérer la convergence d'une méthode itérative en 
effectuant des résolutions sur des systèmes de plus petites tailles (plus simple à résoudre). On construit 
un jeu de système à résoudre à partir du système original. 
Les méthodes MG peuvent être utilisées comme solveurs ainsi qu’en tant que 
préconditionneurs. Ces méthodes multigrilles algébriques (AMG) construisent leur hiérarchie des 
opérateurs directement à partir de la matrice du système. Il n’est pas nécessaire d’employer des 
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informations sur la géométrie du problème physique que l’on cherche à résoudre. Le principe détaillé 
est très complexe [31] nous avons présenté ici le résumé de cette méthode qui consiste en un processus 
en deux étapes (cf Figure C.2) 
Etape 1 : Phase d'installation récursive i = 1,2 .... 
1. Lissage : cela consiste à faire quelques itérations d’une méthode itérative pour produire 
l’approximation de z de l’équation au départ. 
2. Trouver un sous-ensemble de variables représentant le niveau i +1 
3. Construire l’interpolation Iii+1 
4. Construire la restriction Ii +1i 
5. Calculer du niveau i+1 de la matrice Pi+1 
i
ii
i
ii 1
1
1 +
+
+ ⋅⋅= IPIP  (C. 5) 
Etape 2 : Phase de résolution : résolution par méthode directe du système de petite taille 
Méthode multi grille algébrique (AMG)
P1 . = système d’équation 
au départ : P1.z = y
P2 . =
P3 . =
P4 =.
I21 I12
I32 I23
I43 I34
Construire dans 
l’algorithme AMG 
(Etape 1)
Phase de résolution 
(Etape 2)
 
Figure C.2. Méthode multi grille algébrique 
Les étapes importantes sont les suivantes 
• Lissage - en réduisant les erreurs à haute fréquence, par exemple en utilisant quelques 
itérations de la méthode de Gauss-Seidel. 
• Restriction - sous-échantillonnage de l'erreur résiduelle à une grille plus grossière (matrice 
plus petite) 
• Interpolation ou Prolongation - interpolation une correction calculé sur une grille plus 
grossière dans une grille plus fine (matrice plus grande). 
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C.4. Factorisation LU complète d’une matrice approchée 
L’idée de cette approche est de creuser la matrice P (par exemple, technique d’élimination 
d’élément sur une ligne s’il est inférieur à une tolérance (tol) multiplié avec la valeur maximal de la 
ligne) avant la résolution directe par factorisation LU creuse exacte. Le solveur de la matrice creuse 
nécessite le réordonnancement de la matrice P (par exemple AMD..). Une permutation des lignes ou 
des colonnes afin de choisir le meilleur pivot peut être appliqué pour assurer la stabilité numérique.  
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ANNEXE D. Passivité du système réduit 
 
Cette annexe concerne la propriété de passivité du circuit RLMC PEEC dans le chapitre III.  
D.1. Propriétés des matrices du circuit RLMC PEEC 
Nous avons l’équation du circuit RLMC PEEC écrit par des équations des variables d’état : 
( ) ( ) ( )
( ) xBy
uBxGxE
T
⋅=
⋅+⋅−=⋅⋅
s
ssss
 
(D. 1) 
Dans la quelle la matrice G est de la forme : 
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la matrice E est de la forme 
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Rappelons qu’une matrice réelle M est  
• positive semi définie si : xT.M.x ≥ 0, pour tous vecteur réel x 
• positive définie si : xT.M.x > 0, pour tous vecteur réel x 
• négative semi définie si : xT.M.x ≤ 0, pour tous vecteur réel x 
Les matrices 1−EXTERNER , PEECR , EXTERNEC  , EXTERNEL  sont des matrices diagonales dont tous 
les éléments diagonaux sont positifs.  
Si on note la matrice diagonale






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

=
NNm
m
00
00
0011
M , et [ ]NT xx 1=x  nous avons donc le 
produit ( ) ( ) 0..... 2222111 ≥+++⋅++=⋅⋅ NNNT xxxmmxMx  quelque soit le vecteur x. C’est à dire que les 
blocs 
 
T
REXTERNER ARA ⋅⋅
−1
 et 





00
0PEECR
 de la matrice G ainsi que les blocs TCEXTERNEC ACA ⋅⋅  et 
EXTERNEL  de la matrice E sont semi définis positifs. 
La matrice PEECL  est une matrice inductance couplé (inductance et mutuelle inductance) donc 
la forme de PEECL est la suivante : 
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1111
L donc le produit avec un vecteur x 
quelconque donne :  
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∑∑∑ ∑∑∑
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Nous avons deux circuits magnétiques couplés : le circuit i qui a l’inductance Lii et un courant xi 
et le circuit j qui a l’inductance Ljj et un courant xj. L’énergie magnétique d’un système de deux 
circuits couplés est, en l’absence d’autres sources de champ magnétique :  
0
2
1
2
1 22 >⋅⋅+⋅⋅+⋅⋅= jiijjjjiiiB xxLxLxLW  
Si on pose 
j
i
x
x
u = , une part nous avons ( ) uavecLuLuLxW jjijiijB ∀>+⋅⋅+⋅⋅= 022
1 22 c'est-à-
dire jjiiijjjiiij LLLLLL ⋅<⇔<⋅−=∆′ 02 .  
D’autre part, nous avons donc : 
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L’équation (D.2) est toujours supérieure à zéro 0>⋅⋅ xLx PEECT  donc PEECL est une matrice définie 
positive  E est donc une matrice semi définie positive.  
Les matrices TCEXTERNEC ACA ⋅⋅ , EXTERNEL  et PEECL  sont des matrices symétriques réelles 
donc la matrice 
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positive puisque chaque bloc est une matrice semi définie positive. 
Les matrices TREXTERNER ARA ⋅⋅
−1
et PEECR  sont des matrices symétriques réels donc la matrice 
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matrice semi définie positive. 
D.2. La passivité de la méthode PRIMA 
Un circuit est passif si aucun de ses éléments ne génère de l'énergie. Les modèles non passifs 
représentant un système passif sont réputés dangereux (énergie infinie dans le modèle). La passivité 
est importantedans la simulation numérique afin d’éviter que des erreurs liées à la précision des 
calculateurs ou liées à des troncatures employées dans des algorithmes fassent apparaître de l’énergie 
dans des éléments passifs. 
La fonction de transfert réduite du système (D.1) est : 
( ) ( ) BEGBT ˆˆˆˆ 1 ⋅⋅+⋅= −ssZR  (D. 3) 
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Selon l’auteur de PRIMA [41], un système (D.1) est passif si : 
1) ( ) ( )sZsZ RR ** =  pour tous valeur complexe s, ou * est l’opérateur conjugué complexe 
2) ZR(s) est une matrice positive, c'est-à-dire ( ) ( )( ) 0** ≥⋅+⋅ xx sZsZ TRRT  pour tous valeur 
complexe de s satisfait Re(s)>0 et pour un vecteur complexe x quelconque.  
L’auteur de la méthode PRIMA a montré que si BEGB T ˆ,ˆ,ˆ,ˆ  sont des matrices réels et 
TGG ˆˆ + , TEE ˆˆ + sont des matrices semi définies positives, le système réduit est passif.  
Nous avons la transformation congruente de la méthode PRIMA (D.4) et la matrice BB ⋅= TUˆ  avec 
U est une matrice réelle issue de sous espace de Krylov : 
UU
UU
T
T
⋅⋅=
⋅⋅=
EE
GG
ˆ
ˆ
 (D. 4) 
Donc les matrices BEGB T ˆ,ˆ,ˆ,ˆ  sont des matrices réelles. 
En plus, nous avons : 
( )
( ) UUUUUU
UUUUUU
TTTTTT
TTTTTT
⋅+⋅=⋅⋅+⋅⋅=+
⋅+⋅=⋅⋅+⋅⋅=+
EEEEEE
GGGGGG
ˆˆ
ˆˆ
 (D. 5) 
Si M est une matrice semi définie positive xT.M.x ≥ 0 donc il existe un vecteur y dans le sous espace 
de Krylov U dans la quelle x = U.y et nous avons :  
( ) yyMyyMyxMx touspourUUUU TTTTT 0≥⋅⋅⋅⋅=⋅⋅⋅⋅=⋅⋅  (D. 6) 
L’équation (D.6) conduite que la transformation congruente ( )UU T ⋅⋅= MMˆ  de la méthode PRIMA 
préserve la propriété de semi définie positive. 
De (D.5) et (D.6) les matrices TGG ˆˆ + , TEE ˆˆ + sont des matrices semi définies positives. 
D.3. Exemple de la passivité de la méthode bloc d’Arnoldi 
Si nous avons un circuit comme la Figure D.1 
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Figure D.1. Exemple d’un circuit RCL 
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On prend des valeurs C = 1 (F) ; L = 1 (H) ; R = 1(%) et nous avons les matrices  












−
−
−
−
=












=
0110
1000
1011
0011
1000
0100
0000
0001
GE et  
Pour la méthode de bloc d’Arnoldi, on utilise la matrice ( ) EEGD ⋅⋅+−= −10s  pour le système 
réduit. Si on prend le point d’expansion s0= 2π x 1 ; la matrice D devient :  












=
0.1316-0.020900.0209-
0.0209- 0.1558-00.0033-
0.15250.0243-00.1349-
0.02090.0033-00.1558-
D  
Les valeurs propres de la matrice D est     0 ;  -0.1592 ;  -0.1420 + 0.0277i ; -0.1420 - 0.0277i 
donc D n’est pas une matrice semi définie positive (pour rappel une matrice définie positive a toutes 
ses valeurs propres positives)..  
La transformation UU T ⋅⋅= DDˆ n’assure pas la propriété semi définie positive donc le 
système réduit est non passif. Par conséquent la méthode bloc d’Arnoldi n’est pas passive. 
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ANNEXE E. Réduction d’ordre par projection dans le 
sous espace de Krylov 
 
L’objectif de cette annexe est de présenter les détails de calcul permettant l’utilisation d’un sous 
espace de Krylov comme développement limité autour d’un point s0 de la fonction de transfert 
rechercher. Cette annexe reprend le paragraphe III.2.5 du chapitre III concernant la réduction d’ordre 
en le détaillant et en démontrant la correspondance qu’il existe entre le sous espace de Krylov et une 
approche à base de développement en série de Taylor. 
E.1. Utilisation d’un sous espace de Krylov 
Si l’on reprend le problème initial, l’équation des variables d’état du système est : 
( ) ( ) ( )
( ) ( )tt
tt
dt
td
xBy
uBxGxE
T
⋅=
⋅+⋅−=⋅
 
(E.1) 
La première équation de (E.1) permet d’écrire l’équation suivante : 
( ) ( ) ( )sss uBEGx ⋅⋅⋅+= −1  (E.2) 
La fonction de transfert s’écrit de la façon suivante : 
( ) ( ) ( ) ( ) BEGBxy ⋅⋅+⋅== −1/ ssssZ T  (E.3) 
En posant s0 un scalaire réel ou complexe l’équation, nous avons : 
( ) ( )( )
( ) ( )( )
( )
( ) BGEF
EGED
FDIdB
BEGEB
⋅+⋅=
⋅+⋅−=
⋅⋅−−⋅=
⋅⋅−++⋅⋅=
−
−
−
−
1
0
1
0
1
0
1
00
s
s
sssZ
ssssZ
T
T
 (E.4) 
Dans la méthode de projection de Krylov, on cherche une relation liant les inconnues internes x 
(E.1) à un plus faible nombre d’inconnues internes z (E.5) 
( ) ( ) ( )
( ) ( )tt
tt
dt
td
zBy
uBzGzE
T
⋅=
⋅+⋅−=⋅
ˆ
ˆˆˆ
 
(E.5) 
Nous cherchons donc une matrice liant les inconnues initiales x avec les inconnues z donc une 
relation de la forme x = Uq.z (dimension de Uq : (N, q) ; avec q << N) .Dans ces conditions, l’équation 
(E.1) avec x = Uq.z peut s’écrire : 
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( ) ( ) ( )
( ) ( )tUt
ttU
dt
tdU
q
q
q
zBy
uBzG
z
E
T
⋅⋅=
⋅+⋅⋅−=
⋅
⋅
 (E.6) 
En effectuant une transformée de Laplace de l’équation (E.6) afin de l’écrire dans le domaine 
fréquentielle, nous obtenons : 
)()(
)()()(
sUs
ssUsUs
q
qq
zBy
uBzGzE
T
⋅⋅=
⋅+⋅⋅−=⋅⋅⋅
 (E.7) 
En posant s0 un scalaire réel ou complexe, l’équation (E.7) peut être réécrite de la façon 
suivante : 
( ) ( ) ( ) ( ) ( )
( ) ( )sUs
ssUssUss
q
qq
zBy
uBzEGzE
T
⋅⋅=
⋅+⋅⋅⋅+−=⋅⋅⋅− 00
 (E.8) 
A partir de l’équation (E.8), en multipliant par (G+s0.E)-1 on peut écrire : 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )sUs
sssUsUsss
q
qq
zBy
uBEGzzEEG
T
⋅⋅=
⋅⋅⋅++⋅−=⋅⋅⋅⋅+⋅− −− 10
1
00
 (E.9) 
En multipliant des deux côtés du signe égal la première expression de (E.9) par une matrice VqT 
nous avons : 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )sUs
ssVsUVsUsVss
q
T
qq
T
qq
T
q
zBy
uBEGzzEEG
T
⋅⋅=
⋅⋅⋅+⋅+⋅⋅−=⋅⋅⋅⋅+⋅⋅− −− 10
1
00
 (E.10) 
Donc, nous pouvons calculer z(s) (inconnues internes réduites): 
( ) ( ) ( )( ) ( ) ( )ssVUsVssUVs TqqTqqTq uBEGEEGz ⋅⋅⋅+⋅⋅⋅⋅⋅+⋅⋅−+⋅= −−− 101100  (E.11) 
Choisissons une matrice Vq permettant d’obtenir la propriété suivante : ;qq
T
q UV Id=⋅  (Idq 
étant la matrice identité de dimension (q,q)). 
De la même façon que pour les équations (E.4), on pose : 
• ( ) qTqq UsV ⋅⋅⋅+⋅−= − EEGD 10  
• ( ) BEGF ⋅⋅+⋅= −10sV Tqq  
Cela nous permet d’écrire l’équation définissant les inconnues internes suivantes à partir de 
l’équation (E.11) : 
( ) ( )( ) ( )ssssz qqq uFDId ⋅⋅⋅−−= −10  (E.12) 
On en déduit donc la fonction de transfert suivante : 
qqqq ssUsZ FDIdB
T
⋅⋅−−⋅⋅=
−1
0 ))(()(  (E.13) 
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La dimension de Dq, Idq est (q,q), donc l’inversion est très rapide. La difficulté réside 
maintenant dans la technique à employer pour trouver les matrices VqT et Uq avec les propriétés 
désirées. Pour obtenir les matrices Vq et Uq, on effectue un développement en série de Taylor autour 
d’un point s0 de l’équation (E.2) et de la relation (E.4) : 
( ) ( )( ) ( )sssss uBEEGx ⋅⋅⋅−+⋅+= −100  (E.14) 
( ) ( )( ) ( )ssss uFDIdx ⋅⋅⋅−−= −10  (E.15) 
En effectuant ce développement en série de Taylor autour d’un point s0 de l’équation précédente 
on obtient : 
( ) ( ) ( )ssss
k
kk uFDx ⋅⋅⋅−⋅= ∑
∞
=0
0  (E.16) 
A partir de(E.16), on constate que x peut être dans un sous espace de Krylov [36][37] : 
{ }FDFDFDFx ⋅⋅⋅∈ kspans ,...,,)( 2  (E.17) 
Nous obtenons donc le lemme suivant : 
{ } zxzx ⋅=∃⇒∈ qq UUspansSi :)(  (E.18) 
Avec la relation x = Uq.z et (E.18), nous pouvons donc choisir Uq comme une matrice 
rectangulaire constituée des q premiers vecteurs du sous-espace de Krylov issue de la 
matrice ( ) EEGD ⋅⋅+−= −10s . 
{ } { }FDFDFDF ⋅⋅⋅≡ kqU ,...,, 2  (E.19) 
Il maintenant nécessaire de démontrer que l’on peut écrire la relation ( ) ( )sUs q zx ⋅= . 
Les développements en série de Taylor autour d’un point d’expansion s0  des expressions (E.15) 
et (E.12) donnent : 
( ) ( ) ( )ssss
k
kk uFDx ⋅⋅⋅−⋅= ∑
∞
=0
0  et ( ) ( ) ( )ssss q
k
k
q
k
uFDz ⋅⋅⋅−⋅= ∑
∞
=0
0  
Pour rappel, nous avions posé :  
q
T
qq UV ⋅⋅= DD et FF ⋅=
T
qq V  (E.20) 
On souhaiterait obtenir : ( ) ( )sUs q zx ⋅=  
Donc en introduisant les développements en série de Taylor on obtient : 
( ) ( ) ( ) ( )sssUsss q
k
k
q
k
q
k
kk uFDuFD ⋅⋅⋅−⋅⋅=⋅⋅⋅− ∑∑
∞
=
∞
= 0
0
0
0   
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Soit après simplification : ∑∑
∞
=
∞
=
⋅⋅=⋅⋅
00 k
q
k
qq
k
k U FDFD  
En développant la somme de droite et en employant les expressions (E.20) on peut écrire : 
( ) ( ) ( )∑∑ ∞
=
∞
=
⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅=⋅
00
...
k
T
qq
T
qq
T
qq
T
qq
k
k VUVUVUVU FDDDFD  (E.21) 
On cherche maintenant à simplifier l’écriture du terme D⋅⋅ Tqq VU  : 
{ } TDD ⋅=∃⇒∈ qq UquetelTUspan  
Donc on peut écrire : TD ⋅⋅⋅=⋅⋅ q
T
qq
T
qq UVUVU  
Or nous avons choisi une matrice Vq permettant d’avoir la propriété suivante : qq
T
q UV Id=⋅  
donc TD ⋅=⋅⋅ q
T
qq UVU  ce qui nous permet d’écrire : 
DD =⋅⋅ Tqq VU  (E.22) 
De la même façon nous pouvons démontrer la relation suivante :  
FF =⋅⋅ Tqq VU  (E.23) 
En utilisant les égalités (E.22), (E.23) dans l’expression (E.21) on obtient la relation suivante : 
∑∑∑
∞
=
∞
=
∞
=
⋅⋅⋅⋅=⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅=⋅
000
......
kk
T
qq
T
qq
T
qq
T
qq
k
k VUVUVUVU FDDDFDDDFD  (E.24) 
On a donc validé la relation liant les inconnues totales x aux inconnues réduites z : 
( )sUs q zx ⋅=)(   
Nous allons reprendre l’écriture de Z(s) (E.13) afin de pouvoir en faire un développement limité 
en séries de Taylor autour d’un point s0 quelconque : 
( ) ( ) q
k
k
q
k
q ssUsZ FDB
T ∑
∞
=
⋅⋅−⋅⋅⋅=
0
0  (E.25) 
La fonction de transfert du système initial avec la relation (E.16) est : 
( ) ( ) FDB ∑
∞
=
⋅⋅−⋅⋅=
0
0
k
kkT sssZ  (E.26) 
En prenant le iième moment des équations (E.25) et (E.26) on obtient respectivement : 
FDB
FDBT
⋅⋅=
⋅⋅⋅=
iT
i
q
i
qqi
m
Um
 (E.27) 
A l’aide d’une approche identique a celle ayant permis d’obtenir l’équation (E.24), on peut 
montrer que les q premiers moments sont égaux et valent q
i
qq
iT
i Um FDBFDB
T
⋅⋅⋅=⋅⋅= . Par 
conséquent, nous pouvons nous appuyer sur la construction d’un sous espace de Krylov (Uq) afin de 
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travailler sur des matrices ayant des dimensions plus faibles afin de construire la fonction de transfert 
désirée. 
Ayant montré que Uq est une matrice rectangulaire représentant un sous espace de Krylov, nous 
allons étudier la meilleur technique à employer afin d’obtenir cette matrice. Le choix de la méthode de 
construction va conditionner le choix de la matrice Vq. Toutefois on rappelle que le choix de la matrice 
Vq doit respecter la relation suivante : qq
T
q UV Id=⋅ . 
La méthode employée afin d’obtenir un sous espace de Krylov va conditionner la méthode de 
réduction d’ordre. Nous allons explorer dans la suite de ce chapitre les approches s’appuyant que la 
méthode d’Arnoldi. Ce choix étant effectué nous pouvons prendre qq UV = . Cela permet de vérifier la 
relation qq
T
q UV Id=⋅  puisque Uq est une matrice rectangulaire orthogonale par construction. 
E.2. Méthode bloc d’Arnoldi 
Afin de présenter la méthode bloc d’Arnoldi, il est nécessaire de présenter la méthode d’Arnoldi 
simple. La différence entre ces deux méthodes réside dans l’utilisation d’un vecteur dans la 
construction du sous espace de Krylov pour le cas de la méthode d’Arnoldi (se traduisant par la 
présence d’une fonction de transfert de type scalaire, donc avec une seule sonde d’impédance) et 
l’utilisation d’une matrice rectangulaire dans le cas de la méthode bloc d’Arnoldi (se traduisant par la 
présence d’une fonction de transfert de type matricielle, donc avec un certain nombre de sondes 
d’impédance). 
Etant donné une matrice D (de dimension (N,N)) et un vecteur v (N,1), le sous espace de Krylov 
de dimension (N, q) est défini de la façon suivante : 
( ) { }vDvDvDvvD ⋅⋅⋅≡ −12 ,...,,,, qq spanK  (E.28) 
La méthode d’Arnoldi est un algorithme permettant de construire une base orthogonale de 
l'espace de Krylov Kq. Voici une implémentation typique [31] : 
ALGORITHM 1 Arnoldi et Gram-Schmidt modifié (MGS) 
1. Choisir un vecteur v1 de norme (norme 2) : v1=||v||, sous espace {K} = {v1}  
2. For j = 1,2,… q-1, Do 
3.             Calculer wj := D.vj (produit matrice-vecteur) 
4.             For i = 1,…, j, Do 
5.                    hi,j = (wj,vi) (produit scalaire entre wj et vi) 
6.                    wj = wj – hi,j.vi 
7.              EndDo 
8.               hj+1,j = ||wj||. If abs(hj+1,j) < epsilon Stop 
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9.               vj+1 = wj/hj+1,j. Ajouter vj+1 dans sous espace {K} = {K} + {vj+1} 
10. EndDo 
A chaque itération, le vecteur d’Arnoldi (v) issu de l’itération précédente est multiplié par la 
matrice D. Le vecteur résultant (w) est orthogonalisé par rapport à l’ensemble des vecteurs constituant 
le sous espace de Krylov à l’aide d’une méthode Gram-Schmidt modifiée. La procédure itérative peut 
s’arrêter avant d’avoir effectué (q-1) itérations dans le cas ou la norme de wj est inférieure à un critère 
d’arrêt (ligne 8 de l’algorithme). 
Comme il a été dit en début de paragraphe, la méthode d’Arnoldi permet de traiter le cas ou le 
système d’état est constitué d’une entrée et une sortie (cela revient à dire que l’on a une seule sonde 
d’impédance). Dans le cas ou l’on a p sondes d’impédance, le vecteur d’Arnoldi (v) va en fait être 
constitué de p vecteurs. On va nommer dans la suite de ce paragraphe cette matrice rectangulaire F (F 
étant la même matrice que dans le paragraphe précédent cf équation (E.4) qui est de dimension (N,p). 
Par conséquent, le nouveau sous espace de Krylov est de taille (N,pq) (avec pq=pxq, p étant le nombre 
de sondes et q l’ordre de la décomposition) : 
( ) { }FDFDFDFFD ⋅⋅⋅≡ −12 ,...,,,, qpq spanK  (E.29) 
L’algorithme pour construire cette base se nomme la méthode bloc d’Arnoldi qui est présenté 
ci-dessous : 
ALGORITHM 2 Bloc d’Arnoldi – Ruhe’s Variant 
1. Construction du premier bloc : U0 Pour cela, faire une décomposition QR de F : F = Q.R et 
choisir p vecteurs de Q ({Qv} v = 1,…, p), sous espace U0 = Qv ;  
2. u = 0 ; (u est l’indice global du premier vecteur du bloc précédent) 
3. For t = 1, 2,… q-1, Do  (Construction du bloc Ut) 
4.       Choisir les p vecteurs du bloc précédent Ut-1  
5.       For j = u,u +1,… u+p, Do   
6.             k = j-u+1 
7.             Calculer w := D.Ut-1,k (Ut-1,k, kième vecteur colonne du bloc t-1 de U) 
8.             For i = 1,2,…,j, Do (orthogonalisation par rapport à l’ensemble des vecteurs) 
9.                    hi,k = (w,Ui) (produit scalaire entre w et le ième vecteur colonne de U) 
10.                    w = w- hi,k.Ui  
11.             EndDo 
12.             Calculer hj+1,k := ||w||2  
13.             If abs(hj+1,k) < epsilon : (gestion du cas de la deflation) 
14.                    p = p-1;           (diminution du nombre de vecteurs du bloc Ut)                     
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15.                   retour ligne 5; 
16.             EndIf 
17.             Ut,j+1 = w/hj+1,k (ajout du vecteur colonne w/hj+1,k) dans le bloc Ut à la colonne j+1  
18.      EndDo 
19.      u= u+j;    (augmentation de l’indice global) 
20. EndDo 
Lors de l’application de cet algorithme, il est possible qu’à l’issue de la décomposition d’un 
bloc, il y ait une dépendance linéaire entre les vecteurs d’un même bloc. Cette dépendance linéaire est 
détectée en observant la norme 2 de w qui devient plus faible qu’une grandeur que l’on doit se fixer 
(ligne 13 de l’algorithme 2). Dans ce cas, il est nécessaire de supprimer ce vecteur de ce bloc pour 
l’itération en cours et les itérations futurs (ligne 14 de l’algorithme). Ce processus de suppression des 
vecteurs linéairement dépendants est appelé déflation [42]. Par conséquent, le sous espace a la taille 
(N,pqm) avec pqm ≤ pxq : 
( ) { }qqpqm spanK FDFDFDFFD ⋅⋅⋅≡ −13221 ,...,,,,  (E.30) 
Nous avons la relation entre dimension des matrices F suivante : 
( ) ( ) ( ) 1dimdimdim 1 ≥≥≥≥ qFFF   (E.31) 
Nous posons que m = pqm – p, et Um sont les m vecteurs de sous espace Krylov Kpqm. A l’issu 
de la construction du sous espace de Krylov avec la méthode bloc d’Arnoldi, nous avons les relations 
suivante [31] : 
mpmm UU HD ⋅=⋅ +  (E.32) 
mm
T
m UU Id=⋅  (E.33) 
Avec : 
• Um sous espace de Krylov (chaque vecteur colonne constituant cette matrice est 
orthogonal à tout les autres) 
• D matrice de départ 
• Idm est une matrice identité de dimension (m, m)  
• mH  matrice d’Hessenberg (matrice triangulaire supérieur avec la première sous 
diagonale pleine) dans le cas du processsus d’Arnoldi. Cette matrice est de dimension 
(q+1, q). Dans le cas du processus bloc d’Arnoldi la matrice H a une forme proche de la 
matrice d’Hessenberg mais en bloc de taille maximale p. Dans ce cas la matrice est de 
dimension maximale (m+p, m). 
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Nous avons donc la relation suivante : 
mmm
T
pmm
T
m UUUU HHD =⋅⋅=⋅⋅ +  (E.34) 
Avec Hm matrice carrée, correspondant aux m première ligne de mH . 
Application dans la réduction de modèle  
Dans la suite de ce paragraphe nous présentons la mise en application de la méthode bloc 
d’Arnoldi dans notre problème de réduction d’ordre. A partir de l’équation (E.9) en multipliant la 
première expression par TmU  des 2 côté du signe égal et en employant la méthode bloc d’Arnoldi on 
obtient la relation suivante : 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )sUs
ssUsUUsUsssU
m
T
mm
T
mm
T
m
zBy
uBEGzzEEG
T
⋅⋅=
⋅⋅⋅+⋅+⋅⋅−=⋅⋅⋅⋅+⋅−⋅ −− 10
1
00
 (E.35) 
Cela nous permet d’obtenir la fonction de transfert suivante : 
( ) ( ) ( )( ) ( ) BEGEEGIdB ⋅⋅+⋅⋅⋅⋅⋅+⋅⋅−+⋅⋅= −−− 101100 sUUsUssUsZ TmmTmmmTR  (E.36) 
En employant les notations déjà utilisées dans les paragraphes précédents (E.4) 
( ) EEGD ⋅⋅+−= −10s , ( ) BEGF ⋅⋅+= −10s  et selon la relation (E.26) on obtient : 
( ) ( )( ) FHIB ⋅⋅⋅−−⋅⋅= − TmmmmTR UssUsZ 10  (E.37) 
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ANNEXE F. Exportation du circuit synthétisé vers le 
solveur temporel SPICE 
F.1. Syntaxe du fichier contenant le circuit synthétisé 
Le circuit synthétisé peut être exporter vers n'importe quel solveur temporel (SPICE, SABER, 
PORTUNUS..) mais nous avons choisi SPICE pour sa grande diffusion. Pour faire cela nous 
introduisons le circuit synthétisé sous forme d’un sous circuit à l’aide Netlist. Pour cela il suffi de 
créer un fichier dans lequel nous retrouverons la description de notre circuit réduit. Voici un extrait 
des Voici une traduction des partie nécessaire à la construction de notre fichier [59] : 
Dans ce fichier, il nous faut donner le sous-circuit donc la syntaxe est comme suit : 
SYNTAXE .SUBCKT nom [nœuds] .ENDS 
• où “nom” est le nom du sous-circuit, “nœuds” est la liste des nœuds utilisés pour identifier les 
connexions au sous-circuit et “.ENDS” signifie la fin de la définition du sous-circuit. 
DESCRIPTION : Sert à fournir des définitions de parties d'un circuit, la définition est entre la 
déclaration .SUBCKT et .ENDS dans le fichier source. 
EXEMPLE: .SUBCKT opamp node_no1 node_no2 node_no3 node_no4 node_no5 
.ENDS 
Les éléments dans le sous-circuit sont des éléments RLC donc les syntaxes sont comme suit : 
Resistance 
SYNTAXE Rxxx n+ n- valeur 
• Où "valeur" est la résistance en ohms. 
DESCRIPTION : Modèles d'une résistance, un élément de circuit dont la tension et le courant sont 
linéairement dépendants. 
EXEMPLE: R_for node_no3 node_no4 16E3 
Inductance 
SYNTAXE Lxxx n+ n- valeur  
• Où "valeur" est l'inductance en henry (H)  
DESCRIPTION : Modèles une inductance, un élément de circuit dont la tension est linéairement 
dépendante de la dérivée de son courant. 
EXEMPLE: L_44 node_no1 node_no9 3E-3  
Condensateur 
SYNTAXE Cxxx n+ n- valeur  
• Où "valeur" est la capacité en farads  
DESCRIPTION : Modèles d'un condensateur, un élément de circuit dont le courant est linéaire en 
fonction de la dérivée de sa tension. 
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EXEMPLE: C_two node_no4 node_no0 2E-6 
 
F.2. Exemple d’un circuit 
Nous avons un exemple d’un circuit dans le fichier « reductionCircuit_FT1.lib » qui contient les 
éléments R, C, L, les nœuds du circuit comme suivant : 
*$ 
.SUBCKT reductionCircuit_FT1 
+ I_PARASITE_n0 
+ I_PARASITE_n1 
+ refV 
 
Rp0 I_PARASITE_n0 _pN0 0.01271157906992349 
Lp0 _pN0 refV 1.5867559527638844E-5 
Rp1 I_PARASITE_n0 _pN1 -0.023332744867806697 
Lp1 _pN1 refV -4.2739239572029013E-8 
Rc0 I_PARASITE_n0 I_PARASITE_n1 50.0 
Rp2 I_PARASITE_n0 _pN2 14.456781648168505 
Lp2 _pN2 I_PARASITE_n1 0.018046054083332017 
Rp3 I_PARASITE_n0 _pN3 0.011305359476419355 
Lp3 _pN3 I_PARASITE_n1 2.0708342282406097E-8 
Rp4 I_PARASITE_n0 _pN4 -395.0694530900668 
Lp4 _pN4 _iN0 -0.4931557306905136 
Rp5 I_PARASITE_n0 _pN5 -0.2658431268840763 
Lp5 _pN5 _iN0 -4.869522704185758E-7 
Rp6 I_PARASITE_n0 _pN6 -5.9419986229864445 
Lp6 _pN6 _iN1 -0.007417254484650974 
Rp7 I_PARASITE_n0 _pN7 0.4143967505879577 
Lp7 _pN7 _iN1 7.590620864194077E-7 
Rc1 I_PARASITE_n1 refV 49.89214356951372 
Rp8 I_PARASITE_n1 _pN8 -14.438101016452931 
Lp8 _pN8 refV -0.01802273549843157 
Rp9 I_PARASITE_n1 _pN9 0.011671678990193076 
Lp9 _pN9 refV 2.137933995318104E-8 
Rc2 I_PARASITE_n1 _iN0 9567187.875862818 
Rp10 I_PARASITE_n1 _pN10 448728.88260793634 
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Lp10 _pN10 _iN0 560.1375106417169 
Rp11 I_PARASITE_n1 _pN11 0.13298202403186762 
Lp11 _pN11 _iN0 2.4358688255804727E-7 
Rc3 I_PARASITE_n1 _iN1 -23073.18093788346 
Rp12 I_PARASITE_n1 _pN12 6749.057366231596 
Lp12 _pN12 _iN1 8.424686573166545 
Rp13 I_PARASITE_n1 _pN13 -0.20729262137157214 
Lp13 _pN13 _iN1 -3.7970367637874606E-7 
Cc0 _iN0 refV 8.89700405654469E-10 
Rc4 _iN0 refV -9546489.207849372 
Rp14 _iN0 _pN14 394.55895586220123 
Lp14 _pN14 refV 0.49251848923472796 
Rp15 _iN0 _pN15 -0.27445705244596424 
Lp15 _pN15 refV -5.027306381301738E-7 
Cc1 _iN0 _iN1 1.4274849110181922E-9 
Rc5 _iN0 _iN1 4.401898547119814E9 
Rp16 _iN0 _pN16 -184435.6833658338 
Lp16 _pN16 _iN1 -230.2266436553529 
Rp17 _iN0 _pN17 4.87444196359772 
Lp17 _pN17 _iN1 8.92865130281338E-6 
Cc2 _iN1 refV 5.430914933466432E-10 
Rc6 _iN1 refV 22787.08495126708 
Rp18 _iN1 _pN18 5.9343205456223505 
Lp18 _pN18 refV 0.007407670124677881 
Rp19 _iN1 _pN19 0.4278241534495312 
Lp19 _pN19 refV 7.836574347585026E-7 
 
.ENDS 
*$ 
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REDUCTION DE MODELES ISSUS DE LA METHODE PEEC POUR LA 
MODELISATION ELECTROMAGNETIQUE DES INTERCONNEXIONS ELECTRIQUES 
 
Résumé :  
Le sujet de cette thèse traite de l'amélioration de la méthode PEEC inductive (permettant une modélisation des 
interconnexions électriques d'un point de vue électromagnétique basse fréquence) en employant une méthode de 
compression matricielle FMM. L'introduction de ces compressions entraîne des restrictions concernant les 
opérations algébriques autorisées, seule les opérations de type produit matrice - vecteur sont permises. L'objectif 
était de proposer des méthodes pour déterminer : 
• Les courants en tout point du dispositif 
• Des impédances équivalentes entre différents ports d'entrées-sorties. 
Le premier point a pu être traité en mettant en place une méthode originale de recherche d'un jeu d'équations 
indépendantes ainsi qu'un préconditionneur spécifique dans la phase de résolution compatible avec les méthodes 
de compression matricielle. Le second point a nécessité l'utilisation de méthode de réduction d'ordre à base de 
sous espace de Krylov afin de construire un développement limité des jeux d'impédance recherché. Ensuite, nous 
avons mis en place une technique de synthèse de circuit afin d'obtenir un circuit électrique simple permettant de 
modéliser le comportement du dispositif avec de simples éléments de type résistance, inductance (non couplée) 
et capacité. Cette démarche permet l'utilisation dans tous les simulateurs temporels et ainsi permet d'avoir une 
vision système légère du dispositif d'interconnexion électrique. 
Mots clés : PEEC, FMM, PRIMA, SPRIM, IOPOR, VF, réduction de modèle, synthèse de circuit. 
–––––––––––––––––––––––––––––––– 
Abstract : 
This dessertation deals with the improvement of the inductive PEEC method (for modelling electrical 
interconnections of low frequency) using the matrix compression Fast Multipole Method (FMM). The 
introduction of FMM leads to restrictions of algebraic operation: only matrix - vector product is permitted.  
This dissertation aims to propose and develop some methods to determine: 
• Currents at any point of the device 
• The equivalent impedances between different input-output ports. 
The first purpose has been treated by introducing a novel method to determine a set of independent equations. 
The choice of iterative methods in solving linear system imposed on the establishment of a specific 
preconditioner compatible with matrix compression methods. 
To the second purpose, it requires the description of the Kirchoff law in the form of state space equation and the  
use of model order reduction method based on Krylov subspace to compute Taylor series of impedance matrix. 
Once again, all the steps are necessarily to be taked into account the use of matrix compression method FMM. 
Following our order reduction method, we implemented a circuit synthesis technique to obtain a simple electrical 
circuit which conserve the behavior of the device by simple elements like resistance, inductance (uncoupled) and 
capacity. This approach allows the reuse of reduction model in all temporal simulation softwares. For global 
system, it also provides a lower complexity model of electrical interconnection device. 
Keywords: PEEC, FMM, PRIMA, SPRIM, IOPOR, VF, model order reduction, circuit synthesis. 
 
