Abstract This article contributes a matrix approach by using Taylor approximation to obtain the numerical solution of one-dimensional time-dependent parabolic partial differential equations (PDEs) subject to nonlocal boundary integral conditions. We first impose the initial and boundary conditions to the main problems and then reach to the associated integro-PDEs. By using operational matrices and also the completeness of the monomials basis, the obtained integro-PDEs will be reduced to the generalized Sylvester equations. For solving these algebraic systems, we apply a famous technique in Krylov subspace iterative methods. A numerical example is considered to show the efficiency of the proposed idea.
Introduction
One dimensional parabolic partial differential equations (PDEs) have an extensive application in the study of problems in engineering and applied sciences. It should be mentioned that, such PDEs together with classical boundary conditions have received considerable attention in research works. However, these PDEs with nonlocal boundary conditions were studied by researchers in the literature, but extensions and modifications of the existing methods should be explored to obtain more accurate solutions. The usual numerical methods for PDEs subject to the nonlocal boundary conditions are finite difference methods [1] [2] [3] , Galerkin techniques [4] , collocation approaches [5] , Tau schemes [6] and reproducing kernel space methods [7] . Moreover, some other new methods were considered in [8] [9] [10] [11] .
It should be noted that, in all of the research works that are based on the operational matrices, the basic PDEs (with classical boundary conditions) were finally transformed into the matrix-vector algebraic system Ax ¼ b, which can be solved by robust iterative solvers such as Krylov subspace iterative methods (e.g., restarted GMRES and Bi-CGSTAB methods). For this purpose, one can use simple MATLAB commands for applying these iterative solvers. On the other hand, if the PDEs contain nonlocal boundary conditions, they may be transformed into the associated generalized Sylvester equations by using operational matrices. Since for solving such generalized Sylvester equations, there is no MATLAB commands, we should extend Krylov subspace iterative methods. Moreover, Taylor matrix approaches have had no results for solving PDEs subject to non-classical boundary conditions. These are basic motivations of the paper. In this paper, we present a new matrix method for solving one-dimensional parabolic timedependent diffusion equation
with the initial condition uðx; 0Þ ¼ fðxÞ;
and the nonlocal boundary conditions uð0; tÞ ¼
uð1; tÞ ¼
where K; f; q and w are known functions, while the function u should be determined. It should be mentioned that we develop a new matrix approach, which was previously examined in [12] [13] [14] [15] , for solving one-dimensional parabolic PDEs with nonlocal boundary conditions. Some straightforward manipulations, enable us to impose the initial and boundary conditions (2) and (3) to the main problem. Thus, completeness of monomials basis together with the operational matrices of differentiation and integration can be used to reduce the main problem to the associated generalized Sylvester equations. Actually this is the first operational matrix approach for which the final associated algebraic system (i.e., generalized Sylvester equations) will be considered with more details.
Method of the solution
In this section, the basic Eq. (1) subject to the initial and boundary conditions (2) and (3) will be transformed into the associated integro-PDE by some straightforward manipulations. Then, completeness of monomials basis together with the operational matrices of differentiation and integration can be used to reduce the main problem to the associated generalized Sylvester equations. For this purpose, we should recall the operational matrices as follows
. . 
where M and P are operational matrices of differentiation and integration, respectively. It should be recalled that
is the Hilbert matrix of dimension N þ 1. Throughout of the paper, Q denotes the hilbert matrix of dimension N þ 1 and we do not show its index for clarity of presentation. Now, one can rewrite the basic Eq. (1) in the form u xx ðx; tÞ ¼ u t ðx; tÞ À Kðx; tÞ:
So direct integration from both sides of the above equation with respect to x in the interval ½0; x yields
On the other hand, by assuming uð0; tÞ ¼ AðtÞ, one can write uðx; tÞ ¼ AðtÞ þ
From (6) and (7) one can conclude that uðx; tÞ ¼ AðtÞ þ xu x ð0; tÞ þ
We suppose that uð1; tÞ ¼ BðtÞ, and hence
The above equation can be rewritten in the form u x ð0; tÞ ¼ BðtÞ
Replacing (9) into (8) yields uðx; tÞ ¼ ð1 À xÞAðtÞ þ xBðtÞ À x
For imposing the initial condition (2), we should differentiate both sides of (10) with respect to t in the following form
; tÞ À Kðx 00 ; tÞ ð Þ dx 00 dx 0 and then integrating both sides of the above equation with respect to t in the interval ½0; t as follows uðx; tÞ À uðx; 0Þ ¼
In other words uðx; tÞ ¼ fðxÞ þ
In this stage, we should approximate all the existing (known and unknown) functions in terms of their truncated Taylor expansions in the form uðx; tÞ % X T ðxÞUXðtÞ; ð12Þ
fðxÞ % X T ðxÞFXðtÞ;
Kðx; tÞ % X T ðxÞKXðtÞ;
qðxÞ % q T XðxÞ;
wðxÞ % w T XðxÞ;
It should be noted that F 2 R ðNþ1ÞÂðNþ1Þ , K 2 R ðNþ1ÞÂðNþ1Þ ,
is an unknown matrix and should be determined.
By using (12) , one can approximate the boundary conditions (3) as follows
BðtÞ ¼ uð1; tÞ ¼
By using approximation terms (12) and (13) and replacing in (11) we have
. Now, one can apply operational matrices of differentiation and integration (see (4) and (5)) for obtaining
In other words 
The above equation can be rewritten in the following form (16) can be rewritten as follows
which is a generalized Sylvester equation. For solving this generalized Sylvester equation, we use the global GMRES method that is selected from [17] . We note that the Sylvester Eq. (17) has a unique solution if the matrix
Throughout this paper, we assume that this condition is verified. As [16] , we use the modified global Arnoldi algorithm to construct an F-orthonormal basis V 1 ; V 2 ; Á Á Á ; V k of the corresponding matrix Krylov subspace. This algorithm is described as follows:
denotes the upper Hessenberg matrix with nonzero entries h ij , which are defined by the modified global Arnoldi algorithm, and also H k 2 R kÂk is the matrix obtained from e H k by deleting its last row.
As seen in [17] , to save memory and CPU-time requirements, the Global GMRES method should be used in a 
Numerical Solution of Time-dependent Diffusion Equations Table 1 Absolute values of the error je N ðx; tÞjð¼ juðx; tÞ À u N ðx; tÞjÞ at the selected points of numerical example. restarted mode. This means that we have to restart the algorithm every k inner iterations, where k is a fixed integer. The restarted Global GMRES algorithm for solving the linear matrix Eq. (17), denoted by GlGMRES(k) and summarized as follows: (we note that c kþ1 is the last component of the vector
Algorithm 2. Global GMRESðkÞ algorithm for matrix equation e U þ P 4 i¼1 A i e UB i ¼ C.
1. Choose e U 0 , a tolerance e and itr ¼ 0, and compute
Construct the F-orthonormal basis V 1 ; V 2 ; . . . ; V k by modified global Arnoldi algorithm 4. Determine y k as solution of the least square problem:
Numerical experiments
In this part of paper, a numerical example is provided to show the effectiveness of the presented method. In this example, the associated Sylvester matrix equations are solved by using Global GMRES(10) algorithm. It should be noted that this algorithm is written in MATLAB 7:12:0 software with the Digits environment variable assigned to be 20 to determine the unknown matrix e U and hence the approximated solution X T ðxÞ e UXðtÞ. All calculations are run on a Pentium 4 PC laptop with 2 GHz of CPU and 2 GB of RAM. The proposed scheme obtain high order accuracy for dealing with the mentioned PDEs which are enough smooth. The readers can see the efficiency of the proposed method from the provided figures and table in the following example.
Numerical example
We consider the PDE (1) together with the initial conditions (2) and (3) T ðxÞ e UXðtÞ. It should be mentioned that, the tolerance in all of these values of N for solving the associated generalized Sylvester equation via GMRES(10) is chosen to be 10 À16 . Moreover, the initial matrix is taken to be the zero matrix. The numerical results are provided in Table 1 and Figs. 1 and 2 . These results confirm the efficiency of the proposed idea.
Conclusions and future works
Operational matrices of differentiation and integration together with the completeness of monomials basis have been utilized to numerically solve a class of one-dimensional parabolic partial differential equations (PDEs) by a new framework. The proposed approach reduces the main problem to the generalized linear Sylvester matrix equations. By using the idea of global GMRES(10) method, an iterative algorithm is proposed to solve the obtained Sylvester matrix equations. A numerical example has illustrated to show the efficiency and applicably of the presented method. In our future research works, we will solve two-dimensional equations with nonlocal boundary conditions.
