Attention selectively routes the most behaviorally relevant information among the vast 25 pool of sensory inputs through cortical regions. Previous studies have shown that visual 26 attention samples the surrounding stimuli periodically. However, the neural mechanism 27 underlying this sampling in the sensory cortex, and whether the brain actively uses these 28 rhythms, has remained elusive. Here, we hypothesize that selective attention controls the 29 phase of oscillatory synaptic activities to efficiently process the relevant information in 30 the brain. We document an attentional modulation of pre-stimulus inter-trial phase 31 coherence (a measure of deviation between instantaneous phases of trials) at low 32 frequencies in macaque visual area MT. Our data reveal that phase coherence increases 33 when attention is deployed towards the receptive field of the recorded neural population. 34 We further show that the attentional enhancement of phase coherence is positively 35 correlated with the attentional modulation of stimulus induced firing rate, and 36 importantly, a higher phase coherence leads to a faster behavioral response. Our results 37 suggest a functional utilization of intrinsic neural oscillatory activities for better 38 processing upcoming environmental stimuli, generating the optimal behavior. 39 attention | local field potentials | phase coherence | reaction time | visual cortex 40 41 72 (Yamagishi et al., 2003). Although there is prominent evidence on attentional modulation of 73 low frequency amplitude, the role of low frequency phase in attentional processing is yet 74 controversial. 75 The phase of low frequency oscillations modulates local neural activities represented by 76 gamma band activity, which presumably enables distant brain regions to interact (Demiralp et 77 al. , 2007). Some studies have shown that the phase of ongoing neural oscillations is responsible 78 for periodic sampling by visual attention (Busch and VanRullen, 2010; VanRullen et al., 2011).
Introduction 42
One of the most important cognitive functions of the mammalian brain is selective attention. 43 Attention selectively routes the most behaviorally relevant information among the vast pool of 44 sensory inputs through cortical regions. This allows the brain to compensate the limited neural 45 resources and create appropriate behavioral responses quickly (Petersen and Posner, 2012) . 47 documented; effects which reflect a multitude of aspects of cortical information processing 48 (Baluch and Itti, 2011; Maunsell and Treue, 2006; Petersen and Posner, 2012 well as the phase coherence for the attend-in and attend-out conditions, separately are shown 145 in Figure S1 ). As shown in the Figure 1B , there is a cluster of time points across neighboring 146 frequencies centered at 8 Hz, in which attention has enhanced the phase coherence significantly 147 for the attend-in relative to the attend-out condition. A sample site's phases are presented in 148 Figure 1C , showing that the LFP phase is more densely concentrated in the attend-in subset of 149 trials (red), compared to the attend-out trials (200 ms, 6-10 Hz) (p<0.001; permutation test).
150 Figure 1D shows the distribution of the average phase (over trials) for all sites. The average 151 phases of sites are clearly more coherent in the attend-in than attend out trials at (200 ms, 6-10 152 Hz) (p=0.034; permutation test). This further indicates that the phase coherence between sites 153 is also enhanced in attend-in, compared to the attend-out condition.
154
To control for the sensory influence of the cue (assuming that LFP has a larger amplitude in 155 attend-out compared to the attend-in condition, when cue evokes a sensory influence), we 156 separated the sites where cue (shown in attend-in condition) enhanced the LFP amplitude or 157 reduced it (compared to the attend-out condition). This division was made based on the average 158 LFP amplitude in the 100 ms time interval surrounding the time point with the maximum phase 159 coherence modulation ("evoked response control window" of 150-250 ms from cue onset, 160 Figure 2A ). Figure 2B shows the average LFP amplitude within the evoked response control 161 window for the two groups of sites. The "with putative sensory evoked response" and "without 162 putative sensory evoked response" groups are depicted in orange and green, respectively.
163 Figure 2C and D show the time-resolved average LFP responses for these two groups, 164 separately. We assume that if the phase coherence modulation effect is simply a side effect of 165 the cue's evoked sensory response, then the phase coherence modulation should be observed 166 only in sites with a putative sensory evoked response. However, both groups of sites showed a 167 significant phase coherence modulation ("with putative sensory evoked response": p=0.001-168 Figure 2E , "without putative sensory evoked response": p=0.027- Figure 2F ; ttest). These results suggest that the phase coherence modulation observed here, is caused by attention, 170 rather than being a side effect of cue's sensory response.
171
It could be argued that the comparison of phase coherence measurement across attention 172 conditions may be confounded by the differences of signal to noise ratios in the LFPs across 173 conditions. To test this, we separately calculated the power of LFP oscillations within the 6-10 174 Hz frequency range and compared it between the attention conditions. The attend-in and attend-175 out conditions showed no significant difference between their spectral power ( Figure S2 ), 176 suggesting that the observed phase coherence modulation is not a side effect of different 177 spectral powers. In addition, it could be possible that phase coherence modulation is a result of 178 a difference in the arousal level between the attend-in and attend-out trials, rather than the 179 location where spatial attention is directed towards. To test this, we analyzed the reaction times 180 (as a quantification of the average arousal level in a trial) in each of the two conditions. No 181 systematic difference was observed between the reaction times of the two conditions (p-182 value=0.0548 Wilcoxon signed Rank test between sessions' average reaction times; Attend-in 183 average RT= 357 ms and Attend-out average RT= 354 ms; Figure S3A ). We further excluded 184 those sessions where the attend-in condition was faster than the attend-out condition 185 (corresponding to sessions with a higher arousal in the attend-in condition) and recalculated 186 the phase coherence modulation (at 200 ms, 6-10 Hz). The PCM distribution for those sties 187 recorded in these sessions, was still significantly above zero, meaning that even though the 188 reaction time is not lower for attend-in trials, there still exists a positive PCM, hence the PCM 189 is not a side effect of arousal ( Figure S3B ). 3B illustrates the magnitude of correlation between these two measures across sites.
203
Interestingly, both the dynamics of this correlation and that of the attentional index showed an 204 oscillatory regime within the theta band (the spectral maximum at 5.8 Hz ( Figure 3B ) and 7.32 205 Hz ( Figure 3C ) for the correlation and attentional index, respectively). This indicates that a 206 higher phase coherence modulation leads to an enhanced attentional modulation of firing rate, 207 suggesting that attention may functionally exploit phase coherence to enhance the neural 208 representation of upcoming stimuli.
209
Our findings suggest that attention resets the phase of low frequency oscillations before the 210 onset of the behaviorally relevant stimulus. This may lead to a more efficient alignment of 211 excitability phases as a preparatory mechanism to better process the upcoming visual stimulus.
212
Therefore, we predict that the monkey's behavioral performance (as a consequence of neural 213 processing's efficiency) is linked to phase coherence. We hypothesize that attention shapes 214 sensory processing by modulating inter-trial phase coherence within low frequency oscillatory We conjecture that in those sets of trials with a higher phase coherence, the sensory cortex is 220 prepared more effectively for processing sensory input, leading to a better performance in 221 detecting stimulus changes. We evaluated this by investigating the potential link between phase 222 coherence and the response time of monkeys in reporting the stimulus change. We determined 223 if there is any relationship between how similar a given trial's phase is to the mean phase, and 224 the reaction time in that trial. The global mean phase (GMP) used in this analysis is the circular 225 average of phases from the trials of all sites with at least 40 trials at the time-frequency pair as 226 the maximum PCM (200 ms, 8 Hz). We expect that in trials where the phase is closer to the 227 GMP, the monkey responds faster. For this step, we analyzed the GMP of attend-in trials due 228 to the higher magnitude of phase coherence among these trials. We observed that the phases of Rayleigh test). We calculated the correlation between the similarity of phases to GMP and 231 reaction times of the trials and observed that there is a significant negative correlation in the suggests for a predictable stimulus, that attention aligns the phase of low frequency oscillatory 258 neural activities to the cue, to optimally prepare processing the stimulus. We further observed 259 that this increase in phase coherence is correlated with the attentional modulation of the single 260 neurons activity, and even the behavioral speed of the animals' reaction to the stimulus change.
261
Our main frequency of interest (8 Hz) has been shown to govern endogenous attention 262 (Fiebelkorn et al., 2018 (Fiebelkorn et al., , 2013 Helfrich et al., 2018; Landau and Fries, 2012) . Importantly,
263
Landau and Fries showed that (1) attention samples multiple stimuli periodically, (2) an further help the selection of relevant sensory stimuli (Voloh et al., 2015) . However, they did 301 not determine whether their observed phase alignment was induced by either the sensory cue 302 or the monkey's attentive state, rather than selective attention. 303 We observed the highest attentional modulation of phase coherence within the alpha band. This 304 frequency band has been under investigation in many recent studies, which have shown that 305 alpha band activity inhibits neuronal processing in task-irrelevant areas (Haegens et al., 2011; 306 Klimesch et al., 2007) . On the other hand, a decrease in alpha band power can lead to enhanced 307 excitability (Lange et al., 2013) . The pre-stimulus alpha phase can change neuronal excitability 308 in order to modify temporal perception, independent from alpha amplitude (Milton and 309 Pleydell-Pearce, 2016). Our study confirms these reports in suggesting that alpha band activity 310 provides a functional tool for selective attention. It can modify the temporal profile of peaks 311 and troughs in the neural activity through phase manipulation, and the spatial profile through 312 changing alpha power. This means that in cortical areas with a larger alpha amplitude, there is 313 more inhibition, and in this way the brain can control a neural population's potential to suppress , 2015) . However, their study differs from ours in that they examined the 317 phase coherence at the time of target presentation, while we focused on the interval where the monkeys are preparing for the appearance of the behaviorally relevant stimulus. As our results 319 suggest that phase coherence is used as a preparatory mechanism, it is not expected to observe 320 any modulation of it during stimulus presentation. Therefore, our data suggest that the 321 alignment of phase is a tool to prepare the neural system for processing upcoming stimuli, 322 rather than a tool to better process a presented stimulus. Another study has found a similar 323 temporal effect as our finding within the temporal cortex of humans (Yamagishi et al., 2008) .
324
They reported that the magnitude of inter-trial coherence increases after cue onset and that 325 phase coherence and performance are positively correlated, consistent with our findings. They 326 speculated that the magnitude of inter-trial coherence could be a measure of attention 327 magnitude among different trials and further suggest that this may reflect neural changes of 328 temporal cortex activity in response to top-down influences. Here we show the first evidence 329 suggesting that attention selectively increases phase coherence in sensory areas that are 330 involved in processing the target stimulus while suppressing it in other cortical areas. to the low-frequency phase (Esghaei et al., 2015b; Parto Dezfouli et al., 2018) see also 334 (Spyropoulos et al., 2018) . These observations may challenge the current finding in that they 335 suggested the coupling of local neural activity to the low frequency phase to have a suppressive 336 role in attention. In the same line, Spyropolous et al. showed that theta rhythms are more 337 prevalent in the attend-out rather than attend in condition (Spyropoulos et al., 2018). However, 338 in the majority of previously used attention paradigms, the stimuli were presented inside the 339 receptive field during the cue period (the period we focused on for phase coherence analyses).
340
Our data on another hand show, in the absence of visual stimulation, that attention exploits the 341 phase of low frequency neural oscillations, potentially to enhance the preparatory mechanisms 342 of visual processing. Correspondingly, when the stimulus appears inside the receptive field and the MT neuron is actively engaged for the task, attention may not use the oscillatory activity 344 anymore. Thus, attention decouples the neurons from the ongoing rhythm to give them the 345 ability to maximize the dissociation of the information contents within the receptive field by 346 making the neurons fire independently (Esghaei et al., 2015b) . Meanwhile, it continues to 347 rhythmically sample the other unattended regions by increasing the magnitude of theta at the 348 engaged brain areas. This challenges the notion that attention uses the oscillations always in 349 the same manner. Our results suggest that the function of these oscillations actually depends 350 on the task needs at a given moment; which could be either enhancement of the rhythm for 351 maximizing spatial sampling, or decoupling of neurons from the rhythm's phase to maximize 352 the neural discrimination within the receptive field. Womelsdorf, oscillations provide time windows for the optimal transfer of low-level sensory information to higher areas. They suggest that the response to stimuli can be changed 369 dramatically by resetting the oscillations' periods of excitability to match the presentation of 370 the target stimuli (Voloh and Womelsdorf, 2016) . In line with their finding, here we suggest 371 that attention controls the synchronization of MT with higher cortical areas by aligning the low 372 frequency LFP phases of trials for better communication. Nevertheless, further studies need to 373 experimentally examine this using simultaneous recordings from the visual cortex and higher 374 level areas. Also, it may be surprising that the PCM effect observed here, appears only 375 transiently after cue (rather than remaining at an equal magnitude throughout the whole cue 376 period). Considering the fixed and short interval between cue and stimulus onset, the pre-377 stimulus period is conceivable to be dominated by the stimulus-locked preparatory activities 378 (as shown in Figure S1 ). Future investigations may study the stability of this effect by 379 increasing and randomizing the cue interval's length to remove the preparatory signal.
380
In summary; we documented a link between attention and phase coherence in low frequencies.
381
Our data show for the first time that attention selectively enhances the inter-trial phase 382 coherence of LFP's low frequency oscillations in the visual cortex. We further found that 383 higher inter-trial phase coherence leads to an enhanced neural representation and consequently, 384 faster behavioral responses. This is in-line with the suggestion that attention improves 385 perception by controlling the phase coherence of ongoing neural oscillations before stimulus 386 onset. Our results provide the first evidence indicative of a functional use of low frequency 387 phase to improve neural representations, by attention. 
