We present structural improvements of Esseen's (1969) and Rozovskii's (1974) estimates for the rate of convergence in the Lindeberg theorem and also compute the appearing absolute constants. We introduce the asymptotically exact constants in the constructed inequalities and obtain upper bounds for them. We analyze the values of Esseen's, Rozovskii's, and Lyapunov's fractions, compare them pairwise and provide some extremal distributions. As an auxiliary statement, we prove a sharp inequality for the quadratic tails of an arbitrary distribution (with finite second order moment) and its convolutional symmetrization.
Introduction
Let X 1 , X 2 , . . . , X n be independent random variables (r.v.'s) on a certain probability space (Ω, A, P) with distribution functions (d.f.'s) F k (x) := P(X k < x), k = 1, . . . , n, and such that
Denote S n = n k=1 X k , F n (x) = P(S n < xB n ), Φ(x) = 1 √ 2π k for all k = 1, . . . , n and L n (0) = 1. In 1922 Lindeberg [20] proved that ∆ n → 0, if the Lindeberg fraction L n satisfies the condition 
1
Lindeberg's theorem yields the celebrated Lyapunov theorem [19] , according to which ∆ n → 0, if the Lyapunov fraction defined below tends to zero: L 2+δ,n := 1 B 2+δ n n k=1 E|X k | 2+δ → 0, n → ∞, for certain δ > 0.
In the case of independent and identically distributed (i.i.d.) random summands the Lyapunov fraction
is of order O(n −δ/2 ) as n → ∞ for every fixed distribution F 1 of the random summands. The numerical demonstration to the Lyapunov theorem is given by the inequality
C BE (δ) being some absolute constants for every δ ∈ (0, 1], which was proved by Lyapunov himself in the same paper [19] for 0 < δ < 1, and, 40 years later, independently by Berry [3] in the i.i.d. case and Esseen [6] in the general situation for δ = 1. Inequality (2) in the i.i.d. case with δ = 1 takes the form
and establishes the exact order O(n −1/2 ) of the rate of convergence in the CLT for distributions with finite thirdorder moments. The history of evaluation of the constants C BE (δ), especially, for δ = 1, as well as the discussion of the structural improvements of the Berry-Esseen inequality is worthy of a particular narration for which we refer to the papers [15, 18, 33, 34] . In these papers some structural improvements of inequality (2) are also presented.
The numerical demonstration to the Lindeberg theorem was given in 1966 by Osipov's inequality [22] in the form ∆ n ≤ C(Λ n (ε) + L n (ε)) for every ε > 0,
where
and C is an absolute constant. The quantity Λ n (ε) + L n (ε) is called the Osipov fraction with the parameter ε > 0. Since Λ n (ε) ≤ εB −2 n n k=1 EX 2 k 1(|X k | ≤ εB n ) ≤ ε, inequality (4) yields the bound ∆ n ≤ C(ε + L n (ε)) for every ε > 0, and hence, the Lindeberg theorem. Thus, in the case of asymptotically negligible random summands satisfying condition (F ), by the Feller theorem, the left-hand and right-hand sides of (4) either tend or do not tend to zero simultaneously. In other words, inequality (4) relates the criteria of convergence with the rate of convergence in the classical CLT and hence, according to Zolotarev's terminology [36] , it can be called a natural convergence rate estimate.
It is easy to see that inequality (4) with some ε > 0 yields the Berry-Esseen inequality (2) for every δ ∈ (0, 1], since
However, inequality (4) with ε = 1
2 is of great interest, because ε = 1 minimizes the right-hand side of (4) . Indeed, to find the minimizer one can observe, following the outline of the reasoning in [25] , that for every ε > 0
and for every r.v. X := X k /B n , k = 1 . . . , n, with A being arbitrary Borel subset of R, we have E|X| 3 1(|X| < 1) + EX 2 1(|X| ≥ 1) = EX 2 min{1, |X|}(1(X ∈ A) + 1(X / ∈ A)) ≤ ≤ E|X| 3 1(X ∈ A) + EX 2 1(X / ∈ A)
(here the optimality of the set A = [−1, 1] was first noted, probably, by Loh [21] whose hardly available thesis we cite by [2] ; however, in [25] , this fact was proved independently). Now the claim follows by taking A := [−ε, ε]. Inequality (5) has an interesting history. First of all we note that it is a trivial corollary to earlier and formally more general results of Katz [12] and Petrov [26] , but this connection remained unnoticed for a long time, even by Petrov himself (for example, see [27, Ch. 5 , § 3, Theorems 5 and 8]). Furthermore, inequality (5) was re-proved formally in a more general, but in fact, in an equivalent form, by Feller [10] with C = 6 and by Paditz [23, 24] in the i.i.d. case with C = 4.77. Two years later Paditz [25] announced a sharper bound C ≤ 3.51 without a complete proof. The works of Feller and Paditz did not refer to the above mentioned work of Osipov. Inequality (4) was also re-proved by Barbour and Hall [2] who cited Feller's result, but applied the new Tikhomirov-Stein method and obtained a rougher bound C ≤ 18. Chen and Shao [5] who cited only Feller's work re-proved (4) with C = 4.1. Finally, Korolev and his disciples successively improved the upper bounds for C to 2.011 in [16, 17] and to 1.87 in [14] .
Thus, inequalities (4) and (5) attracted much attention. However, as far back as in 1969 Esseen [8] proved the bound and, as its corollary, by the use of the traditional truncation techniques, deduced that
with C 1 and C 2 being some absolute constants. Obviously, L
This fact implies, in turn, that C ≤ C 2 , in particular, inequality (7) is also a natural convergence rate estimate in the Lindeberg theorem.
Third, Esseen's inequality (7) not only relates the criteria of convergence with the rate of convergence as Osipov's inequality does, but also provides a numerical demonstration to the criteria of the rate of convergence to be of the traditional order O(n −1/2 ), n → ∞, provided by the Berry-Esseen inequality for distributions with finite third-order moments in the i.i.d. case. In fact, the condition on the finiteness of the third-order moments can be relaxed. Namely, in 1966 Ibragimov [11] proved that in the i.
It is easy to see that Ibragimov's condition is weaker than the condition E|X 1 | 3 < ∞, and Esseen's inequality (7) in the i.i.d. case
trivially yields the "if" part of Ibragimov's criteria. In 1974 Rozovskii [30] generalized Ibragimov's theorem and proved another estimate involving algebraic truncated third-order moments
where C 3 is an absolute constant and
At first glance, Rozovskii's inequality (8) is more favorable than Esseen's inequalities (6) and (7) . Indeed, the right-hand side of (8) is always finite, while the right-hand side of (6) may be infinite. In (8) the first term may vanish not only in the symmetric, but also in the non-symmetric case, for example, for even n if the appearing truncated third-order moments µ k (B n ), k = 1, . . . , n, have the same absolute value, but alternating signs. One more advantage of inequality (8) over (6) and (7) is that the values of µ k (z) are used in (8) only in one and the same point z = B n for all k = 1, . . . , n, while the right-hand sides of (6) and (7) require the information on µ k (z) in every point of the interval z ∈ (0, B n ]. However, a deeper analysis (see Theorem 6 (ii) below) shows that Rozovskii's fraction L 3 r,n may take greater values than each of Esseen's fractions L 3 e,n (1), L 3 e,n (∞) and even greater than Lyapunov's fraction L 3,n , while Esseen's fractions always satisfy
Thus the choice between inequalities (7) and (8) depends not only on the concrete values of the fractions L 3 e,n and L 3 r,n , but also on the values of the appearing absolute constants C 2 and C 3 . However, the values of these constants, as well as of C 1 , remain unknown.
In the present paper, we compute upper bounds for the constants C 1 , C 2 , and C 3 . Moreover, we prove new natural convergence rate estimates in the Lindeberg-Feller theorem generalizing Esseen's (6), (7) and Rozovskii's (8) inequalities, and provide an explicit analytical representation with an algorithm of evaluation of the appearing constants. Namely, we introduce a truncation parameter ε > 0 and a balancing parameter γ > 0 and denote
where the least upper bounds with respect to 0 < z ≤ . . . can be replaced by those over the open sets 0 < z < . . . , due to the left-continuity of µ k (·) and σ 2 k (·). It is easy to see that
e,n (1) with equality sign, for example, in the i.i.d. case, and L 3 e,n (ε, γ) = L 3 r,n (ε, γ) in the symmetric case. Theorem 1. Under the above assumptions, for every γ > 0
where C e (ε, γ) and C r (ε, γ) depend only on the arguments in the brackets, take finite values for every γ > 0 and ε specified above and can be computed for every ε, γ under consideration by an algorithm provided below in the proof. Both C e (ε, γ) and C r (ε, γ) are monotonically decreasing with respect to γ > 0, C e (ε, γ) is also monotonically decreasing with respect to ε > 0. In particular,
C e (∞, ∞) ≤ max C e (∞, 1.43), C e (4, 1.62), C e (2.74, 3), C e (2.56, ∞) ≤ 2.65,
= 0.531551 . . . , and x 0 = 5.487414 . . . is the unique root of the equation 8(cos x − 1) + 8x sin x − 4x 2 cos x − x 3 sin x = 0 on the interval (π, 2π).
Remark 1.
Within the method used: (i) C r (1, γ) does not depend on γ for γ ≥ γ * ; (ii) further increase of γ ≥ 0.73 does not reduce the constructed upper bound 2.73 for C e (1, γ) by more than 0.01; (iii) the same concerns the presented upper bounds for C e (∞, 1) and C e (∞, ∞).
Remark 2.
Within the method used, C e (1, 1) = C r (1, 1), due to Remark 9.
The plot of the level curve γ = γ(ε) delivering the constant value 2.65 to C e (ε, γ) is given on Fig. 2 (right) . The plot of the function C r (ε, γ * ) constructed in the proof is given on Fig. 3 (right) .
Theorem 1 trivially yields Corollary 1. The constants C 1 , C 2 , and C 3 in inequalities (6), (7), and (8) satisfy
The upper bounds for the constants C 1 , C 2 , C 3 presented in Corollary 1 are slightly greater than the best known upper bound 1.87, obtained in [14] , for the absolute constant C (which is no greater than C 2 ) in Osipov's inequality (5) . In Theorem 6 (iv) of Section 5 we provide various examples of symmetric and non-symmetric distributions of the random summands X 1 , . . . , X n for which the right-hand sides of both inequalities (11) and (12) with ε = γ = 1, C e (1, 1) = C r (1, 1) = 2.73 are strictly less than the right-hand side of the Osipov inequality (5) with C = 1.87.
Similarly to Kolmogorov [13] , where the classical Berry-Esseen inequality was discussed, we also introduce here the so-called asymptotically exact constants in (11), (12)
and present their upper bounds for every ε > 0 and γ > 0. 5 Theorem 2. For every ε > 0 and γ > 0 we have
The values of the functions C * e (ε, γ) and C * r (ε, γ) for some ε > 0 and γ > 0 are given in the third columns of tables 2 and 3, respectively. The plot of the level curve γ = γ(ε) with the constant value of C * e (ε, γ) = 1.72, closest to the minimal one C * e (∞, ∞) up to 10 −2 , is given on Fig. 2 (left) . The plot of the function C * r ε, γ * ) is given on Fig. 3 (left, solid line) . The graphs of the functions t γ , t 1,γ , t 2,γ are given on Fig. 1 .
Remark 3.
Within the method used, the functions C e (ε, γ) and C r (ε, γ) constructed here in the proof of Theorem 1 are bounded below by the functions C * e (ε, γ) and C * r (ε, γ), respectively.
the functions C e (ε, γ), C r (ε, γ), C * e (ε, γ), and C * r (ε, γ) must be unbounded as ε → 0. Remark 5. Though the first terms µ k (·), k = 1, 2, . . . , n, in the definitions of L e,n (ε, γ), L r,n (ε, γ) vanish for symmetric distributions of random summands, one cannot, in general, get rid of the third truncated moments µ k (·) in (11) , (12) , that is, the "constants" C e (ε, 0+), C r (ε, 0+), C * e (ε, 0+), and C * r (ε, 0+) are no more bounded. This fact follows from the observation that each of the above constants is bounded below by the so-called asymptotically best constant (we follow here the terminology introduced in [32] )
for which, in Theorem 7 of Section 5, an infinite lower bound is constructed for every ε > 0.
6
The proofs of Theorems 1 and 2 are based on the method of characteristic functions (ch.f.'s) realized in the Prawitz smoothing inequality [28] (see Lemma 8 below) and new estimates for ch.f.'s presented in Section 3. As an auxiliary result used in bounding the absolute value of a ch.f., we prove a sharp inequality
for arbitrary centered i.i.d. r.v.'s X and X ′ with finite second moment, where the constant factor 4 on the R.H.S. cannot be made less (see Theorem 3 in Section 2). Similar inequality was proved and used in the preceding works with the constant factor 40 by Esseen [8] , 12 and 8 by Rozovskii [30, 31] , respectively.
The proof of the main Theorem 1 is given in Section 4 and consists of two steps. First, we consider the case of small values of the fractions L e,n ≤ L and L r,n ≤ L with L being small enough including the limit L → 0, where the upper bounds for the corresponding "constants" (in fact, depending on L) are obtained in the analytical form (see Subsection 4.1) yielding, as a particular case, Theorem 2. Then we consider the remaining case, where the upper bounds for the appearing "constants" also depend on the concrete value of the fraction L := L e,n or L := L r,n and have a more complicated form assuming numerical evaluation by the use of a computer (see Subsection 4.2) .
In Section 5 we compare the fractions L 3 e,n (ε, γ), L 3 r,n (ε, γ), L 3,n and also the right-hand sides of Osipov's inequality (5) with our new inequalities (11), (12) .
All the figures and tables are presented in the concluding Appendix.
2 An inequality for quadratic tails 
In particular, with α = 1/2 we have σ
where the constant factor 4 on the right-hand side is the best possible in the sense of
where the least upper bound is taken over all distributions of the r.v. X with EX = 0 and delivered by the sequence of two-point distributions of the form P(X = qz) = p, P(X = −pz) = q := 1 − p with p → 1 2 + . Remark 6. In the original work of Esseen [8] inequality (19) was proved with the constant factor 40 on the right-hand side instead of 4, and in the works of Rozovskii [30, 31] this factor was successively lowered to 12 and 8.
Proof. By F (x, y) = F (x) · F (y) denote the d.f. of the random vector (X, X ′ ). Then for every α ∈ [0, 1] with β := 1 − α we have
we finally obtain σ
To prove (20) , fix arbitrary z > 0 and consider a centred two-point distribution
where the choice of b > a > 0 will depend on z. Then, with X ′ being an independent copy of X, we have
Now let a and b satisfy a + b = z. Then σ 2 s (z) = 2ab and σ 2 (z/2) = ab 2 /(a + b) = ab 2 /z, and hence for every z > 0
Estimates for characteristic functions
In what follows we shall omit the arguments ε, γ of the fractions L e,n (ε, γ) and L r,n (ε, γ) assuming γ ∈ (0, ∞) and ε ∈ (0, ∞] for L e,n (ε, γ) or ε ∈ (0, ∞) for L r,n (ε, γ) being fixed and even simply using the notation L for each of the fractions L e,n , L r,n . Furthermore, we shall also assume that the random summands X 1 , . . . , X n are normalized so that
the ch.f.'s of X k and of the (already normalized) sum S n . Recall that e −t
Estimation of f n (t)
This section is aimed at bounding the absolute value f n (t) of the ch.f. of the normalized sum above. We provide two kinds of such estimates. The first estimate which is the most exact, but has a rather complicated form, is used below in the numerical method described in Subsection 4.2 for the case of L r,n , L e,n separated from the origin. The second estimate has a simpler form convenient for analytical work and is used below in Subsection 4.1 for the case of small L r,n , L e,n .
We also note here that the form of the estimates for f n (t) presented below is the same for the both fractions L 3 e,n and L 3 r,n which is explained by the independence of the constructed bounds of the function M n (·). Lemma 1 (see [29] ). For every θ ∈ [0, 2π] and x ∈ R we have
with equality if and only if x ∈ {−θ, 0, θ}, where 
(ii) The function a(θ)/b(θ) is strictly monotonically increasing for θ ∈ [0, 2π), in particular,
Proof. For θ ∈ (0, 2π) denote g(θ) := a(θ)/b(θ). Then, omitting the argument θ of the functions a(θ) and b(θ) for short, we have
hence, sgn g
It is easy to see that there exists a unique θ 0 ∈ (π, 2π) such that
With the account of sgn b 2 = sgn b
Hence, b 1 has the unique point of minimum θ 1 on (0, 2π) and for all θ ∈ (0, 2π)
we immediately obtain part (i) of the lemma. Finally, recalling that sgn
where the functions a(θ), b(θ) are defined in the formulation of Lemma 1. Then for each of the fractions L ∈ {L r,n , L e,n } we have zL n (z).
Remark 7.
The right-hand side of (26) is monotonically increasing with respect to L > 0, monotonically decreasing with respect to ε > 0 and does not depend on γ with L being fixed. The right-hand side of (27) does not depend neither on L, nor on ε and γ.
Proof. Due to the symmetry, one can assume that t ≥ 0. Moreover, inequalities (26) and (27) hold trivially true with t = 0, so that, in what follows, we shall assume that t > 0.
Consider the absolute value of the ch.f. of every single random summand. Namely, let X and X ′ be i.i.d. centred r.v.'s with the d.f. F , the ch.f. f , and
Then for every t under consideration and θ ∈ (0, 2π] we have
with a(θ) defined in Lemma 1 and
Separating the range of integration in J into two domains: |x| ≥ z and |x| < z with arbitrary z ≥ 0, we use the inequality cos x − 1 ≤ 0, x ∈ R, to bound the integrand in the first integral and Lemma 1 to bound the second and obtain
where, for short, we omitted the argument θ of the functions a(θ) and b(θ) defined in Lemma 1 and used the representation
with F := F s , which is valid for arbitrary d.f. F with finite second moment. Now assuming that a ≥ bt 2 z 2 we may apply Theorem 3 to bound σ 2 s (·) in the majorant for J above and obtain
Now repeating the same procedure for every random summand X := X k , k = 1, . . . , n, we construct an estimate for the absolute value of the corresponding ch.f. |f k (t)| in the form
for all ε ≥ z/2 ≥ 0, provided that a ≥ bt 2 z 2 . Thus, using the inequality 1 + x ≤ e x , x ∈ R, and observing that
(compare with part (iii) of the theorem), we obtain
for all t ∈ (0, ∞),
, and θ ∈ (0, 2π]. Note that the function
attains its global maximum with respect to u ∈ (0, ∞) for every fixed τ > 0 and θ ∈ (0, 2π) at the point
being monotonically increasing for 0 < u < u * (θ) and monotonically decreasing for u > u * (θ) (in fact, k(τ, u, θ) is concave with respect u > 0 for every fixed τ > 0 and θ ∈ (0, 2π)). Now choosing z = z * to minimize the right-hand side of (29) with respect to z ∈ (0, z * ] (which is equivalent to the choice of u = u * (θ) ∧ 2εt) and optimizing then with respect to θ ∈ (0, 2π] we arrive at (26) with the right-hand side being a monotonically increasing function of L > 0 as the least upper bound to a family of monotonically decreasing functions. Let us prove that (26) (or (29)) yields (27) under the assumptions stated in the formulation of part (ii) of the theorem. For this purpose, observe that for every θ ∈ (0, 2π)
Now let τ be an arbitrary positive number. Then for 
The present section is aimed at bounding the absolute value of the difference f n (t) − e −t 2 /2 between the ch.f. of the normalized sum and that of the standard normal law. Similarly to the preceding section, we construct two estimates, the first being the most exact and used in Subsection 4.2 and the second being the most convenient for analytical work in Subsection 4.1.
However, unlike in the previous section, here significant distinctions arise in the dependence of which of the fractions L 3 e,n or L 3 r,n is used. We pay special attention to the appearing distinctions and explain their reasons. Before passing to the main theorem of the present subsection we proof four auxiliary statements.
Lemma 3. For every x ∈ R we have
where Proof. Due to the symmetry and triviality of the stated inequality for x = 0 we may assume that x > 0. Observe that the inequality of interest is equivalent to the relation
We have
Note that the function h ′ (x) has a unique root x 1 ∈ (π, 3π/2) on (0, 2π], which is the point of maximum of h(x). Since, h(0) = 0 and h is strictly increasing on (0, x 1 ), we conclude that h(x 1 ) > 0. Moreover, h(2π) = −16π 2 < 0, hence, h has a unique sign change on (0, 2π] and this sign change occurs in the point x 0 ∈ (x 1 , 2π) ⊂ (π, 2π) from + to −. Thus, the function g has a unique stationary point x 0 ∈ (π, 2π) on (0, 2π], which is the point of maximum. So, it remains to prove that g(x) ≤ g(x 0 ) for x > 2π.
If x = 2π + y ∈ (2π, 9π/4], then, with the account of the monotone increase of sin y and monotone decrease of cos y for y ∈ (0, π/4], we have
Hence, h(x) is strictly monotonically decreasing for x ∈ (2π, 9π/4] with
Finally, for x > 9π/4 we use the trivial bound
which completes the proof of the lemma.
Then for every ε > 0 we have max
for every z ∈ (0, ε] and k = 1, . . . , n. On the other hand, by the definition of σ
whence it follows that sup
Now the choice of z := σ k / √ 3 ∧ εσ k ≤ ε as a maximizer to the right-hand side of the latest inequality completes the proof of the lemma.
Lemma 5. For all t ∈ R and 0 < z ≤ ε ≤ ∞ we have
Proof. For every random summand X with the d.f. F , the ch.f. f and
Using the Jensen inequality for the first term, both the representation |x|<z x 2 dF (x) = σ 2 − σ 2 (z) and the bound |x|<z x 2 dF (x) ≤ z 2 for the second term in square brackets in the first step below, and then equality (28) we obtain
Summing up the constructed bounds for every random summand X := X k over all k = 1, . . . , n, we get
Now the observation that the least upper bound with respect to x ∈ (0, z] is a non-decreasing function of z yields the first claim of the lemma. The second claim follows from Lemma 4 yielding the chain of inequalities
Lemma 6. For all t ∈ R, ε > 0, and γ > 0 we have
, εt
. and κ is defined in Lemma 3. Moreover, the functions t γ and t 1,γ are monotonically increasing with respect to γ, and t γ ≤ t 1,γ ≤ t ∞ for all γ > 0, the functions p e (t, ε, γ), p r (t, ε, γ) are monotonically decreasing with respect to γ > 0 with p r (t, ε, γ) do not depending on γ for γ ≥ γ * , and p e (t, ε, γ) is also monotonically decreasing with respect to ε.
The values of the function t γ = 2γ −1 (γ/γ * ) 2 + 1 − 1 for some γ are given in Table 1 . The plots of the functions t γ and t 1,γ are given on Fig. 1 (γ/γ * ) 2 + 1 − 1 for some γ (rounded down).
Remark 8. For γ ≥ γ * we have t 1,γ = t 2,γ = 2/γ * = t ∞ .
Remark 9. The functions p e (t, ε, γ) and p r (t, ε, γ) coincide on the interval |t| ≤ t γ /ε for every γ > 0.
Proof. Since EX k = 0 for all k = 1, . . . , n, for every t ∈ R and z > 0 we have
Using the inequalities |e
To prove (30) , observe that (34) yields
for all t ∈ R and z > 0. Now choosing z = 2 γ|t| 6κγ 2 + 1 − 1 ∧ ε to minimize the R.H.S. of the expression in the large brackets with respect to z ∈ (0, ε] and observing that
for every 0 < z ≤ ε and γ > 0, we arrive at (30) .
To prove (31) , observe that (34) yields
for every z > 0 and t ∈ R. The choice of z = ε completes the proof of inequality (31) . The stated properties of the functions t γ , t γ , p e , and p r , as well as representations for p e and p r in the right-hand sides of (32) and (33) are proved by use of elementary analysis.
Now we are ready to prove the main result of the present subsection.
where p = p e for L = L e,n (ε, γ) and p = p r for L = L r,n (ε, γ) with p e , p r defined in Lemma 6. In particular, for L = L e,n (ε, γ) with ε = ∞ we have
for L|t| < 2 5/6 / √ 3 = 1.0287 . . . . Moreover, the right-hand side of (35) is monotonically increasing with respect to L > 0 and monotonically decreasing with respect to γ > 0 and, for L = L e,n , also with respect to ε > 0. The right-hand side of (35) with L = L r,n (ε, γ) does not depend on γ for γ ≥ γ * .
(ii) For L = L e,n (ε, γ) ≤ L 0 (ε) and L|t| < τ ≤ τ 0 (ε), we have
in particular, with ε = ∞,
Moreover, the right-hand side of (36) is monotonically increasing with respect to L > 0 and monotonically decreasing with respect to ε > 0 and γ > 0.
For L = L r,n (ε, γ) ≤ L 0 (ε) and L|t| < τ ≤ τ 0 (ε) with B := B(τ, ε), we have
where h(τ, ε, L) := 1 − ετ 2 L/6 > 0 for all τ ∈ 0, τ 0 (ε) if and only if L ≤ 6/(ετ 2 0 (ε)). Moreover, the right-hand side of (37) is monotonically increasing with respect to L > 0 and monotonically decreasing with respect to γ > 0.
Remark 10. The right-hand sides of (35) with L = L r,n (ε, γ) and (37) are unbounded as ε → ∞.
Proof. Fix arbitrary ε, γ > 0 and let L = L e,n (ε, γ) or L = L r,n (ε, γ). With u k := f k (t) − 1 Taylor's formula and Lemma 4 yield
16 for every k = 1, . . . , n and t ∈ R, whence it follows that |u k | < 1 for L|t| < 2/α(ε) =: τ 0 (ε) and that f n (t) = n k=1 (1+u k ) does not vanish for L|t| < τ 0 (ε). Hence, the logarithm ln f n (t) is well-defined for L|t| < τ 0 (ε). Considering the main branch of the logarithm and using the inequality |e z − 1| ≤ e |z| − 1, z ∈ C, we get
By Lemma 6 we have
To bound I 2 above, observe that inequality (38) yields
for L|t| < τ 0 (ε), while Lemma 5, with the account of the inequality
Choosing u = zL −1 = α(ε)/2 ∧ εL −1 := u * (L, ε) to minimize α 1 (ε, u) with respect to u ∈ 0, εL −1 we obtain ε) ) as in the formulation of the lemma. Thus, for L|t| < τ 0 (ε) we have
whence, with the account of the penultimate inequality in (39), we obtain (35) . The observation that p(t, ε, γ) is monotonically decreasing with respect to γ, the functions p e (t, ε, γ), α(ε), α 1 (ε, L) are monotonically decreasing with respect to ε and
is monotonically increasing with respect to L > 0 and monotonically decreasing with respect to ε > 0 yields the stated properties of the right-hand side of (35) . Now let us assume that L is small and prove slightly rougher bounds than (35) that are more convenient for analytical work. By virtue of the inequality −(ln
and if, in addition, L ≤ ε 2/α(ε) =: L 0 (ε), then α 1 (ε, L) = α(ε)/2 and we also get
whence, with the account of (39), we obtain the factors (p(t, ε, γ) 
2 /2 in (36) and (37), which are monotonically decreasing with respect to γ > 0 and ε > 0 and monotonically increasing with respect to L > 0. Finally, to bound e δn(t) in (39) we observe that for all L|t| ≤ τ p e (t, ε, γ) = t 2 min
Majorizing now the maximum of two non-negative numbers by their sum we obtain
with the latest expression being monotonically decreasing with respect to γ > 0 and ε > 0 and monotonically increasing with respect to L > 0. Thus the desired estimate takes the form e δn(t) ≤ exp
whence, with the account of (39) and the above constructed estimate for δ n (t), we obtain (36) . Similarly, for L = L r,n , using the explicit representation for p r in the right-hand side of (33), we have
with the right-hand side monotonically increasing with respect to L > 0 and monotonically decreasing with respect to γ > 0. Hence, with the account of (39), we obtain (37).
Proofs of the main results
The proof of Theorem 1 will be given simultaneously for both fractions L = L e,n (ε, γ) and L = L r,n (ε, γ) with ε > 0 and γ > 0 being fixed. In what follows by C = C(ε, γ) we mean C e (ε, γ) or C r (ε, γ), sometimes omitting the arguments ε, γ. Following the outline of Zolotarev's reasoning employed in [35] we construct an upper bound for C(ε, γ) in the form sup L>0 C(ε, γ, L), where C(ε, γ, L) is such a function of L that the inequality
holds for all n ∈ N and all distributions of independent centered r.v.'s X 1 , . . . , X n with fixed value of the fraction of interest L e,n (ε, γ) = L or L r,n (ε, γ) = L for every L > 0. Due to the boundedness of the Kolmogorov distance ∆ n ≤ 1 for arbitrary d.f.'s, one can exclude from consideration large values of L. Moreover, the region of values of L to be considered can be restricted even more by use of the following sharpened upper bound for ∆ n for standardized distributions.
Lemma 7 (see [1, 4] ). For arbitrary r.v. X with 0 < DX < ∞ we have
Lemma 7 implies that, in order to prove the inequality ∆ n ≤ C · L 3 with the constant C ≥ C min := 2, say, it suffices to consider L < (0.541/C min ) 1/3 < 0.65 =: L 1 . As this is so, we separate then the interval L ∈ (0, L 1 ] into the two regions:
, where numerical computations with the help of a computer are needed; and construct an upper bound for C as the maximum of the two corresponding bounds and the absolute constant C min :
where, in fact, the third term turns to be extremal. However, upper bounds for the asymptotically exact constants Lemma 8 (see [28] ). For arbitrary d.f. F with the ch.f. f and for all 0 < T 0 ≤ T 1 we have
and K(±1) := 0 defined by continuity. Moreover, the function
By Lemma 8 we have
In what follows we use the notation
are free parameters to be chosen below with τ 1 := π/4, τ 0 (ε) := 2/α(ε) defined in Theorems 4, 5, respectively.
The case (i) L ∈ (0, L 0 ] and the proof of Theorem 2
The purpose of the present subsection is to bound C(ε, γ, L) above for L ∈ (0, L 0 ] by an increasing function of L with the best possible (within the method used) limiting value as L → 0.
Let L 0 > 0 satisfy the conditions of Theorem 4 (ii) and Theorem 5 (ii):
so that for ε ≥ 0.0557 arbitrary L 0 ≤ 0.03 surely fits. For L = L r,n we additionally assume that L 0 ≤ 6/(ετ 2 0 (ε)) = 3α(ε)/ε, which provides the positiveness of the exponent in the right-hand side of (37). Since α(ε) ≥ 3 · 2 −2/3 , this assumption is surely satisfied if εL 0 ≤ 9 · 2 −2/3 = 5.6696 . . . , 
Further we use inequalities (36) and (37) from Theorem 5 to estimate the integrands r n (t) in I 11 and I 12 and enlarge then the region of integration from (0, T 0 ) to (0, ∞). With the definitions of the upper and the lower incomplete gamma-functions yielding
• for the Esseen-type fraction L = L e,n (ε, γ) with arbitrary ε, γ > 0 we have
where A e = A e (τ 0 , ε, γ, L), B = B(τ 0 , ε);
• in particular, for the Esseen-type fraction L = L e,n (∞, γ) with ε = ∞ we obtain
• for the Rozovskii-type fraction L = L r,n (ε, γ) with arbitrary ε, γ > 0 we have
Note that the constructed upper bounds for I 11 /L 3 and I 12 /L 6 are monotonically increasing with respect to L, monotonically decreasing with respect to γ > 0 and, for L = L e,n , also with respect to ε > 0 as integrals of the functions possessing the stated properties. Moreover, they do not depend on γ for L = L r,n (ε, γ) with γ ≥ γ * , so that the further increase of γ has no effect on the value of the resulting constant C(ε, γ, L), hence, the value γ = γ * is an optimal one.
To estimate I 2 , we use the first inequality in (42) from Lemma 8 and bound (27) from Theorem 4 to get
with k(τ 1 ) defined in the formulation of Theorem 4 (recall that k(τ 1 ) > 0 iff 0 < τ 1 < τ 1 ). We also observe that the constructed upper bound for I 2 /L 3 holds true for both fractions L = L e,n (ε, γ) and L = L r,n (ε, γ), is independent of ε and γ, and is monotonically increasing with respect to L, moreover,
Using the inequality K defining the region of integration in I 4 , we estimate the sum of the integrals I 3 and I 4 as
with the latest expression being monotonically increasing with respect to L and independent of ε and γ. Summing up the obtained bounds for the integrals I 11 , I 12 , I 2 , I 3 , I 4 , we obtain an upper bound for ∆ n in the form
with the function C 0 (ε, γ, L, τ 0 , τ 1 ) being monotonically increasing with respect to L, monotonically decreasing with respect to γ > 0 and, for L = L e,n (ε, γ), also with respect to ε > 0 and satisfying
. Inequality (45) yields the following upper bound for the function C(ε, γ, L) from (41):
and C 0 (ε, γ, L) being a monotonically increasing function of L as the greatest lower bound to the increasing function C 0 (ε, γ, L, τ 0 , τ 1 ), where the greatest lower bound is taken over a decreasing system of sets. Hence,
Moreover, C 0 (ε, γ, L) is monotonically decreasing with respect to γ > 0 and, for L = L e,n (ε, γ), also with respect to ε > 0. Inequality (45) yields upper bounds for the asymptotically exact constants C * ∈ {C * e , C * r } defined in (13), (14) . Namely, with the observation that conditions (47) are trivially satisfied for every ε > 0 if L → 0, we have
Hence, recalling that τ 1 = π/4, A e (0+, ε, γ, 0+) = A r (0+, ε, γ, 0+) = A(0+, ε) = 1, h(τ 0 , ε, 0+) = 1, for every ε > 0 and γ > 0 we obtain:
• in the Esseen-type inequality
• in the Rozovskii-type inequality
with C * e (ε, γ), C * r (ε, γ) defined in the formulation of Theorem 2 (see (15) , (16)). Moreover, the function C * e (ε, γ) decreases with respect to ε > 0 and γ > 0 as an integral and then a limit of a function with the similar properties and is unbounded as ε → 0+ or γ → 0+. Similarly, the function C * r (ε, γ) decreases with respect to γ > 0 being constant for γ ≥ γ * for every fixed ε > 0 and infinitely grows as ε → 0+, ε → ∞, or γ → 0+.
The case (
Though the function K(t) has a singularity of order O |t| −1 as t → 0, the integrands in I 1 and I 3 have no singularities due to the presence of the factor r n (t) = O(t 2 ), t → 0, in the integrand in I 1 and to the boundedness of the function K t T1 − iT1 2πt by (42) in I 3 . Using estimates (35) and (26) from Theorems 5 and 4 to bound integrands in I 1 and I 2 , we obtain, by (43), an upper bound for ∆ n in the form
which is uniform in the class of all distributions of random summands with fixed value of the fraction under
here is monotonically increasing with respect to L, monotonically decreasing with respect to γ > 0 and, for L = L e,n , also with respect to ε > 0. Hence, we may construct an upper bound for
where τ 1 := π/4 and τ 0 (ε) := 2/α(ε) are defined in Theorems 4 and 5, respectively. The maximum value max L0≤L≤L1 C 1 (ε, γ, L) can be estimated similarly to [35] by computation of C 1 (ε, γ, L) in a finite number of points using the inequality max
which is valid due to the monotone growth of the function C 1 (ε, γ, L) · L 3 as the greatest lower bound to the monotonically increasing function D(ε, γ, L, T 0 , T 1 ) over a decreasing system of sets. Furthermore, since the function D(ε, γ, L, T 0 , T 1 ) is monotonically decreasing with respect to γ and, for L = L e,n , with respect to ε, so is max
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Numerical results
Summarizing what was said above, as the constants C(ε, γ) ∈ {C e (ε, γ), C r (ε, γ)} in inequalities (11) and (12) we can take
, for every ε, γ > 0. Since C 0 (ε, γ, L) and C 1 (ε, γ, L) are both monotonically decreasing with respect to γ > 0 and, for L = L e,n , also with respect to ε, so is C(ε, γ).
The concrete numerical values of C 0 (ε, γ, L) and C 1 (ε, γ, L) are processed with the help of a computer. Our computations were carried out in Python 3.6 using the library Scipy 1.0.0. The values of max 0<L≤L0 C 0 (ε, γ, L) = C 0 (ε, γ, L 0 ) for some ε and γ with L 0 = 0.001 and L 0 = 0.03 are given for the Esseen-type fraction L = L e,n (ε, γ) in table 2 in the fourth and seventh columns, respectively, accompanied by the optimal values of the parameters τ 0 and τ 1 in (46). The values of max 0.03≤L≤L1 C 1 (ε, γ, L) = C 1 (ε, γ, L * ) for some ε and γ are given in table 4 for the Esseen fraction L = L e,n (ε, γ) accompanied by the optimal values of the parameters T 0 and T 1 in (48) specified in the form τ 0 := T 0 L and τ 1 := T 1 L 3 , in the extremal point L = L * which is also given in the fourth column of the same table. Columns 7 -10 contain the normalized contributions of the integrals Tables 3 and 5 contain similar results for the Rozovskii-type fraction L = L r,n (ε, γ).
For example, for the minimum value C e (∞, ∞) of the constant C e (ε, γ) in the Esseen-type inequality (11) we have
(the plot of the function Fig. 4 (left) ), hence,
C e (ε, γ) = C e (∞, ∞) ≤ max{C min , 2.28, 2.65} = 2.65.
However, the same upper bound C e (ε, γ) ≤ 2.65 can be reached, due to the rounding gap, already for finite values of ε and γ = γ(ε) plotted on Similar level curve {(ε, γ) : C * e (ε, γ) = 1.72} of the upper bound C * e (ε, γ) := C 0 (ε, γ, 0+) for the asymptotically exact constant C * e (ε, γ) is plotted on Fig. 2 (left) . Since the constructed upper bound for C r (ε, γ) is monotonically decreasing with respect to γ and is constant for γ ≥ γ * , its global minimum with respect to γ is attained at γ = γ * = 0.5599 . . . . Plot of the function max 0.03≤L≤L1 C 1 (ε, γ * , L) with respect to ε is given on Fig. 3 (right, solid line) , and numerical computations show that its minimum is attained around the point ε = 2.12, for which, according to tables 5 and 3, we have C 0 (2.12, γ * , 0.03) ≤ 2.29, max
(the plot of the function Fig. 4 (right) ). Hence,
C r (ε, γ) ≤ C r (2.12, γ * ) ≤ max{C min , 2.29, 2.66} = 2.66.
We also provide the least value of ε (up to the second decimal digit), for which, within the numerical method used, the same upper bound 2.66 holds,
The interest to exactly the least value of ε is stipulated by that the second term (sup 0<z≤ε {. . .}) in the definition of L r,n (ε, γ) is monotonically increasing with respect ε > 0. Similarly, the constructed upper bound C * r (ε, γ) (defined in (18) ) for the asymptotically exact constant C * r (ε, γ) (defined in (14) ) attains its minimum value at the point γ = γ * , ε ≈ 1.89 with inf ε>0,γ>0
the plot of C * r (ε, γ * ) is given on Fig. 3 (left, solid line) , while the least value of ε, for which the inequality C * r (ε, γ * ) ≤ 1.75 still holds, is around 1.52. Furthermore, as Fig. 3 demonstrates, with the decrease of γ, the graphs of C * r ( · , γ) and C r ( · , γ) become more and more flat around the points of minimum, so that the intervals, where the values of the functions C * r ( · , γ) and C r ( · , γ) differ slightly from their minimal values, min ε>0 C * r (ε, γ) and min ε>0 C r (ε, γ), enlarges. For example, for γ = 0.4 (see Fig. 3 Another particular case is concerned with the historical values γ = 1 and ε ∈ {1, ∞}, for which, according to tables 2, 3, 4, and 5, we have
C e (∞, 1) ≤ 2.66, which also follows from C e (∞, 0.97) ≤ 2.66 or C e (4.35, 1) ≤ 2.66.
It is interesting to note that, as it follows from Tables 4 and 5, the largest contribution into extreme values of C(ε, γ) = C 1 (ε, γ, L * ) in both inequalities (11) , (12) for all the presented values of ε and γ is provided by the integral I 3 which depends on the constructed estimates for characteristic functions through the maximal length of the interval, where the absolute value of a characteristic function can be estimated by a majorant strictly less than 1. Hence, to get further improvements of the constructed upper bounds for C(ε, γ), one should improve, in first turn, upper bounds for absolute values of characteristic functions presented in Theorem 4.
5 The comparison of Osipov's, Lyapunov's, and modified Esseen's and Rozovskii's fractions. Lower bound for γ → 0.
In the present section we compare the fractions L 3 e,n (ε, 1), L 3 r,n (ε, 1) with L 3,n and Λ n (1) + L n (1), and demonstrate that our new inequalities (11) , (12) with C e (1, 1) = 2.73 = C r (1, 1) may be sharper than Osipov's inequality (5) with the best known constant C = 1.87 [14] . In what follows we emphasize the dependence of the above fractions on the distributions of random summands X 1 , . . . , X n with the d.f.'s F 1 , . . . , F n by writing L 3 e,n (ε, γ, F 1 , . . . , F n ), L 3 r,n (ε, γ, F 1 , . . . , F n ), and L 3,n (F 1 , . . . , F n ) using the three-argument notation L 3 e,n (ε, γ, F ), L 3 r,n (ε, γ, F ), L 3,n (F ), n ∈ N, in the i.i.d. case, that is, for F 1 = . . . = F n = F . Let F denote the set of all d.f.'s on R with zero mean and finite second-order moment and F p ∈ F be the d.f. of the two-point distribution prescribing the masses p ∈ 1 2 , 1 and q = 1 − p to the points q/p and − p/q. It easy to see that F p has zero mean and unit variance. 24
Theorem 6. (i) For all n ∈ N, ε > 0, and F 1 , . . . , F n ∈ F such that B n > 0 we have
e,n (ε, 1) ≤ L 3,n , where the equality takes place for every n ∈ N and ε > 0 such that nε 2 ≥ 1. As for the extremal, one can take a common d.f.
(ii) For all n ∈ N, ε > 0, and p ∈ 1 2 , Level curves γ = γ(ε) for the upper bounds to the asymptotically exact "constant" C * e (ε, γ) defined in (13) and to the absolute Ce(ε, γ) "constant" in the Esseen-type inequality (11) . Left: (ε, γ) : C * e (ε, γ) = 1.72 with C * e (ε, γ) := C0(ε, γ, 0+) defined in (15) . Right: (ε, γ) : max Table 2 . Demonstration to the evaluation of the upper bound C0(ε, γ, L0) defined in (46) for the constant Ce(ε, γ) in the Esseen-type inequality (11) for small values of L := Le,n(ε, γ) ≤ L0 and some ε, γ: Values of C0(ε, γ, L0), rounded up, for L0 = 0.001 (the fourth column) and L0 = 0.03 (the seventh column) accompanied by the corresponding optimal values of the parameters τ0, τ1 in (46). The third column provides values of the function C * e (ε, γ) := C0(ε, γ, 0+) defined in (15) which bounds from above the asymptotically exact constant C * e (ε, γ) defined in (13) . Recall that γ * = 0.5599 . . . . Table 3 . Demonstration to the evaluation of the upper bound C0(ε, γ, L0) defined in (46) for the constant Cr(ε, γ) in the Rozovskii-type inequality (12) for small values of L := Lr,n(ε, γ) ≤ L0 and some ε, γ: Values of C0(ε, γ, L0), rounded up, for L0 = 0.001 (the fourth column) and L0 = 0.03 (the seventh column) accompanied by the corresponding optimal values of the parameters τ0, τ1 in (46). The third column provides values of the function C * r (ε, γ) := C0(ε, γ, 0+) defined in (18) which bounds from above the asymptotically exact constant C * r (ε, γ) defined in (14) . Recall that γ * = 0.5599 . . . . 
