We consider a trace theorem for self-similar Dirichlet forms on self-similar sets to self-similar subsets. In particular, we characterize the trace of the domains of Dirichlet forms on the Sierpinski gaskets and the Sierpinski carpets to their boundaries, where boundaries mean the triangles and rectangles which confine gaskets and carpets. As an application, we construct diffusion processes on a collection of fractals called fractal fields, which behave as the appropriate fractal diffusion within each fractal component of the field.
Introduction
The trace of Sobolev spaces on R n to linear subspaces have been studied in various directions as generalizations of the Sobolev imbedding theorem. There has also been extensive study how to extend Sobolev, Besov and Lipschitz spaces from subdomains of R n to the whole spaces (see for example, [1, 26] and the references therein). Since 80's, there are generalizations of these problems for Besov-type spaces on more complicated spaces, namely on the so-called Alfors d-regular sets ( [16, 29] ).
On the other hand, recent developments of analysis on fractals give new lights to these problems. On many fractals such as Sierpinski gaskets and Sierpinski carpets, diffusion processes and the "Laplace" operators are constructed. It turns out that the domains of the corresponding Dirichlet forms are Besov-Lipschitz spaces. In this paper, we consider the following natural question: given a Besov-type space on a self-similar fractal K, what is the trace of the space to a self-similar subspace L? We would indicate two examples in Figure 1 . The left figure is when K is the so-called 2-dimensional Sierpinski carpet (see Section 5 3) for the definition) and L is the line on the bottom (drawn by the thick line). The right figure is when K is the Pentakun (a self-similar fractal determined by five contraction maps; see Section 5 2) for the definition) and L is a Koch-like curve (drawn by the thick curve). In each case, the domain of the Dirichlet form on K is the Besov-Lipschitz space, but one cannot obtain the trace using the general theory given by ) and Triebel ([29] ).
This problem was quite recently solved by Jonsson ([15] ) for one typical case, i.e. when K is the 2-dimensional Sierpinski gasket and L is the bottom line. But his methods rely strongly on the structure of the Sierpinski gasket and its Dirichlet form, and they cannot be applied to the so-called infinitely ramified fractals such as Sierpinski carpets. Instead, we use the self-similarity of the form and some kind of uniform property of harmonic functions which can be guaranteed by the Harnack inequalities. Our methods can be applied to the Sierpinski carpets (even to the high dimensional ones) and we can state the trace theorem under some abstract framework. In fact, we would need various assumptions for K and for the Dirichlet form on K, which are stated in Section 2. Unless these conditions are satisfied, there may be various possibility of the trace, because of the "complexity" of the space (see Section 5 4) for an example).
In order to prove our trace theorem, we give a discrete approximation of our Besov-Lipschitz space in Section 3.1. This approximation result is also new and is regarded as a generalization of the main result in [17] . The restriction theorem is given in Section 3.2; the key estimate (Proposition 3.8) is based on the idea used by one of the author in [13] . The extension theorem is given in Section 3.3, where the classical construction of the Whitney decomposition and the extension map is modified and generalized to this framework. Such a trace theorem has an important application to the penetrating process, which is discussed in Section 6. Let us indicate one concrete example. Given two types of Sierpinski carpets as in Figure 2 (the left carpet is determined by contraction maps with the contraction rate 1/3 and there is one hole in the middle, while the right carpet is determined by contraction maps with the contraction rate 1/4 and there is one bigger hole in the middle). On each carpet, one can construct a self-similar diffusion; the question is whether one can construct a diffusion which behaves as the appropriate fractal diffusions within each carpet and which penetrates each fractal. In order to construct such a diffusion by the superposition of Dirichlet forms on each carpet, the key problem is whether there is enough functions whose restriction to each carpet is in the domain of each Dirichlet form. To answer this question, it is crucial to get the information of the trace of the Dirichlet form on each carpet to the line, which is the intersection of the two carpets. Indeed, when one of the author studied this problem on fractals in [20, 12] , he needed a very strong assumption on each fractal because of the lack of the information of the trace. Our trace theorem can be applied here and we can construct penetrating processes on much wider class of fractals.
Throughout this article, if f and g depend on a variable x ranging in a set A, f g means that there exists C > 0 such that C −1 f (x) ∑ g(x) ∑ C f (x) for all x ∈ A. We will use c, with or without subscripts, to denote strictly positive constants whose values are insignificant.
Framework and the main theorem
Let (X, d) be a complete separable metric space. For α > 1 and a finite index set W , let {F i } i∈W be a family of α-similitudes on X, i.e. d(F i (x), F i (y)) = α −1 d(x, y) for all x, y ∈ X. Let S be a subset of W and let N denote the cardinality of S. Since {F i } i∈S is a family of contraction maps, there exists a unique non-void compact set K such that K = S i∈S F i (K). We assume that K is connected. Note that W will be needed in general when we define a self-similar subset L below. In various important examples such as 1), 3) in Section 5, we can take W = S.
We will make the relation to the shift space. The one-sided shift space Σ is defined by Σ = W N . For w ∈ Σ, we denote the i-th element in the sequence by w i and write w = w 1 w 2 w 3 · · · . When w ∈ W n , |w| denotes n. For v ∈ W m and w ∈ W n , we define v · w ∈ W m+n by v · w = v 1 v 2 · · · v m w 1 w 2 · · · w n . For A Ω W m and B Ω W n , A · B denotes {v · w : v ∈ A, w ∈ B}. The set w · A is defined as {w} · A. By definition, W 0 = {;} and ; · A = A.
Let G be a group consisting of isometries on K. We assume the following.
Note that, when W = S, we can always take as G the trivial group consisting of one element.
Proof. Set Φ(;) = ; and ™(;) = the unit element of G.
Let I be a subset of W . We assume that the cardinality N I of I is less than N . Let L be a unique non-void compact set such that L =
For v, w ∈ I n , we write v (A2) There exist k 1 , k 2 > 0 such that, for x, y ∈ L, n ∈ Z + and v, w ∈ I n with x ∈ K v and
(A3) There exist k 1 , k 2 > 0 such that, for x, y ∈ K, n ∈ Z + and v, w ∈ S n with x ∈ K v and
Letμ and∫ be the canonical Bernoulli measures on S N and I N , respectively. That is, they are infinite product measures of S (resp. I) with uniformly distributed measure. Denote by µ the image measures ofμ by the map π| S N : S N → K. In the same way, the probability measure ∫ on L is defined. By conditions (A1), (A2), and (A3) and [18, Theorem 1.5.7] , the Hausdorff dimensions of K and L are equal to d f := log N/ log α and d := log N I / log α, respectively, and µ and ∫ are equivalent to the Hausdorff measures on K and L, respectively. We will further assume the following.
Then, by Theorem 1.4.5 in [18] , µ(K w ) = N −|w| for every w ∈ S n∈Z + S n and ∫(L w ) = N −|w| I for every w ∈ S n∈Z + I n . It also holds that µ(L) = 0. Suppose that we are given a strong local regular Dirichlet form (E, F) on L 2 (K, µ). F is equipped with a norm kf k F = (E(f ) + kf k 2 L 2 (µ) ) 1/2 . Here and throughout the paper, for each quadratic form E(·, ·), we abbreviate E(f, f ) as E(f ). We assume the following.
(B1) The space F is compactly imbedded in L 2 (K, µ), and E(f ) = 0 if and only if f is a constant function.
For each subset
The space F A will be specified later for some class of Dirichlet forms in Section 4. Define, for f, g ∈ F A ,
In what follows, we always consider F A as a normed space with norm kf
. When A = {w}, we use the notation E w in place of E {w} . Functions in F can be naturally considered as elements in F A by the restriction of the domain. We often write simply f in place of f | K A when we regard f ∈ F as an element of F A , for notational conveniences.
Definition 2.3. Let
A Ω W m and B Ω W n for some m and n. We say that A and B are of the same type if there exist a homeomorphism F : K A → K B and a bijection χ :
We assume the following.
(B2) There existsÎ Ω W such that the following hold.
(1)Î ae I and #Î < N .
(3) There exist finite elements u 1 , . . . , u k ∈ S n∈Z + I n such that, for any w ∈ S n∈Z + I n , there exists j ∈ {1, . . . , k} such that N M (w) ∩Î |w| and N M (u j ) ∩Î |u j | are of the same type, and moreover,
For an open set U Ω K, define the capacity of U by
The capacity of any set D Ω K is defined as the infimum of the capacity of open sets that contain D. We denote a quasi-continuous modification of f ∈ F byf . We assume the following.
(A8) There exists some c > 0 such that ∫(D) ∑ c Cap(D) for every compact set D Ω K.
By Theorem 3.1 of [7] , (A8) is equivalent to the following.
(A8)' The measure ∫ charges no set of zero capacity and f 7 →f | L is a continuous map from F to L 2 (L, ∫).
We will provide sufficient conditions for (A8) in Section 4. For each n ∈ Z + , define Q n :
Then, one can easily check
We set D(w) = D 0 (Φ(w)) for w ∈ S n∈Z+Î n+m 0 . We have a sufficient condition concerning (B3); see Section 4.
The following assumption (B4) will be used in the restriction theorem.
We next introduce Besov spaces.
. Λ β p,q (L) andΛ β p,q (L) are defined in the same way by replacing (K, µ) by (L, ∫).
We remark that this definition is valid for general Alfors regular compact sets K with normalized Hausdorff measure µ. We use the notation Λ β p,q (K) following [11] . Λ β p,q (K) was denoted by Lip (β, p, q)(K) in [14, 20] and by Λ p,q β (K) in [28] . Note that different choices of c > 0 and ∞ > 1 provide the same space Λ β p,q (K) with equivalent norms. In what follows, we will take ∞ = α.
We are now ready to state our main theorems. 
In what follows, we often write F| L =Λ β 2,2 (L) to denote the assertions of two theorems above.
Remark 2.7. In the following two cases, we can proveΛ β 2,2 (L) = Λ β 2,2 (L). 1) L Ω R n for some n ∈ N and β < 1. In this case, the following trace theorem holds due to [16] ;
In this case, the following holds due to [11] 
, we see that any element in Λ β 2,2 (L) is continuous in this case. Remark 2.8. Since ∫ is smooth with respect to (E, F), we can consider the time changed Markov process with respect to the positive continuous additive functional associated with ∫ via the Revuz correspondence. By the general theory of Dirichlet forms, this has an associated regular
where F e is the family of µ-measurable functions u on K such that |u| < 1 µ-a.e. and there exists an E-Cauchy sequence {u n } n∈N of functions in F such that lim n→1 u n = u µ-a.e. As is seen in the proposition below, F e = F in our framework. So, our main theorems determine the function spaceF. Proof. By (B1), there exists some c > 0 such that
(2.5)
Let u ∈ F e . Take {u n } n∈N from F as in the definition of F e in Remark 2.8. Define g n = u n − R K u n dµ for each n. Then, {g n } n∈N is E-Cauchy. Since R K g n dµ = 0, (2.5) implies that {g n } is also L 2 (K)-Cauchy. Therefore, g n converges to some g in F. By taking a subsequence, we may assume that g n → g µ-a.e. Thus, R K u n dµ ( = u n − g n ) converges to some C ∈ R. In particular, R K u n dµ converges to C in F as a sequence of constant functions. Therefore, u n converges to g + C in F. This implies that u = g + C belongs to F. t u 3 Proof of main theorems
Discrete approximation
In this section, we assume (A1)-(A8). For n ∈ Z + , define a bilinear form on I n as
We then have the following discrete characterization of Λ β 2,q (L) (for related results, see [17] ).
Here, k 1 and k 2 are provided in (A2).
Proof. Due to the choice of M , the exists some c 2 > 0 such that
where C 0 is what appeared in (A1). Concerning the first term, we have
where the martingale convergence theorem was used in the second equality and (2.3) was used in the third equality. Note that
where in the third inequality, we used (A7) and the following inequality for a > 0:
When p > 1, this is proved by applications of Hölder's inequality; see e.g. [22] .
, we have for every n ∈ Z + ,
Thus, the first inequality in (3.1) is proved.
Next, we have
which deduces the second inequality of (3.1). t u 
Proof of the restriction theorem
In this section, we assume (A1)-(A8) and (B1)-(B4), and prove Theorem 2.5. The following lemma is immediately proved by equation (2.2).
Here, we used (and will use) notations Q n (f | L A ) (on A) and E A (f ) for f ∈ F A in the obvious sense.
Proof.
(1) Suppose that the claim does not hold. Then, there exists a sequence {f k } k∈N Ω G w such that kf k k L 2 (K A ) = 1 and lim k→1 E A (f k ) = 0. We may assume that f k converges weakly
of such functions is assured by the regularity of the Dirichlet form (E, F). Define a linear map Θ :
By (B2) (3) and Lemma 3.3, we can take c 2 independently with respect to w ∈ S n∈Z + I n . Therefore, for any f ∈ F and n ∈ Z + , by taking h f ∈ K w as in Lemma 3.4 (2),
This implies that
where C 1 and C 2 are provided in (B2) (4) . t u
The homomorphism theorem implies that
.
Proof. First, we prove that there exists some c 0 > 0 such that kf k 2
. Suppose this does not hold. Then, there exists a sequence {f n } n∈N Ω F(A) such that kf n k L 2 (K A ) = 1 for every n and E A (f n ) converges to 0 as n → 1. We may assume that f n converges weakly to some f in F. Then, f n converges to f ∈ F in L 2 (K) by (B1), and
Then, in exactly the same way as the proof of Lemma 3.4 (2), there exists h ∈ F g attaining the infimum of {E(f ) : f ∈ F g } and h ∈ H(J, A). Such functions exist uniquely; indeed, if both h and h 0 attain the infimum above, we have
On the other hand, it is easy to see that g 0 should attain the infimum above. Therefore, g 0 is uniquely determined. By the inequality similar to (3.3), we conclude (3.5). The last assertion follows from the characterization of g 0 above and the Markov property of the Dirichlet form. t u
The following is the key proposition. Condition (B4) will be used (only) here.
Proposition 3.8. There exist 0 < c 0 < 1 and b 0 ∈ N such that the following holds for all n ∈ Z + and h ∈ H(I n , Φ(Î n )):
Proof. It is enough to prove the first claim. Recall l 0 and m 0 in condition (B3). By (B3),
Then, C is a compact subset in F by Lemma 3.6 and (B3)
Now, take h as in the claim of the proposition. We construct an oriented graph such that the set of vertices is Φ(Î n+m0 ) and a set of oriented edges is
This graph does not allow any loops. Let Y be the set of all elements w in Φ(Î n+m 0 ) such that E w (h) > 0 and w is not a source of any
Then,
Therefore, in any cases, we have for w ∈ Y ,
Here, we used (3.7) and (3.8) in the third inequality and C 3 := sup n∈Z + max v∈S n+m 0 #(N l 0 (v) ∩ S n+m0 ) is finite by (A1). Hence, the claim of the proposition holds with c 0 = 2a
by Lemma 3.7. By using the relations kg m k F ∑ ckf k F , E(g m ) ∑ E(f ) (by Lemma 3.7), and g m → f µ-a.e., we will prove g m → f in F as m → 1. Here, note that the constant c is taken independently of m, which derives from the fact that c depends only on c 0 in the proof of Lemma 3.7. We first obtain that g m converges weakly to f in F and lim sup m→1
(3.9)
Now, for each f ∈ F,
where we apply Minkowski's inequality in the first inequality, (3.4) in the second inequality, and Proposition 3.8 in the third inequality. Applying (3.10) and noting that α dw−d f = ρ, we have
Here we used (3.2) in the second inequality and (3.9) in the last equality. Thus, we have
Combining this with Lemma 3.1 and (A8)', we have kf | L k Λ β 2,2 (L) ∑ c 3 kf k F , so that F| L Ω Λ β 2,2 (L) and (F ∩ C(K))| L Ω Λ β 2,2 (L) ∩ C(L). Noting that F ∩ C(K) is dense in F due to the regularity of (E, F), the claim follows by a simple limiting procedure. t u Remark 3.9. Even if (B4) does not hold, F| L ΩΛ β 2,1 (L) hold. Indeed, for each f ∈ F and n ∈ Z + , we have by Lemma 3.5,
so the same argument as above gives the result.
Proof of the extension theorem
In this section, we assume (A1)-(A8) and (C1)-(C2), and prove Theorem 2.6. The conditions (C1) and (C2) will be defined below.
In order to construct an extension map ξ, we first define a Whitney-type decomposition and an associated partition of unity. Let ≠
By (A3), we see the following for w, w 0 ∈ S n∈Z+ I n :
For n ∈ N and w ∈ ≠ (n) , we set
(C1) There exists a finite subset Γ of S n∈N ({n} × ≠ (n) ) such that, for any n ∈ N and
satisfying that for every u ∈ R For each (m, v) ∈ Γ, take a function'
. Such a function exists since (E, F) is regular. For n ∈ N and w ∈ ≠ (n) , define '
, where m, v and F are given in (C1). We assume (C2) ' (n) w ∈ F ∩ C(K) for every n ∈ N and w ∈ ≠ (n) .
For n ∈ N and w ∈ ≠ (n) , define
This is well-defined since the sum in the denominator is not less than 1. √ (n) w is continuous and takes values between 0 and 1. Since '
is independent of n if n is sufficiently large because of (3.12) . Therefore, for f ∈ Λ β 2,2 (L) ∩ C(L),
is well-defined and ξ (n) f converges to ξf µ-a.e.
Proof of Theorem 2.6. We first prove that ξf is continuous on K. Since ξf is continuous on K \ L by the construction, it is enough to show for each x 0 ∈ L that
for all n ∈ N and w ∈ ≠ (n) for some c 5 > 0, we have
w , which implies thatĒ w (g) for all n ∈ N, w ∈ ≠ (n) and g ∈ F. It also holds that there exists c 7 > 0 independent of m such that P w∈I m E (n) w (g) ∑ c 7 E (m+l) (Q m+l g) for all n and g ∈ L 2 (L, ∫). Then, we have
2,2 (L) by Lemma 3.1. By combining this with (3.15), {ξ (n) f } n∈N is bounded in F and we conclude that ξf ∈ F and kξf k F ∑ c 9 kf k Λ β 2,2 (L) for some c 9 > 0. Next, take any Λ β 2,2 (L)-Cauchy sequence {f n } n∈N Ω Λ β 2,2 (L) ∩ C(L) and let f ∈ Λ β 2,2 (L) be the limit point. By the above result, {ξf n } n∈N Ω F ∩ C(K) is a E 1 -Cauchy sequence. Let g ∈ F be the limit point. Since ξf n | L = f n and a subsequence ξf n k converges tog q.e.,g| L = f ∫-a.e. Thus, ξ can extend to a continuous map fromΛ β 2,2 (L) to F such that f ξf
be a finite number of self-similar subsets of K where each L i is constructed by the same number of contraction maps and satisfies (A2), the second identity of (A4), (A7), and (A8) in Section 2. Let L = S m i=1 L i . With suitable changes for A w , B w etc., we can consider conditions (C1) § -(C2) § as the corresponding (C1)-(C2). Define Λ β 2,2 (L) as in Definition 2.4. Then, under such conditions, Theorem 2.6 is still valid, i.e. there is a linear map ξ from Λ β 2,2 (L) to F such that ξ°Λ β 2,2 (L) ∩ C(L)
Complementary results
In this section, we give sufficient conditions concerning (A8) and (B3), and discuss a suitable choice of F A for A Ω W m . We first define fractional diffusions in the sense of [2] Definition 3.5. (B(x, r) )
2) Y has a symmetric jointly continuous transition density p t (x, y) (t > 0, x, y ∈ X) which satisfies the Chapman-Kolmogorov equations and has the following estimate,
Proposition 4.2. (A8) holds for the following three cases. 1) There exists c > 0 such that kf k L 1 (K) ∑ ckf k F for all f ∈ F.
2) The diffusion process corresponding to (E, F) is the fractional diffusion and (A7) holds.
3) K Ω R n , (A7) holds, and F = Λ dw/2 2,1 (K).
Proof. Suppose that 1) holds. Then, for any nonempty set D of K,
The proof when 2) holds is similar to Lemma 2.5 of [5] , but we will give it for completeness. Let g 1 (·, ·) be the 1-order Green density given by
for any Borel measurable function f , where {X t } is the diffusion corresponding to (E, F). Then, since {X t } is a fractional diffusion, we have
(4.1)
See [2] Proposition 3.28 for the proof. If d f < d w then points have strictly positive capacity, and the result is immediate. We prove the result for d f > d w : the proof for d f = d w is similar. It is well-known that for each compact set M Ω K,
Using the above estimates of g 1 (·, ·),
For 3), we will use the results by Jonsson-Wallin in [16] and by Triebel in [29] . Denote the Lipschitz and the Besov spaces in the sense of Jonsson-Wallin by Lip JW (α, p, q, K) and B p,q α,JW (K) (see page 122-123 in [16] for definition). Note that Lip JW (α, p, q, K) Ω B p,q α,JW (K) and they are equal when α / ∈ N (page 125 in [16] ). For each f ∈ Λ d w /2 2,1 (K), (f, 0, . . . , 0) ∈ Lip JW (d w /2, 2, 1, K) . Thus, using the extension theorem in page 155 of [16] , we have
Finally, by Corollary 18.12 (i) in [29] , we have tr L Λ 2,1 (n−d)/2 (R n ) = L 2 (L, ∫). (Note that this trace in the sense of Triebel is simply restriction and there is no corresponding extension.) Combining these facts, we have F| L Ω L 2 (L, ∫), which means kf | L k L 2 (L,∫) ∑ c 9 kf k F for all f ∈ F. Therefore, (A8)' holds. t u
We now make one concrete choice of F A for A Ω W m and show that such a choice is suitable for Dirichlet forms whose corresponding processes are the fractional diffusions. By (A5), (A6), and the self-similarity of µ, for any w ∈ S n∈Z + W n , there exists c > 0 such that Cap(D) ∑ c Cap(F w (D)) for any D Ω K. We assume the converse as follows.
(A*) For any w ∈ S n∈Z + W n , there exists c > 0 such that Cap(F w (D)) ∑ c Cap(D) for any D Ω K.
For a subset A of W m for some m ∈ N, we say that a collection {f w } w∈A of functions in F is
Note that this is well-defined by (A*). Define
If we equip A with a graph structure so that v ∈ A and w ∈ A are connected if Cap(K v ∩K w ) > 0, then A is E-connected when A is a connected graph. This is verified by using (B1).
Proof. Let {f n } n∈N Ω F A be a Cauchy sequence in F A . Let g be the limit in
It is also easily deduced that {F § w g} w∈A is compatible. Therefore, g ∈ F A and f n → g in F A . This implies that (E A , F A ) is a closed form on L 2 (K A ). The Markov property and the strong locality are inherited from those of (E, F) via relation (2.2). t u Proof. In case 1), non-empty sets have uniform positive capacities, which implies (A*). In case 2), (A*) is an easy consequence of (4.1) and (4.2) . t u
In the rest of this section, we will discuss sufficient conditions for (B3).
By (B1), we can take a sequence {f n } n∈N from B such that F § v f n converges in L 2 (K). Therefore, we can take a sequence from B converging in L 2 (K A ). This implies the first assertion.
By combining this with the E A -connectedness of K A , there exists c > 0 such that kf − −
The latter assertion follows from this immediately. t u
We now give a sufficient condition for (B3) (2).
Proposition 4.6. The following condition (EHI1) implies (B3) (2) .
Proof. First, we apply Lemma 3.7 to g ∈ F with A = D ] (v) and J = ;, and denote g 0 there by Hg. We will follow the proof of Theorem 2.2 in [13] . For h ∈ H (D ] (v)) with h ≥ 0 µ-a.e., we have, by (EHI1),
For h ∈ H(D ] (v)), let h + (x) = max{h(x), 0} and h − (x) = max{−h(x), 0}. Since h = Hh = Hh + − Hh − and Hh ± ≥ 0 µ-a.e., we have
In order to prove (B3) (2), it suffices to prove the following.
This implies (B3) (2) . In order to prove ( §), recall the notion of the energy measure. For f ∈ F ∩ L 1 (K), the energy measure µ hf i is a unique positive Radon measure on K such that the following identity holds for every g ∈ F ∩ C(K):
) by Lemma 4.5, {h l } converges to 0 in L 2 (K D ] (v) ). Take a subsequence {h l 0 } converging to 0 µ-a.e. on K D ] (v) . Since (E, F) is regular, we can take ' ∈ F ∩ C(K) such that 0 ∑ ' ∑ 1 on K, ' = 1 on K w , and ' = 0 outside K D 000 (v) . We have
, which is bounded in l 0 . A suitable subsequenceĥ l 00 can be taken so that {ĥ 2 l 00 } converges weakly to some g in F. Since g = 0 on K D ] (v) , E(ĥ 2 l 00 , ') → E(g, ') = 0 as l 00 → 1. On the other hand,
Combining these estimates, we obtain lim l 00 →1 E(F § v h l 00 ) ∑ 0. Therefore, F § v h l 00 converges to 0 in F. This proves ( §). t u We next give sufficient conditions for (B3) (1) (b).
Proposition 4.7. The following conditions imply (B3) (1) (b).
(1) F = Λ β 2,1 (K) for some β > 0.
( (2) (w) Ω D 0 (w) and the following hold.
(a) There exists v ∈ • such that both D 0 (w) and D 0 (v), and D ] (w) and D ] (v), are of the same type by the same map F .
Proof. Let g be a function in F such that R
where C is a constant independent of w. Suppose moreover that g ∈ H(I |w| , D 0 (w)). Apply Lemma 3.7 to g with A = D (2) (w) and J = ; and denote g 0 there by g 1 . Let g 2 = g − g 1 . By (EHI2) and the same argument in the first part of the proof of Proposition 4.6, g 1 is bounded on D (1) (w). Take a function √ ∈ F such that 0 ∑ √ ∑ 1, √ = 0 on K S |w| \D (1) (w) and √ = 1 on K D ] (w) . Then, g 1 √ ∈ F. Since both g 1 √ and g 2 vanish on K S |w| \D (2) (w) , when we set f 0 (x) =
, f 0 belongs to F by using the fact F = Λ β 2,1 (K). Since f 0 = f on K D ] (v) , we have f 0 ∈ H(I |v| , D ] (v)) and kf 0 k Fv = kf k Fv ∑ C. These conclude the assertion. t u
Examples
In this section, we choose F A as in (4.3) for A Ω W m . 1) Sierpinski gaskets: Let {a 0 , a 1 , . . . , a n } Ω R n be the vertices of n-dimensional simplex. Let W = S = {0, 1, . . . , n} and let F i (x) = (x − a i )/2 + a i for x ∈ R n and i = 0, 1, . . . , n. Then the unique non-void compact set K which satisfies K = S n i=0 F i (K) is the n-dimensional Sierpinski gasket. The map Φ in Lemma 2.1 is the identity map. It is well-known (see [2, 6, 18] etc.) that there is a self-similar Dirichlet form (E, F) on L 2 (K, µ) where the corresponding diffusion is the fractional diffusion. In particular, F = Λ It is easy to check (B3) (1) by using Lemma 3.3 and Lemma 4.5. Since H D 0 (w) (D 0 (w)) is a finite dimensional space, (B3) (2) is clearly true. We will prove (B4). Let f ∈ F and E S m \I m (f ) = 0 for some
We consider an unoriented graph with a vertex set V = S m \ I m and an edge set
. Therefore, f should be constant on K S m \I m , thus constant on K \ L. This concludes that (B4) holds. Therefore, we have by Theorem 2.5, Theorem 2.6 and Remark 2.7,
When n = 2, this relation was obtained in [15] . 
Then, the resulted nested fractal K is called Pentakun and a subset L is a Koch curve (see Figure 1 ). The Hausdorff dimensions of K and L are (log 5)/(log α) and (log 4)/(log α), respectively. There exists a canonical Dirichlet form (E, F) on L 2 (K, µ) where the corresponding diffusion is the fractional diffusion (see [2, 19, 23] etc.), so F = Λ dw/2 2,1 (K). It is known (see [19] ) that d w = (log √ 161+9 2 )/(log α) and we can check all the assumptions similarly to the case of the Sierpinski gasket. Note that C 2 given in (B2) (4) is equal to 4. Thus, by Theorem 2.5, Theorem 2.6 and Remark 2.7,
For the Pentakun K, let I 0 = {2, 3}. Then the corresponding self-similar subset L 0 is a Cantor set with Hausdorff dimension (log 2)/(log α). In this case we should setÎ = {2, 3, 5, 6}, so I 6 =Î. Again we can check all the assumptions similarly, so by Theorem 2.5, Theorem 2.6 and Remark 2.7,
In general, if K is a nested fractal satisfying (A3), then there is a canonical Dirichlet form on L 2 (K, µ) where the corresponding diffusion is the fractional diffusion (see [2, 19, 23] etc.). Let L be a self-similar subset of K given in the manner in the first part of Section 2, and satisfying (A2). In most cases, all the assumptions except (B4) can be checked similarly to the case of the Sierpinski gasket, so that we can use Theorem 2.5 and Theorem 2.6 to characterize the trace space if (B4) holds. However, there are cases where (B4) does not hold -see 4).
3) Sierpinski carpets: Let H 0 = [0, 1] n , n ≥ 2, and let l ∈ N, l ≥ 2 be fixed.
Let F i , i ∈ S be orientation preserving affine maps of H 0 onto some element of Q. We assume that the sets F i (H 0 ) are distinct. Set H 1 = S i∈I F i (H 0 ). Then the unique non-void compact set K which satisfies K = S N i=1 F i (K) is called the generalized Sierpinski carpet if the following holds:
(SC1) (Symmetry) H 1 is preserved by all the isometries of the unit cube H 0 .
(SC2) (Connected) H 1 is connected.
(SC3) (Non-diagonality) Let B be a cube in H 0 which is the union of 2 n distinct elements of Q.
(So B has side length 2l −1 .) Then if Int (H 1 ∩ B) is non-empty, it is connected.
(SC4) (Borders included) H 1 contains the line segment {x : 0 ∑ x 1 ∑ 1, x 2 = · · · = x n = 0}.
Here (see [3] ) (SC1) and (SC2) are essential, while (SC3) and (SC4) are included for technical convenience. The Sierpinski carpets are infinitely ramified: the critical set C K in (2.1) is an infinite set, and K cannot be disconnected by removing a finite number of points. It is known (see [3, 4, 21] etc.) that there is a self-similar Dirichlet form (E, F) on L 2 (K, µ) where the corresponding diffusion is the fractional diffusion. In particular, F = Λ It is known that the corresponding self-adjoint operator has compact resolvents (see [3, 4, 21] etc.), so (B1) holds. LettingÎ = I, we can check (B2). For w ∈ I m , m ∈ Z + , let x 0 (w) ∈ [0, 1] n be the center of K w and Λ k (w) the intersection of K and a cube in R n with center x 0 (w) and length (2k + 1)l −m for k ∈ N. In order to assure (B3), assume for the moment that there exists some k ≥ 6 such that Λ k (w) is connected for all w ∈ S m∈Z + I m . Let l 0 = (2k + 1)n and take m 0 ∈ N such that l m0 ≥ 2k + 1. For each (2) (w) = Λ 5 (w), and K D 0 (w) = Λ k (w). With the use of Proposition 4.6 and Proposition 4.7, (B3) can be checked. Here, the Harnack inequalities (EHI1) and (EHI2) are assured by [3, 4, 21] . To be more precise, letK = S x∈{−1,0} n (K + x), which is a subset of [−1, 1] n . Then, one can construct a Dirichlet form onK whose corresponding diffusion is the fractal diffusion in the same way as in [3, 4, 21] . Indeed,K has enough symmetry for the coupling arguments in [3] to work. In this way, the Harnack inequalities (EHI1) and (EHI2) are assured. If for each k, there exists w ∈ S m∈Z + I m such that Λ k (w) is not connected, then take the connected component of Λ k (w) including K w in place of Λ k (w) and discuss similarly as above. By the covering argument, we can check (B3). (B4) is confirmed by an argument similar to the case of Sierpinski gaskets. Thus, we have by Theorem 2.5 and Theorem 2.6,
Note that when @[0, 1] n Ω K, then 0 < β < 1, so (5.1) holds and F| L = Λ β 2,2 (L) by Remark 2.7. Indeed, let K 2 = [0, 1] n and K 1 be a generalized Sierpinski carpet in R n with @[0, 1] n Ω K 1 , which is determined by
For each K i , one can construct the self-similar Dirichlet form. Let ρ i be the scaling factor given in (A5). By the shorting and cutting laws for electrical networks (see [9] ), ρ 2 ∑ ρ ∑ ρ 1 . Then, ρ 2 = l 2−n and 2
due to (5.9) in [3] . Since L = [0, 1] n−1 × {0} and N I = l n−1 in this case, we have ρN I ≥ ρ 2 N I = l ≥ 2, so (5.1) holds and β > 0. Using (5.2),
where the last inequality is a simple computation. Thus β < 1.
4)
Vicsek sets: Let a 1 = (0, 0), a 2 = (1, 0), a 3 = (1, 1), a 4 = (0, 1), a 5 = (1/2, 1/2) be points in R 2 and define F i (x) = (x − a i )/3 + a i for x ∈ R 2 and i = 1, . . . , 5. The unique non-void compact set K which satisfies K = S 5 i=1 F i (K) is the Vicsek set. As in the case of 1), there is a self-similar Dirichlet form (E, F) on L 2 (K, µ) with ρ = 3, where the corresponding diffusion is the fractional diffusion. In particular, F = Λ 
, which is larger than Λ 1 2,2 (L). This shows that (B4) is necessary for Theorem 2.5.
Application: Brownian motion penetrating fractals
In [12] , one of the authors constructed Brownian motions on fractal fields, a collection of fractals with (in general) different Hausdorff dimensions (see also [20] ). They are diffusion processes which behave as the appropriate fractal diffusions within each fractal component of the field and they penetrate each fractal. In [12] , a restricted assumption (Assumption 2.2 in [12] ) was needed to construct such processes because we did not know the corresponding function spaces. Our result in this paper can be applied here and we can construct such penetrating diffusions without the restricted assumption. Let A 0 be a countable set and let {K i } i∈A 0 Ω R n be a family of self-similar sets together with strong local, regular, and self-similar Dirichlet forms (E K i , F K i ) on L 2 (K i , µ i ), where K i and µ i lie in the framework of Section 2. We also regard µ i as a measure on R n by letting µ i (R n \ K i ) = 0. We set G = S i∈A 0 K i . Let A 1 be another countable set and let {D j } j∈A 1 Ω R n be a family of disjoint domains in R n \ G. Denote the closure of D j in R n by K j and the Lebesgue measure restricted on K j by µ j . DefineG = G ∪°S j∈A 1 K j ¢ .G is called a fractal field generated by {K i } i∈A 0 and {D j } j∈A 1 . (When G is connected as in the introduction, we also call G a fractal field or a fractal tiling.)
Denote by A the disjoint union of A 0 and A 1 .
Throughout this section, we impose the following assumption.
Assumption A (1) For each compact set C Ω R n , #{i ∈ A : C ∩ K i 6 = ;} < 1.
(2) For each i ∈ A 1 , K i \ D i is a null set with respect to the Lebesgue measure on R n .
. Its closure will be denoted by (
, and d f (K i ) and d f (N x ∩ K i ) are the Hausdorff dimensions of K i and N x ∩ K i , respectively.
We will also assume the following throughout this section.
Assumption B (1) For i ∈ A 0 , (E K i , F K i ) is a strong local regular Dirichlet form on L 2 (K i , µ i ) which satisfies (A1), (A3), the first identity of (A4), (A5), and (A6) in Section 2.
(2) For each x ∈ Γ and i ∈ J x ∩ A 0 , N x ∩ K i is a finite number of union of compact self-similar sets {L j } that are constructed by the same number of contraction maps and each of which satisfies (A2), the second identity of (A4), (A7), and (A8) in Section 2. Further, (C1) § -(C2) § in Remark 3.10 holds with K = K i and L = N x ∩ K i .
(3) For each x ∈ Γ and i ∈ J x ∩ A 1 , N x ∩ K i is a closed Alfors d x,i -regular set with some d x,i . (4) For every x ∈ Γ, β x,i > 0 for all i ∈ J x , and the set Λ x := {f ∈ C 0 (N x ) : f | Nx∩K i ∈ Λ β x,i 2,2 (N x ∩ K i ) for all i ∈ J x } is dense in C 0 (N x ). We will give several remarks. When i ∈ A 1 , we have d f (K i ) = n and d f (K i ∩ N x ) = d x,i . The set Λ x is closed under the operation of the normal contraction; 0 ∨ f ∧ 1 ∈ Λ x for f ∈ Λ x . If N x itself is an Alfors regular set and β x,i ∈ (0, 1) for all i ∈ J x , then Λ max i∈Jx β x,i 2,2 (N x ) ∩ C 0 (N x ) (which is a subset of Λ x ) is dense in C 0 (N x ) by Chapter V, Proposition 1 in [16] and Theorem 3 in [27] . The condition β x,i ∈ (0, 1) holds, for example, if i ∈ N x ∩ A 1 and d x,i ∈ (n − 2, n), because then β x,i = 1 − (n − d x,i )/2 ∈ (0, 1).
Define a measureμ onG byμ = P i∈A µ i . We now define a bilinear form (Ẽ, D(Ẽ)) on L 2 (G,μ) as follows:
Then, the following is easy to check.
Lemma 6.1. (1) (Ẽ, D(Ẽ)) is closable in L 2 (G,μ). Proposition 6.4. (E K i , F K 0 i ) and (Ẽ,F i ) give the same Dirichlet forms on L 2 (K i , µ i | K i \Γ ), by identifying the measure space (G, µ i | K i \Γ ) with (K i , µ i | K i \Γ ). In particular, the corresponding parts of the processes on K i \ Γ are the same.
Proof. It is easy to see that f ∈F i satisfies that f | K i ∈ F K 0 i , so we will prove the converse. Let f ∈ F K 0 i . By Theorem 4.4.3 of [10] , we can take an approximation sequence of f from F K 0 i ∩ C 0 (K i \ Γ). Therefore, the 0-extension of f outside K i is an element ofF i . t u For each distinct i, j ∈ A, we denote K i ª K j if Cap K l (Γ ij ) > 0 for l = i and j. We now assume the following in addition to Assumptions A and B.
Assumption C (1) For each i ∈ A 0 , (E K i , F K i ) is irreducible.
(2) For each distinct i, j ∈ A, there exist k ∈ N and a sequence i 0 , i 1 , . . . , i k ∈ A such that K i 0 = K i , K i k = K j and K i l ª K i l+1 for l = 0, 1, . . . , k − 1.
(3) For each distinct i, j ∈ A with K i ª K j , there exists a positive Radon measure ∫ ij on Γ ij such that ∫ ij (Γ ij ) > 0 and ∫ ij is smooth with respect to both (E K i , F K i ) and (E K j , F K j ).
Note that, when i ∈ A 1 , (E K i , F K i ) is irreducible since D i is connected. (See, e.g. Theorem 4.5 in [24] , for the proof.)
For each nearly Borel set B Ω R n , define σ B = inf{t > 0 :X t ∈ B}. The next proposition shows thatX t penetrates into each K i . Especially, if B is a subset of a certain K i with Cap K i (B) > 0, then (6.2) holds.
Proof. By virtue of Theorem 4.6.6 in [10] , it is enough to prove that (Ẽ,F) is irreducible. We first recall the following fact. Let (E, F) be a local Dirichlet form. (Here, the locality means E(f, g) = 0 if f g = 0 a.e. All Dirichlet forms appearing in this article are local in this sense; see [25] .) Let Y be a measurable subset of the state space and C a dense set in F. Then, Y is an invariant set if and only if 1 Y · u ∈ F for any u ∈ C. This is verified by Theorem 1.6.1 in [10] and a usual approximation argument. Now, let M be an invariant set for (Ẽ,F). Fix i ∈ A and take u ∈ F K i ∩ C 0 (K i ). We can take v ∈ D(Ẽ) such that v = 1 on supp u by Proposition 6.3 (2) . Then, 1 M · v ∈F, which implies that (1 M · v)| K i ∈ F K i . Therefore, u · (1 M · v)| K i = u · 1 M ∩K i also belongs to F K i . Since F K i ∩ C 0 (K i ) is dense in F K i , we obtain that M ∩ K i is an invariant set for (E K i , F K i ). By the irreducibility of (E K i , F K i ), either µ i (M ∩ K i ) = 0 or µ i (K i \ M ) = 0 holds. By this argument, there exists a subset A 0 of A such that M = S i∈A 0 K iμ -a.e. Assume that M is a nontrivial invariance set. Then, A 0 6 = ;, A 0 6 = A, and there exist i ∈ A 0 and j ∈ A \ A 0 such that K i ª K j by Assumption C (2). Take a compact set H Ω Γ ij such that ∫ ij (H) > 0, and a relatively compact open set H 0 including H. Take v ∈ D(Ẽ) such that v = 1 on H 0 and let u = 1 M · v ∈F. Denote byũ the quasi-continuous modification of u w.r.t. (Ẽ,F). Then, u| K l is also quasi-continuous w.r.t. (E K l , F K l ) for l = i, j. Sinceũ = 1 µ-a.e. on H 0 ∩ K i , we haveũ = 1 E K i -q.e. on H Ω H 0 ∩ K i . By Assumption C (3),ũ = 1 ∫ ij -a.e. on H. On the other hand, sinceũ = 0 µ-a.e. on H 0 ∩ K j , we haveũ = 0 E K j -q.e. on H. Therefore,ũ = 0 ∫ ij -a.e. on H. This is a contradiction, which deduces that (Ẽ,F) is irreducible. t u The fractal field in Figure 2 satisfies Assumptions A, B and C, so there is a penetrating diffusion on the field.
In [12] , detailed properties ofX t such as heat kernel bounds and large deviation estimates are established under strong assumptions such as Assumption 2.2 in [12] . Using the results given in this section, one can relax the assumption and obtain the same results by the same proof given in [12] , when each Dirichlet form is the resistance form in the sense of [18] .
