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Abstract 
The accuracy of river flow data is very important for most hydrological studies. Even so, the uncertainty of these data is often 
neglected. The uncertainty can be significant since the flow is rarely measured directly, but rather indirectly through pre-defined 
functions of the river stage to discharge relationship or rating-curves. The uncertainty is even more prevalent when the rating 
curve is extrapolated beyond the available stage-discharge pairs (or gaugings) that form the basis for the rating curve. In an on-
going case-study, a hybrid modeling technique is utilized to produce synthetic gaugings for the extrapolation of a rating curve. 
The control at the gauging-station is at a bed-rock drop where the hydraulic conditions is known to be demanding, especially at 
high flows. The hybrid modeling is a combination of an original approach to physical modeling and a 3-dimensional Reynolds-
averaged Navier-Stokes model of the same geometry. The physical modeling makes use of large-scale computer numerical 
control (CNC) milling technique in a plastic foam material to provide a high-detail geometry from a point cloud. A combination 
of survey techniques including terrestrial and aerial laser-scans, sonar and total station point measurements are used to produce 
the necessary detail in the geometry. This paper describes the on-going research project, and presents temporary results of the 
hybrid modeling. 
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1. Introduction 
The direct measurement of streamflow discharge can be challenging and time consuming because the most 
utilized techniques for measurement require instruments to be submerged in water, and personnel to be present at 
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site for effective measurements. While some schemes for remote measurement of discharge exists [1-5], the most 
popular way of measuring discharge directly is the use of flow-meters, or more recently acoustic doppler current-
profiler (ADCP) techniques. Because of the difficulty with measuring stream-flow directly, it is common to measure  
the river stage and relate the stage to the discharge through a stage-discharge or rating curve. To establish the 
rating curve, a sample of stage-discharge paired measurements, also called gaugings are needed. The rating-curve is 
then constructed by fitting a suitable function to the gauging sample. Power-law functions are popular for this 
application due to their ability to describe the theoretical stage-discharge relationship in simple cases [6].  
Because the direct measurement of flows may be both difficult and hazardous for higher discharges, it is often the 
case that the rating curve needs to be extrapolated far beyond the available direct measurements of discharge. This 
potentially introduces a significant error. For example, Di Baldassarre and Montanari [7] found that the 
extrapolation error were dominating other errors associated with discharge observation for high flows. Statistical 
methods used for deriving the best fit of rating curves and assessing the uncertainty is also less effective for 
extrapolation, due to the lack of information on segmentation of the rating curve beyond direct measurements [8]. 
For many gauging stations, a significant error is also introduced because of the assumption that the stage-discharge 
relationship is one-to-one. This is only a reasonable assumption under steady-state conditions or if the river is steep 
and the flood wave shows a predominantly kinematic behavior, (e.g. [9]).  
Various indirect methods for determining the discharge have also been employed to determine the rating curves, 
and some of these also take the topography and hydraulics at the site into account, e.g. [9-12]. All of the methods 
mentioned are based on the full or simplified 1-dimensional Saint-Venant equations. The main issue with these 
models is their dependency on calibration of a roughness parameter to give accurate results, as good calibration data 
at high flows may often not be readily available. The 1-dimensional Saint-Venant equations are also based on 
several simplifying assumptions, including that vertical and transversal velocities can be neglected and that vertical 
pressure gradients can be approximated as hydrostatic. While these are reasonable assumptions for uniform river 
sections, it may not hold true for gauging stations located in steep rivers in the upper parts of mountainous basins. In 
particular, 1-dimensional models may not perform well if the local hydraulic control of the gauging station is a 
super-critical flow section, e.g. over a drop or fall.   
This paper describes an ongoing research project where a hybrid modeling technique is being applied in a case-
study to model the rating curve of a gauging station with a super-critical control section and challenging hydraulic 
conditions. The hybrid model consists of a physical scale model in combination with a numerical computational 
fluid dynamics (CFD) model. This technique is commonly used for industry applications, but to the authors’ 
knowledge the application of a hybrid model to a gauging station rating curve is new. The goal of the project is to 
assess the feasibility of using a hybrid modeling technique or a stand-alone CFD model for accurately modeling 
rating-curves. A particular advantage of this technique, compared to simpler indirect methods, are the potential for 
fully describing the 3-dimensional flow at the site, and avoiding dependence on calibrating the model for good 
performance. However, it should be noted that, compared to simpler models, this technique may require a more 
accurate description of the geometry at the site.   
2. Site description 
The gauging station site is located in the river Gaula in central Norway, and about 265 m.a.s.l. The mean 
discharge at the station (between 1961 – 1990) is 17 m3/s, while the mean annual flood is 199 m3/s. The station has 
been in operation since 1941. A map of the site is shown in figure 1. The stage is measured on the right bank of the 
river, about 30 m upstream of a vertical drop. A submersible pressure sensor is used for this purpose. The location of 
the pressure sensor will in this paper be referred to as measurement point A. The river makes a sharp ~90 degrees 
turn to the right just before the drop. Downstream of the drop there is another pool, that has been measured to be 
around 10 meters deep. The river makes another 90 degree turn to the left downstream of the lower pool. The outlet 
of the lower pool is both narrow and shallow and represents a significant bottleneck during floods. This causes the 
downstream water level to rise, and at extreme discharges the water level may rise above the crest of the fall and 
possibly influence the water level upstream of the pool as well. Under normal conditions the critical flow section 
over the drop acts as the local hydraulic control for the upstream pool, where the gauging station is located.  
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Measurement-point A is located on the inside of the upstream turn and is hidden behind some large rocks. This 
location ensures good measurement conditions at low flows. At higher flows, water starts pouring over the rocks and 
the velocities around point A is then becoming significant, causing less optimal measurement conditions. At flows 
higher than the mean annual flow, the modeling in this project revealed that the flow around point A may be 
disturbed by the presence of a hydraulic jump. The jump forms upstream and gradually moves down the river and 
towards and past the point at increasing flows. The modeling has also revealed that a more suitable location for 
measuring the stage at high flows may be on the right side of the river, where a relatively calm backwater is formed 
under these conditions. For this reason a new measurement point for floods, point B, is currently planned to be 
installed on the right side of the river.  
In addition to measurement points A and B, five more points are used for comparing variables between the 
physical and numerical model. Figure 1 shows the geometry at the site and the location of the recording points. 
Point 1 through 5 is only recorded in the physical and numerical model, and not in the field. The points are located 
as follows: 
A. Current location of stage measurement by pressure logger at the left side of the river 
B. New planned location of stage measurement for high flows at the right side of the river 
1. Deepest point in the upstream pool outside of point A 
2. In the river thalweg towards the drop 
3. Crest of the drop 
4. Backwater on the left side just upstream of drop 
5. Downstream pool 
Fig. 1. Map showing the geometry used for the physical and numerical model and location of recording points A,B and 1-5. Contour lines are 1 
meter equidistant. 
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3. Modeling technique 
3.1. Field campaign 
A criterion for the successful use of advanced models for a complex case is the use of sufficiently good geometric 
input data. An important part of this study has therefore been an extensive survey campaign to obtain the best 
possible geometric data for modeling. A particular challenging aspect of the survey was to obtain bathymetric data 
of sufficient quality. The survey was further complicated by the need for obtaining data both in shallow and deep 
waters and the presence of high velocities in the river close to and over the crest.  
To tackle these challenges, a combination of measurement techniques was used. For shallow waters a total-
station with automatic tracking was used. Waters too deep for wading were measured using bathymetric sonar from 
a small boat. A combination of total station, terrestrial- and aerial laser scans were used for geometry above the 
water surface. Since the lowest flows at the site is during winter and spring, before snow-melt, most of the 
measurement campaign was carried out from February to April. The terrestrial laser scans were done last, as these 
require snow-free conditions. The resulting point-cloud contained points with varying density and accuracy 
depending on the measurement method. The input for both the numerical and physical models was made by fitting a 
3-dimensional surface-model to the resulting point cloud. 
 
3.2. Physical model 
As part of the hybrid modeling, a physical model has been developed in the Hydraulic laboratory at the 
department of hydraulic and environmental engineering in Trondheim, Norway. The model is in length-scale 1:17.5 
and the model geometry itself, excluding the inlet and outlet construction measures 6m 86cm x 4m 29cm in the 
horizontal plane and is 1m 34cm high. Two pipes connected to closed water circuits within the lab deliver a 
maximum discharge slightly over 500 l/s to the model.  
Hydraulic scale models are typically built by modeling important cross-sections of the prototype and filling the 
model between the cross-sections, e.g. by casting concrete. The modeling technique used in this study differs from 
the classical approach, and to the authors’ knowledge, has not been utilized before in large scale for making 
hydraulic scale models. In the approach used in this study, a computer numerical control (CNC) technique is used to 
make an accurate representation of the geometry based on a 3-dimensional surface model. The model geometry was 
divided into five parts and milled out in a low-density polyvinylchloride (PVC) foam core material in a large CNC 
lab suitable for the task. The advantage of this approach is primarily that a very accurate representation of the 
geometry can be made. The physical geometric representation for the finished model is thus comparable to the 3-
dimensional surface model used as input.     
The model is instrumented with pressure taps at points A, B, 1 and 5 (see figure 1). The pressure taps are 
connected to glass cylinders where the pressure head at the point can be read using a point gauge. The point gauges 
are readable to 0.1 mm precision. In addition to the pressure taps, the water level is also continuously measured 
directly in point B and 1-4 using ultrasound gauges connected to beams above the model geometry. The ultrasound 
measurement frequency is 60 Hz. All ultrasound recordings are averaged over at least 120 s of model run time after 
steady state conditions had been reached. The discharge at the inlet is measured separately in each pipe using two 
electromagnetic flow meters. To ensure that all air is flushed out of the pipes before experiments take place, the 
pipes are first run at a discharge of 200 l/s before running at lower discharges. The pipe outlets are submerged at all 
times during experiments to ensure that no air enters the pipe through the outlet. 
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Experiments were run with a constant discharge until steady-state conditions were reached before any variables 
were recorded. To check that a steady state condition was reached, the pressure head reading at point A or point B 
was recorded, steady discharge were run for an additional 60 s, and the pressure head was recorded again. If no 
change occurred during 60 s, steady-state was assumed achieved. In addition, the continuously recorded variables 
(discharge and ultrasound measurements) were visually checked to ensure that no significant changes occurred 
during recording. In general, steady state was reached within 60 s of constant discharge after the inlet box had been 
filled. The recorded variables were scaled to the prototype-scale using standard Froude scaling laws. 
 
3.3. Numerical model  
The numerical model was set up using the commercially available CFD software star ccm+. The geometry used 
as input in the numerical model was the same as for the physical model, i.e. the geometry shown in figure 1, and the 
numerical model is fully 3-dimensional. The setup used in the star ccm+ model is similar to standard methods for 
CFD on free-surface flows used in many industry applications.  
The model solves the Reynolds-Averaged Navier Stokes (RANS) equations by a finite volume method. The 
segregated flow model in Star ccm+ is used. This formulation uses a collocated (or non-staggered) variable 
arrangement with a Rhie- and Chow type pressure-velocity coupling and a SIMPLE-type algorithm as described in 
Patankar and Spalding [13]. A two-phase model is used, solving for both air and water domains. The free-surface 
interaction between the air and water domains is resolved using the volume of fluid (VOF) method first outlined in 
Hirt and Nichols [14]. The discretization of the convective terms in the RANS equations is 2nd order, while the 
temporal discretization is 1st order. The Reynolds-stress term is approximated with the realizable k-İ turbulence 
model [15]. The time step is 0.0005 s and the number of inner iterations per time-step is 5. The boundary condition 
at solid walls is a no-slip type boundary with smooth walls. With this boundary type, it is not necessary to set a 
roughness coefficient. 
Fig. 2. Perspective view of the computational volume-mesh structure used in the numerical model. 
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The computational mesh used for the simulations is shown in figure 2. The mesh was made out of predominantly 
hexahedral cells. Along the geometry a prism layer cell structure was used, i.e. layers of flat hexahedral cells were 
made to follow the geometric features. The cell structure was also made with a refinement based on the curvature of 
the geometric features. As the geometric features are more detailed in important areas close to the gauging station 
and the fall, this ensures that the mesh also has a higher resolution in those more important areas. The resolution is 
relatively lower at the inflow and outflow boundaries and in the relatively big volume of the downstream pool. The 
main hexahedral cell structure has a maximum cell size (equivalent diameter) of ~10 cm and minimum cell size of 
~1 cm. The prism layer consists of two layers where the closest to the geometry is ~1 cm thick and the second is 
about 1.5 cm thick. In total, the model consists of about 312 000 computational cells.  
A total of 21 simulations were run for discharges between 6 – 507 l/s. The simulations were run with a constant 
discharge for a total physical time of 90 s to obtain steady-state conditions. The last 30 s were then averaged for all 
recorded variables. Convergence was primarily evaluated on the mass balance of water inflow and outflow at the 
boundaries converging towards 0. The maximum error between the recorded inflow to outflow were 4.1% and the 
average error 1.4%. The mass-balance errors could likely be reduced by increasing the resolution of the 
computational mesh. The residuals for important variables were also monitored visually to evaluate convergence.   
At high discharges, results from the scale model have clarified that the measuring conditions at point A is not 
ideal. In fact, at discharges higher than ~100 m3/s the water surface above the point is no longer horizontal in the 
transversal direction and there are non-negligible velocities at the point. At discharges between ~250–350 m3/s the 
flow is disturbed by the presence of a hydraulic jump. A sensitivity test on the exact position of the measuring point 
was therefore conducted. In the sensitivity test, the location of the point A is moved +- 0.875 cm (5 cm in model 
scale) transversal to the flow to check the sensitivity of the results to a small displacement of the point. The 
displacement can be assumed to be within the deviation of the exact location of the point between the field, physical 
model and numerical model. 
 
4. Temporary results 
Temporary results for the physical and numerical model for some selected points are shown in figure 3. From 
visual inspection of figure 3a, the numerical model seems to fit the physical data for point A well below ~100 m3/s 
discharge. At discharges 100–250 m3/s the numerical model over-predicts the stage compared to the physical model, 
and the spread of the data from the physical model is larger. Part of the spread in the data may be due to the models 
sensitivity to the exact location of the sensor in point A. The sensitivity analysis in the numerical model shows that 
moving the measurement point gives small deviations for discharges below 100 m3/s but increases for values 100-
250 m3/s, which is apparently consistent with the deviations in the physical model. 
At 250 m3/s (figure 3b) the numerical model shows a large drop in the measured stage at point A. This drop is 
also reproduced in some – but not all, of the physical model experiments. The drop is probably due to the hydraulic 
conditions caused by the formation of a hydraulic jump close to the measurement point as mentioned previously. At 
discharges around 250-350 m3/s the results from the scale model is inconsistent. The numerical model predicts 
pressure heads that are higher than the scale model for 300-350 m3/s, but also seem more sensitive to displacement 
of point A in this range. At discharges larger than ~400 m3/s the physical model gives more stable results. In this 
range the simulation results over-predict the physical data, but are still quite sensitive to the exact position of the 
measurement point, particularly if the point is moved closer to the bank. 
Figures 3c and 3d show the results for two more points, point B located at the left side of the river, and point 1 
located in the thalweg outside point A. Note that point B is only valid for flows over ~50 m3/s. By visual inspection, 
the numerical simulations fit the physical data well for both point B and 1, at least up to 240 m3/s, where the spread 
of the physical data is also larger. There is also a slight tendency towards under-prediction at lower discharges at 
both points. Notably, there is a drop in the stage at 260 m3/s, similar to that at point A, but less pronounced. The 
numerical data generally seems to be within the  spread of the physical data above 250 m3/s. In general it should be 
noted that the simulations seem to fit the data from the scale model better in point B and 1, compared to point A. 
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5. Concluding remarks 
The hybrid modeling for this case study is so far showing promise in that the numerical model reproduces the 
pressure head from the physical model well – at least for recording points were the flow is relatively calm. Further, 
the numerical model produced adequate results without calibrating any roughness parameter. This is the case even if 
the computational mesh could be described as being relatively coarse. It should, however, be emphasized that these 
results are temporary, and that more validation data and sensitivity-tests for important parameters in the numerical 
model are still needed for robust results. As for the validation, experiments with acoustic doppler velocimetry are 
currently being undertaken in the lab to be able to assess the validity of the velocity field and possibly the turbulent 
kinetic energy in the numerical model.  
A point of using models that fully describe the 3-dimensional flow conditions for complex geometries is that it 
may give new and not necessarily intuitive information that the modeler was not initially looking for. This is 
exemplified in this case by the problems particularly at flows higher than 250 m3/s, but also to a lesser degree for 
flows between 100–250 m3/s at the current location of the gauging station (point A). The physical modeling also 
quickly clarified that a better location for measuring high flows could be found at the left side of the river. While 
this might have been anticipated by a keen observer and experienced field-hydrologist it is made a lot clearer once 
the flow is visualized in a model. The numerical model has the added benefit of giving much more detail to the flow 
patterns as important variables such as velocity vectors, turbulent kinetic energy or pressures can be extracted from 
any of the computational cells.  
Of course, one should be careful about applying the results from one case-study, such as this, to a general case. 
Hybrid modeling is also a relatively time consuming and data demanding exercise, which translates to this being an 
expensive solution relative to other available methods for extrapolating rating curves. The method thus needs to give 
Fig. 3. Comparison of pressure-head recordings in physical and numerical model; a) Point A, low discharge, b) Point A, high discharge, c)
Point B, d) Point 1 
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sufficiently accurate results compared to other methods to justify the additional effort. Likely, the method will be 
most feasible for gauging stations with a large extrapolation factor and complex hydraulic conditions. The methods 
for surveying submerged geometry (bathymetry) have been rapidly improving, and in the future the availability of 
better geometric data may expand the applicable field for detailed physical and numerical models further.   
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