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ASYMPTOTIC BOUNDARY OBSERVABILITY FOR THE
SCHRO¨DINGER EQUATION ON SIMPLICES
SARAH CARPENTER AND HANS CHRISTIANSON
Abstract. We consider the Schro¨dinger equation (i∂t+∆)u = 0 on an n-dimensional
simplex with Dirichlet boundary conditions. We use a commutator argument along
with integration by parts to obtain an observability asymptotic for any one face
of the simplex. Rather than the typical observability inequality, we are able to do
better as we instead prove a large-time asymptotic. Note that this paper parallels
[CL20], in which Christianson-Lu prove the analogous result with the wave equation.
1. Introduction
In this paper, we study boundary observability for solutions to the Schro¨dinger equa-
tion on n-dimensional simplices. The result is a large-time asymptotic observability
identity on any one face. This paper is part of a collection by the first author and
collaborators considering boundary observability for the wave equation and equidis-
tribution of Neumann data mass on a triangle or simplex. In [Chr17], it is shown
that the L2 norm of the (semi-classical) Neumann data on each side is equal to the
length of the side divided by the area of the triangle, and a generalization to simplices
is given in [Chr19]. An asymptotic boundary observability for solutions to the wave
equation is proved for triangles in [CS19] and for simplices in [CL20], and we prove
this asymptotic for solutions to the Schro¨dinger equation on triangles and simplices in
this paper.
The proofs are similar to these other papers, in which we use a commutator argu-
ment and integration by parts, while the proof for simplices will also require linear
algebra and symplectic geometry. Note that this is a much simpler approach than
the traditional controllability/observability argument that uses geometric optics and
microlocal analysis. However, the proof is particular to simplices and does not work
for other polytopes. In fact, the main result is false in general.
Let Ω ⊂ Rn be a non-degenerate simplex with faces G0, . . . , Gn. Let Voln(Ω) be the
volume of Ω and Voln−1(Gj) be the (n − 1)-dimensional induced volume of Gj . We
consider the Schro¨dinger equation with Dirichlet boundary conditions on Ω:

(i∂t + ∆)u = 0
u|∂Ω = 0
u(x, 0) = u0(x), x ∈ Rn,
(1.1)
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where u0 ∈ H10 (Ω) ∩Hs(Ω) ∀ s > 0. Next we consider the (conserved) energy for the
Schro¨dinger equation, defined by the H˙1 mass,
E(t) =
∫
Ω
|∇u|2 dx.
Theorem 1. Suppose u solves the Schro¨dinger equation (1.1). Then ∀T > 0, the
Neumann data on each of the boundary faces satisfies∫ T
0
∫
Gj
|∂ωu|2dSj dt = 2T Voln−1(Gj)
nVoln(Ω)
E(0)
(
1 +O
(
1
T
))
, (1.2)
where ∂ω is the normal derivative on ∂Ω, and dSj is the surface measure on Gj.
Remark 1.1. The assumption that u0 ∈ H10 (Ω) ∩ Hs(Ω) for all s ∈ R is overkill.
We just make this assumption so we can integrate by parts without worrying about
regularity issues.
Using the Poincare´ inequality, we know there exists C > 0 such that ‖u‖ 6 C‖∇u‖,
which gives the following Corollary.
Corollary 1.2. Under the assumptions of Theorem 1, there exists a constant c > 0
such that ∫ T
0
∫
Gj
|∂ωu|2dSj dt > c‖u0‖2L2(Ω) (1.3)
for each j = 0, 1, . . . n.
Remark 1.3. The statement of Corollary 1.2 is the more familiar observability in-
equality rather than the asymptotic in Theorem 1. The estimate (1.3) says one can
“observe” the initial L2 norm by taking a measurement on one side of the simplex.
It is very interesting to note that we have an asymptotic observation of ‖∇u0‖2 and
observation inequality of ‖u0‖2.
1.1. History. A landmark result of controllability was [RT74], in which Rauch and
Taylor showed exponential decay of the energy of solutions to damped hyperbolic
equations in bounded domains given the geometric control condition is satisfied - that
is every ray hits the region of control in some finite time. Rauch and Taylor consider
the control region being both a fixed subregion of the domain as well as a fixed subset
of the boundary. The closely related idea of observability for solutions of the wave
equation observes the initial energy by taking a measurement in the control region.
Another landmark result is that of Bardos-Lebeau-Rauch [BLR92], in which they prove
a similar condition for the boundary in that every ray must hit the observability region
on the boundary transversally.
These results make heavy use of microlocal analysis and geometric optics. To get an
idea of the subtlety to these proofs, the papers of Lebeau [Leb96], Christianson [Chr07,
Chr10], and Burq-Christianson [BC15] show that if the geometric control condition fails
in a weak sense, then there is a sharp loss in energy decay rate and regularity. One
of the novelties of [CS19, CL20] and the present work is that it does not require a
geometric control assumption.
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Now these results are not applicable for solutions to the Schro¨dinger equation as it is
not hyperbolic. Controllability and observability have certainly been studied with the
Schro¨dinger equation, but majorly on interior subsets of the domain as the observability
region. Jaffard [Jaf90] proved an internal control for solutions to the Schro¨dinger
equation, which was extended by Burq, Zworski, and Bourgain to control results on
tori [BZ12, BBZ13, BZ19]. Lebeau [Leb92] did, however, consider controllability on
the boundary for subsets that satisfy the geometric control condition from [BLR92].
2. Proof for Planar Triangles
In this section, we summarize the proof of Theorem 1 for triangles. The proof for
triangles does not require any special change of variables as in the proof for simplices,
so is a friendly introduction to the main ideas.
Let Ω ⊂ R2 be a triangle with sides A,B,C. Let `A, `B, `C denote the respective
altitudes (the perpendicular distance from the side to the non-adjacent corner). Let
L be the length of the longest side. We consider the following initial/boundary value
problem for the Schro¨dinger equation:
(i∂t + ∆)u = 0
u|∂Ω = 0
u(x, y, 0) = u0(x, y),
(2.1)
where u0 ∈ H10 (Ω) ∩Hs(Ω) ∀ s > 0. We denote the (conserved) initial energy by
E(t) =
∫
Ω
|∇u|2 dV.
Theorem 2. Suppose u solves the Schro¨dinger equation (2.1). Then ∀T > 0, the
Neumann data on side A satisfies∫ T
0
∫
A
|∂νu|2dS dt = 2T
`A
E(0)
(
1 +O
(
1
T
))
, (2.2)
where ∂ν is the normal derivative on ∂Ω and dS is the arc length measure. The
analogous asymptotic on sides B and C also holds.
Remark 2.1. As noted in [CS19], when dealing with solutions to the wave equation,
the appearance of the factor 1/`A in (2.2) is due to the finite propagation speed,
as it takes approximately time `A for a wave to travel from the opposite corner to
side A. However, we do not see the infinite speed of propagation for solutions of the
Schro¨dinger equation in the present result.
As in [CS19], the proof is broken down into two cases: acute and obtuse (or right)
triangles. We only prove the acute case as the obtuse case is very similar. Addi-
tionally, we show that this result does not hold generally on polygons by giving a
counterexample on a square.
Without loss of generality, we prove Theorem 2 only for side A, and thus we let
` = `A. Let Ω be an acute triangle, oriented in such a way that side A is parallel to
the y-axis, and the corner opposite from A is at the origin, as shown in Figure 1. Thus
the altitude of length ` corresponds with the x-axis. We label the remaining sides B
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Figure 1. Setup for acute triangles.
and C as in Figure 1. Let a1 be the length of the part of A below the x-axis, and a2
the part above.
Proof of Theorem 2. We begin by showing the energy is conserved. We use Green’s
Theorem and the fact that u satisfies (2.1).
d
dt
E(t) =
d
dt
∫
Ω
∇u · ∇u¯ dV
=
∫
Ω
2Re (∇ut · ∇u¯) dV
= 2Re
(
i
∫
Ω
∇(∆u) · ∇u¯ dV
)
= 2Re
(
−i
∫
Ω
∆u∆u¯ dV + i
∫
∂Ω
∂ν u¯∆u dS
)
= 2Re
(
−i
∫
Ω
|∆u|2 dV +
∫
∂Ω
(∂ν u¯)ut dS
)
= 2Re
(
−i
∫
Ω
|∆u|2 dV
)
= 0
Consider the vector field X = x∂x + y∂y on Ω and the commutator [i∂t + ∆, X]. Then
[i∂t + ∆, X] = (i∂t + ∆)X −X(i∂t + ∆)
= ∆(x∂x) + ∆(y∂y)−X∆
= 2∆ + x∂x∆ + y∂y∆−X∆
= 2∆.
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Therefore, using Green’s Theorem on u satisfying (2.1),
∫ T
0
∫
Ω
([i∂t + ∆, X]u)u¯ dV dt = 2
∫ T
0
∫
Ω
(∆u)u¯ dV dt
= −2
∫ T
0
∫
Ω
∇u · ∇u¯ dV dt+ 2
∫ T
0
∫
∂Ω
(∂νu)u¯ dS dt
= −2
∫ T
0
E(0) dt
= −2TE(0). (2.3)
Also note that if u satisfies the Schro¨dinger equation (2.1), then iut + ∆u¯ = 0,
and also that iut = −iu¯t. Now evaluating the integral directly using integration by
parts/Green’s Theorem and the fact that u satisfies (2.1),
∫ T
0
∫
Ω
([i∂t + ∆, X]u)u¯ dV dt =
∫ T
0
∫
Ω
((i∂t + ∆)Xu)u¯− (X(i∂t + ∆)u)u¯ dV dt
=
∫ T
0
∫
Ω
(i∂tXu)u¯+ (∆Xu)u¯ dV dt
= −
∫ T
0
∫
Ω
(iXu)u¯t + (∇Xu) · (∇u¯) dV dt
+
∫
Ω
(iXu)u¯|T0 dV +
∫ T
0
∫
∂Ω
(∂νXu)u¯ dS dt
=
∫ T
0
∫
Ω
(Xu)iut + (Xu)∆u¯ dV dt
+
∫
Ω
(iXu)u¯|T0 dV −
∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt
=
∫
Ω
(iXu)u¯|T0 dV −
∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt. (2.4)
Combining our results from (2.3) and (2.4), we obtain
∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt = 2TE(0) +
∫
Ω
(iXu)u¯|T0 dV. (2.5)
We now put a bound on the last term of (2.5) in terms of the energy E(0) using a
Poincare´ type inequality. The following lemma is stated and proved in [CS19].
Lemma 2.2. Let u ∈ H10 (Ω) ∩Hs(Ω) ∀ s. Then the following holds:
||u||L2(Ω) 6 L
√
e− 1||∂xu||L2(Ω)
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Trivially from this lemma we get that ||u||L2(Ω) 6 L
√
e− 1||∇u||L2(Ω). By the
triangle inequality, Cauchy’s inequality with parameter α > 0, and Lemma 2.2,∣∣∣∣∫
Ω
iXuu¯ dV
∣∣∣∣ = ∣∣∣∣∫
Ω
i(x∂x + y∂y)uu¯ dV
∣∣∣∣
6
∫
Ω
|x∂xu||u¯|+ |y∂yu||u¯| dV
6
∫
Ω
α|u|2 + L
2
2α
(|∂xu|2 + |∂yu|2) dV
6
∫
Ω
αL2(e− 1)|∇u|2 + L
2
2α
|∇u|2 dV
=
3
2
∫
Ω
L2
√
e− 1|∇u|2 dV
6 2L2
√
e− 1E(0),
upon taking α = 1√
e−1 . Therefore (assuming a non-zero solution),
1
2TE(0)
∣∣∣∣∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt− 2TE(0)
∣∣∣∣ = 12TE(0)
∣∣∣∣∫
Ω
iXuu¯|T0 dV
∣∣∣∣
6 L
2
√
e− 1
T
,
giving us ∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt = 2TE(0)
(
1 +O
(
1
T
))
. (2.6)
We now obtain the Neumann data on A from the left hand side of (2.6). As u|∂Ω = 0,
the tangential derivative along the boundary vanishes. On side A, the tangential
derivative is ∂y and the normal derivative is ∂x, so X = x∂x + y∂y = x∂ν . Thus∫ T
0
∫
A
(Xu)(∂ν u¯) dS dt =
∫ T
0
∫
A
(x∂νu)(∂ν u¯) dS dt
=
∫ T
0
∫
A
`|∂νu|2 dS dt. (2.7)
Now on side B, y = −a1` x, so the unit tangent vector is τ = ( `b ,−a1b ) and the unit
normal vector is ν = (−a1b ,− `b). As the tangential derivative vanishes,
τ · ∇u = `
b
∂xu− a1
b
∂yu = 0,
so ∂yu =
`
a1
∂xu. Then
Xu = x∂xu+ y
`
a1
∂xu = x∂xu− xa1
`
`
a1
∂xu = 0,
and therefore, ∫ T
0
∫
B
(Xu)(∂ν u¯) dS dt = 0. (2.8)
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Lastly, on side C, y = a2` x, so the unit tangent vector is τ = (− `c ,−a2c ) and the unit
normal vector is ν = (−a1b ,− `b). As the tangential derivative vanishes,
τ · ∇u = −`
c
∂xu− a2
c
∂yu = 0,
and therefore, ∂yu = − `a2∂xu. Again we see that
Xu = x∂xu− y `
a2
∂xu = x∂xu− xa2
`
`
a2
∂xu = 0,
and thus ∫ T
0
∫
C
(Xu)(∂ν u¯) dS dt = 0. (2.9)
Combining (2.7), (2.8), and (2.9) we obtain∫ T
0
∫
A
`|∂νu|2 dS dt =
∫ T
0
∫
∂Ω
(Xu)(∂ν u¯) dS dt
= 2TE(0)
(
1 +O
(
1
T
))
.
Finally, dividing by `, we obtain (2.2). 
Failure on a Square Domain. We now show that this result does not hold generally
on polygons by giving a counterexample on a square. Consider the square domain
Ω = [0, 2pi] × [0, 2pi] and the function u(x, y, t) = 1pie−it(1+n
2) sin(x) sin(ny) for some
integer n > 0. Then u satisfies
(i∂t + ∆)u = 0
u|∂Ω = 0
u(x, y, 0) = u0(x, y)
for u0 ∈ H10 (Ω) ∩Hs(Ω) ∀ s > 0 and has energy
E(0) =
1
pi2
∫ 2pi
0
∫ 2pi
0
cos2(x) sin2(ny) + n2 sin2(x) cos2(ny) dx dy
=
1
pi2
∫ 2pi
0
∫ 2pi
0
1
2
(1 + cos(2x)) sin2(ny) +
n2
2
(1− cos(2x)) cos2(ny) dx dy
=
1
pi2
∫ 2pi
0
pi sin2(ny) + n2pi cos2(ny) dy
=
1
pi
∫ 2pi
0
1
2
(1 + cos(2ny)) +
n2
2
(1− cos(2ny)) dy
= 1 + n2. (2.10)
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We show that along the right edge {2pi} × [0, 2pi] the desired observability does not
hold if n is large enough. On this edge, ∂ν = ∂x, so∫ T
0
∫ 2pi
0
|∂νu|2|x=2pi dy dt =
∫ T
0
∫ 2pi
0
1
pi2
|e−it(1+n2) cos(2pi) sin(ny)|2 dy dt
=
1
pi2
∫ T
0
∫ 2pi
0
sin2(ny) dy dt
=
T
pi
=
T
pi(1 + n2)
E(0).
Then there is no CT such that the observability condition∫ T
0
∫ 2pi
0
|∂νu|2|x=2pi dy dt > CTE(0)
holds for all solutions u. Thus u serves as a counterexample to Theorem 2 on a polygon
that is different from a triangle.
3. Proof of Theorem 1
Remark 3.1. In the triangle proof, we were able to find an explicit constant from
Lemma 2.2 to give us our asymptotic, however, it is not sharp. In the proof of simplices,
we will not find an explicit constant.
Let {p1, . . . , pn} ⊂ Rn be linearly independent vectors, and let p0 denote the origin
in Rn. Then the n-dimensional simplex spanned by {p1, . . . , pn} is defined by
Ω =

n∑
j=0
tjpj :
∑
tj = 1 and tj > 0
 . (3.1)
The standard simplex is the simplex in which pj = ej for each j = 1, . . . , n, where ej
are the standard basis vectors, and we denote it by Ω˜. We define the matrix
A =
 | | · · · |p1 p2 · · · pn
| | · · · |
 ,
which is invertible as p1, . . . , pn are linearly independent, and thus we let B = A
−1.
Then for x ∈ Rn, we let y = Bx. Then as Bpj = ej , we see that
Ω˜ =

n∑
j=0
tjBpj :
∑
tj = 1 and tj > 0
 , (3.2)
and thus this transformation takes our simplex Ω to the standard simplex Ω˜.
Now we lift this transformation to T ∗Rn. For ξ ∈ Rn in our x-coordinates, we
use symplectic geometry to see that η = (B−1)T ξ is the momentum variable in the
y-coordinates. Now as the symbol of the Laplacian in the x-coordinates is ξT ξ =
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ξ21 + · · ·+ ξ2n, the symbol of the Laplacian in the y-coordinates is ξT ξ = ηTBBT η. We
let Γ = BBT . Thus the Laplacian in the y-coordinates is
∆˜ =
n∑
i,j
Γij∂yi∂yj ,
and we see that −∆˜ is elliptic as Γ is positive definite. Lastly, the energy in terms of
the y-coordinates is given by
E˜(t) =
∫
Ω˜
|BT∇u|2 dy, (3.3)
where ∇ = ∇y. Note that for the remainder of the paper, ∇ will represent ∇y.
Remark 3.2. We only prove the Theorem 1 on the side G0 as we could begin by
translating the simplex so that a different “corner” is the origin.
Proof: We begin by proving that the energy is conserved on the standard simplex. We
use the version of Green’s formula from [Chr17], and the fact that u satisfies{
(i∂t + ∆˜)u = 0
u|
∂Ω˜
= 0.
(3.4)
Also note that if u satisfies (3.4), then iut + ∆˜u¯ = 0, and also that iut = −iu¯t. Then
d
dt
E(t) =
d
dt
∫
Ω˜
(BT∇u) · (BT∇u¯) dy
= 2Re
(∫
Ω˜
(BT∇ut) · (BT∇u¯) dy
)
= 2Re
(
−
∫
Ω˜
(∇TBBT∇u¯)ut dy +
∫
∂Ω˜
(νTBBT∇u¯)ut dS˜
)
= 2Re
(
−
∫
Ω˜
(∆˜u¯)ut dy
)
= 2Re
(
−i
∫
Ω˜
(u¯t)ut dy
)
= 2Re
(
−i
∫
Ω˜
|ut|2 dy
)
= 0,
where dS˜ is the surface measure and ν is the outward normal vector on the standard
simplex Ω˜. Now consider the vector field Y = y1∂y1 + · · ·+ yn∂yn and the commutator
[i∂t + ∆˜, Y ] on the standard simplex Ω˜. As ∆˜ is a constant coefficient symmetric
operator, we have that [i∂t + ∆˜, Y ] = 2∆˜. Using this along with Green’s Theorem and
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the fact that u satisfies (3.4),∫ T
0
∫
Ω˜
[i∂t + ∆˜, Y ]uu¯ dy dt = 2
∫ T
0
∫
Ω˜
(∆˜u)u¯ dy dt (3.5)
= 2
∫ T
0
∫
Ω˜
(∇TBBT∇u)u¯ dy dt
= −2
∫ T
0
∫
Ω˜
(BT∇u) · (BT∇u¯) dy dt
+
∫ T
0
∫
∂Ω˜
(νTBBT∇u¯)ut dS˜ dt
= −2
∫ T
0
∫
Ω˜
|BT∇u|2 dy dt
= −2
∫ T
0
E˜(0) dt
= −2TE˜(0). (3.6)
Now we compute the same integral without first simplifying the commutator. Again,
we use integration by parts/Green’s Theorem and the fact that u satisfies (3.4).∫ T
0
∫
Ω˜
([i∂t + ∆˜, Y ]u)u¯ dy dt =
∫ T
0
∫
Ω˜
((i∂t + ∆˜)Y u)u¯− (Y (i∂t + ∆˜)u)u¯ dy dt
=
∫ T
0
∫
Ω˜
i(∂tY u)u¯+ (∆˜Y u)u¯ dy dt
=
∫ T
0
∫
Ω˜
−i(Y u)u¯t + (Y u)(∆˜u¯) dy dt+
∫
Ω˜
i(Y u)u¯|T0 dy
+
∫ T
0
∫
∂Ω˜
(νTBBT∇(Y u))u¯ dS˜ dt
−
∫ T
0
∫
∂Ω˜
(Y u)(νTBBT∇u¯) dS˜ dt
=
∫ T
0
∫
Ω˜
(Y u)(iut + ∆˜u¯) dy dt+
∫
Ω˜
i(Y u)u¯|T0 dy
−
∫ T
0
∫
∂Ω˜
(Y u)(νTBBT∇u¯) dS˜ dt
=
∫
Ω˜
i(Y u)u¯|T0 dy −
∫ T
0
∫
∂Ω˜
(Y u)(νTBBT∇u¯) dS˜ dt.
(3.7)
Combining our results from (3.6) and (3.7), we obtain∫ T
0
∫
∂Ω˜
(Y u)(νTBBT∇u¯) dS˜ dt = 2TE˜(0) +
∫
Ω˜
iY uu¯|T0 dy. (3.8)
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Now the point of our change of coordinates was to make the computation of the normal
vectors easier. On our standard simplex Ω˜, we denote the boundary faces F0, . . . , Fn,
where Fj denotes the face in which yj = 0 for j = 1, . . . , n, and F0 the remaining face.
Thus the normal vector on Fj is
νj = −ej
for j = 1, . . . , n. Then on F0, the normal vector is
ν0 = n
−1/2(1, . . . , 1).
Thus the normal derivative for j = 1, . . . , n is
∂νj = −∂yj ,
and
∂ν0 = n
−1/2(∂y1 + · · ·+ ∂yn).
By our Dirichlet boundary conditions, the tangential derivatives of u vanish. Thus on
Fj for j = 1, . . . , n, ∂`u = 0 except for ` = j. But as yj = 0 on Fj , we see that for
j = 1, . . . , n,
Y u|Fj = y1∂y1u+ · · ·+ yn∂ynu = 0.
As (1,−1, 0, . . . , 0) is tangent to F0, we see that ∂y1u = ∂y2u, and similarly, we see
that
∂y1u = · · · = ∂ynu.
Thus for j = 1, . . . , n,
∂ν0u = n
−1/2(∂y1u+ · · ·+ ∂ynu) = n−1/2(n∂yju) = n1/2∂yju. (3.9)
Then as y1 + · · ·+ yn = 1 on F0,
Y u|F0 = y1∂y1u+ · · ·+ yn∂ynu = (y1 + · · ·+ yn)n−1/2∂ν0u = n−1/2∂ν0u.
Now we rewrite (3.8) as
∫ T
0
∫
F0
(n−1/2∂ν0u)(ν
T
0 BB
T∇u¯) dS˜0 dt = 2TE˜(0) +
∫
Ω˜
iY uu¯|T0 dy. (3.10)
Our goal now is to bound the last term of (3.10) in terms of the energy E(0). Note
that the following constant C changes with each calculation. Indeed, using the triangle
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inequality and Cauchy’s inequality (on the first and fourth step),
∣∣∣∣∫
Ω˜
iY uu¯ dy
∣∣∣∣ 6 ∫
Ω˜
C
 n∑
j=1
|yj∂yju|
2 + C|u¯|2 dy
6
∫
Ω˜
C
 n∑
j=1
|∂yju|
2 + C|u|2 dy
=
∫
Ω˜
C
n∑
i,j
(|∂yiu||∂yju|) + C|u|2 dy
6
∫
Ω˜
C
n∑
i,j
(|∂yiu|2 + |∂yju|2) + C|u|2 dy
6
∫
Ω˜
C|∇u|2 + C|u|2 dy
6
∫
Ω˜
C|∇u|2 dy,
where the last step follows from the Poincar inequality.
Now this is almost the energy term that we are looking for, but recall that the
energy on Ω˜ has the transformation B in it. As −∆˜ is an elliptic operator, ||∇u||L2 6
C〈−∆˜u, u〉L2 for some C. Using this along with our calculations in (3.5),∣∣∣∣∫
Ω˜
iY uu¯ dy
∣∣∣∣ 6 ∫
Ω˜
C(−∆˜u)u¯ dy
= CE˜(0).
Therefore, we see that (for non-zero solutions)
1
2TE˜(0)
∣∣∣∣∫ T
0
∫
F0
(n−1/2∂ν0u)(ν
T
0 BB
T∇u¯) dS˜0 dt− 2TE(0)
∣∣∣∣ = 1
2TE˜(0)
∣∣∣∣∫
Ω˜
iY uu¯|T0 dy
∣∣∣∣
6 C
T
,
and thus we obtain the asymptotic
∫ T
0
∫
F0
(n−1/2∂ν0u)(ν
T
0 BB
T∇u¯) dS˜0 dt = 2TE˜(0)
(
1 +O
(
1
T
))
. (3.11)
Now we must transform back to the original simplex Ω. We start with the right side
of (3.11). As the Jacobian of a matrix change of variables x = Ay is det(A), and the
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volume of the standard simplex is 1/n!, we see that det(A) = n!Vol(Ω). Thus
2TE˜(0)
(
1 +O
(
1
T
))
= 2T
(
1 +O
(
1
T
))∫
Ω˜
|BT∇u0|2 dy
=
2T
det(A)
(
1 +O
(
1
T
))∫
Ω
|∇xu0|2 dx
=
2T
n!Voln(Ω)
E(0)
(
1 +O
(
1
T
))
. (3.12)
We now work to transform the left side of (3.11). We change variables from the surface
measure back to the rectangular coordinates by writing yn as a graph over the other
coordinates. As F0 = {yn = 1 − y1 − · · · − yn−1}, letting dy′ = dy1 · · · dyn−1, we see
that
dS˜0 = ((dy
′)2 + (dy2 · · · dyn)2 + · · ·+ (dy1 · · · dyn−2dyn)2)1/2
=
(
1 +
(
dyn
dy1
)2
+ · · ·+
(
dyn
dyn−1
)2)1/2
dy′ (3.13)
= (12 + (−1)2 + · · ·+ (−1)2)1/2dy′
= n1/2dy′.
Then we change variables from the rectangular coordinates to the surface measure
on the original simplex Ω. Changing variables on F0 induces the (n − 1)-dimensional
volume of the (n − 1)-dimensional parallelepiped spanned by p1, p2 − p1, . . . , pn − p1,
which we call P0, noting that the simplex spanned by these vectors is precisely the
face G0. Thus we see that
Voln−1(P0) = (n− 1)!Voln−1(G0).
Now we transform the integrand of (3.11) back to the standard simplex. On F0, by
(3.9),
∇yu|F0 = n−1/2(1, . . . , 1)∂ν0u|F0 = ν0∂ν0u|F0 .
Recall that ω0 is the normal to the face G0 on Ω. Then
∂ω0u|G0 = ωT0 ∇xu|G0
= ωT0 B
T∇yu|F0
= (ωT0 B
T ν0)∂ν0u|F0 ,
and thus
∂ν0u|F0 =
∂ω0u|G0
(ωT0 B
T ν0)
. (3.14)
As the tangential derivative vanishes, νT0 B∇xu¯|G0 vanishes except for the projection
onto ω0. Thus we project ν
T
0 B onto ω
T
0 , and get that
proj(νT0 B)
ωT0 =
ωT0 · (νT0 B)
ωT0 · ωT0
ωT0 = (ω
T
0 (ν
T
0 B)
T )ωT0 = (ω
T
0 B
T ν0)ω
T
0 ,
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as ωT0 is a unit vector. Therefore,
νT0 BB
T∇yu¯|F0 = νT0 B∇xu¯|G0
= (ωT0 B
T ν0)ω
T
0 ∇xu¯|G0 (3.15)
= (ωT0 B
T ν0)∂ω0 u¯|G0 .
Thus by our change of variables in (3.13) and our calculations in (3.14) and (3.15), the
left side of (3.11) now reads∫ T
0
∫
F0
(n−1/2∂ν0u)(ν
T
0 BB
T∇u¯) dS˜0 dt
=
∫ T
0
∫
F0
(n−1/2∂ν0u)(ν
T
0 BB
T∇u¯)n1/2 dy′ dt
=
1
Voln−1(P0)
∫ T
0
∫
G0
(
∂ω0u
(ωT0 B
T ν0)
)
((ωT0 B
T ν0)∂ω0 u¯) dy
′ dt
=
1
(n− 1)!Voln−1(G0)
∫ T
0
∫
G0
|∂ω0u|2 dy′ dt. (3.16)
Thus equating (3.12) and (3.16), we obtain our desired result on F0:∫ T
0
∫
G0
|∂ω0u|2 dy′ dt =
2T (n− 1)!Voln−1(G0)
n!Voln(Ω)
E(0)
(
1 +O
(
1
T
))
=
2TVoln−1(G0)
nVoln(Ω)
E(0)
(
1 +O
(
1
T
))
.
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