There are numerous applications of the classical (deterministic) Gronwall inequality. Recently, Michael Scheutzow has discovered a stochastic Gronwall inequality which provides upper bounds for the p-th moments, p ∈ (0, 1), of the supremum of nonnegative scalar continuous processes which satisfy a linear integral inequality. In this article we complement this with upper bounds for p-th moments, p ∈ [2, ∞), of the supremum of multi-dimensional Itô processes which satisfy a suitable one-sided affine-linear growth condition. As example applications, we improve known estimates on strong local Lipschitz continuity of solutions of stochastic differential equations (SDEs) in the starting point, on (exponential) moment estimates for SDEs, on perturbation estimates for SDES, and we improve known results on strong completeness of SDES.
Introduction
The classical Gronwall inequality is a powerful tool in real analysis. In the theory of stochastic processes, an analogous tool is missing. The difficulty in a stochastic setting is that if Z, α, β : [0, ∞)× Ω → [0, ∞) are adapted processes on a filtered probability space (Ω, F , P, (F t ) t∈[0,∞) ) with continuous sample paths and if M : [0, ∞) × Ω → R is a local martingale which satisfy that P-a.s. it holds for all t ∈ [0, ∞) that
then Itô's formula implies that P-a.s. it holds for all t ∈ [0, ∞) that 
and it is unclear how to estimate L p -norms for p ∈ (1, ∞) of the process on the right-hand side of (2) which in general is not a semimartingale. Scheutzow [21] managed to estimate L p -norms of sup s∈[0,t] Z s for all p ∈ (0, 1), t ∈ [0, ∞). However, it remained an open problem to estimate L p -norms with p ∈ (1, ∞), which is far more interesting for applications.
In this article, we partially solve this problem. More precisely, we exploit that in many applications the process Z in (1) is the norm or some other nonnegative real-valued function of a multi-dimensional Itô process X. Instead of (1) we assume that the p-th momdent process ( X t p ) t∈[0,∞) for given p ∈ [2, ∞) satisfies a condition analogous to (1) or, which is more convenient for applications, that X satisfies the one-sided affine-linear growth condition (3) . This condition (3) is fairly natural and we demonstrate in Section 3 below that this condition is satisfied in many applications. As a result, we obtain in Theorem 1.1 L p -estimates for p ∈ [2, ∞) for Itô processes which satisfy the one-sided affine-linear growth condition (3) below. Since Theorem 1.1 essentially generalizes the differential form of the deterministic Gronwall inequality, we refer to Theorem 1.1 as stochastic Gronwall inequality. 
Then (i) it holds for all t ∈ [0, T ], q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 = p and
and (ii) it holds for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 < p and 
du L q 2 (P;R)
.
Theorem 1.1 is an immediate consequence of Corollary 2.5 below and the proof of Theorem 1.1 is therefore omitted. Corollary 2.5 follows from Theorem 2.4 below which is the main result of this article and which proves L p -estimates for p ∈ [1, ∞) of more general functions of Itô processes. Since Theorem 2.4 below essentially generalizes both the differential form of the Gronwall inequality and Lyapunov's second method for stability of equilibria of ordinary differential equations, we refer to Theorem 2.4 below as stochastic Gronwall-Lyapunov inequality.
In the literature, there are numerous results which assume that α in condition (3) is deterministic. In that case one can first take L p -norm, p ∈ [1, ∞) and then apply the classical Gronwall inequality. This approach imposes strong assumptions (e.g., one-sided linear growth condition, global monotonicity) on the problem under consideration which are often not satisfied by stochastic differential equations in interesting applications; see Section 3 for a detailed discussion. To illustrate the power of the stochastic Gronwall-Lyapunov inequality in Theorem 2.4 below, we investigate the following applications in Section 3 below and discuss the impact of Theorem 2.4 on these applications: (i) (Exponential) moment estimates for stochastic differential equations (SDEs); see Subsection 3.1 and Subsection 3.2 below for details.
(ii) Strong local Lipschitz continuity in the initial value; see Subsection 3.3 below for details.
(iii) Strong completeness of SDEs; see Subsection 3.4 below for details.
(iv) Perturbation estimates for SDEs; see Subsection 3.5 below for details.
In particular, we considerably improve existing results in the literature on these applications; see Section 3 below for details. In a forthcoming article we will also apply Theorem 1.1 to derive versions of solutions of SDEs which are two times continuously differentiable in the initial value without assuming the coefficients of the SDE to satisfy a global monotonicity condition.
Notation
Throughout this article we frequently use the following notation. For every topological space (E, E) we denote by B(E) the Borel-sigma-algebra on (E, E). For all measurable spaces (A, A) and (B, B) we denote by M(A, B) the set of A/B-measurable functions from A to B. For every probability space (Ω, A, P), real number p ∈ (0, ∞], and normed vector space (V,
For every a ∈ (0, ∞) we denote by 
Stochastic Gronwall inequalitys
Throughout this section we use the notation from Subsection 1.1. 
Almost sure identity with an exponential integrating factor
The following lemma, Lemma 2.2, slightly generalizes Lemma 2.1 in [10] to time-dependent test functions. 
Proof. Itô's formula proves that for all t ∈ [0, T ] it holds P-a.s. that 
Combining this with the fact that for all s ∈ [0, T ] it holds that
proves (7) and finishes the proof of Lemma 2.2.
Scheutzow's stochastic Gronwall inequality
A central step in the proof of the uniform moment estimate (15) below is the stochastic Gronwall inequality of Scheutzow [21] . The following lemma, Lemma 2.3, is the stochastic Gronwall inequality of Scheutzow [21] except that we include the case p 2 = ∞ and except that we replace the constants (c p ) p∈(0,1) of Scheutzow [21] by the smaller constants
from Theorem 1.4 of Bañuelos and Osȩkowski [1] which slightly improves the stochastic Gronwall inequality of Scheutzow [21] . The proof of Lemma 2.3 is identical to the proof of Theorem 4 of Scheutzow [21] except that Theorem 1.4 of Bañuelos and Osȩkowski [1] is applied instead of Proposition 1 of Scheutzow [21] . For this reason the proof of Lemma 2.3 is omitted. 
Then it holds for all p, p 1 ∈ (0, 1), p 2 ∈ (0, ∞] with
. (12) 2.3 A stochastic Gronwall-Lyapunov inequality for multi-dimensional Itô processes
The following theorem, Theorem 2.4, is the main result of this article and states our stochastic Gronwall-Lyapunov inequality for multi-dimensional Itô processes. 
Then (i) it holds for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 = p and
and (ii) it holds for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 < p and
Proof of Theorem 2.4.
Throughout this proof let τ n : Ω → [0, T ], n ∈ N, be the functions which satisfy for all n ∈ N that τ n = inf {t ∈ [0, T ] :
The growth assumption (13) and Young's inequality yield that P-a.s. it holds for all s
Now we prove Item (i). Without loss of generality we assume that E |V (0, X 0 )| p < ∞ (otherwise the assertion is trivial). Now (16) (applied with χ = pα · + p−1 δ
) and (17) imply that for all t ∈ [0, T ] it holds P-a.s. that
Note for every n ∈ N that τ n is a stopping time and that the stochastic integral on the right-hand side of (18) stopped at τ n is a martingale. Moreover it holds that P(τ = lim n→∞ τ n ) = 1. This, nonnegativity of V , Fatou's lemma, (18) , and the dominated convergence theorem together with
This, Hölder's inequality, subadditivity, and the triangle inequality yield that for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 = p and
This proves Item (i).
Next we prove Item (ii). Throughout the proof of Item (ii) let q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) satisfy that q 1 < p and
. Throughout the proof of Item (ii) we assume without loss of
< ∞ (otherwise the assertion is trivial). Now (16) (applied with χ = 0) and (17) imply that for all t ∈ [0, T ], ε ∈ (0, ∞) it holds P-a.s. that
This and Lemma 2.3 (applied for every ε ∈ (0, ∞) with p = q p
This, the fact that (
< ∞, and the dominated convergence theorem imply Item (ii). This completes the proof of Theorem 2.4. 
Proof of Corollary 2.5. Assumption (23) implies that P-a.s. it holds for all t ∈ [0, T ] that
Theorem 2.4 (applied with V (s,
for all s ∈ [0, T ], x ∈ O in the notation of Theorem 2.4) yields that it holds for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 = p and
and yields that it holds for all q, q 1 , q 2 ∈ (0, ∞], δ ∈ (0, ∞) with q 1 < p and
This completes the proof of Corollary 2.5. 
Moment estimates for SDEs
The following corollary, Corollary 3. In a number of situations, finiteness of uniform L p -moments could not be established for all p ∈ (1, ∞) for which marginal L p -moments are finite; e.g. for the 3/2-model of Heston [9] and Platen [19] or for the 4/2-model of Grasselli [6] . In many situations where upper bounds for uniform moments could be established, these are less sharp than (33); see, e.g., Proposition 2.27 in [3] (with V depending only on the first component). Corollary 3.2 follows directly from Corollary 2.5 (applied with a s = µ(s, X s ), b s = σ(s, X s ), α s = α, β s = 0, q 2 = ∞ for all s ∈ [0, T ] in the notation of Corollary 2.5).
Corollary 3.2 (Moment estimates for SDEs). Assume Setting 3.1, let p ∈ [2, ∞), α ∈ [0, ∞), and assume that for all
t ∈ [0, T ], x ∈ O it holds that x, µ(t, x) H + 1 2 σ(t, x) 2 HS(U,H) + p−2 2 x,σ(t,x) H 2 HS(U,R) x 2 H ≤ α x 2 H .(31)
Then (i) it holds that
and (ii) it holds for all q ∈ (0, p) that
Exponential moment estimates for SDEs
For a number of problems involving SDEs with non-globally monotone coefficients, it is useful to estimate exponential moments; see, e.g., Subsection 3.3 or Subsection 3.5 below. 
, let α ∈ R, and assume that for all (s, x) ∈ ∪ ω∈Ω {(t,
Then (i) it holds that
and (ii) it holds for all q ∈ (0, 1) that
Proof of Corollary 3.3. Throughout this proof let
This and Theorem 2.4 (applied with H = H×R, Clearly if the solution of an SDE has finite exponential moments, then it has finite moments if the starting point has sufficient exponential moments. The marginal moment estimate (39) and the uniform moment estimate (40) below show that it suffices that the starting point has suitable finite moments if the exponential moment condition (34) is satisfied.
Corollary 3.4 (Exponential moment condition implies moments). Assume Setting 3.1, let
U = (U(s, x)) s∈[0,T ],x∈O ∈ C 1,2 ([0, T ] × O, [0, ∞)), let α ∈ R, β ∈ [0, ∞) and assume that for all (s, x) ∈ ∪ ω∈Ω {(t, X t (ω)) ∈ [0, T ] × O : t ∈ [0, τ (ω)]} it holds that ( ∂ ∂s U)(s, x) + ( ∂ ∂x U)(s, x) µ(s, x) + 1 2 trace (σ · σ * )(s, x) (Hess x U)(s, x) + 1 2e αs ( ∂ ∂x U)(s, x)σ(s, x) 2 HS(U,R) ≤ αU(s, x) + β.(38)
Then (i) it holds for all
p ∈ [1, ∞) that E |p + e −ατ U(τ, X τ )| p ≤ E |p + U(0, X 0 ) + T ∫ 0 β e αs ds| p ≤ p p E exp(U(0, X 0 ) + T ∫ 0 β e αs ds)(39)
and (ii) it holds for all
Proof of Corollary 3.4 . Throughout this proof let p ∈ [1, ∞) and let V :
HS(U,R)
p+U (t,x)e −αt +β
This, Theorem 2.4 (applied with
for all t ∈ [0, T ] in the notation of Theorem 2.4), and the fact that ∀x ∈ [0, ∞) : 1 + x ≤ e x yield that
and yield for all q ∈ (0, p) that
This finishes the proof of Corollary 3.4. 
Strong local
, and assume that for all t ∈ [0, T ], x, y ∈ O it holds that
Lemma 3.6 (Strong local Lipschitz continuity in the initial value). Assume Setting 3.5 and let
and (ii) it holds for all δ ∈ (0, 1) that
Proof of Lemma 3.6. It follows from (44) for all t ∈ [0, T ] that P-a.s.
Assumption (46) implies that P-a.s. it holds for all r ∈ [0, T ] that
This and Item (i) in Theorem 2.4 (applied with
Hölder's inequality together with
, the fact that ∀t ∈ (0, T ] :
q 0 e α 0 r dr = t 0 r 0 β 0 q 0 te α 0 u du dr, Jensen's inequality, nonnegativity of V 1 , and Corollary 3.4 (applied with τ = t, U(t, x) = V 0 (x),Ū(t, x) = −β 0 , α = α 0 , X = X (resp. X = Y ) for all t ∈ (0, T ], x ∈ O and applied with τ = t, U(t, x) = V 1 (x),Ū (t, x) =V (t, x) − β 1 , α = α 1 , X = X (resp. X = Y ) for all t ∈ (0, T ], x ∈ O in the notation of Corollary 3.4) show for all t ∈ (0, T ] that
This and inequality (51) yield for all t ∈ (0, T ] that
This proves Item (i). Next, (49), (50), Item (ii) in Theorem 2.4 (applied for every δ ∈ (0, 1) with
, q 1 = δp, q 2 = q for all t ∈ [0, T ] in the notation of Theorem 2.4), and (52) imply for all δ ∈ (0, 1) that
This proves Item (ii) and completes the proof of Lemma 3.6.
The following lemma, Lemma 3.7, is essentially well-known and is included for the convenience of the reader.
Lemma 3.7 (Temporal regularity). Assume Setting 3.5, let
and let s ∈ [0, T ]. Then it holds that
Proof of Lemma 3.7 . The fact that pγ ≥ 1, (30), and Corollary 3.4 imply for all 
The proof of Lemma 3.7 is thus completed.
Lemma 3.8 (Strong local Hölder estimate). Assume Setting 3.5, let
assume that
Then it holds that
Proof of Lemma 3.8. The triangle inequality, Lemma 3.7 (applied with x = x 1 in the notation of Lemma 3.7), and Lemma 3.6 (applied with x = x 1 , y = x 2 , t = t 2 in the notation of Lemma 3.6) yield that
This completes the proof of Lemma 3.8.
Strong completeness
In this subsection we derive conditions on the coefficient functions of an SDE which ensure strong completeness of the SDE. For this we first derive a version of the Kolmogorov-Chentsov theorem. More precisely, the following proposition, Proposition 3.9, provides a method which allows to obtain a continuous version of a mapping X : D × Ω → F from a subset D of a finite-dimensional Hilbert space to a closed subset of a Banach space if there exist p ∈ (dim(H), ∞) and α ∈ (
is locally bounded and locally α-Hölder continuous. In the case where F = E, H = R d , and (61) below holds for n = ∞, the proof of Proposition 3.9 is provided in Theorem 2.1 in [18] . Proposition 3.9 generalizes [3, Theorem 3.5] and [7, Lemma 2.19] . Proposition 3.9 (Existence of a continuous version). Let (Ω, F , P) be a probability space, let
, ∞), and let X : D × Ω → F be a random field which satisfies for all n ∈ N that
Then there exists a function X : D × Ω → F which satisfies
Proof of Proposition 3.9. Without loss of generality we assume that D = ∅ (otherwise the assertion is trivial). Without loss of generality we assume that H = {0} (if H = {0}, then D = {0} and X itself satisfies (i)-(iii)). Throughout this proof for every n ∈ N let D n ⊆ D be the set which satisfies that
p (P; F )). Then Theorem 3.5 in [3] shows that for all n ∈ N there exists F ) ) such that for every x ∈ D n it holds P-a.s. that X n (x) = X(x). Let Ω 0 ⊆ Ω be the set satisfying that
Then this, the fact that X, (X n ) n∈N are random fields, and the fact that N × D × N is a countable set imply that Ω 0 ∈ F and that P(Ω 0 ) = 1. Continuity yields that for all ω ∈ Ω 0 , n, m ∈ N with m ≥ n it holds that X m (ω)| Dn = X n (ω). Note that D = ∪ ∞ n=1 D n . Now let X : D × Ω → F be the function satisfying for all x ∈ D, ω ∈ Ω that X (x, ω) = ½ Ω 0 (ω) lim sup n→∞ X n (x, ω). Then it holds for all F ) ) and that for all x ∈ D it holds P-a.s. that X (x) = X(x). The fact that D = ∪ ∞ n=1 D n finally yields for all ω ∈ Ω that X (ω) ∈ C(D, F ). Path continuity also implies that X is B(D) ⊗ F /B(F )-measurable. The proof of Proposition 3.9 is thus completed.
We emphasize that strong completeness may fail to hold even in the case of smooth and globally bounded coefficient functions; see [17] . The following theorem, Theorem 3.10 essentially generalizes the results in [3, 5, 16, 20, 23] . ∈ (dim(H), ∞) and let K n ⊆ H, n ∈ N, be the sets which satisfy for all n ∈ N that K n = {v ∈ O : v H ≤ n}. The triangle inequality, Lemma 3.7 (applied for every x ∈ O, n ∈ N with s = 0 in the notation of Lemma 3.7), and boundedness of V 0 on the bounded subsets K n , n ∈ N, of O show for all n ∈ N with K n = ∅ that 
Moreover, Item (ii) in Lemma 3.6 and boundedness of V 0 on the bounded subsets K n , n ∈ N, of O imply for all n ∈ N with #K n ∈ [2, ∞] that 
Perturbation estimates for SDEs
Many problems can be formulated as perturbations of SDEs: time discretizations of SDEs, spatial discretizations of SPDEs, or small noise approximations of ODEs. We follow here the principal perturbation approach of [10] . The following corollary, Corollary 3.11, applies Theorem 2.4 to derive a suitable perturbation estimate. The marginal perturbation estimate (67) below is a minor improvement of Theorem 1.2 in [10] . To the best of our knowledge, the uniform perturbation estimate (68) is new.
(ii) it holds for all q, q 1 , q 2 ∈ (0, ∞], δ, κ ∈ (0, ∞) with q 1 < p and
