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Abstract
To meet the increasing complexity of mobile multimedia applications, the System on Chip
(SoC) equipping modern mobile devices integrate powerful heterogeneous processing elements
among which General Purpose Processors (GPP), Digital Signal Processors (DSP), hardware
accelerator are the most common ones.
Due to the ever-growing gap between battery lifetime and hardware/software complexity
in addition to application computing power needs, the energy saving issue becomes crucial
in the design of such systems. In this context, we propose a study aiming to enhance the un-
derstanding of the energy consumption behavior of video decoding on these kinds of systems.
Accordingly, an end-to-end methodology for characterizing and modeling the performance
and the energy consumption of video decoding on GPP and DSP is proposed. The character-
ization step is based on an exhaustive experimental methodology for evaluating, at different
abstraction levels, the performance and the energy consumption of video decoding. It was
achieved on embedded platforms on which were executed a wide range of video decoding
configurations. This step highlighted the importance to consider different parameters which
may pertain to different abstraction levels in evaluating the overall energy efficiency of a given
system.
The measurements obtained in this step were used to build empirically performance and
energy models for video decoding on both GPP and DSP. The proposed models gave very
accurate estimation (R2 = 97%) of both the performance and the energy consumption of video
decoding in terms of a rich set of parameters including the video quality and the processor
frequency. Moreover, based on a multi-level characterization and sub-model decomposition
approaches, we show how the developed models, unlike classic empirical models, are easily
and rapidly generalizable to other platforms.
Some possible applications using the developed models, in the context of adaptive video
decoding, were proposed. In general, it consists to use the capability of the proposed perfor-
mance model to predict the decoding time of a given video quality in dimensioning/scheduling
the processing resources.
Due to the increasing demand on High Definition (HD), the characterization methodology
was extended to consider HD video decoding on both parallel multi-cores and hardware video
accelerator. This part highlighted the potential of parallelism video decoding to increase the
energy efficiency of video decoding and point out some open issues in this domain.
iii
Re´sume´
Pour re´pondre a` la complexite´ croissante des applications multime´dia mobiles, les syste`mes
sur puce e´quipant les appareils mobiles modernes inte`grent des unite´s de calcul puissantes et
he´te´roge`ne. Parmi ces units de calcul, on peut trouver des processeurs a` usage ge´ne´ral, des
processeur de traitement de signal et des acce´le´rateurs mate´riels.
En raison de l’e´cart toujours croissant entre la dure´e de vie des batteries et la demande
de plus en plus importante en puissance de calcul, l’e´conomie d’e´nergie devient un enjeu
crucial dans la conception des syste`mes mobiles. Cette proble´matique est accentue´e par
l’augmentation de la complexite´ des logiciels et architectures mate´riels utilise´s. Dans ce
contexte, nous proposons une e´tude visant a` ame´liorer la compre´hension des conside´rations
e´nerge´tiques du de´codage vide´o sur ce genre de syste`mes.
Nous proposerons ainsi une me´thodologie pour la caracte´risation et la mode´lisation des
performances et de la consommation d’e´nergie du de´codage vide´o, aussi bien sur des pro-
cesseurs a` usage ge´ne´ral de type ARM que sur un processeur de traitement de signal. L’e´tape
de caracte´risation est base´e sur une me´thodologie expe´rimentale pour e´valuer de faon ex-
haustive et a` diffe´rents niveaux d’abstraction, les performances et la consommation d’e´nergie
du de´codage vide´o. Cette caracte´risation a e´te´ re´alise´e sur des plates-formes embarque´es sur
lesquels ont e´te´ exe´cute´s un large e´ventail de configurations du de´codage vide´o. Cette e´tape a
souligne´ l’importance d’examiner diffe´rents parame`tres qui peuvent se rapporter a` diffe´rents
niveaux d’abstraction dans l’e´valuation de l’efficacite´ e´nerge´tique globale d’un syste`me donne´.
Les mesures obtenues dans cette e´tape ont e´te´ utilise´es pour construire empiriquement
des mode`les de performance et de consommation d’e´nergie pour le de´codage vide´o a` la fois
sur des processeurs a` usage ge´ne´ral type ARM et sur un processeur de traitement de signal.
Les mode`les propose´s peuvent estimer avec une grande pre´cision (R2 = 97%) la performance
et la consommation d’e´nergie de de´codage vide´o en fonction d’un nombre de parame`tres
comprenant la qualite´ de la vide´o et la fre´quence du processeur. En plus, en se basant sur
une caracte´risation multi-niveaux et une approches de mode´lisation par de´composition en
sous-mode`les, nous montrons comment les mode`les de´veloppe´s, contrairement aux mode`les
empiriques classiques, sont facilement et rapidement ge´ne´ralisables a` d’autres plates-formes.
Nous proposerons e´galement certaines applications possibles des mode`les de´veloppe´s, dans
le cadre du de´codage vide´o adaptatif. En ge´ne´ral, cela consiste a` exploiter la capacite´ du
mode`le de performance propose´ pour pre´dire le temps de de´codage d’une qualite´ vide´o donne´e
afin de mieux dimensionner les ressources de calculs dans un but de re´duire leur consommation
d’e´nergie.
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En raison de la croissance de l’utilisation des vide´os de haute de´finition (HD), la me´thodologie
de caracte´risation a e´te´ e´tendu pour conside´rer le de´codage vide´o HD aussi bien sur les ar-
chitectures multi-coeurs paralle`les que sur les acce´le´rateurs vide´o mate´riels. Cette partie a
souligne´ le potentiel de de´codage vide´o paralle`le pour augmenter l’efficacite´ e´nerge´tique du
de´codage vide´o et met en exergue les principaux de´fis rencontre´s dans cet axe.
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This thesis addresses the important issue of the energy consumption of video decod-
ing on low power mobile System on Chip (SoC). It aims to enhance the understanding
of the energy saving consideration and implications of video decoding on modern SoC
equipping mobile devices.
In this chapter, we present the context which has motivated us to address this issue.
Then, we define the scope we are targeting and the position of our work compared to
other studies. Finally, we point out various important results obtained in this thesis.
1.1 Context
1.1.1 Increase in mobile devices power consumption
Mobile devices such as smart-phones and tablets are more and more used in everyday
life. One of the most important issue faced by the hardware and software designers of
these mobile devices is the drastic increase of their energy consumption.
In fact, the increase in mobile applications usage combined with the explosion of the
power consumption of the hardware make the energy consumption issue very critical.
As illustrated in Fig. 1.1, the International Technology Road-map for Semiconductors
(ITRS) forecasts that the power consumption of the SoC equipping mobile devices will
increase with a factor of 2.5 during the next decade [1]. In a context where lithium
battery technologies are not evolving fast enough to absorb the ever-growing energy
requirements of such mobile architectures [7], the autonomy of the mobile devices may
be drastically impacted.
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Figure 1.2: Evolution of mobile video traffic
1.1.2 New trends in mobile video applications usage : Implications on
power consumption
The following section presents the new trends in mobile video application usage and
their relation with the energy consumption issue.
1.1.2.1 Increase in mobile video traffic
One of the most popular applications running on mobile devices is video playback. This
is due to the growing use of video-sharing platforms (e.g. YouTube, Netflix, Dailymo-
tion), social networks (e.g. Facebook, Twitter), mobile IPTV and video-conferencing.
As illustrated in Fig. 1.2, it is expected that the video data will represent 70% of the
overall Internet mobile traffic in the next few years [8]. Moreover, according to a recent
study [9] achieved on 200 millions of mobile users, the average video watching time is
52 minutes per day.
This new trend in using video content further accentuates the energy consump-
tion issue. In fact, modern video codecs use more and more complex and aggressive
compression algorithms to fit the ever growing demand on video. While they allow to
achieve high compression ratios, they increase the demand on processing resources and
thus on the energy consumption at the decoder side. For example, according to [10, 11],
the processing resources are responsible of more than 60% of the power consumption














































Figure 1.3: Energy consumption in a mobile device (Video playback)
1.1.2.2 Ubiquitous video applications
The increase in mobile traffic highlighted in the previous section is boosted by the
ubiquitous video applications. These applications are executed in a heterogeneous en-
vironment. As illustrated in Fig. 1.4, the video content may be accessed from various
mobile devices with different processing and displaying video capabilities. Moreover,
the network technologies for transporting the video content may have different band-
width capacities which range from tens of Kbits to tens of Mbits per second.
To cope with these different capabilities of the mobile devices, the most important
video content providers (ex. Youtube and Netflix) support the dynamic quality adap-
Figure 1.4: Ubiquitous wireless video streaming to different mobile devices over diverse
wireless access networks
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Figure 1.5: Evolution of possessor frequencies
tation of video decoding [12], a technique allowing the video decoder to adjust the video
quality at run time. The video quality is no longer a fixed parameter defined statically
by the video content provider. It is up to the video decoder to select it depending on
its capabilities.
In addition to network bandwidth and displaying capabilities of the mobile device,
the energy budget constraint start to be considered as one of the criteria determining
the video quality to retrieve from the network [13]. For example, the video decoder
may consider the remaining energy budget (battery level) when selecting the video
playback quality to increase its autonomy. Switching to a lower video quality playback
may allow thus to extend the autonomy.
1.1.3 Complex multimedia mobile devices
The above discussed new trends of mobile users make the mobile device manufacturers
competing for providing products designed toward multimedia applications and energy
efficiency. In fact, multimedia capabilities available on modern mobile devices are
close to those of personal computers while consuming much less energy. To make this
possible, modern smart-phones and tablets integrates sophisticated embedded systems
(ES). These ES includes multi-cores and heterogeneous processing resources running
complex embedded operating systems (EOS).
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Figure 1.6: Heterogeneous cores in mobile SoC
1.1.3.1 Multi-core and heterogeneous processing
The processing capabilities of embedded processors equipping mobile devices have been
growing considerably. The clock frequency of current mobile processors exceeds 1 GHz
in almost all standard mobile devices. However, the performance of microprocessors
tends to stall due to power and frequency wall limitation [14], it is no longer possible to
continuously increase processor frequencies. This can be illustrated in Fig. 1.5 showing
the processor frequency stall starting from the beginning of last decade [14]1.
To continue to scale performance without drastic power dissipation, manufacturers
began to include more processor cores within a System on Chip (SoC). These cores may
be general purpose processors (GPP) or specialized processing units. Figure 1.6 shows
the components of a typical SoC equipping a modern mobile device. It includes multiple
GPP cores in addition to Digital Signal Processor (DSP), a Graphical Processing Unit
(GPU) and Application Specific Integrated Circuit (ASIC).
In general, the more a processor is specialized, the more it is energy efficient. Indeed,
the use of parallelism in these processors in addition to optimized execution flows
increase their performance without requiring higher voltages and frequencies [15]. This
makes them an energy-efficient choice in energy constrained devices [16, 17]. This is
illustrated in Fig. 1.7, showing the energy consumption (Million of OPeration per
1The data are extracted from the CPUDB project (http://cpudb.stanford.edu) maintaining a
database of hundreds of processor characteristics. The project is mainly focusing on CISC processors;
however, the trends are the same for RISC processors equipping mobile devices
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Figure 1.7: Energy efficiency vs processor type [2]
Second / mW) of different type of processors including CPU (GPP), GPU, DSP and
dedicated circuits (ASIC).
Video decoding application can be implemented on GPP, DSP, GPU, or hardware
accelerated video codecs. Each of these processing resources has advantages an draw-
backs. For example, hardware video codecs are very energy-efficient [2], however they
are not flexible and require a long time to market for new video standards chips design.
On the other hand, GPP are not energy efficient while they are easy to program. GPU
and DSP provide a balance between energy efficiency and flexibility.
Thus, within a single hardware platform, several heterogeneous processing config-
uration choices are available including GPP, DSP and ASIC. Each of these elements
has different processing capabilities and energy consumption levels.
1.1.3.2 Sophisticated embedded operating systems
The increasing complexity of mobile device architectures imposes the use of sophisti-
cated embedded operating systems (EOS) comparable in complexity and functionality
to desktop or server ones. In fact, they provide an abstraction mechanism for sharing
and managing hardware resources such as processors, storage, multimedia devices and
implement almost all standard OS functionalities such as process scheduling, memory
management and Input/Output (I/O) support. This central role of the OS in manag-
ing mobile devices makes it a very important component to consider when analyzing
the energy consumption properties.
From the power consumption viewpoint, the OS is both a source of energy con-
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sumption and an energy saving enabler. Indeed, like all the applications running on
a mobile device, OS tasks use some part of processing resources and thus contribute
in consuming the energy budget [18]. On the other hand, the OS is the component
which has the best knowledge of hardware resources utilization which makes it ideal
for implementing energy saving policies.
For example, in case of a video application, the OS may be highly involved in the
video decoding process to manage the I/O with external video specialized processor
(hardware video codec or DSP) or to schedule the decoding over multiple processor
cores. These tasks are sources of additional energy consumption. On the other hand,
the OS is able to save energy by idling the processors or lowering its frequency during
low activity periods in the video decoding process.
1.2 Problem statement : Energy consumption modeling of
processor-based video systems
In general, an energy model allows understanding and predicting the energy consump-
tion in terms of well identified factors or parameters. Understanding how much a
given parameter impacts the energy consumption can help in tuning it to reduce the
consumed energy. This is especially true when the effects of interactions between the
different parameters are understood. On the other hand, the prediction of the amount
of consumed energy is extremely useful to dimension the energy budget and estimate
the autonomy.
As highlighted previously, the processing resources are a major source of energy
consumption in the context of video decoding applications. However, in case of com-
plex processor-based system, well understanding the energy consumption properties
should consider in addition to the processing resources, the executed operating system
and applications. For example, the above sections show that the energy consumption
considerations of video applications are present across different mobile device compo-
nents.
Ideally, an energy model for the above described systems should consider all the
relevant parameters and should estimate accordingly the consumed energy accurately.
However, in practice, this is hard to achieve for complex systems and these objectives
may be fulfilled partially. Actually, realistic energy consumption models for complex
system can consider only a subset of parameters. On the other hand, they may induce
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some errors in their predictions as compared to real energy consumption values. The
questions which can raise is how to select the most relevant parameters and how to
make the developed model as accurate as possible?
Answering these questions depend mainly on the considered abstraction level of the
targeted system. As we will discuss hereafter, there exist two main approaches: 1) Low
level modeling and 2) High level modeling.
1.2.1 Low level modeling
The energy models at the lower levels (ex. Register Transfer Level (RTL), cycle,
Instruction) can provide very accurate estimation because they are able to represent low
level details such as fabrication technology, pipelining, parallelism or memory hierarchy.
At these levels, the energy modeling is achieved at hardware design phase to allow
hardware architects to explore the energy efficiency of processor architectures early by
testing the impact of different hardware configurations. For this purpose, simulation
tools are usually used to estimate the energy consumption of these complex systems
including hardware and software.
These simulation tools are very flexible and allow representing a wide range of
configuration and parameters at different levels of details. As illustrated in Fig. 1.8,
the lower are the represented architecture details, the higher is the accuracy of energy
modeling. In general, they are based on architecture simulators which feed low level and
fine grained analytical power models with timing information to estimate the overall
consumed energy [19].
To model application and/or operating system level parameters on these simulation
frameworks, one should execute them on the simulators and estimate accordingly the
consumed energy.
The drawback of energy simulators is that they are hard to build and require a very
deep knowledge of the targeted microprocessors micro-architecture. Moreover, they are
far from representing a complete modern low power SoC. For example, for estimating
the energy consumption of video application, there is no energy simulation framework
supporting a complete heterogeneous SoC including a GPP, DSP, GPU and hardware
video codec.
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Figure 1.8: Energy modeling methodologies and levels
1.2.2 High level modeling
Models at a higher levels do not rely on detailed microarchitectural knowledge of a
particular processor. They may consider the targeted processors as a black-box which
sacrifices some accuracy in order to avoid relying on detailed knowledge of the hardware
implementation [20].
Since these models do not consider low level details, they may be built rapidly
upon real platforms based on coarse grained experimental measurements. This lets the
model developer focuses on high level parameters related to the executed applications
and/or operating system.
For example, modeling the impact of scaling the processor frequency on the en-
ergy consumption of video decoding may be easily derived from energy measurement
data achieved on a real platform. However, the use of energy simulator to estimate
the impact of frequency scaling is not straightforward and may need a considerable
integration effort [21].
The drawback of high level models is that they are decoupled from low level details
which limits their generality and portability. In fact, an energy model built for a given
hardware is difficult to be generalized to other platforms because there is not explicit
mapping between the developed model and low level parameters.
1.3 Thesis scope and approach
In this thesis, we aim to model the energy consumption of video decoding executed
on complex embedded systems including embedded operating systems and heteroge-
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neous processing elements. Accordingly, we propose a high level modeling approach
considering a set of parameters at application and operating system and architecture
levels.
At architecture level, we study the impact on the energy consumption of differ-
ent processing configuration available on heterogeneous SoC. We particularly focus on
modeling the energy consumption of video decoding on two widely used microproces-
sor architectures on mobile SoC : GPP (ARM) and DSP. We explore also the energy
efficiency of video decoding using parallel core and hardware accelerated codecs. At
operating system level, we focus on studying the impact on the energy efficiency of
the processor clock frequency and the inter-processor communication mechanism im-
plemented by the OS for scheduling video decoding task on heterogeneous processors.
At application level, we consider the impact of the video quality (bit-rate and reso-
lution) and the scene complexity on the energy consumption of video decoding. The
considered video codec is H.264/AVC, a widely used compression video standard.
To model the energy consumption at the considered levels, we chose to use a high
level methodology based on extensive experimental power measurement achieved on
real embedded platforms. This is motivated by our desire to build fast energy model
which represents very accurately real life scenarios.
As discussed previously, high level models may be hard to be generalized to other
architecture since they do not consider low level details. However, we believe that one
can find the middle ground and achieve a balance between the advantages of high level
approaches and simulation based ones. In our opinion, we could make the experimental
based energy models more portable using a deep characterization methodology at all the
considered levels to map the developed model with comprehensive relevant parameters.
1.4 Thesis contributions
Figure 1.9 illustrates the main steps executed in this thesis. The different proposed
contributions we will list below are represented by the dashed-rectangles.
1.4.1 Experimental methodology
An experimental methodology for energy consumption measurement of embedded sys-
tems was implemented. Open-PEOPLE (Open-Power and Energy Optimization PLat-
form and Estimator), a high accuracy power measurement platform, was used to mea-
11
Figure 1.9: Thesis contributions
sure the energy consumption of a set of embedded boards containing SoC similar to
those used in mobile devices.
The advantage of the proposed experimental methodology is that it uses a common
framework (measurement tools + embedded operating system + video decoder) for
evaluating the performance and the energy consumption of video decoding. This allows
accurate energy evaluation and objective comparison between the different targeted
architectures including GPP, DSP, multi-cores and hardware codecs. This contribution
is published in [22, 23].
1.4.2 Energy characterization methodology
A performance and energy characterization of video decoding was achieved based on an
extensive experimental measurement methodology. In these experimentations , single
core and multi-core ARM processors, DSP and hardware video codecs architectures
were considered. On these different processor architectures, the processor frequency
and video quality (Standard Definition (SD) and High Definition (HD) quality) pa-
rameters were considered.
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An extensive characterization achieved on GPP and DSP processors for decoding
SD video quality revealed that the performance-energy trade-off highly depends on the
decoded video quality and the type of processor architecture. It was highlighted that
the scheduling overhead over heterogeneous processor impacts the energy efficiency of
video decoding when achieved on external specialized processor. Thus, depending on
the video quality, it may be more energy efficient to decode a video on a GPP rather
than a DSP. This contribution is published in [22, 5].
On the other hand, a performance and an energy characterization of HD video
decoding on various processing configuration including of mono-core, multi-core GPP
and hardware codec was achieved. It was shown that parallel HD video decoding on
multi-core processors reduces considerably the gap between the energy consumption
of hardware accelerated decoder and software-based ones. It is thus an interesting
solution achieving a balance between the software flexibility and hardware codec energy
efficiency. This contribution is published in [24].
1.4.3 Energy modeling methodology
Based on the results of the performance and the energy characterization of video de-
coding on GPP (ARM) and DSP, it was proposed:
• A performance analytical model for video decoding which considers both clock
frequency and video quality parameters. This model describes also the impact of
the off-chip memory access latency on performance variation of video decoding
when varying the processor clock frequency. This contribution is published in
[25]
• An energy consumption model for video decoding which estimates analytically the
consumed energy as a function of the processor clock frequency, the video bit-rate
and a set of comprehensive architecture, system and video related parameters.
The developed model has a very good energy consumption prediction properties
(R2 = 97%) for the two type of processors. This contribution is published in [25]
• A methodology to generalize and port the proposed energy model to other ARM
processor architectures. This contribution is published in [26].
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1.4.4 Applications
Based on the conclusions emerged from the characterization and the modeling method-
ologies, a set of applications are proposed:
• A set of guidelines for online performance and energy models building method-
ology where the model parameters calculation roles are identified within a video
systems including the video encoder, the video decoder and the execution plat-
form. We explain how to use such a model to build a proactive DVFS algorithm
for energy aware adaptive video decoding in a context of adaptive video decoding.
This contribution is published in [26].
• An energy-aware video decoding scheduling technique on heterogeneous SoC
which was implemented on top of a video decoder. This scheduling technique
consists in selecting the best energy-efficient processor in the context of video
quality adaptive video decoding. This contribution is published in [27].
1.5 Outline
This thesis report is organized as follows:
Chapter 2, presents an overview of the most important state-of-the-art works study-
ing the impact of the processor architectures on energy efficiency of video decoding.
Then, the most common approaches and tools for high level energy modeling and
estimation of video decoding are presented.
Chapter 3, is dedicated to explain the used methodology. It contains details about
the characterization, the modeling steps in addition to a description of the experimental
hardware/software setups used to achieve the experiments.
Chapter 4 contains the detailed description of the measured results of the per-
formance and energy consumption characterization methodology of video decoding ac-
cording to the execution of the above methodology. Conclusion on the energy efficiency
of video decoding on GPP/DSP architecture can be found also in this section.
In chapter 5, the previous characterization results are used to build a performance
and energy models for video decoding. This chapter includes also a model validation
and generalization discussions.
Chapter 6 proposes some applications of the results emerged from the characteri-
zation and the modeling phases and discusses some open issues related to parallel and
14
hardware accelerated High Definition video decoding.
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2.1 Introduction
This chapter is divided into three parts: first, a background on video decoding and basic
concepts on energy consumption are presented. Then, some principles and techniques
for saving energy of video decoding are introduced. Finally, the most important studies
related to performance and energy characterization and modeling of video decoding are
described.
2.2 Background
2.2.1 Concepts on video encoding and decoding
In this section, we describe the principles of video codecs and show how they allow
reducing video data size at a cost of a drop in the video quality. Then, we discuss some
metrics for evaluating the video quality as well as the quality of service (QoS) of the
video playback. Then we introduce from a high level point of view some principles of
saving the energy consumption of video decoding. We will show that it is usually a
question of balancing the energy efficiency with the video QoS.
2.2.1.1 Principles of MPEG standards
MPEG Video coding standards are a set of techniques for compressing video data to
ease their transportation and storage. All of these standards (MPEG2, H.264/AVC,
HEVC) make use of temporal (inter-frame) and spatial (intra-frame) redundancy to
compress video data. Hereafter, we describe a general concepts shared by all MPEG
video standards.
An MPEG video sequence is composed of a set of frames (see Fig. 2.1). Each
frame may contain several slices and each slice contains several macroblocks (MB =
16 x 16 pixels). There exists three main types of slices: I, P, and B. In a I slice, the
MB are predicted based on other intra-frame MB (intra-prediction). An I slice is thus
independent from the slices in other frames. In a P-slice, the MB are predicted based
on an intra-frame MB or an inter-frame MB in a past frame. Finally, B-slices use
bidirectional inter-prediction where a MB may be predicted based on another MB in
a previous or future frame.
As illustrated in Fig. 2.2, while encoding a video, the first step is the prediction
phase which aims to find a correlation between the MB to be encoded (current MB)
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Figure 2.1: Structure of a video sequence
and a reference MB. As explained before, the reference MB may be in the same frame
(intra-prediction) or in a past or future frame (inter-prediction). The operation of
searching the reference MB (the ”best matched” MB) is called motion estimation. The
coordinates of the reference MB are stored in a motion vector (MV). The data obtained
from subtracting the current MB from the reference MB is called a residual MB. The
MV and the residual MB allows reconstructing the current MB. Matrix (a) in Fig. 2.2
is an example of (8x8) block extracted from of a residual MB.
In the second step, the residual MB are then transformed into another domain in
which they are represented by transform coefficients. After the transformation, the
data should be decorrelated and separated into compact group of data with minimal
interdependence where most of the information should be concentrated into a small
number of values. The transform operation can be achieved, for example, using Discrete
Cosine Transform (DCT) or Wavelet transform.
The coefficients obtained from the transform operation (see matrix (b)) are quan-
tized to remove insignificant values, leaving a small number of significant coefficients
that provide a more compact representation of the residual data. The quantization
reduces the precision of the transform coefficients according to a quantization parame-
ter (qp). For example, the original coefficient values in matrix (b) are divided by a qp
in the matrix (c) and rounded to the nearest integer. Typically, the result is a block
in which most or all of the coefficients are zero (see matrix (d)), with a few non-zero
coefficients. Setting qp to a high value means that more coefficients are set to zero,
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Figure 2.2: Principles of video encoding/decoding
resulting in high compression at the expense of poor decoded image quality. Setting
qp to a low value means that more non-zero coefficients remain after quantization,
resulting in better image quality at the decoder but also in lower compression.
All the obtained data from these steps (transform coefficient, MV, qp) are then
compressed using an entropy encoder. This operation is reversible and no data is lost.
At this step, the compressed data are ready to be sent to the decoder.
At the video decoder, firstly, the entropy decoding is executed to extract the MV,
the residual data and the qp. The inverse quantization is then executed to obtain the
transform coefficients. Notice that, only the coefficients concentrating the most relevant
information are rescaled. The information associated to the null coefficient are thus lost
(see matrix (e)). Consequently, the inverse transform based on the rescaled coefficient
is not identical to the original video date (compare matrix (a) and (f)).
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2.2.1.2 Video quality assessment metrics
The video encoding/decoding is a lossely process inducing a drop in the video visual
quality. In general, the higher is the compression ratio, the lower is the obtained video
quality. As explained in the previous section, the quality of the encoded video can
be selected by tuning the quantization parameters. The higher is the value of qp, the
lower is the video quality and vice versa.
In the case of a constant bit rate encoding mode1 (CBR), the video bit-rate may
provide indication on the video quality. For example, a video encoded at a 1024 Kb/s
has a higher quality than one encoded at 512 Kb/s. In fact, the lower is the bit-rate
constraint, the more aggressive is the quantization phase which results in a higher
quality drop.
There exists other metrics which provide more accurate estimation of the video
quality. For example, PSNR (Peak Signal to Noise Ratio) [28] is used to measure the
quality of reconstruction of lossy compression codecs. The signal in this case is the
original data, and the noise is the error introduced by compression. When comparing
compression codecs, PSNR is an approximation to human perception of reconstruction
quality.
2.2.1.3 Video playback QoS assessment metrics
In addition to the drop in video quality related to data loss in video encoding algorithm,
the visual perception of the video content may be impacted by factors related to the
quality of service (QoS) of the video playback process [29].
Figure 2.3 illustrates a typical video playback process. First, the video frames are
retrieved from a source (network, file system, etc). Then, the video frames may be
buffered in an input buffer to decouple the video decoding process from the fluctuation
in the network bandwidth or the I/O system. The video decoder processes each frame
and transmits it to the displaying process. The decoding time may vary considerably
from a frame to another while the displaying process should display the decoded frames
at a constant speed corresponding to the video sequence displaying rate Rdisplay. To
decouple the constant displaying speed from the fluctuation in the decoding time, an
output buffer may be used between the decoder and the displaying device.
1Constant bit rate encoding means that the rate at which the encoder output data should be
produced is constant
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Figure 2.3: Video decoding performance metrics
Hereafter, we present some metrics for evaluating the QoS of the above described
video decoding process.
Deadline miss rate (DMR)
Video decoding is a soft real time application. During the decoding process, each frame
should be displayed before a deadline, otherwise, a deadline miss occurs. The higher
is the deadline miss rate (DMR), the lower is the perceived quality by the end-user.
The DMR is an important parameter to be considered to assess the quality of
the video playback quality. It may occur due to insufficient processing resources for
decoding the video frames or to insufficient network resources in case the video content
is retrieved from the network.
Decoded frames per second (FPS)
The average number of decoded frames per second (FPS) is another metric for evalu-
ating the quality of video playback. A FPS higher or equal than the displaying rate is
a necessary condition (but not sufficient) to avoid the deadline miss.
If the FPS is at least equal to Rdisplay, a video decoding with zero DMR can be
guaranteed if an output buffer may be inserted between the decoder and the displaying
process to decouple variations in the decoding time from the constant displaying rate
to avoid deadline miss [30].
Latency
The use of buffers in the decoding process increases the video quality playback, however
it may induce an additional latency which represents the difference between the frame
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availability time and the frame displaying time. A long latency (few seconds) may be
allowed in case of non -live video (Youtube, movie playback, etc). On the other hand,
the latency should be kept as minimal as possible in case of live application such as
video conferencing.
2.2.2 Energy consumption in electronic circuits
We introduce in this section some background on the energy consumption of video de-
coding. We start by describing the different source of power consumption in electronic
circuits. Then we explain the performance-energy trade-off in video decoding using
dynamic frequency scaling and point out the impact of the processor architecture on
the performance energy efficiency of video decoding.
2.2.2.1 Static vs dynamic energy consumption
The energy consumption (in Joule) of an electronic CMOS circuit is the amount of the
power P consumed during a time t.
E = P.t (2.1)
P , the total power consumption (in Watt), is the sum of the static power Pstatic and
dynamic power Pdyn given by Eq. 2.2 and 2.3 respectively :







Isub is the sub-threshold current, Vdd is the supply voltage and Lg , Vbs , Ij , K3 , K4
, K5 , K6 and K7 are constants which depend on the circuit fabrication technology [31].
Pdyn = Ceff .V
2.f (2.3)
f is the clock frequency and Ceff is the circuit effective capacitance [32].
The static power does not depend on the executed program. It relies on the cir-
cuit fabrication technology and area. Below 65-nm circuits feature size, it becomes
significant and poses new low-power design challenges [33].
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On the other hand, the dynamic power relies on Ceff = A.C, where C is the circuit
capacitance and A is the activity factor2. In a microprocessor, the Ceff parameter
represents the average capacitance of all the processor blocks (control unit, cache,
inter-connect) which depends on the type of instructions executed and on the data
accessed [34].
We introduce hereafter two system level techniques to save the dynamic and static
power consumption: dynamic voltage and frequency scaling (DVFS) and Dynamic
Power management (DPM) respectively.
2.2.2.2 Dynamic voltage and frequency scaling (DVFS)
DVFS is a technique which consists in adapting dynamically the frequency of the
processor according to the executed workload to save the dynamic energy. To each
frequency value corresponds a voltage level. The power state represented by voltage-
frequency pairs is called a P-state.
For the sake of simplicity, we consider that the processor frequency is proportional
to the voltage (i.e. V ∝ f) as assumed in [35, 36] then the dynamic energy is :
Edyn = K.f
3.t (2.4)
where K is a constant parameter . If the frequency is divided by 2, the execution time
may be doubled but the power consumption is divided by 8, which explains the energy
reduction. As we will discuss in next sections, DVFS strategies are based on a trade-off
between energy consumption and performance.
2.2.2.3 Dynamic Power management (DPM)
In contrast to P-states, which are execution power saving states (During a P-state, the
processor is still executing instructions), a processor can save more energy by disabling
almost all clocks or shutting down some blocks during inactivity periods. Such kind of
power states are called C-states. The technique consisting to use processor C-states to
save power is called Dynamic Power Management (DPM) [37].
2The activity factor is a constant parameter representing the average switching activity in the
circuit. Its values range from 0 to 1
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2.2.3 Discussion
In the above sections, we have introduced some general principles of video encoding
and decoding and explained all the steps of these processes. Then, we have presented
some metrics for evaluating the perceived visual quality of the video. These quality
metrics may be related to the lossy nature of encoder/decoder application or to the
underlying video delivery and decoding system.
In the models developed in this thesis, we use the bit-rate (combined with the above
presented quantization parameters3) to express the video quality drop due to data loss.
The use of the bit-rate is motivated by the fact that it is easy to extract from a video
content4. This is useful for online estimation of the performance and/or the energy
of video decoding. In what follows, we use the terms ”video quality” and ”bit-rate”
interchangeably.
On the other hand, the average decoded FPS is used to express the capacity of the
underlying system for video decoding. As highlighted previously, the FPS allows to
evaluate if the necessary condition for decoding a video is met or not. In what follows,
we denote the FPS property as ”video decoding performance”. One can highlight
that video performance may be modeled at per-frame basis in case of low latency
applications. This may need a low level characterization of different decoding steps
presented previously. This is out of the scope of this work.
Finally, we have discussed the basis of the energy consumptions in electronic circuits
and introduced DVFS and DPM, two system level techniques for saving the static and
the dynamic energy.
The advantage of DPM is that it allows to save both the dynamic and static power
consumption. However, it may induce a non-negligible latency due to the entering/ex-
iting C-state modes (see section 4.3.1). Thus, in what follows, we will focus on the
impact on the frequency scaling (DVFS) on both the performance and the energy
consumption of video decoding.
2.3 Principles of energy saving in video decoding
We will discuss in this section the energy saving techniques of video decoding at both
system and architectural levels. We will show that, usually, energy saving of video
3See section 3.2.1 for more details.







Table 2.1: Video frame
complexities
Figure 2.4: Frequency scaling in video decoding
decoding consists in achieving a balance between the video QoS (see section 2.2.1.3)
and the energy consumption.
To explain this, we consider an example where we suppose a video decoding ap-
plication executed by a processor supporting variable voltage and frequency scaling.
The frequency values belong to the interval ]0, fmax] and are expressed as α.fref where
fref = 1GHz is considered as the frequency reference value and α a scaling factor.
A video sequence to be decoded is composed of four sequential and independent
frames Fi (1 ≤ i ≤ 4). Each frame Fi should be decoded before the deadline Di = i.D
where D = 1
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s = 40ms is the period corresponding to 25 frames/s displaying rate. The
frame complexities Ci, listed in the Table 2.1, are expressed in terms of the required
number of processor mega-cycles (MC) to be decoded. We denote the total number of
cycles required to decode all the frames Ctotal =
∑4
i=1Ci.






According to the Eq. 2.5 and the energy consumption model defined in Eq. 2.4, the
energy consumption of decoding C cycles using the frequency αfref is thus :
Edynα(C) = K.(α.fref )
2.C (2.6)
5Actually, the execution time does not scale linearly with the frequency due to the latency of the
off-chip memory access. Refer to section 2.3.1.3 for more details regarding this issue.
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Figure 2.5: Just-in-time DVFS Figure 2.6: Workload averaging DVFS
We will use this simplified dynamic power model to explain the principle of energy
saving of video decoding using DVFS.
2.3.1 Frequency scaling: Performance vs energy consumption
According to the frame decoding complexities given in Table 2.1, and the Eq. 2.5, the
clock frequency allowing all the frames to be decoded before their deadline is f = 5
4
fref .
The energy consumption in this case is E = K.f 2.(5
4
)2(C1 +C2 +C3 +C4) ' 195K.f 2.
As illustrated in Fig. 2.4, running constantly at this clock frequency results in early
frame decoding (F1, F3 and F4) leading to slack times. These slack times may be used
to reduce the energy if the frequency is reduced using DVFS. We explain hereafter two
DVFS strategies to achieve this objective.
2.3.1.1 Frame-by-frame based DVFS












fref , they will be ready to be displayed just before their
deadline as illustrated in Fig. 2.5. Lowering the frequency allows to decrease the total












)2C4) ' 122K.f 2ref .
This represents 38% energy saving as compared to running at constant frequency.
In order to use a frame-by-frame DVFS, the decoder needs to have a prior knowledge
of the video frame complexities. We will discuss the frame-based performance models
in section 2.5.1.1.
2.3.1.2 Average workload based DVFS
The averaging DVFS energy saving is based on the convexity of the E(f) model (see
E(f) graph in Fig. 2.7) and Jensen’s inequality [38]. In fact, applying this inequality
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Figure 2.7: Energy model convexity
on a convex dynamic energy model results in :
Edyn(f) ≤ Edyn(f) (2.7)
This inequality means that the processing at the mean frequency is more energy efficient
than processing at small number of discrete processing rate levels [39].
To explain this approach, we consider in the previous example that the frequency


















The total energy consumption is Eaveraging = K.(
25
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)2f 2ref (C1 + C2 + C3 + C4) =
76K.f 2ref . As compared with the ”just in time” optimal policy (122K.fref .D), the av-
eraging DVFS allows more energy saving. However, as illustrated in Fig. 2.6, although
the four frame are decoded withing 4D time, the deadline of the frame F3 is missed.
This is explained by the fact that the frequency is set based on the average perfor-
mance, not at a frame-by-frame basis. The deadline miss can be avoided if a buffer is
inserted between the decoder and the displaying device but at a cost of an additional
latency [40].
As we will discuss in section 2.5.1.2, the advantage of averaging DVFS is that it
needs an average performance model rather than an accurate frame-based one.
2.3.1.3 Video-aware DVFS : Challenges and issues
Saving the energy consumption of video decoding using DVFS supposes that the video
decoder has knowledge of the upcoming workload complexity. However, the video
workload may vary considerably depending on various parameters such as the video
quality and scene complexity. This makes the workload prediction one of the most
challenging issues in video-aware DVFS.
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Figure 2.8: Energy efficiency of parallel video decoding
On the other hand, assuming that the upcoming video workload can be predicted
using a given performance model, the video decoder has to select the appropriate
frequency allowing to save the energy without impacting the video QoS. One issue
which can be faced at this step is considering the impact of the off-chip memory access
latency. In fact, video decoding is a memory-bound application which means that
it makes use of lot of instructions accessing to the external memory. However, in
processor architectures, the bus used for accessing the external memory is clocked at a
frequency which is independent from that of the processor. Thus, the impact of scaling
the processor frequency on the performance may depend considerably on the rate of
the external memory access made by the decoder [41]. Consequently, given a number
of a processor cycles, the execution time cannot be calculated simply using the Eq. 2.5
used for estimating the expected frame decoding times in the above examples. This
adds an additional complexity to implement video-aware DVFS.
2.3.2 Parallel multi-core video decoding
With the raise of multi-core SoCs, processor performances have increased without the
need to use high clock frequencies allowing thus to save energy. This is particularly
true for video decoding. To explain this principle, we consider the previous example in
case of a multi-core processor as illustrated in Fig. 2.8. We suppose that each frame
can be decomposed into two independent parts which are decoded in parallel using two
identical processors. This allows to achieve the same performances at 5
8
fref , which is
the half of the required frequency when using one processor.















This means 75% energy saving but without a loss in the performances. In this case,
the cost in term of energy consumption is an increasing static power consumption due
to the use of two processors.
The parallelism of video decoding on multi-core processors can be achieved at a
frame, slice or macro-block levels [42]. At a frame level, the frames may be decoded
in parallel on different processing units. The drawback of such an approach is that it
does not scale very well because the number of independent frames (ex. B frames) is
limited at a given time. On the other hand, a higher scalability is possible at a slice
level. However, this depends on the encoder setting to enable multi-slice frames. At
a macro-block level, there is greater opportunity of parallelism but it is inefficient to
execute on parallel multi-core processor due to the communication overhead. As we
will discuss hereafter, this level of parallelism can be implemented more efficiently on
specialized processor6.
2.3.3 Specialized processing
In this section, we will discuss from a high level point of view, different ways to use spe-
cialized processors for video decoding. We will particularity discuss hardware codecs,
Graphical Processing Unit and Digital Signal Processors.
2.3.3.1 Hardware video codecs
In general, a specialized processor is more energy efficient than a GPP [43]. In fact, in
[44, 2], the authors show that the energy inefficiency is intrinsic to the programmable
nature of general purpose processors. This is due to the control and the communication
overheads in executing an instruction in a GPP. For example, according to these studies,
only few pJ are needed to execute an addition operation on 45nm processor while 70pJ
is needed to execute the entire instruction. This makes the specialized processors two
orders of magnitude more energy efficient than GPP [2].
In case of video codecs, thanks to customized architecture design, hardware-codecs
can provide better energy consumption properties than general purpose processors. In
fact, a considerable energy saving can be achieved by eliminating instruction fetching
characterizing the programmable nature of GPP’s. In [44, 45], the authors show that
6The term specialized processor refers to non general purpose such as hardware codec, GPU or
DSP.
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specialized processing units achieve most of their efficiency gains by tuning data stor-
age and compute structures and their connectivity to the data-flow and data-locality
patterns in the codec.
Practically, hardware video codecs architecture designs are based on hard-wired
functional block for executing different video codec modules. Each functional block
makes use of intensive parallelism in data processing. This allows to decode HD video
at very low clock frequency (few MHz) while consuming around tens of mW [46, 47, 48].
From the GPP point of view, the hardware codec is considered as an external
device handled by a driver in the operating system. Decoding a video sequence needs
a minimum control from the GPP side to manage the I/O from and to the hardware
codec. For example, sending the frame location address to the codec, executing cache
maintenance operations7 or handling hardware interrupt (see Fig. 2.9-a).
A frame decoding is considered, from the GPP point of view, as an I/O operation
generating a system latency caused by handling the I/O control. Since all the video
decoding process is implemented in the hardware codec, this control is executed at
a coarse granularity (it occurs at the beginning and at the end of the frame decod-
ing). This reduce the communication overhead and off-loads the GPP during all frame
decoding phases.
The drawback of hardware video codecs is that they are not flexible and cannot be
adapted to the evolution in video standards [49]. For example, hardware accelerators
for the new MPEG HEVC (High Efficiency Video Coding) standards are still not widely
used on mobile devices at the time of writing this thesis.
2.3.3.2 Graphical processing unit
Graphical Processing Units (GPU) are processing units specialized in graphic comput-
ing. They support instruction set for accelerating geometric calculations such as the
rotation and translation of vertices into different coordinate systems.
Because most of these computations involve matrix and vector operations, GPUs
become more and more used for executing non graphical processing such as simulation,
high performance computing [50] and especially video decoding [51, 52, 53].
7The fact that both the specialized processor and the GPP have their proper cache memory and
communicate using a shared memory imposes to manage cache coherency each time data are shared
between the hardware codec and the GPP.
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Figure 2.9: GPP vs specialized processors energy efficiency
In general, using a GPU for decoding a video consists in off-loading the GPP from
some codec module by executing them on the GPU. The remaining modules are still
executed on the GPP (see Fig. 2.9-b). In fact, the GPU has a limited instruction
set which does not allow to execute efficiently the full codec [51]. Usually, motion
compensation and color space conversion are better handled by the GPU where the
inverse quantization, the inverse DCT and the entropy decoding are handled better by
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the GPP [51].
Since a video decoding process cannot be handled entirely by the GPU, many
I/O operations are required between the GPP and the GPU within each frame phase.
Indeed, the control logic is executed at a fine granularity in the GPP to synchronize
between the modules executed in the GPU and those executed on the GPP. This may
have an impact on both performance scaling and energy consumption [45]. For this
reason, almost all GPU manufacturers do not propose pure GPU video decoding in their
SoC. They, instead, propose video decoding solutions relying on hardware accelerator
integrated in their GPU. We can cite as an example Intel HD Graphics, Nvidia Pure
Video and AMD Unified Video Decoder.
2.3.3.3 Digital signal processor
Digital signal processors (DSP) are specialized in signal processing operations. They
support specialized instruction set such as MultiplyAccumulate (MAC) and Fused Mul-
tiplyAdd (FMA) operations, which are used extensively in all kinds of matrix oper-
ations. They also make use of parallelism by supporting Single Instruction Multiple
Data (SIMD), Very Long Instruction Word (VLIW) and superscalar architecture.
Unlike the GPU, the DSPs have an advanced instruction set and are able to run
complex programs. For example, a DSP is even able to run its own operating system
[54]. As like the hardware codec, a DSP is able to implement a full video codec leading
to a limited coarse grained control from the GPP side (see Fig. 2.9-c).
In [55, 15], the authors explain, from an architecture point of view, the source of
energy efficiency of DSPs. The benefit of using them in energy constrained mobile
devices highlighted in [16], especially for video decoding [56]. In fact, in addition to
performance speed-up, DSP-based video codecs allows to enhance the energy efficiency
of video decoding.
2.3.4 Discussion
The above sections highlighted two important points: first, the performance and the
energy consumption properties should be considered together to evaluate the energy
efficiency of video decoding systems. Second, the parameters which impact the per-
formance and the energy consumption are numerous and may be localized at different
levels: application, system and architecture.
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Accordingly, we will survey, in the next sections, the studies focusing on characteriz-
ing and modeling both the performance and the energy consumption of video decoding
at these levels. Thus, at application and system levels, we consider mainly the impact
of the video quality, the processor frequency and the operating system overhead on the
performance and the energy consumption of video decoding.
On the other hand, at architecture level, we consider the video decoding on differ-
ent processor architectures: GPP, muti-core GPP and specialized processors including
hardware codec and DSP. Low level design of these architectures will not be considered.
However, we will focus on the impact of off-chip memory access latency on performance
scaling (as highlighted in section 2.3.1.3) and show how this is important to consider
in DVFS policies for video decoding. We highlight that GPUs will not be considered
in the remaining related works survey as well as in our study. In fact, as explained
previously, video decoding on this kind of processors requires a fine grained a low-level
GPP/GPU partitioning of the video codec modules. This represents too low level
details as compared to the scope of this thesis.
2.4 Performances and energy consumption characterization of
video decoding
2.4.1 Video decoding performances characterization
The performance characterization of video decoding has been addressed by several
studies. The objective was to identify the most processing-intensive part in the decod-
ing process and understand the source of performance drop. We consider hereafter,
application, system and architectural levels.
2.4.1.1 Application level
In [57], the video complexities of different video qualities are analyzed. For each video
quality, different video sequences were used. The results show how the performance
varies when increasing the quality of the video. Moreover, for the same video quality,
it is shown that the decoding performance may vary considerably depending on the
scene complexity of the video. A per-frame performance analysis shows also that the
variation in the decoding time depends on the frame type (I frames are more complex
to decode than B and P frames).
In [58], the characterization is executed at a finer granularity. The authors measured
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the execution time of the basic H.264/AVC decoding modules. They show that motion
compensation is the most time-consuming module, taking over 40% of the total CPU
time. The entropy decoding takes about 22% of the total CPU time, whereas the
inverse quantization and transform takes only 7%. The deblocking filter requires a
large amount of computation as well, taking the remaining 20% of processing time.
Moreover, they analyzed the performance breakdown of the different decoding modules
when decoding higher video quality.
2.4.1.2 System level
In [59], the authors analyzed the impact on the performance of the complete flow of the
communication between a GPP and a specialized processor (DSP). They measured the
Inter-processor communication (IPC) overhead due to handling hardware interrupt and
data transfer. They propose accordingly a technique to estimate the IPC performance
at run-time and dynamically adjust the IPC strategies under environmental parameters
and system resource constraints.
On the other hand, in [60] and [61], performance consideration of DSP decoding are
analyzed according to cache coherency maintenance and DMA transfers. The authors
show that significant performance increase can be achieved by modifying the decoder
design so as to minimize the communication between the GPP and the DSP.
2.4.1.3 Architecture level
In [62], the authors used Simplescaler simulator [63] to characterize H.264/AVC video
decoding workload using different architecture configurations. They focused mainly
on the cache miss and instruction level parallelism (ILP) behaviors. They highlighted
that there is a direct relation between the ILP parallelism and the cache performance.
In fact, they showed that during video decoding, an important time is spent in a stall
status waiting for data to be fetched from the main memory. This increases the number
of cycles per instruction and consequently decreases the IPC.
In [64, 65], the authors analyzed the performance of the memory access while decod-
ing the video. They focused mainly on the ratio of cache miss while decoding various
type of multimedia workload. One observation they have highlighted is the increase of
the number of memory access instructions while increasing the video quality.
In the same way, in [58], the authors focused on characterizing the memory bound
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instruction but considered in addition the impact of performance scaling when using
DVFS. Based on the cache miss statistics, they showed that entropy decoding and in-
verse transform/quantization are entirely computation-bound in H.264 decoding. On
the other hand, motion compensation is memory intensive. The obtained data are
used to explain the performance scaling when using DVFS by pointing out the rela-
tive performance scaling of the different decoding modules of video decoding. In fact,
they showed that the speed-up of the motion estimation is lower than one of the inverse
transform or entropy decoding. The reason is that in memory bound instructions, most
of the CPU time is spent on waiting for the memory accesses which are independent
from the clock frequency.
In [66], the authors focused on performance scaling of parallel video decoding on mu-
ticore processors and have discussed various parallelization possibilities. They showed
that slice-level parallelism has two main limitations. First, using many slices increases
the bit-rate and, second, not all sequences contain many slices since the encoder de-
termines the number of slices per frame. In this study was also analyzed frame-level
parallelism, which uses the fact that some frames (B frames) are not used as reference
frames and can therefore be processed in parallel. It was shown that this approach
is not very scalable because usually there are no more than three B frames between
consecutive P frames. On the other hand, they show that MB level parallelism is very
scalable without needing any requirements from the encoder side. However, the au-
thors highlighted the need to reduce communication and synchronization overhead to
avoid a performance drop.
2.4.2 Video decoding energy consumption characterization
2.4.2.1 Application level
In [67], the authors analyzed the energy consumption of different video codecs including
H.264/AVC. Various experiments have been performed to investigate the effects of
codec parameters such as the bit-rate and the resolution on the consumed energy.
Experimental results show that increasing the resolution increases considerably the
energy consumption. Whereas, increasing bit rate gives a better picture quality without
inducing too much energy consumption.
In [68], the authors analyzed how video quality scalability impacts the energy con-
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sumption. In addition to the video resolution (spatial scalability) and the bit-rate
(PSNR scalability) studied in the above cited work, they consider the impact of the
frame rate (temporal scalability). Their results match the previous conclusion: the
video resolution is the most important video parameters that impact the energy con-
sumption. Based on these results, the authors proposed a strategy for rescaling video
quality settings on the decoder to save the energy.
2.4.2.2 System level
In [48], the authors analyzed the cost of multimedia framework and the operating
system overhead in software and hardware based video decoder. The authors showed
that, the interfacing overheads of the operating systems and software frameworks that
hide the implementation details can be significant regardless of the implementation of
video decoding.
In a more recent study [69], the authors analyzed the energy consumption of mul-
timedia processing on heterogeneous SoC including an ARM processor, a DSP and
a GPU. One observation they highlighted is that the power consumption of two or
more cores running concurrently is lower than the sum of the power when each core
is running alone. This is due to cores idling when completing the assigned task. As a
result, the average power consumption might become lower (we have made the same
observation in our experimentation. See section 4.3.3.2).
2.4.2.3 Architecture level
In [69], the authors evaluated the performance and energy benefits of utilizing the
integrated GPU and DSP cores to off-load or share CPU compute-intensive tasks. The
evaluation is conducted on three representative mobile platforms, TI’s OMAP3530,
Qualcomm’s Snapdragon S2, and Nvidia’s Tegra2, using common computation tasks in
mobile applications including video decoding. The authors show that when off-loading
a processing on specialized processors, the execution time reduction is greater than the
increased power consumption. As a result, the overall energy consumption is reduced.
Moreover, they highlighted that compute-intensive algorithms usually have a mixture
of subtasks which exhibit a wide range of characteristics. Each type of cores would
be more efficient for some, but not all, of the subtasks. By proportionally assigning
the subtasks based on the cores characterization results, the overall performance and
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energy of a mobile application can be optimized.
In [48], the energy efficiency of software and hardware video decoder is analyzed.
The authors showed the energy efficiency of hardware accelerated video decoding as
compared to software based ones especially for high resolutions. However, they high-
lighted that monolithic hardware codecs suffer from increasing complexity and less
flexibly for multi-standard support. As a result, they suggest finer-grained video accel-
erators where basic codec module are hard-wired and the control/scheduling is executed
by a GPP with a small energy footprints.
On the other hand, in [70], the authors focused on the energy efficiency of parallel
video decoding on multi-core processor. They have evaluated the energy saving as
compared to mono-core decoding and showed that using four ARM cores allows to
reduce the energy consumption of HD video decoding up to 63 % as compared to using
a single core.
2.4.3 Discussion
Table 2.2 summarizes the above cited related works on performance and energy char-
acterization of video decoding. For each study, we have specified the parameters which
were considered and the level to which they correspond.
Although these works cover a wide range of parameters corresponding to different
abstraction levels of a video decoder, it is difficult to extract a clear and a single view
point on the performance and energy consumption properties of video decoding in
terms of video quality on various type of architectures. In fact, each study scope is
restricted to a subset of parameters and/or levels. For example, in [58], application,
system and architecture parameters are considered for performance characterization,
but only for a x86 processor. On the other hand, in [48], different architectures were
considered but the processor frequency parameter was not covered.
In addition, comparing the results of these studies is not possible since they may
use in their experimentation hardware architecture with different technologies and het-
erogeneous software stacks.
In the performance and energy characterization part of this thesis, we propose
a unified methodology based on an accurate performance and energy consumption
measurement. In this methodology, we cover a wide range of application and system













































































































































































































































































































































































































































































































































































































low-power and mobile processor architectures were evaluated including GPP (ARM),
DSP, multi-core and hardware accelerator. The execution of video decoding on these
processor architectures is achieved using a single multimedia framework which allows to
fully compare the different obtained results. As far as we know, there is no equivalent
study in the literature which considers at the same time all the considered parameters
and architectures.
2.5 Performances and energy consumption modeling of video
decoding
2.5.1 Video decoding performances modeling
As discussed previously in section 2.3, video decoding energy saving should consider
both the performance and the energy consumption aspects. In fact, the decoder should
be able to estimate the upcoming workload to dimension the processing resources and
thus, to save energy. In this section, we first start describing some proposed models for
video decoding at both a video frame and an interval basis. We list then some works
focusing on studying the impact of off-chip memory access on the performance scaling
in the context of the use of DVFS.
2.5.1.1 Frame based models
The frame-based performance models aim to predict the video decoding complexity on
a frame basis. As discussed in section 2.3.1.1, those models are useful for energy saving
techniques in the case of video applications requiring low latency. We distinguish in
the literature different approaches for frame-based performance modeling.
Empirical models
In [71, 72], authors used the linear relationship between an MPEG2 frame size and
its decoding time as observed in [73] (see Fig. 2.10-a ). In order to predict the frame
decoding time, they proposed to maintain performance statistics per frame type (I, P,
B) then the decoding time and frame length are correlated online to guide the selection
of the appropriate processor frequency.
However, the used linear complexity model is no longer valid in the case of new
video compression standards which use aggressive techniques to reach high compression
ratios. For example, starting from MPEG4 standards, a distinction of frame types does
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Figure 2.10: Video decoding complexity vs frame size (MPEG2 vs H.264/AVC) [3]
not even exist. Instead, every frame type can include different types of (I, B, or P)
MBs, and each MB requires different amount of processing. It is thus difficult to achieve
accurate estimation for the current frame decoding complexity merely from its size as
illustrated in Fig. 2.10-b.
To overcome this issue, authors in [74] proposed an enhanced complexity model
which take into account, in addition to the frame size, the number of MBs of a given
type (I, P or B). These parameters are assigned weights to fit the frames complexity
model. The developed model was used in a frame-by-frame DVFS strategy for MPEG4
video decoding.
Statistical models
To predict video decoding workload, some studies proposed to use sophisticated statis-
tical adaptive filter tools to deal with the high variability of the decoding complexity
from one frame to another.
In [75], authors proposed a frame-based prediction DVFS using Kalman filter. The
proposed solution captures time-varying workload characteristics by adaptively reduc-
ing the prediction error via feedback control. On the other hand, in [3], they used
Particle Filter which is known to be more powerful in dealing with even nonlinear/non-
Gaussian time-varying workloads [3]. In the proposed solution, a function which cor-
relates the frame size and its decoding time for each frame is fed to the particle filter
to refine the estimates using its error-covariance feature. The proposed method was




Video complexity metadata is information sent by the encoder to assist the decoder to
predict the video workload for better processing resource allocation. This information
is the result of an oﬄine complexity analysis when encoding the video [76].
In [77], authors analyzed the computational complexity of a software-based H.264/AVC
baseline profile decoder. Their approach is based on determining the number of basic
computational operations required by a decoder to perform the decoding module (in-
verse transform, reconstruction, entropy decoding, etc). The frequency of use of each
of the required decoding subfunctions is empirically derived using bitstreams generated
from two different encoders for a variety of contents, resolutions and bit rates. Using
the measured frequencies sent by the encoder as a metadata, estimates of the decoder
time complexity for various hardware platforms can be determined.
In [78], a complexity model for H.264/AVC video decoding is derived by decom-
posing the entire decoder into several decoding modules (DM), and identifying the
fundamental operation unit (termed complexity unit or CU) in each DM. The com-
plexity of each DM is modeled by the product of the average complexity of one CU and
the number of CUs required. The model is shown to be highly accurate for software
video decoding both on Intel Pentium mobile 1.6-GHz and ARM Cortex A8 600-MHz
processors, over a variety of video contents at different spatial and temporal resolu-
tions and bit rates. Assuming the complexity information are sent by the encoder, the
authors further show how to use this model to predict the required clock frequency
and hence perform dynamic voltage and frequency scaling (DVFS) for energy efficient
video decoding
2.5.1.2 Interval-based models
At the interval based granularity, the performance model aims to predict the average
performance of decoding a set of frames. As explained in section 2.3.1.2, this suites
applications accepting latency in the decoding process.
In [79], the authors proposed an algorithm (PAST) implemented on a Unix work-
station which consists in monitoring the workload for a past interval and assumes the
next one will be like the previous. In this study, this performance model is used to set
the frequency based on the amount of time spent in idle state.
In [80], the authors propose to use a weighted moving average (WMA) filter to
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predict the future interval workload. They consider N previous intervals weighted by






The use of WMA filter ensures that prediction is aligned with the variations in the
workload rather than being merely shifted in time. More complete comparative study
on averaging filters which includes in addition the Least Mean Square filter (LMS) is
presented in [81].
In [82], the authors apply the averaging filters proposed in the above works to
MPEG video decoding. Then, they compare the PAST policy with the exponential
weighted moving average filter (EWMA) described in the Eq. 2.9.
wi+1 = α.wi−i + (1− α).wi. (2.9)
The coefficient α represents the degree of weighting decrease, a constant smoothing
factor between 0 and 1. A higher α discounts older observations faster.
The results obtained in this study show that using EWMA allows to save more
energy in case of a video workload than the simple PAST policy proposed in [79].
However, the impact on the video quality of service was not evaluated.
In [83], the authors used auto regressive models [84], which is a formal mathematical
modeling tool allowing to calculate the weight of the averaging filters. In this study,
they consider an MPEG video workload and claim better energy saving as compared
to moving average technique.
In [85], the authors achieved more extended experiments on MPEG video decoding
while using moving average filters discussed above. Moreover, they consider the quality
of service (QoS) expressed in terms of the number of deadline misses. They highlighted
that weighted averaging technique needs to tune the weights to have a good result.
Moreover, they show that the tuned weights may not work for other applications or
even the same application with different input. Based on these observations and the
QoS of the video decoding, they claim that the simple PAST policy is better in case of
video decoding.
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Figure 2.11: Impact of memory latency on performance scaling [4]
2.5.1.3 Memory-aware performance models
Many DVFS studies assume that if the predicted workload takes Ci processor cycles,
then the execution time of this workload will be Ci
f
. This assumption is true only in
case of CPU bound programs. However, video decoding is both CPU and memory
bound and thus, due to the off-chip memory access latency and the processor stall, the
execution time does not scale linearly with the frequency [86].
This issue was observed first in [87, 71, 85, 88, 4] where the authors highlighted the
effect of the memory latency on performance scaling using DVFS. They highlight the
importance of considering this constraint in the frequency setting policy. For example,
in [4], the authors show (see Fig. 2.11) that the programs included in SPEC CPU2000
benchmark8 [89], react differently to the processor frequency scaling depending on their
memory access rate.
Several studies considered this behavior in their proposed DVFS policies. In [90],
the authors observe that in program phases with high rate of memory access, the
frequency of the processor can be lowered without severe losses in performance. Ac-
cordingly, they propose an online solution using event counters available in some pro-
cessors. Their solution consists in monitoring the memory access and scaling down the
frequency if some threshold is reached. This allows to save energy without impacting
severely the performance.
In [41, 91], the authors proposed an on-line memory-aware frame-by-frame DVFS.
First, they observe that, in MPEG video decoding application, the execution time of
8The SPEC CPU2000 benchmarks are intended to exercise the CPU itself, the memory hierarchy
to evaluate how much memory do they actually use.
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memory bound instructions tend to be constant from a frame to another. They propose
to separate a frame decoding time into two parts: a frame-dependent part and a frame-
independent part. The frame independent part remains constant regardless of the frame
type and tends to correspond to the memory-bound instructions. On the other hand,
the frame dependent part highly relies on the type of each frame and corresponds to
the CPU bound instruction. The amount of memory bound executed instruction is
calculated based on the number Layer 2 cache miss rate provided by a processor event
counter. The execution time of the CPU-bound instruction is estimated using a moving
average filter. The combination of the two information is used to estimate the frame
decoding time and to adjust the processor frequency accordingly.
2.5.2 Video decoding energy consumption modeling
We discuss hereafter the existing approaches used to model and estimate the energy
consumption of video decoding at different levels.
2.5.2.1 Application level
In [78], the authors proposed an energy consumption model for H.264/AVC video
decoding based on empirical performance and power models. The performance model
estimates the complexity of a frame video decoding (number of cycles) in terms of
the aggregation of basic operations executed at each decoding module. On the other
hand, the power model was built empirically on Intel and ARM platforms. It estimates
the consumed power in terms of the processor clock frequency and a set of platform
dependent constant parameters. By using the proposed energy model, the authors
estimate the amount of energy to be saved using DVFS and showed that the predicted
values are very close to the measured ones.
In [92], the authors investigate the power-rate constrained video adaptation for
video streaming applications. Towards this goal, the authors developed a video decod-
ing complexity model with the focus on quality scalability, which can be translated to
the power consumption model for mobile processor. In this study, the proposed model
allows to estimate the power scalability in term of quality scalability expressed in bit-
rate, which makes the power-rate constrained scalable video adaptation analytically
tractable. Accordingly, the authors propose to solve the power-rate optimized mobile
video streaming problem, so as to maximize the video quality given the limited access
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network bandwidth and battery lifetime for mobile devices.
All the above studies consider the clock frequency parameter to estimate the power
scalability. However, they make the assumption that decoding time scales linearly
with the frequency which is not true as discussed in section 2.5.1.3. As far as we know,
there are no studies considering the impact of the memory access latency in the energy
consumption model of video decoding.
There exits other video decoding energy consumption modeling studies considering
other types of processor architectures. In [93], it is proposed a power consumption
model for H.264/AVC video decoding using hardware accelerator on popular mobile
platforms. Their proposed model is expressed as the product of the power functions
of video spatial resolution (i.e., frame size) and temporal resolution (i.e., frame rate).
The authors have demonstrated that the proposed model is applicable to different video
hardware accelerator on other platforms.
On the other hand, in [94], the multi-objective energy-video-quality issue is ad-
dressed based on experimental measurement on a DSP decoder. This study aims to
find the video bit-rate and resolution maximizing the video quality without reducing
the mobile device autonomy. In this study, the performances are modeled empirically
and the power consumption values are extracted from the used processor data-sheet.
2.5.2.2 System level
In [95], the authors proposed power and energy models of three basic services of the
embedded OS : the scheduling, the context switch and inter-process communication
(IPC). Their modeling methodology was then applied on a video decoding use case to
estimate the energy consumption. In this work, based on energy characterization on
a real embedded platform, the authors estimated the energy consumption overhead of
the context switch, the IPC and the scheduling as 27%, 4% and 2% respectively.
In [96], the authors propose an energy estimation methodology for a full embedded
system including an OS, various processor architecture, memories and bus. Their
proposed energy estimation framework is interfaced with different energy modeling
tools. For example, Softexplorer [97] is used to estimate the energy consumption of
program execution on ARM processor and DSP. In this study, the energy consumption
of a full video decoding process is estimated with an error rate of 10%.
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2.5.2.3 Architecture level
Architecture level Energy modeling aims to evaluate at early design phase the impact
of architecture choices on the energy efficiency of video decoding. Usually, simulators
are used to estimate the energy consumption of a running application without using
physical measurement tools. For example, Wattch [19], based on SimplerScalar proces-
sor simulator framework [63], uses a suite of parameterizable power models for different
hardware structure. It is based on a per-cycle resource usage count generated through
cycle accurate simulations. In the same way and more recently, the McPAT framework
[98] is proposed to estimate the energy consumption of multi-core architectures.
For example, in [99], the authors proposed the estimation of the energy saving
achieved using the parallelization of video coding over a number of cores ranging from
8 to 24. For this purpose, they use the Sniper architecture simulator to estimate
performance of the video coding. The obtained timing information are then fed to
McPAT simulator to estimate the consumed energy. This study shows also that the
use of frequency scaling on the multi-core processor allows 50% energy saving.
2.5.3 Discussion
Table 2.3 summarizes the above cited related works on performance and energy mod-
eling of video decoding.
In case of video decoding performance modeling, the different studies were classified
according to the complexity prediction granularity: frame or interval. As discussed in
section 2.3.1, the use of each model type depends mainly on whether or not a decoding
latency is accepted.
We paid a particular attention to highlight the performance model applicability
on realistic system where the off-chip memory access delay makes the performance
prediction corresponding to a given frequency non-trivial. This is highlighted in Table
2.3 in the ”Off-chip memory access awareness” column.
In this thesis, we propose an average performance model (interval-based) which
takes into consideration the impact of off-chip memory access. The added value of the
proposed model as compared to the previous studies [90, 41, 91], is that it integrates in
addition the video quality parameter. In fact, the proposed model is able to describe
how the performance scaling varies in terms of both the processor frequency and the




























































































































































































































































































































































































































































































































































































































































































We have also referenced different studies for energy consumption modeling of video
decoding. One conclusion which can raise from surveying these studies is that appli-
cation level energy models are usually built empirically based on energy measurement.
On the other hand, when it comes to describe the energy consumption into low level
system and architecture parameters, it is more suitable to use a simulation frameworks
which provides flexibility to tune the parameters and analyze accordingly their impact
on the energy consumption. They can thus provide energy estimation for a wide range
of configurations. However, simulation frameworks are hard to build and the exist-
ing tools may not cover exhaustively a full embedded multimedia system including a
hardware codec, multi-core processor and DSP.
In this thesis, we present an experimental study based energy modeling method-
ologies. The proposed energy model is mainly empirical based, however, thanks to
multi-level characterization; it is able to describe the energy consumption in term of
comprehensive parameters which can be mapped to properties at application, system
and architecture levels. The proposed model achieves a balance between the prediction
accuracy and the level of the described details.
2.6 Conclusions
In this chapter we have described the energy saving issue of video decoding from
different abstraction levels. We have highlighted also the importance to consider both
the performance and the energy consumption properties to save the energy of video
decoding. For this purpose, we have surveyed and classified the most important studies
in the literature focusing on the characterization and the modeling of the performance
and the energy consumption of video applications. The positioning of the different
thesis contributions were defined as compared to these surveyed studies.
These contributions will be described in detail in the next four chapters. In chapter
3, 4 and 5, we propose a unified methodology for performance and energy consumption
characterization and modeling of video decoding on ARM processors and DSP. In this
step, we consider the video qualities ranging from qcif to 4cif resolution. In chapter
6, we describe some possible usages of the obtained results then we will present a
preliminary study on the energy efficiency of High Definition video decoding using
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3.1 Introduction
In this chapter, we describe the methodology that we used to model the performance
and energy consumption of video decoding. As illustrated in Fig. 3.1, the proposed




The characterization methodology focuses on defining the different experimental
test scenarios and the performance/energy consumption metrics to be measured. We
ensured that this methodology is independent from any underlying experimental envi-
ronment to make it generalizable to other hardware/software platforms.
The modeling methodology is based on the obtained measurement results of the
characterization part. It consists in building comprehensive performance and energy
mathematical models using regression analysis and model fitting.
Figure 3.1: Overview of the modeling methodology
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Finally, the experimental methodology describes the execution of the characteriza-
tion methodology on a hardware/software platforms. In this part, we focus mainly on
explaining the energy measurement tools, the hardware instrumentation and the soft-
ware configuration we have used to achieve accurate measurement of the performance
and the energy consumption.
In this chapter, we focus on standard definition video decoding on GPP (ARM) and
DSP mono-core. High definition video decoding on multi-cores processor and hardware
accelerator will be addressed in section 6.
In sections 3.2 and 3.3, we will start by describing receptively the characteriza-
tion and the modeling parts regardless of any underlying software/hardware platform.
Then, we describe in section 3.4 the experimental methodology on a specific target
platforms including representative low power SoCs, embedded OS, video decoder and
measurement tools.
3.2 Characterization methodology
We consider a video decoding process on a given hardware architecture containing a
GPP and a DSP within a SoC. Each processor supports DVFS and different discrete
clock frequencies. The value of the clock frequency is denoted f .
A video sequence v consists of a set of video frames. It is characterized by a
displaying-rate Rdisplay (expressed in Frames/s), a bit-rate r (expressed in Kb/s), a
spatial resolution s (size of a frame in terms of pixels number) and a complexity c,
which represents complexity characteristics of the video. The video complexity may
be temporal (motion intensity from a frame to another) or spacial (texture of frames).
The videos are encoded using H.264/AVC, a widely adopted coding standard [101].
H.264/AVC allows encoding a video according to different qualities and profiles. A
quality is defined by a bit-rate and a resolution. On the other hand, a profile is defined
by the set of tools used in the coding algorithm. In our experimentations, we used the
restricted base profile; a basic coding scheme which is suitable for use in processing-
resources constrained embedded devices [101].
We define a video decoding configuration as a set of constant and variable param-
eters. The constant parameters are: the type of the processor architecture, the video
resolution and the complexity. For a given video sequence and a mobile device, these
parameters are not supposed to change. On the other hand, the variable parameters
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are the video bit-rate r and the processor clock frequency f . The bit-rate may vary
depending on the network bandwidth capabilities and the processor frequency is driven
by system frequency scaling policy.
The characterization of the performance and energy consumption of video decoding
aims to evaluate and analyze the impact of the above-cited parameter on the perfor-
mance and energy consumption of video decoding. For this purpose, we follow the
different characterization steps listed below and illustrated in Fig. 3.2.
1. Video complexity characterization.
2. Operating system level characterization.
3. Video frame level characterization.
4. Video sequence level characterization.
The first step is achieved at the video encoding phase while the remaining ones are
executed at the video decoding phase (on an embedded hardware platform).
3.2.1 Video complexity characterization
The main objective of this step is to extract information related to the complexity of the
used video. Unlike the video quality properties such as the bit-rate or the resolution,
the video complexity information is not available to the decoder.
However, the video encoder is able to evaluate the video scene and motion com-
plexity at the encoding phase, more precisely, at the transform phase (refer to section
2.2.1). In fact, the more a video is complex, the less compact are the transformed
coefficients.
If the encoder is configured to encode the video in a constant bit-rate (CBR), it
tunes dynamically the quantization parameters to fit the targeted bit-rate (refer to
section 2.2.1). The more a video has a complex scene and motion, the less compact
are the transformed coefficients and the higher are the values of the used quantization
parameters1.
Thus, to extract the video complexity information, we kept trace of the mapping
between each bit-rate and the average quantization parameter used by the encoder to
1Increasing the value of the quantization parameter allows to increase the number of transform
coefficients set to zero
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encode the videos. We define the average quantization parameter qpavg used to encode






where qpi is the quantization parameter associated to the frame i and N is the number
of frames. Therefore, the information about the video complexity can be provided by
the couple c = (r, qpavg) where r is the bit-rate associated to the video.
3.2.2 Operating-system level characterization
This step is a kind of a calibration operation which aims to measure the power con-
sumption related to the different states of the used processors regardless of any video
decoding process.
As introduced in section 2.2.2.1, modern processors are characterized by two kinds
of power states: P-states and C-states. The P-states are voltage/frequency pairs that
set the speed and power consumption of the processor. The transition between the
different P-states is implemented using the DVFS technique. On the other hand, C-
states are idle power saving states, in contrast to P-states, which are execution power
saving states. During a P-state, the processor is still executing instructions, whereas
during a C-state, the processor is idle, meaning that nothing is executing.
Within a video decoding process, the operating system may intervene to make the
used processors transiting to idle or lower power states in order to save energy. This
depends on the dynamic power management configured in the operating system and
the impact that it can have on the performance of the decoding process.
To investigate performance and energy considerations related to those states, the
power consumption of both the GPP processor and the DSP at the different supported
C-states and P-states are measured regardless of any video decoding process. The ob-
jective is to have a set of reference power consumption values that helps to understand
and quantify the energy consumption of different video decoding process phases at the
frame-level fine granularity (see Fig. 3.2).
Moreover, at this phase, the overhead due to the transition of the processor to lower
power mode is measured in order to evaluate its impact on the performance and decide



















































































































































































































































































































































































































































































3.2.3 Video-frame level characterization
This level relies on the preceding operating system level characterization, which helps
in identifying transitions of the processor to active/idle phases during the decoding
process. The objective of this step is to understand how the processing elements are
used and where goes the energy when decoding a single frame in order to explain the
global performance and energy consumption of video decoding. This is particularly
useful to understand complex video decoding processes involving both GPP and DSP.
For this purpose, the elementary video frame decoding is characterized at a fine
granularity in terms of system metrics such as the amount of buffer transfers, the
GPP/DSP communication latency.
We also evaluated during this step the overhead of video decoding when using both
GPP and DSP. As discussed in section 2.4.1.2, decoding a video comes down to a
sequence of frame processing periods. Each period is composed of a set of actions
consisting in retrieving the coded frame from the input buffer, decoding it and trans-
ferring it to the output buffer. The actual frame decoding step is thus a sub-part of
a frame processing period. In the frame processing period, we define the overhead as
the actions which are not a part of the frame decoding step. For example, in case of
DSP decoding, this may be related to cache coherency maintenance and inter-processor
communication.
3.2.4 Video sequence level characterization
In this step, the number of decoded frames per second (FPS) of H.264/AVC decoding
of the overall video sequence is evaluated on both GPP and DSP. This evaluation
covers different bit-rate, resolution, and processor clock frequency configurations. The
considered performance criteria is the video displaying rate of the decoded video. In
fact we considered that a decoding rate which is lower than the displaying rate of
the coded video is not sufficient for playing-back the video with respect to real-time
constraints.
The overall energy consumption is then calculated by multiplying the sum of the
elementary measured power values by the decoding time. The average energy per frame
(mJ/frame) is then obtained by dividing the overall energy by the total frame number.
Each used video was decoded using GPP and DSP processors. This decoding was
repeated for all the available clock frequencies. For each bit-rate, resolution and clock
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frequency, the decoding time and the energy consumption were measured.
As shown in Fig. 3.2 (block 4), the results of this phase are triplet data sets (T, r, f)
and (E, r, f) describing the decoding time and energy variation in terms of r and f .
These data are used in the modeling phase, described hereafter, to build a power and
performance model for video decoding.
3.3 Modeling methodology
In our modeling methodology, we used a top-down model decomposition approach in
which the energy model is decomposed as a function of two sub-models: a decoding-
time model T and an average power model Pavg.
E(r, f) = Pavg(r, f).T (r, f) (3.2)
Pavg is then decomposed into a dynamic Pavgdyn and a static Pavgstat power models :
Pavg(qpavg, f) = Pavgdyn(r, f) + Pavgstat(r, f) (3.3)
As discussed previously in section 3.2.1, we propose to use the mapping between the
bit-rate r and the average quantization parameter (qpavg) to add the video complexity
information to our model. For this purpose, we first use the video (qpavg) instead of the
bit-rate (r) as a model parameter for the power and performance models. Therefore,
the model described in Eq. (3.2) giving the energy in terms of the clock frequency f
and the bit-rate r becomes:
Pavg(qpavg, f) = Pavgdyn(qpavg, f) + Pavgstat(qpavg, f) (3.4)
To obtain an energy model as a function of the clock frequency and the bit-rate, we
used a rate model Q which describes qpavg in terms of the bit-rate r and some video
complexity related coefficients.
E(r, f) = (Pavgstat(Q(r), f) + Pavgdyn(Q(r), f)).T (Q(r), f). (3.5)
The energy model described in Eq. (3.2) is thus decomposed into: 1) a rate model,
2) a static/dynamic power model and 3) a time model. Then, based on these sub
models, the energy model is built. A model fitting and regression analysis is performed
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on the characterization results to develop a mathematical form for the related models
(see block (5) in Fig. 3.2).
To validate the accuracy of each model, we compare the data predicted by the
models with the measured ones (see block (6) in Fig. 3.2). Finally, based on the
characterization results, we try to map the abstract parameters of the developed models
onto the properties of the used platform (see block (7) in Fig. 3.2). We will show in
section 5 how this can help to generalize the developed models on other platforms.
Details on development/validation of the sub-models and the experimental mea-
surement are described below.
3.3.1 Video rate Sub-model
In order to express the video bit-rate as a function of the quantization parameters, we
used the model proposed in [102]. The authors of this paper assume that the video







where q is the step-size which is defined as follows [101]:
q = 2(qpavg−4)/6 (3.7)
a is an exponent which represents how fast the video rate changes in term of the step-
size parameter. qmin is the lowest step-size parameter used to encode the video with
the highest bit-rate rmax.
By substituting Eq. (3.7) in (3.6) we obtain the following rate model :
qpavg = 4 + 6.ln2(qmin.(
r
rmax
)−1/a) = Q(r) (3.8)
Using the values (r, qpavg) returned by the encoder, the parameters qmin, rmax and a
can be calculated using model fitting for each coded video.
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3.3.2 Power sub-model
The measured power consumption is the sum of the static and the dynamic power
values. Actually, the static power is defined as :







where Lg , Vbs , Ij , K3 , K4 , K5 , K6 and K7 are constants which depend on the circuit
fabrication technology. To model a static power consumption of a microprocessor, one
solution is to define all these constant parameters by fitting the measured values with
the above described models.
In this work, we consider the static power as a platform dependent parameter. We
do not aims to model it as a function of the above cited low level details. Instead, we
estimate it based on the processor data-sheet [103] providing the value of the static
power corresponding to each voltage level.
The dynamic power consumption values are obtained by subtracting the static
power consumption from the total power consumption. Knowing the V and f val-
ues, the obtained data are then fitted with the model Ceff .V
2.f to extract the Ceff
parameter (see Eq. 2.3).
In some cases, the static and dynamic power values cannot be known separately.
For example, some processor data-sheet do not provide information about the static
power consumption. To overcome this issue, the total power consumption (static +
dynamic) can be fitted with the following model as suggested in [78].
Ptot = af
b + c (3.9)
Both of the above described methods will be used in our study.
3.3.3 Decoding-time sub-model
In our methodology, the objective of the decoding-time modeling is to estimate the
execution time of video decoding in terms of video quality and processor frequency. As
proposed in [78], one approach consists in estimating the decoding complexity in term
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of processor cycles C, then the decoding time t is calculated by dividing the estimated
cycles by the processor frequency as described in Eq. 3.10 :




However, as highlighted in section 2.3.1.3, the performance scaling when varying
the processor frequency highly depends on the off-chip memory latency. Thus, the
processor cycles cannot be converted directly into decoding time.
For this reason, to develop the video decoding time model T , we have measured the
decoding time corresponding to each video quality and processor frequency. Then, we
used an observation on the experimental results (see section 4.3.3.1) which reveals a
linear relation between 1/t (where t is the decoding time) and both the clock frequency
f and the quantization parameters qpavg. This linear relation was validated using a
multi-linear regression of 1/t in terms of f and qpavg.
3.3.4 Models validation
To validate the built models, we use the R2 statistical metric to verify the accuracy
of the predicted data as compared to the measured ones. If we suppose mi are a set







R2 will give information about the goodness of fit of a model. In other words, it tells
how well a given model approximates the real measured data. The more R2 is close to
1, the higher accurate is the related model.
3.4 Experimental methodology
As highlighted in the beginning of this chapter, we propose in this section a method-
ology to execute the characterization steps on a given software/hardware platform. In
addition to the description of the hardware and the software we have used in the ex-
perimentation, we explain the hardware instrumentation and software configurations
we have used to make the power consumption measurement as accurate as possible.
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3.4.1 Hardware setup
In our experimentations, we have used the Open Multimedia Applications Platform
(OMAP) SoC manufactured by Texas Instrument (TI). This is motivated by our desire
to use hardware platforms which are representative of those used in mobile devices. In
fact, OMAP SoCs were used in many popular mobile devices as illustrated in Table
3.1.
In what follows, we describe the MistralEVM3530 and the Panda development
boards which contain the OMAP 3530 and OMAP 4460 respectively.
3.4.1.1 MistralEVM3530
The power measurements were conducted on the OMAP3530EVM board (shown on
Fig. 3.3) containing the low-power OMAP3530 SoC. This SoC is based on a 65-nm
technology and consists of a Cortex A8 ARM processor supporting ARMv7 instruction
set and a TMS320C64x DSP.
The OMAP3530 supports 6 P-states and 7 C-states. The P-states correspond to
different frequencies ranging from 125 MHz to 720 MHz for the ARM and from 90 MHz
to 520 MHz for the DSP. On the other hand, the C-states ranges from C0 to C6. C0 is
the active state, C1 is the idle state (clock gating) and C2 is the state corresponding to
the deactivation of almost all the SoC blocks retaining the data in registers and cache
memory. Starting from C3 state and above, the SoC blocks are switched off and their
data are saved in the external memory.









Table 3.1: Mobile devices using OMAP SoCs
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3.4.1.2 PandaBoard
The PandaBoard is a low-power and low-cost single-board computer development
platform based on the Texas Instruments OMAP4430 SoC. In our experimentations,
we used the newer version (PandaBoard-ES) based on the OMAP4460 SoC. The
OMAP4460 SoC is based on a 45nm technology and contains a dual-core Cortex A9
ARM processors. Each core supports four clock frequencies: 350 MHz, 700 MHz, 920
MHz and 1.2 GHz.
Figure 3.3: Mistral EVM3530 Board (left) and PandaBoard ES (right)
3.4.2 Power consumption measurement
In this section, we describe the used material and the achieved instrumentation to
measure accurately the energy consumption on the above described boards.
3.4.2.1 Open-PEOPLE platform
The power consumptions is measured using the Open-PEOPLE platform [23], a multi-
user and multi-target power and energy estimation and optimization platform. As
illustrated in Fig. 3.4, the platform includes a set of accurate power measurement
instruments (see Table 3.2 ) hosted in a rack in which we can integrate the embedded
boards that we want to measure.
The advantage of using Open-PEOPLE platform is that the power measurement
can be achieved remotely thanks to a set of software hosted in a server which automates
the management of the measurement equipment and the embedded boards.
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Figure 3.4: A view on Open-PEOPLE rack
The user who wants to utilise the platform should use a dedicated software. Its role
is to manage the authentication process with the server, upload the power measurement
test case (an archive file), monitor its execution status then download the results (see
Fig. 3.5).
The test case archive is a self-contained archive consisting of the actual power
measurement test case. It includes an XML configuration file and eventual additional
resources. In the configuration file, the user can specify:
• the targeted embedded board and the measurement points.
• the sampling rate
• the cross-compiled binaries for remote execution.
• the cross-compiled Linux kernel to be executed remotely.
Any additional resources (libraries, data files, etc) can be added to the archive to
be installed on the remote target. The platform is able to integrate any board using
Linux OS and uboot boot loader.
Equipment Sampling rate Precision Description
N6705A DC 100 KS/s 1.5 mV/15 µA High precision Power Analyzer
NI PCI-4472 100 KS/s 1.19 µV High precision digitizer
NI PCI-5105 60 MS/s 7.3 mV High density digitizer
Agilent M9149A N/A N/A Switch multiplexer





























Figure 3.6: Power consumption measurement using a shunt resistor
In this thesis, the use of the Open-PEOPLE platform was a real added value. In fact,
our experimentations required huge amount of tests corresponding to the combination
of different processor architecture, processor frequencies, video bit-rate and resolution.
In addition, an extensive software configuration was necessary to install DSP driver,
customize and profile the Linux kernel and the GStreamer video decoder. Thanks to
the flexibility of the Open-PEOPLE platform, all these configurations were achieved
remotely from offices located in Universite´ de Bretagne Occidentale in Brest (France).
3.4.2.2 Power consumption measurement methodology
The power consumption depends on the voltage V and the current intensity I.
P = V.I (3.12)
To measure the power consumption of a given component, we used a shunt resistor
in series with the component we want to measure. Then we measured Vshunt and Vc, the
voltage across a shunt resistor Rshunt and the component respectively (see Fig. 3.6).
The current intensity is I = Vshunt
R
, therefore, P = Vc.Vshunt
R
. To avoid a high voltage
drop across the target circuit (which may affect a correct operating of the circuit ), the
shunt resistor should have a low value (usually, some tens of milliOhms). Consequently,
the voltage around Rshunt is very low. It thus requires a very sensitive equipment in
order to be measured accurately.





In practice, to measure the energy consumption, the integral formula is approximated
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Figure 3.7: Sampling rate of the energy consumption measurement





∆t is the sampling interval and Pi is the measured power at the i
th interval. The higher
is the sampling rate (1/∆t), the more accurate is the energy consumption measure-
ment. As illustrated in Fig. 3.7, measuring with a high sampling rate allows evaluating
accurately the energy consumption with a short-time variation. In the field of embed-
ded systems, this may correspond to events like a frequency switching, a context switch
in process scheduling or inter-processor communication in SoC. As we will discuss in
section 4.3.2.2, the use of high sampling rate will help in measuring the energy overhead
in inter-processor communication.
3.4.2.3 Boards instrumentation
We describe hereafter the different steps for integrating physically the target boards in
the Open-PEOPLE platform.
Mistral OMAP3530EVM
The OMAP3530EVM board is already instrumented for power consumption measure-
ment. It has an on-board shunt resistors and provides jumpers for measuring the
voltage. These shunt resistors allow to measure the power consumption of the (ARM
+ DSP) processors, the memory and the core of the SoC.
Because there is one shunt resistor for the ARM and the DSP, the measured power
consumption is the sum of the power consumptions of both the ARM processor and
the DSP. In case of ARM video decoding, the measured power represents the ARM
dynamic consumption plus the ARM and DSP static power. In case of DSP video
decoding, both the ARM and the DSP are involved. In fact, the ARM controls the
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Figure 3.8: PandaBoard-ES Instrumentation
DSP which executes the actual video decoding process. The measured power is thus
the sum of the static and the dynamic power values of both the ARM and the DSP.
In what follows, Pstatic, is the sum of the ARM and the DSP static power. The ARM
and the DSP dynamic powers are denoted Pdynarm and Pdyndsp , respectively. The total
power consumption of the ARM and the DSP is denoted Ptot.
PandaBoard
The Pandaboard does not provide initially power consumption measurement points.
Thus, some instrumentation was done on this board to allow power consumption mea-
surement. Firstly, in the board schematics, we looked for some appropriate resistors
to plug the digitizer sensors. Only some inductors between the power supply and the
ARM, the memory and core subsystems were found. The card was breakdown by
removing the inductors and replacing them by the equivalent inductors plus a shunt
resistor with well-known value (0.05 Ohm). These new inserted inductors and shunt
resistor were placed on external annex board where the digitizer sensors were plugged
around the inserted shunt resistors. See Fig. 3.8.
3.4.3 Software setup
We describe hereafter the different software tools we have used in our experimentations.
3.4.3.1 Video encoder
To encode the used test video sequence, we used x264 encoder [104], a popular and
open source H.264/AVC video encoder.
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Figure 3.9: Used video test sequences
A set of representative raw video sequences (with different scene complexities, bit-
rate and resolutions) were selected and encoded with different constant bit-rates using
the H.264/AVC encoder. Thus, the following well-known YUV raw video sequences
were used: City, Soccer and Harbor were encoded in H.264/AVC base-line profile (see
Fig. 3.9). These sequences represent respectively a low, a medium and a high video
complexity. As illustrated in Fig. 3.9, each video is available in three resolutions (qcif
(176x144), cif (352x288) and 4cif (704x576)).
After each coding operation, the values of qp used in the encoding process were
extracted from the encoder log and the average quantization parameter qpavg was then
calculated accordingly.
3.4.3.2 Operating system
On this hardware platform, the Linux operating system version 2.6.32 provided in the
Mistral EVM BSP (Board support package). It is a standard Linux OS integrating
additional drivers for some specific devices such as the DSP and the LCD screen. The
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DPM and DVFS drivers installed in the kernel are also specific to the OMAP3530 SoC.
Dynamic power management
To investigate the power consumption at diffrent C-state levels of both the ARM pro-
cessor and DSP, we configured the cpuidle driver in the Linux kernel. Then, in order to
trigger transition to low power mode of the ARM processor, we execute the following
script [105] :
$ echo 1 > /sys/devices/platform/omap/omap_uart .0/ sleep_timeout
$ echo 1 > /sys/devices/platform/omap/omap_uart .1/ sleep_timeout
$ echo 1 > /sys/devices/platform/omap/omap_uart .2/ sleep_timeout
$ echo 1 > /sys/kernel/debug/pm_debug/sleep_while_idle
$ sleep 1
The first three lines of the code allow to disable the UART device which prevents the
processor to idle. The last line tells to the driver to transit the processor to deep low
power mode when idling.
The DSP was running the DSPBios operating system and was driven from the
Linux/GPP side using a driver named DSPlink. The DSP power management feature




The lpmON.xv5T and lpmOFF.xv5T binaries allow to activate and deactivate the DSP
processor respectively.
Frequency scaling
To control the ARM and the DSP clock frequencies, we used cpufreq driver for the
OMPA3530 SoC [107]. The user-space governor, a frequency scaling policy allowing
to control the clock frequency at the application level, was activated. A file system
interface is provided by the kernel to allow the selection of the frequency scaling policy
and the frequency value. The below script contains the commands to select the user-
space governor and to set up the processor frequency.
$ echo userspace > /sys/devices/system/cpu/cpu0/cpufreq/scaling_governor
$ echo 125000 > /sys/devices/system/cpu/cpu0/cpufreq/scaling_setspeed
69
Figure 3.10: GStreamer DSP video decoding plug-in
$ echo 250000 > /sys/devices/system/cpu/cpu0/cpufreq/scaling_setspeed
$ echo 500000 > /sys/devices/system/cpu/cpu0/cpufreq/scaling_setspeed
$ echo 550000 > /sys/devices/system/cpu/cpu0/cpufreq/scaling_setspeed
$ echo 720000 > /sys/devices/system/cpu/cpu0/cpufreq/scaling_setspeed
The corresponding DSP frequencies (90 MHz, 180 MHz, 360 MHz, 400 MHz, 430 MHz,
520 MHz) are set automatically by the driver when setting the ARM frequency.
3.4.3.3 Video decoder framework
On the previously described embedded boards, the H.264/AVC video decoding task
was achieved using GStreamer [108], a multimedia development framework. The use
of GStreamer permits an accurate GPP/DSP decoding comparison thanks to its mod-
ular design allowing to execute both the GPP and the DSP video decoders into the
same software environment. The ARM decoding, was performed using ffdec h264, an
open-source plug-in based on the widely used ffmpeg/libavcodec library compiled with
the support of the NEON SIMD instruction set. According to [109], NEON boosts
performance by 60-150% for video codecs. For DSP decoding, we used TIViddec2, a
proprietary GStreamer H.264/AVC baseline profile plug-in provided by Texas Instru-
ment. Its internal design is illustrated in the right side of Fig. 3.10. The video frames
are moved from the encoded video buffer (input buffer which contain the coded frames)
to a circular buffer by a queuing thread. The video decoder-thread invokes the DSP
decoder via the dsplink DSP driver. The DSP codec executes a cache invalidation
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operation so that it can see the right data in the shared memory, decodes the frame
and transfers it to the decoded frame buffer using DMA. Table 3.3 gives a complete
summary of the hardware and the software setups.












ARM/DSP DVFS driver cpufreq
DSP driver DSPLink








Frequencies (MHz) 90, 180, 360, 400, 430, 520
ARM
Model Cortex A8 + NEON
Frequencies (MHz) 125, 250, 500, 550, 600, 720
SoC
Model OMAP3530







Model Cortex A9 + NEON
Frequencies (MHz) 350, 700, 920, 1200
SoC
Model OMAP4460
Voltages levels (V) Unknown
Elimination of the I/O interference
GStreamer is multi-threaded application. The buffering operations (transfers of the
video frames from the file system to the input buffer in the memory) may interleave
with the video decoding operations. This makes the performance and the energy con-
sumption related only to the decoding phase difficult to measure. In fact, the file
system I/O operations may impact the accuracy of the measured video decoding time
and power consumption. To avoid this situation, we developed a customized video
decoder using the GStreamer API. As shown in Fig. 3.11, the decoding thread was
kept initially in a pause state while the video stream was copied in an input buffer
(GStreamer queue element) by the buffering thread. The transmission of the QoS
messages containing the buffer level information were activated in a GStreamer queue
element. These messages were then monitored by a handler that wakes-up the decoding
thread when the entire video stream is held in the input buffer. On the other hand, the
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Figure 3.11: GStreamer GPP and DSP video decoding pipes
decoded frames were redirected to /dev/null in order to disable the processing related
to the frames copy from the output buffer to the display driver memory or to a file.
In Fig. 3.11, the GStreamer pipes reproducing the above experimentations are
shown. filesrc, queue and filesink are the GStreamer modules allowing to read a video
file, buffer it into a memory and send it to a destination location. These modules are
shared between the GPP and DSP pipes and we suppose that they generate the same
load in the DSP and the GPP decoding process. The measured phases are steps 2, 3
and 4. Step 5 is negligible since no video frame copy is performed there due to the use
of redirection to /dev/null.
Overhead calculation
To calculate the time overhead of video decoding, the ARM frame decoding time was
measured by displaying timestamps information at the beginning and at the end of the
function named avcodec decode video2() in libavcodec library. In case of DSP decoding,
the tracing was enabled in the DSP API as described in [110]. Enabling the tracing does
not impact the frame decoding time since no debug information is displayed within the
decoding process. The timing information were provided as a function of the number
of clock cycles which were converted into time duration by dividing it through the DSP
clock frequency [110].
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Similarly, the energy overhead is calculated by subtracting the sum of the frame
decoding energy values from the overall video decoding energy. The frame decoding
energy is obtained by multiplying the average frame decoding power consumption by
the frame decoding time already calculated. In fact, we have noticed that the average
power consumption corresponding to the frame decoding phase is constant for a given
video resolution.
3.5 Conclusion
In this chapter, we described an end-to-end characterization and modeling methodology
for performance and energy consumption of video decoding on GPP ARM processor
and DSP. The methodology starts from the encoding phase until the decoding phase
while considering different levels of abstraction.
The proposed methodology is generic and can be applied on any video decoding plat-
form. As a study case, we have shown how to execute it on the low power OMAP3530
and OMAP4460 SoC including both an ARM GPP and a DSP. The obtained results
on executing the characterization methodology on the OMAP3530 will be discussed in
chapter 4. In chapter 5, we will discuss how to build a comprehensive performance and
energy models from the characterization results. We will also show how to make use
the conclusions from the experimentations conducted on the OMAP3530 platform to
build fast performance and energy models on other architectures. We will consider the
OMAP4460 as a study case.
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4.1 Introduction
The objective of this chapter is to describe the results of the performance and the energy
consumption characterization of video decoding executed according to the methodology
discussed in chapter 3.
As illustrated in Fig. 4.1, the characterization methodology is executed at both the
encoding and the decoding phases while considering different levels of abstraction.
At the encoding phase, we focus on characterizing the video scene complexity of the
used sequences regardless of any performance or energy consumption metrics. The ob-
jective is to extract relevant video complexity information for the used video sequences.
On the other hand, at the decoding phase, we focus on collecting data related to the
performance and the energy consumption of video decoding while considering different
videos and processing configurations (video quality, processor frequency) executed on
both ARM processor and DSP.
As illustrated in Fig. 4.1, the output of this characterization phase will be used in
the modeling phase which will be discussed in the next chapter.
4.2 Video complexity characterization
To characterize the video complexity, the quantization parameters used to encode a
video using various bit-rates are extracted from the encoder. The average quantization
parameter is then calculated based on the per-frame qp. The obtained values represent
Figure 4.1: Characterization methodology
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Figure 4.2: Mapping between the video qpavg and the bit-rates
the overall complexity of the complete used video sequences.
Table 4.1 shows the correspondence between the resolution, the bit-rate, and the
quantization parameters extracted for the considered sequences. The plots of the data
in this Table (see Fig. 4.2) show that for the same resolution and bit-rate, the average
quantization parameter qpavg of the City, Soccer and Harbor videos are in an increasing
order. This is explained by the fact that the Harbor video sequence is more complex
than Soccer which is more complex than City1. In fact, the encoder considers dynam-
ically the variation in the scene complexity and accordingly sets the used quantization
parameters. The rule is that, given a constant target bit-rate, the more complex the
video is, the lower is the used quantization parameters.
Thus, the couples (r, qpavg) extracted from the encoder and associated to each
sequence can provide information about the scene complexities of the used videos. At
this step, we keep trace of this information and will use it later when modeling both
the performance and the energy consumption of video decoding.
4.3 Video decoding performance and energy characterization
The aim of this part of the experiment is to characterize the impact of the video qual-
ity, the processor type and the processor frequency on both the performance and the
energy consumption of video decoding. As explained previously in the methodology,
three levels are considered: operating system, frame and video sequence levels. The
first two steps aim to characterize the performance and the energy consumption at fine
granularity to help the understanding of where goes the processor cycles and power
budget during the decoding process. This helps to explain the performance and en-
ergy consumption behavior of both DSP and ARM video decoding. For example, we
1In the characterization methodology, we have selected these videos as representative of low,
medium and high complexities
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Table 4.1: Mapping between qp and the bit-rate
Average quantization parameters qpavg
City Soccer Harbor
Bit-rate(Kb/s) qcif cif 4cif qcif cif 4cif qcif cif 4cif
64 32.81 42.74 51.00 38,22 48,81 51 37,78 45,84 51
128 27.69 36.79 49.38 31,65 41,55 50,99 33,94 41,56 50,7
256 23.06 31.83 41.52 25,57 35,43 45,27 30,07 37,78 45,5
512 18.49 27.28 35.76 19,84 29,76 39,09 25,83 34,12 41,26
1024 13.51 23.07 31.27 14,22 24,38 33,75 20,66 30,21 37,48
1536 10.43 20.71 29.14 10,89 21,47 30,87 16,84 27,64 35,18
2048 7.97 18.92 27.83 8,25 19,35 29,01 13,72 25,65 33,53
2560 5.69 17.50 26.86 5,87 17,77 27,61 11,08 23,98 32,21
3072 3.51 16.33 26.09 3,59 16,49 26,5 8,75 22,55 31,11
3584 1.31 15.34 25.45 1,8 15,41 25,6 6,51 21,27 30,15
4096 0.44 14.48 24.89 1,05 14,45 24,85 4,37 20,11 29,31
4608 0.22 13.70 24.40 0,91 13,6 24,17 2,31 19,03 28,56
5120 0.14 12.99 23.94 0,82 12,83 23,57 0,95 18,01 27,88
will show how the information extracted at these levels allows explaining the different
energy consumption behavior for ARM and DSP decoding process depending on the
video quality. On the other hand, at the video sequence level, the performance and
the energy consumption properties are aggregated in average metrics which are the
average number of decoded frames per second (FPS) and the average milli-Joules per
frame (mJ/frame). As we will describe in chapter 5, these two metrics will be used in
the modeling phase to build both the performance and the energy models.
4.3.1 Operating-system level
In this section, we will focus on characterizing the power consumption of the different
power states (P-states and C-states) supported by the ARM processor and the DSP
in the OMAP3530 target platform. This characterization is achieved regardless of any
video decoding process. As we will discuss in the next section, this helps to define a
set of reference values to understand the power consumption variation during the video
decoding process.
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Figure 4.3: Cortex A8 power consumption
We will also investigate the impact of the transition between the different power
modes on the performance. Accordingly, we discuss the opportunity of using these
power modes during the video decoding process.
4.3.1.1 ARM processor
As already discussed in section 3.4.3.2, the Cortex A8 support 6 P-states and 7 C-
states. In what follows, we will measure the power consumption corresponding to the
P-states : 125 MHz, 250 MHz, 500 MHz, 550 MHz, 600 MHz and 720 MHz. On the
other hand, we will focus on C1 (idle) and C2 states (switch-off with data retention)
power consumption. The other C-states (switch-off without data retention) are usually
used during long inactivity period (see section 3.4.1.1).
Figure 4.3 shows both the active and idle power consumption of the ARM processor
corresponding to the six available clock frequencies. The power consumption in the
active state is almost 35% larger than the one of the idle state. This is due to the
Wait For Interrupt (WFI) ARM instruction called when entering the idle state. WFI
puts the processor in a low power state by disabling most of the clocks in the processor
while keeping it powered up. Note that the WFI power consumption is not equal to
the processor static power, which corresponds to the state where all the clocks are
gated. Actually, it corresponds to the C1 state where the processor is not executing
instructions but can return to an executing state almost instantaneously.
More energy saving can be achieved using lower C-states. Figure 4.4 shows the
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Figure 4.4: Power consumption of standby mode
mode corresponding to C2 state (refer to section 3.4.1.1 for more detail on C2 state).
One can observe that deeper C2 reduces drastically the power consumption (around 10
mW) as compared to idle state. The level of power consumption in this state is below
the static power consumption the OMPA3530 SoC (see the data in the last column of
Table 4.22). This is due to the fact that during this state, some SoC blocks are powered
off which eliminates both static and dynamic power.
2The static power consumption values corresponding to the different voltage levels are extracted
from the OMPAP3530 data-sheet [103].
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Figure 4.6: ARM idle mode transition latency
4.3.1.2 DSP processor
Like the ARM processor, the used DSP supports idle state and standby low power state
to save power when the DSP is no longer used. To measure the power consumption of
the DSP at the idle state, the total power consumption is measured, before and after
deactivating the DSP. The DSP idle power is the difference between the two previous
measured values. Figure 4.5 shows the variation of the power consumption during the
above described calibration process. Depending on the clock frequency, the DSP idle
power ranges from 20 mW (at 125 MHz) to 200 mW (at 720 MHz). On the other
hand, the power consumption at standby mode is around 10 mW including the ARM
processor.
4.3.1.3 C-states transition overhead
In the previous section, we have measured the power consumption corresponding to
the different power state levels of both ARM and DSP processor. These power states,
especially standby modes, allow saving considerably the power consumption during in-
activity time, however they may induce additional latency. The transition to idle state
is triggered by the Linux operating system scheduler during inactivity time. Usually, it
consists calling the WFI instruction. On the other hand, lower C-states require more
elaborated operations implemented in the cpuidle driver which depends on the under-
lying platform. In fact, the idle driver needs to know exactly the platform specific
instruction for shutting down the different SoC blocks and saving/restoring their data.









































Figure 4.8: DSP standby mode transition latency
sitions and discuss the use of these states during video decoding process.
Figure 4.6 illustrates a zoom on the power consumption variation during a transition
from the active state to the idle state of the ARM processor. We can observe that the
transition is very fast. It consumes approximately few milliseconds. On the other hand,
the transition to standby mode illustrated in Fig. 4.7 consumes more time (around
10 ms). In general, the deeper is the power state; the higher is the transition latency
time. In fact, at idle mode, only the clock frequency is gated for some processor blocks
while in standby mode, some circuits are switched off and their execution context is
saved to avoid data loss.
The transition latency from the standby mode of the DSP is illustrated in Fig.
4.8. On can observe that the transition latency time is much higher than of the ARM
processor (around 40ms). This is due to the fact that the transition to standby mode is
initiated by the ARM processor via a dedicated driver [106], then a standby command
is sent to the DSP where it is executed by DSPBios DSP operating system.
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Vdd farm fdsp Pactarm Pidlearm Pidledsp Pstatic
V MHz W
1.35 720 520 0.5965 0.4342 0.2312 0.0308
1.35 600 430 0.4997 0.3801 0.1778 0.0308
1.27 550 400 0.4087 0.3089 0.1490 0.0251
1.2 500 360 0.3276 0.2476 0.1217 0.0201
1.05 250 180 0.1238 0.0913 0.0498 0.0138
0.975 125 90 0.0421 0.0275 0.0224 0.0109
Table 4.2: Summary of OMAP3530 measured
power consumption
















ARM dynamic power (Active)
ARM dynamic power (idle)
DSP dynamic power (idle)
Static Power (ARM + DSP)




Table 4.2 summarize the power consumption levels corresponding to the different power
states of the ARM and DSP processors,
First, we can notice that the dynamic power represents the major part of the total
power as compared to the static power consumption. This can be explained by the
fact that the OMAP3530 SoC is based on 65 nm technology. One might expect that
the ratio of the static power will be more important in case of lower feature size (ex.
45 nm, 32nm or 28nm). On such a platform, power saving based on clock gating and
frequency scaling may save considerable amount of power consumption. For example,
at 720 MHz, the power consumption can be reduced by 30% when transiting to idle
mode and by 85% when scaling down the frequency to 125 MHz.
Second, notice that much more power can be saved using standby modes for both
ARM and DSP processors. In fact, the power consumption can be reduced to only 10
mW. However, these modes require more latency to come-back to active state. This
latency is around 10 ms for the ARM processor and 20 ms for the DSP. Knowing that
a video frame decoding time is generally executed in few tens of ms, it is clear that
such a level of latency is too long to be used in a context of video decoding. Thus,
in all the following video decoding experiment, we have deactivated the cpuidle driver
which disables the transition to standby modes.
Finally, the power consumption levels measured in these steps provide precious
reference power information on the amount of consumed power corresponding to each
processor state. These reference values will be used to understand and profile the power




The objective of this step is to understand where goes the consumed energy at a frame
granularity and how much energy is consumed in the processing overhead as defined
in section 3.2.3. For this purpose, we have analyzed at a frame granularity the video
decoding process.
Analyzing the power consumption at a fine granularity is not easy. In fact, the
measured power samples using the digitizer are not synchronized with the timing in-
formation we can get from the video decoder. Thus, to map between a given decoding
step and its corresponding measured power consumption phase, we refer to the power
reference values extracted in the previous section. For example, based on the decoding
time of one frame and the active power consumption of the processor, we can identify
precisely the corresponding power consumption phase in the measured data.
This mapping is achieved manually. Thus, we focused on a sample of 16 frames
extracted from the Harbor sequence. These frames are coded in 4cif (4 Mb/s), cif
(1 Mb/s) and qcif (128 Kb/s) resolutions. We used 720 MHz clock frequency for the
ARM and DSP processors. More extended experiments using other configurations are
described at the video sequence level in the next section. As already highlighted in
the methodology, we have used a high sampling rate (100K) for power consumption
measurement so that to allow a fine grained power consumption measurement during
the video decoding process.
Figure 4.10-a and Fig. 4.10-b show the power consumption levels of 4cif and
qcif DSP video decoding. The DSP frame decoding phase is represented by the strip
varying between 0.7 W and 1.1 W corresponding to [32 ms, 62ms] (see Fig. 4.10-a)
and [6.2 ms, 7.5ms] (see Fig. 4.10-b) intervals. This phase is terminated by a burst of
DMA transfers of the decoded frame macro-blocks from the DSP cache to the shared
memory. This phase corresponds to the intervals [56 ms, 62ms] (see Fig. 4.10-a) and
[7.2 ms, 7.5ms] (see Fig. 4.10-b) and is illustrated by an increase in memory power
consumption. When the DSP terminates the frame decoding, it returns to the GPP
the execution status and enters into idle state. This event occurs, for example, at 25
ms in Fig. 4.10-a. The ARM wake-up latency is represented by the power level of 0.66
W which is the sum of the power consumption of both ARM and DSP in idle state
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Figure 4.10: ARM and DSP video frames decoding
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(0.43 W +0.23 W) as described in Table 4.2. The ARM wake-up is represented by
the power transition to 0.83 W level which is the sum of the ARM active state (0.59
W) and the DSP idle state (0.23 W). Then, the ARM sends the parameters (the next
frame to decode) to the DSP codecs and triggers a DSP decoding function.
Figure 4.10-c and 4.10-d show the power consumption variation in case of 4cif and
qcif ARM decoding. Like the DSP decoding, the frame decoding phase is characterized
by an increase in the power consumption. The decoded frame copy does not appear
clearly as in the case of DSP decoding since the frames are decoded in the ARM cache
and evicted when no space is left in the cache. We can also notice that the frame
decoding time is lower than the frame decoding period, which is due to a GStreamer
overhead.
4.3.2.1 Inter-processor communication time overhead
We can observe that the amount of time spent in frame decoding as compared to the
total video decoding time varies according to the video resolution. For example, in
case of qcif DSP decoding (Fig. 4.10-b), the frame decoding time represents almost
50%. The complete measured time and energy overhead (as described in section 3.2.3)
are given in Table 4.3.
Table 4.3: ARM and DSP decoding time overhead
Resolution
ARM decoding time(ms/frame) DSP decoding time (ms/frame)
Processing Total Overhead (%) Processing Total Overhead (%)
qcif (128kb) 2.19 2.87 10.04 1.97 4.16 52.64
cif (1024kb) 10.85 12.04 9.88 6.016 8.36 28.11
4cif (5120 kb) 47.23 52.39 9.86 23.73 25.93 8.48
The time overhead percentages are 52%, 28% and 8% of the total frames decoding
time in case of qcif, cif and 4cif DSP decoding. On the other hand, it is almost
constant (10%) in case of ARM decoding. We note that the overhead is not negligible
as compared to the total decoding time. For example, the total qcif DSP decoding
time is higher than the one of ARM although the frames are processed faster by the
DSP.
The above obtained results are verified through an application and system profiling
performed on the ARM and DSP video decoding using Oprofile tool [111], a system-
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Functions qcif cif 4cif
ARM
libavcodec 42% 66% 75%
omap3 pm idle 26.5% 13% 5%
libc 4.5% 4% 4.6%
libgstreamer 2.5% 2% 2%
other 31.5% 15% 18%
DSP
omap3 pm idle 61% 69% 84%
libc 8% 6% 4%
libgstreamer 2.6% 2% 1.15%
dsplinkk 0.8% 1.14% 0.6%
other 27,6% 23% 11%
Table 4.4: Results of video decoding profiling
Figure 4.11: Profiling result of ARM and DSP video decoding
wide profiler for Linux systems.
Table 4.4 shows the obtained results. In the case of ARM video decoding, most of
the decoding time is spent in the execution of the libavcodec library, which implements
the H.264/AVC GStreamer plug-in. Although the decoder is configured to run in best
effort mode (the synchronization with the displaying process is deactivated), there is an
amount of time spent in idle state corresponding to the execution of the omap3 pm idle
kernel function. This can be explained by the thread blocking states while synchroniz-
ing the different GStreamer pipe elements. One can observe that the idle time ratio
decreases when the video resolution increases. Indeed, frames with higher resolution
are decoded in a longer time (refer to section 4.3.3.1) leading to shorter idle times.
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In the case of DSP video decoding, most of the time, the ARM processor is in idle
state waiting for the DSP to decode the video frames. This explains the increase of
idle time ratio when increasing the video resolution. In fact, as in the case for ARM
decoding, the frames with higher resolution are decoded by the DSP in a longer time
than low resolution leading to a longer ARM idle time. The control of the DSP from
the ARM side corresponds to the call of the DSPlink driver implemented in dsplinkk
kernel module listed in Table 4.4. The actual video decoding process does not appear
in the profiling results since it is executed on the DSP side.
4.3.2.2 Inter-processor communication energy overhead
In this section, we focus on analyzing the energy consumption at the different phases
of video decoding. Firstly, one can observe that during the frame decoding process,
the power consumption varies considerably depending on the state of the processors.
In case of DSP video decoding, while the DSP is waiting for the next frame to be sent
by the ARM processor (inactivity period), it enters into idle state. During this time,
the DSP consumes about 0.23 W at 520 MHz (refer to Table 4.2) without executing
any task. During this phase, the DSP power consumption can be considerably reduced
to 0.01 W if it is put into standby mode, however, this may impact considerably the
performance due to the high latency of entering/exiting this mode. The standby latency
is almost equal to few tens of milli-seconds which is approximately the time required
to decode one 4cif frame. (see section 4.3.1.3).
In case of ARM video decoding, during overhead phase, the power consumption
corresponds to the values of the idle state. As discussed above for the DSP, more
energy saving may be achieved at this phase if the ARM processor is configured to
enter in standby state. However, this may impact considerably the performance.
Table 4.5: ARM and DSP decoding energy overhead
Resolution
ARM decoding energy (mJ/Frame) DSP decoding energy (mJ/frame)
Processing Total Overhead (%) Processing Total Overhead (%)
qcif (128kb) 1.20 1.54 10.01 1.71 2.33 30.48
cif (1024kb) 6.18 6.87 9.97 5.35 6.72 20.38
4cif (5120 kb) 27.39 28.4 3.55 21.59 22.16 2.5
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The energy overheads corresponding to this phase for both ARM and DSP video
decoding are listed in Table 4.5. We can observe that it is higher in case of DSP
decoding because the ARM/DSP communication contributes to a significant part of
the energy consumption especially in case of low video resolutions. For example, in
case of qcif decoding, the DSP is not used for more than 50% of the time, but still
consumes idle power.
4.3.2.3 Discussion
We can conclude from this section that the overhead due to the video decoder frame-
work and the operating system may contribute considerably in using the processing
resources and consuming the energy. This is especially true is case of the video de-
coding is executed on an external processor (DSP) requiring an extra processing to
manage the inter-processor communication. We have noticed also that the overhead
rate highly depends on the video quality. For example, in case of low video quality, we
have observed that most of time and energy are spent in inter-processor communication
which leads to a drop in the energy efficiency.
In the next section, we will use these observations to explain the overall performance
and energy consumption balance of video decoding on both ARM processor and DSP.
4.3.3 Video-sequence level
In this section, we analyze the average performance and the energy consumption of
the video decoding at a video sequence level (a set of frames). At a second phase, we
come back to the low level details discussed above to explain the performance and the
energy consumption properties of ARM and DSP decoding and discuss particularly the
impact of the video quality.
4.3.3.1 Decoding time
We analyze the video decoding performance in term of the number of frame decoded
per second (frames/s) which is equal to N/t. N is the total number of frames (300
in our tests) and t is the decoding time. Figure 4.12 shows a comparison between
ARM and DSP video decoding performance in case of 4cif, cif and qcif resolutions for
the considered video sequences. The dark (red) flat surface represents the acceptable













































































































































































































































































































































































































































































































































































The first observation which can be made, in the case of qcif and cif resolutions, is
that the video is decoded at a higher rate than the displaying rate (30 frames/s) even
for low clock frequencies and regardless of the video bit-rate and the processor type.
The ratio between the actual decoding speed and the displaying rate increases for high
clock frequencies and low bit-rates.
In the case of 4cif resolution, a decoding rate higher than 30 Frames/s can be
performed by the DSP starting from 180 MHz frequency (i.e. 250 MHz ARM fre-
quency) for low bit-rates and starting from 430 MHz frequency (i.e. 600 MHz ARM
frequency) for high bit-rates (see Table 4.2 for all the mapping between ARM and DSP
frequencies).
The performances of the ARM processor and the DSP are almost equivalent in case
of qcif resolution. However, the ARM decoding speed is 43% higher than the one of
DSP in case of 64 Kb/s bit-rate while the DSP decoding speed is 14% higher than
one of the ARM in case of 5120 Kb/s bit-rate. For cif and 4cif resolutions, The DSP
decoding is almost 50 % faster than the one of the ARM in case of cif resolution and
100% in case of 4cif. This ratio decreases drastically for low bit-rates.
4.3.3.2 Power consumption
Figure 4.13 illustrates the variation of the average power consumption of the ARM
and the DSP video decoding according to the video resolution and bit-rate in case
of the Harbor video (the Soccer and City video sequence gave similar results). We
notice that the power consumption depends mainly on the clock frequency, which is
explained by the dominance of the dynamic power model as compared to the static one.
For example, at 720 MHz, the static power is 30,8 mW (see Table 4.2) which represents
3.4% and 2.8% of qcif video ARM and DSP decoding total power consumption (540
mW and 700 mW respectively).
We can also observe that, unlike the ARM decoding average power consumption,
the DSP power consumption increases when the video resolution increases. The DSP
power consumption is thus 30%, 40%, and 50% higher than the ARM’s in case of qcif,
cif and 4cif resolutions, respectively. This can be explained by the results obtained in
section 4.3.2 regarding the overhead evaluation. In fact, we found that the percentage
of time overhead (overhead ratio) is almost constant in case of ARM decoding. On

































































Figure 4.13: ARM and DSP video decoding power consumption
video resolution increases. A frame level power characterization (see previous sections)
showed that the overhead phases correspond to a decreased power consumption due
to entering the idle state (see to Fig. 4.10). Consequently, the higher is the overhead,
the lower is the average power consumption. The same observation was highlighted in
[69] in case of parallel mutli-core video decoding (see section 2.4.2.2).
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4.3.3.3 Energy consumption
Previous results showed a very large variation of the DSP/ARM performance and
power consumption, which depends on the clock frequency, the video bit-rate and the
resolution. The energy consumption is the combination of the power consumption and
the decoding time properties. Figure 4.14 shows the energy consumption of the ARM
and the DSP video decoding (mJ/Frame) in case of 4cif, cif and qcif resolutions for
Soccer, Harbor and City video sequences.
The DSP qcif video decoding consumes 100% more energy than the ARM in case of
low bit-rate and 20% for high bit-rates. This is explained by a lower performance and
a higher power consumption of the DSP decoding as compared to the ARM because of
the system overhead (see Table 4.5). On the other hand, the DSP 4cif video decoding
consumes less energy than the ARM although it consumes 60% more power. This is
due to a better DSP decoding performance, which can be 100% higher than the one
of the ARM. In case of cif resolution, we noticed a crossing between the ARM and
the DSP energy consumption levels. In fact, for low bit-rate starting from 1Mb/s,
the ARM consumes less energy than the DSP. Similarly, the inverse is true for high
bit-rates videos.
4.3.3.4 Discussion
The analysis of video decoding results shows that the overall performance and the
energy efficiency of the DSP as compared to the ARM processor depend mainly on the
decoded video quality (bit-rate and resolution). In fact, the DSP video decoding is the
best performance and energy efficient choice in case of 4cif resolution and the use of
ARM decoding is better in case of qcif resolution and cif resolution with a bit-rate
less than 1Mb/s.
Table 4.6 summarizes the previous results and provides some guidelines for selecting
the processor type (ARM Cortex A8 or DSP TMS320C64x) which offers the best
performance and energy properties for decoding a video according to the bit-rate and
the mobile device type.
On the other hand, the analysis of the experimental results according to the pro-
cessor clock frequency reveals that in many cases, even if the clock frequency is scaled
down, the video can still be decoded while meeting the displaying deadlines. For exam-











































































































































































































































































































































































































































































































































































Table 4.6: Energy efficiency vs Processor type vs video quality
qcif cif 4cif
Performance Energy Performance Energy Performance Energy
< Mb/s ARM ARM DSP ARM DSP DSP
> Mb/s ARM ARM DSP DSP DSP DSP
the video can be decoded 10x faster than the displaying rate on the ARM processor.
This is a typical configuration where an energy saving can be achieved by scaling down
the processor clock frequency.
4.4 Conclusion
In this chapter, we have analyzed the performance and the energy consumption of
video decoding on a GPP (ARM) and a DSP at operating system, frame and sequence
levels.
At the operating system level, it was shown the potential of power saving provided
by the different power states of the used ARM processor and the DSP. On the other
hand, we have shown that, although standby modes allow considerable power saving,
they are not suitable to be used in a context of video decoding due to high latency
which may impact considerably the performance.
At a frame level, it was highlighted the importance of considering all the decoding
steps while analyzing the performance and the energy efficiency of video decoding. In
fact, some processing tasks, related to the decoding framework and/or the operating
system, which does not belong to the actual video decoding, may contribute consider-
ably in using the processing resources and in consuming the energy.
At a video sequence level, this is interpreted by a high variation in the energy
consumption efficiency depending on the video quality. For example, it was shown
that DSP processing is not always more energy efficient than the GPP as one may
expect [2].
The proposed methodology gave a particular attention to achieve accurate and
precise performance and the energy consumption measurement. In fact, the use of
the same multimedia framework allowed to compare objectively different video codec.
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On the other hand, the high-precision power consumption measurement tools used in
the experimentation allows to measure fine-grained details necessary to understand the
overall performance and energy consumption balance.
The obtained results are specific to the used platform (OMAP3530). However, the
proposed characterization methodology provides a comprehensive experimental steps
allowing the understanding of the performance and the energy consumptions behavior
on modern SoC regardless of any low level details. Thus, it can be generalized to other
platforms based on different processor architectures.
In the next section, based on the measured data obtained from this characterization
step, we will build empirically a mathematical performance and energy models. Our
objective is use the conclusions from the characterization step to make the developed
models comprehensive and generalizable to other platforms.
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CHAPTER 5
Performance and Energy Consumption Modeling of
Video Decoding
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5.1 Introduction
The results obtained in chapter 4 provide experimental-based information on the per-
formance and energy consumption of video decoding using ARM Cortex A8 processor
and DSP TMS320C64 at different abstraction level details. In this chapter, we aim
to synthesize these information within a unified mathematical performance and energy
models for both the studied target processors and investigate the generalization of these
to other processor types.
As described in Fig. 5.1 and discussed previously in section 3.3, the proposed
modeling methodology is based on a sub-model decomposition approach. The key idea
behind this approach is to model separately a set of characterization data then to
combine them to construct a comprehensive energy model.
First, we first describe how to build a rate, performance and power sub-models
(for ARM Cortex A8 processor and DSP TMS320C64). Then, we show how the com-
bination of these sub-models allows to build an accurate energy analytical model for
both GPP and DSP video decoding. Finally, we investigate the generalization of the
developed models to other platforms. In this latter part, we show how to use the
Figure 5.1: Modeling methodology
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resolution Video a rmax (Kb/s) qmin R
2
qcif
Harbor 1.031 475.5 10.15 0.9615
Soccer 0.993 177.5 18.14 0.9978
City 1.026 75.72 54.74 0.9726
cif
Harbor 1.393 1422 14.54 0.9937
Soccer 1.084 327.9 32.84 0.996
City 1.353 106.3 47.53 0.9972
4cif
Harbor 1.538 644.3 63.24 0.9913
Soccer 1.25 552.7 54.06 0.9855
City 1.34 115 147 0.9805
Table 5.1: Model fitting results of the bit-rate model
conclusions from the extensive experimentation described in chapter 4 allows reducing
the time to build performance and energy models for video decoding on other pro-
cessor types. We use the OMAP4460 SoC as a study case to validate the proposed
generalization methodology. Although the OMAP4460 belongs to the same SoC family
(OMAP) as the OMAP3530, it uses a different Cortex A9 processor (vs Cortex A8 for
the OMAP3530) which is based on 45nm technology (vs 65 nm for OMAP3530).
5.2 Video rate sub-model
The first sub-model we built aims to represent the video properties (quality and com-
plexity) within the expected final energy model. In addition to the video quality metric,
we will show that this model is also able to represent the video scene complexity which
may differ from a video sequence to another. First, a model fitting is performed on
the characterization results of the video encoding (see section 4.2). The (qp, r) values
obtained from the encoder (refer to Table 4.1) are fitted with the model described in
Eq. 3.8. The a, rmax and qmin parameters are approximated accordingly using Matlab
model fitting toolbox.




Table 5.1 shows the model fitting results. This model has a very good precision
especially for high resolution videos (R2 values around 97%). Figure 5.2 illustrates
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Figure 5.2: Rate model fitting
graphically the precision of the model in case of Harbor, soccer and City videos.
5.2.1 Parameters discussion
All the parameters extracted in this model are only related to the video. The parameter
a is an exponent which controls how fast the video rate changes in terms of the step-
size parameter. On the other hand, rmax and qmin depend on the video complexity.
The more complex the video is, the higher is its corresponding rmax parameter and
the lower is qmin [102]. Indeed, one can observe from Table 5.1 that the more the
decoded video is complex (Harbor has the highest complexity and City has the least
complexity), the higher is the value of rmax and the lower is the value of qmin. The
value of the parameter a seems to be independent from the video complexity.
5.3 Power sub-model
In this section, we model the average power consumption of the ARM and the DSP
during video decoding (see Fig. 4.13). Actually, two sources of power consumption
were measured in the experimentation. Thus, we estimate separately each one of these
sources in order to develop a model for the total power consumption.
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Figure 5.3: OMAP3530 static power
5.3.1 Static power sub-model
The static power consumption of a microprocessor depends exclusively on the voltage
and the circuit fabrication technology. The running application does not influence
it. Thus, in order to estimate the static power, we used the model provided by the
OMAP3530 data-sheet [103] plotted in Fig. 5.3. We highlight that the values extracted
from the data-sheet correspond to the sum of static power of the ARM processor and
the DSP.
5.3.2 Dynamic power sub-model
The dynamic power is calculated by subtracting the static power estimated above from
the total power consumption measured in the experimentations.
5.3.2.1 ARM video decoding
In case of ARM video decoding, the dynamic power can be represented mathematically
as follows:
Pdyn = Ceffarm .V
2.farm = Ptotarm − Pstatic (5.1)
where Ceffarm is the average effective capacitance of the ARM processor during the
video decoding.
5.3.2.2 DSP video decoding
In case of DSP video decoding, both ARM and DSP processors are involved in the
decoding process. Thus, the dynamic power can can be represented analytically as
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Table 5.2: Model fitting results of the dynamic power model
follows :
Pdyn = Ceffdsp .V
2.fdsp + Ceffarm .V
2.farm = Ptotarm + Ptotdsp − Pstatic (5.2)
where Ceffdsp is the average effective capacitance of the DSP.
Actually, Eq. (5.2) can be simplified using the linear relation between the ARM
clock frequencies and those of the DSP1. In fact, the linear regression analysis on the
frequency values listed in Table 4.2 leads to :
fdsp = 0.72.farm (5.3)
Therefore, Eq. 5.2 becomes :
Pdyn = (Ceffarm + 0.72.Ceffdsp).V
2.farm = Ptotarm + Ptotdsp − Pstatic (5.4)
1In case this condition is not verified, one should model separately the power consumption of the
DSP and the ARM processors to obtain the model for the total power consumtion. This needs two
separate power measurement points on the board for the two processors.
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5.3.2.3 Dynamic power modeling
From the above section, in both ARM and DSP video decoding, the dynamic power
consumption should follow the model described in Eq. :
Pdyn = Ceff .V
2.f (2.3)
Based on the values of Ptol (from power measurement) and Pstatic from the OMAP3530
data-sheet, we calculate the value of Pdyn = (Ptot − Pstatic). Knowing the values of V
and f , we execute a model fitting on Eq. 2.3 to calculate the corresponding Ceff
parameters. Table 5.2 shows the obtained results for Harbor, Soccer and City video
sequences.
Column Ceffarm represents the effective capacitance of the ARM processor in case
of ARM video decoding. On the other hand, the column Ceffarm−dsp represents the
effective capacitance of ARM + DSP processors when using the DSP to decode a
video.
5.3.3 Parameters discussion
The effective capacitance parameter Ceff of the processing resources is the parameter
which determines the power consumption level. Actually, this parameter fluctuates
depending on the executed instructions. The values calculated in the above power
models represent the average power consumption over the overall video decoding time.
At system level, one technique for reducing the Ceff of the processor is to enter the
idle state while the processor is not used. In fact, in this state, almost all clocks are
deactivated which reduces the overall circuit effective capacitance. Thus, the higher is
the time spent in idle mode, the lower is the average Ceff .
This can be veried by the correlation between the calculated Ceff and the profiling
results discussed in section 4.3.2. In fact, we have noticed that the time spent by
the DSP/ARM processors in active or idle state highly depends on the decoded video
resolution. In the developed energy model, this is reflected by a various values of the
Ceff parameter (see Table 5.2). The more the processor (GPP or DSP) spends time
in idle state, the smaller is its effective capacitance.
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Figure 5.4: ARM and DSP video decoding time in terms of f and qp
5.4 Decoding time sub-model
To model the video decoding time, we use the linear relation observed between (1/t)
and both f and qpavg as illustrated in Fig. 5.4. A multi-linear regression analysis
using Matlab verfyed the observation. The results of this regression showed that the
decoding time can be described by Eq. 5.5. The values of the coefficients αo, α1, α2
and α3, obtained by the multi-linear regression analysis, are shown in Table 5.3.
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1/t = αo + α1.f + α2.qpavg + α3.f.qpavg (5.5)
The obtained results, in Table 5.3, clearly show the accuracy of the proposed model
as it can be seen from the high R2, which are calculated for each test defined by a
video sequence, a resolution and a processor type (ARM or DSP).
To have a decoding-time model as a function of the bit-rate, the qp parameter in the
above model can be expressed in terms of bit-rate using the rate-model (3.8). Equation
(5.5) becomes :





Table 5.3: Multi-linear regression of 1/t in terms of f and qp




ARM 2.040e+00 1.895e-04 2.166e-01 7.994e-06 0.973
DSP 2.756e+00 2.178e-04 6.841e-02 4.021e-06 0.991
Soccer
ARM 3.482e+00 2.165e-04 1.733e-01 7.352e-06 0.992
DSP 2.795e+00 2.300e-04 4.703e-02 3.795e-06 0.996
City
ARM 3.332e+00 1.195e-04 1.365e-01 6.325e-06 0.989
DSP 2.385e+00 1.908e-04 3.573e-02 2.911e-06 0.991
cif
Harbor
ARM -1.680e+00 -1.943e-05 1.395e-01 4.825e-06 0.978
DSP -1.945e-01 5.243e-05 9.438e-02 3.877e-06 0.994
Soccer
ARM 3.356e-02 3.622e-05 9.569e-02 3.342e-06 0.991
DSP 1.181e+00 8.893e-05 3.783e-02 2.950e-06 0.996
City
ARM 3.128e-02 3.021e-05 8.775e-02 3.229e-06 0.990
DSP 1.021e+00 6.320-05 2.803e-02 3.120e-06 0.991
4cif
Harbor
ARM -1.078e+00 -1.995e-05 5.405e-02 1.559e-06 0.991
DSP -4.915e-01 1.458e-06 2.906e-02 1.850e-06 0.998
Soccer
ARM -1.749e-01 6.355e-06 3.101e-02 9.765e-07 0.902
DSP 6.244e-03 3.984e-05 1.502e-02 9.909e-07 0.865
City
ARM -1.591e-01 5.505e-06 2.913e-02 6.564e-07 0.952
DSP 5.564e-03 7.654e-05 2.277e-02 6.097e-07 0.926
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5.4.1 Parameters discussion
The performance model described in Eq. 5.5 describes the linear relationship between
the reverse of the decoding time (1
t
) and qp. This linear relationship is defined by α0,
α1, α2 and α3 coefficients.
α0 coefficient is not coupled to f neither qp. This means that α0 represents the
time spend in executing task which does not depend on f and/or qp. For example, the
idle transition latency or ARM-DSP communication overhead which may occur within
the decoding process.
On the other hand, we can observe from the analytical model given by Eq. (5.5)
that 1/t depends on the frequency f , qp and the correlation existing between f and qp
weighted with the coefficient α3. We show hereafter that how we can interpret these
constant parameters in terms of the performance of the memory hierarchy.
We have shown in section 2.5.1.3 that a program react differently to a frequency
scaling depending on the rate of memory access. In the proposed performance model,
this is represented by a two-way interactions multi-linear model (non-null α3) [112].
In fact, a non-null α3 value means that the decoding speed-up when scaling the clock
frequency f is not the same for all the video qualities but depend on the related qp
parameters.
The explanation of this behavior is related to the impact of the off-chip memory
access latency on the performance scaling in the context of the use of DVFS. Indeed,
it is well established that the memory access rate increases for high quality video
(low qp value) [57, 65, 64]. However, unlike cpu-bound instructions, memory-bound
instructions execution time do not scale when varying the clock frequency [58] due
to the memory wall problem [113, 4]. Consequently, when increasing the processor
frequency, the performance of decoding low quality video tends to scale better than
when decoding higher quality. This is illustrated graphically by a twisted surface
around qp and f axis in Fig. 5.4. This figure can be compared with Fig. 2.11 given in
[4] where the authors observed this behavior in SPEC CPU2000 benchmarks.
At a constant qp, 1/t varies by a factor of (α1 + α3.qp) in terms of f . This factor
reaches its minimum value when qp = 0, which corresponds to a lossless H.264/AVC
coding. On the other hand, at a constant f , 1/t varies by a factor of (α2 + α3.f)
in terms of qp. This factor reaches its minimum value when f is minimal. This can
be explained by the fact that when f decreases, the difference between the processor
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Figure 5.5: Performance scaling behavior
frequency and the memory frequency decreases. Consequently, the decoding time is not
impacted considerably when the memory-bound instruction rate varies. Theoretically,
this factor can be null (which means that the decoding time is independent from qp) in
one of these cases: 1) the size of the cache memory is large enough to hold the entire
video sequence or 2) the processor is clocked at the same frequency as the memory.
However, these configurations are not realistic. Thus, the decoding time depends on
the combination of α1, α2 and α3. Figure 5.5 illustrates the graphical interpretation of
the scaling factor α1 + α3.qp and α2 + α3.f discussed above.
5.5 Energy model
Based on the dynamic power model, the static power model and the decoding time
model described respectively in Eq. (2.3) and Eq. (5.5), the video decoding energy









This model describes the energy consumption in terms of clock frequency f and
bit-rate r in addition to the constant parameters Ceff , α0, α1, α2, α3, qmin , rmax
and a. Table 5.4 summarizes the mapping of the extracted parameter to architecture,
system and video properties.
5.6 Models validation
We have analyzed, in the previous, sections the accuracy of each developed sub-model
(rate, time and power). The objective of this section is :
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Table 5.4: Summary of the model constant parameters
Parameter
Architecture System Video
What does the parameter reflect ?
related related related
α1 x - Memory hierarchy
α2 x - Memory-bound/CPU-bound
α3 x instructions rate
a x
- How fast the video bit-rate
varies when changing qp
qmin, rmax x - Video complexity
Ceff x
- Scheduling.
- Dynamic Power Management
• To analyze the accuracy of the performance and energy analytical models (Eq.s
5.6 and 5.7) resulted from the combination of the sub-models (Eq.s 2.3, 3.8 and
5.5).
• To investigate the generalization and validity of these models on another execu-
tion platform. We used the OMAP4460 SoC as a case study. We show how the
sub-models decomposition approach proposed in this study reduces the effort of
building the performance and the energy consumption models of video decoding
for other platform.
• To provide some guidelines for online performance and energy estimation of video
decoding on a given target execution platform.
5.6.1 Models accuracy on OMAP3530
5.6.1.1 Decoding time model
Table 5.5 shows the accuracy of the performance model described in Eq. 5.6 (Frames/s
in terms of f and the bit-rate) obtained from the combination of the rate sub-model
described in Eq. 3.8 (qpavg in terms of the bit-rate) and the multi-linear time sub-model
described in Eq. 5.5 (Frames/s in terms of f and qpavg). The calculated R
2 coefficients
are about 98%. Figure 5.6 shows the comparison between the predicted performance




















































Figure 5.6: Measured vs predicted video decoding time (OMAP3530)





ARM 0.9851 0.9840 0.9886
DSP 0.9750 0.9789 0.9787
Soccer
ARM 0.9753 0.9813 0.9811
DSP 0.9699 0.9701 0.9687
City
ARM 0.9749 0.9803 0.9801
DSP 0.9699 0.9689 0.9797





ARM 0.9851 0.9840 0.9886
DSP 0.9750 0.9789 0.9787
Soccer
ARM 0.9753 0.9813 0.9811
DSP 0.9699 0.9701 0.9687
City
ARM 0.9749 0.9803 0.9801
DSP 0.9699 0.9689 0.9797
One can highlight an important observation, the combination of the same rate
model (Eq. 3.8, which depends exclusively on the video properties), with the multi-
linear time sub-model (Eq. 5.5, which depends on the execution platform), allows to
build an accurate performance model for both ARM and DSP processors. We will
verify this observation for the OMAP4460 platform in section 5.6.2.
5.6.1.2 Energy model
Table 5.6 shows the calculated R2 values of the energy model (Eq. 5.7) as compared
to the measured values. They vary around 97% for almost all the video sequences for
both ARM and DSP (see Fig. 5.7).
To show the accuracy of the energy model for both ARM and DSP, we used it to
predict analytically the bit-rates for which the ARM processor is more energy efficient
than the DSP in case of cif video resolutions. Figure 5.8 shows the surface correspond-
ing to the Edsp−Earm function. One can observe that for the frequency f = 720MHz,


































































(ARM/DSP) predicted energy difference: CIF−Harbour








Figure 5.8: Difference between ARM and DSP energy consumption (OMAP3530)
results of the experimental measurement shown in Fig. 4.14 for cif decoding where we




















Multi−linear regression results on Cortex A9 (OMAP 4460)
(CIF Harbour) (all measured data)
Figure 5.9: Multi-linear regression of the video decoding time (OMAP4460)
5.6.2 Models generalization: OMAP4460 SoC case study
The methodology could not be complete if one do not give how it can be applied to
other platforms. To validate the methodology on another architecture, we used the
OMAP4460 SoC [114] on a Pandaboard [115]. This SoC is based on 45nm technology
(vs 65 nm for the OMAP3530) and contains a double core Cortex A9 processor. Each
processor supports four frequencies : 350 MHz, 700 MHz, 920 MHz and 1.2 GHz. Dur-
ing the experiments executed on this platform, only one core was activated2. On this
board was used the same software environment as for the OMAP3530: Linux Operat-
ing system and GStreamer video decoder. The board needed some instrumentation to
allow a separate power measurement of the Cortex A9 processor. More details on the
board instrumentation can be found in [23].
5.6.2.1 Decoding time model
Multi-linear regression using the model of Eq. 5.5 was performed on the measured FPS
in terms of the frequency and the qpavg for the OMAP4460 platform. The calculated R
2
coefficient was around 97% for all tested videos. Figure 5.9 illustrates the accuracy of
the multi-linear model. When applying the rate model constants obtained previously
in section 5.2, we obtained the performance model illustrated in Fig. 5.10 (Frames/s




















 Video decoding performance on 
Cortex A9 (OMAP4460)(Harbor)
Frames/s
Figure 5.10: Measured vs predicted video decoding time (OMAP4460)
in terms of the frequency and the bit-rate). The model accuracy is around 96% for all
tested videos.
5.6.2.2 Energy model
To obtain the energy model of the video decoding, the average power consumption
values of video decoding corresponding to each frequency should be known. In the
case of OMAP4460 SoC, we were not able to decompose the power consumption model
into a static and a dynamic power models. This is due to the non availability of
the static power in the OMAP4460 data sheet. To overcome this issue, the average
power consumption (static + dynamic) of video decoding corresponding to the different
frequencies was fitted with the model af b + c as suggested in [78]. The 512 Kb/s CIF
video quality was used to measure the average power consumption values corresponding
to each frequency. As highlighted in section 5.3, in case of ARM video decoding,
the average power consumption is not impacted by the video quality. Therefore, the
measured values can approximate the average power consumption for the other video
qualities. Figure 5.11 shows the results of the power model fitting.
Based on the average power model and the performance model of the previous
section, the energy was calculated analytically and compared to the measured energy
values according to our methodology described in section 3.2.4. Figure 5.12 shows the
surfaces representing the measured and the modeled energy values (mJ/frame). The
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CIF decoding energy consumption on ARM Cortex A9 
(OMAP 4460) (Harbor)mJ/Frame
Figure 5.12: Measured vs predicted video decoding energy consumption (OMAP4460)
accuracy of the model (R2) was about 95%.
The results of this study helped in building an accurate energy model of video de-
coding on the Cortex A9 processor in a much faster delay. In fact, the video complexity
characterization data (a, qmin and Rmax parameters) calculated in the first experimen-
tation set (for the OMAP3550) were reused. The power consumption values of video
decoding corresponding to the different processor frequencies can be measured using
a simple oscilloscope. It was shown that this average value combined with the per-
formance model allowed to estimate accurately the energy regardless of the processor
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fabrication technologies: 45nm for the OMAP4460 and 65nm for the OMAP3530.
Although the proposed energy model is built empirically, based on the used sub-
model decomposition approach, it can easily and efficiently be reused to build an accu-
rate performance and energy models for other platforms. This presents an interesting
advantage as compared to classical empirical energy models discussed in section 2.5.2.1
which may need a lot of effort to be rebuilt for other platforms.
5.7 Conclusion
In this chapter, comprehensive performance and energy analytical models were build
based on the experimental results of the characterization phase. One of the strengths of
the proposed analytical model is that it describes the performance and the energy con-
sumption of the video decoding while distinguishing between the architecture, system
and video related parameters. This was used to ease and speed up the generalization
of the proposed models to other architectures by clearly identifying the parameters
which depend on the underlying execution platform and those depending on the video
content.
In the remaining of this thesis report, we investigate some applications of the results
obtained from the characterization and the modeling of video decoding. Then, we
explore the performance and energy consumption considerations in the new mobile
architectures including multi-core processors and hardware accelerated video codecs.
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6.1 Introduction
In this chapter we present various ways to use the obtained results from the charac-
terization and the performance/energy modeling of the video decoding . Then, we
comment some issues that we plan to investigate as future works.
We, first, give some propositions for energy saving of video decoding in the context
of adaptive quality video decoding. In fact, one of the strength of the proposed models
is that they describe the variation of the performance and the energy consumption
of video decoding in terms of video quality and processor frequency for both GPP
(ARM) processor and DSP. We show that this is useful to select the best processing
resources configuration (processor type and/or processor frequency) according to the
desired video quality.
Secondly, we discuss the energy consumption issue in case of high definition quality
which was not covered in the above discussed characterization and modeling study.
We focus particularly on evaluating the energy efficiency of parallel multi-core and
hardware accelerated video decoding. This is a preliminary work addressing the energy
efficiency versus flexibility balance in video decoding.
6.2 Energy-aware video decoding in adaptive streaming
In this section, we first introduce through a motivational example, the adaptive video
streaming and highlight the opportunity of saving energy in the context of dynamic
video quality adaptation [12]. Then we present two techniques for saving energy in
adaptive video decoding. The first one intervenes at the scheduling phase for selecting
the best energy efficient processor according to the video quality. The second one, pro-
poses a video-quality aware DVFS where the processor frequency is selected according
to the video quality to minimize the consumed energy while guaranteeing the video
decoding QoS.
6.2.1 Motivational example
To cope with the network bandwidth fluctuation and the heterogeneous mobile device
capabilities, more and more video content providers such as Youtube and Netfilix,
support adaptive video streaming [12]. As illustrated in Fig. 6.1, in adaptive video
streaming, a video stream S is divided into sequential and independent elementary
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Figure 6.1: Adaptive streaming
segments S1, S2, . . .Sn. Each segment Si represents a few seconds video sequence and
is coded into different video qualities Q1, Q2 . . .Qm. A video segment Si having the
quality Qj is represented by a chunk Sij. For example, a two minutes video sequence
may be divided into 60 segments of 2 seconds duration each. Each segment may be
coded into 512 Kb/s, 1 Mb/s, 2 Mb and 4 Mb/s bit-rate video qualities. The video
decoder may then switch dynamically between the different video qualities according
to the network bandwidth variation or its battery level.
In this context, adaptive video streaming poses a new challenge to energy aware
video decoding. In fact, the video decoder should take into consideration at run time
the dynamic variation of the video quality in dimensioning its processing resources to
save energy.
6.2.2 Energy aware scheduling of video decoding on heterogeneous multi-
core SoCs
In general, process scheduling over heterogeneous SoC provides interesting opportuni-
ties for saving energy [116]. In fact, the scheduler may consider both the performance
and energy consumption properties of the underlying processing resources while assign-
ing a processor to a given task. For example, in process scheduling over the big.LITTLE
ARM SoC used recently in mobile device, the I/O-bound tasks are executed on little
and energy efficient Cortex A7 cores, while processor-bound tasks are executed on big
Cortex A15 core [117].
Based on this principle, we propose in what follows, a scheduling technique over AR-
M/DSP cores. This scheduling technique takes into consideration the video workload
characteristics to select the best energy efficient core for decoding a video.
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Figure 6.2: Video-quality and energy aware video decoding on heterogeneous SoCs
6.2.2.1 Principles
In section 4.3.3.3, we highlighted that when a video is decoded in an external specialized
processor such as a DSP, a non-negligible part of the decoding time and the consumed
energy is spent in the overhead due the I/O. We mentioned that if the actual video
decoding workload is not very high (For example in case of low video quality), the
overhead becomes significant and lead to a drastic drop in the performance and energy
efficiency as compared to ARM video decoding. Through an example illustrated in Fig.
6.2-a which shows the combination of energy models developed for the ARM and the
DSP, an optimal energy model may be obtained if the low video qualities are decoded
on the ARM and the high video qualities on the DSP.
This is particularly interesting in the above introduced adaptive video decoding con-
text. As illustrated in Fig. 6.2-b, when a video decoder adapts dynamically the quality
of the video, it may decide accordingly on which processor it is decoded depending on
the video quality.
6.2.2.2 Implementation
Based on the above discussed proposition, a basic video decoder was implemented on
the OMAP3530 SoC to take into consideration the video quality to decide on which
processor a video should be decoded. The scheduling decision criteria which was im-
plemented is based on the observation that cif, 4cif video decoding is more energy
efficient on the DSP processor while qcif video decoding is more energy efficient on the
ARM processor (see chapter 4).
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Figure 6.3: Embedding video chunks in MP4 file
To implement this scheduling policy, we have used GStreamer framework. In the
proposed solution, we reproduced a typical adaptive streaming scenario where a video
content was coded in different qualities and divided into small chunks. To simplify the
implementation, we encapsulated these different chunks in one MP4 file1 as illustrated
in Fig. 6.3.
Then, a GStreamer pipe (see section 3.4.3.3) is built to decode the video chunks
contained in the mp4 file. The corresponding GStreamer pipe (see section 3.4.3.3)
consists of the following elements:
• filesrc : for reading the video file.
• qtdemux : for extracting the video content (H.264/AVC coded data) from the
MP4 files.
• ffdec h264 or TIViddec2 : for decoding the coded H.264/AVC data using the
ARM processor or the DSP.
• xvimagesink : for displaying the video content.
As illustrated in Fig. 6.4: a video file is read using filesrc element (1) then its
video content is extracted (2) using qtdemux demuxer. This element raises a ”new
pad”2 event (3) when it detects a new video chunk. According to the ”pad” properties
(in our case, the resolution of the transported video), a dedicated event handler plugs
dynamically (4) the demuxer to the ffdec h264 or TIViddec2 decoder element. The
next detected pads are queued in a list (5). When a video chunk is totally played, an
”End Of Stream” (EOS) message is sent via the communication bus (6). Each time
an EOS is sent, a message listener treats it by retrieving a pad from the list (7) and
plugs it to a decoder element (ARM or DSP decoder) according to the video quality
1Actually, in adaptive streaming, each video chunk is coded in a separate container file. A manifest
XML file which provides to the decoder the description (location and quality) of each chunk.
2In GStreamer framework, a pad is software component allowing to connect pipe elements
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(8). The processor switching is achieved at this step. The selected decoder is then
connected to the xvimagesink display element. All these functionalities are controlled
from the application using an API provided by the GStreamer framework.
6.2.2.3 Evaluation
The player with the proposed scheduling policy achieved a transparent processor switch-
ing according to the decoded video resolution. Figure 6.5 shows the power consumption
plots resulting from decoding consecutive (cif, 4Mb/s) and (qcif, 512 Kb/s) chunks
when disabling (Fig. 6.5-a) and enabling (Fig. 6.5-b) the processor switching. We can
observe that switching to ARM decoding in case of qcif resolution allows reducing con-
siderably the power consumption. A 30% energy saving was achieved in this example
as compared to the static scheduling on DSP, without impact on the performance.
The proposed scheduling policy selects dynamically the appropriate processor for
decoding a video according to its resolution. However, it can easily be extended to
Figure 6.4: Dynamic processor switching solution design using GStreamer
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Figure 6.5: Impact of dynamic processor switching on video decoding power consump-
tion
Figure 6.6: Video-quality aware DVFS
take into consideration the bit-rate (see Table 4.6) or any other video property.
6.2.3 Video-quality aware DVFS
In this section, we provide some guidelines on how to use the developed performance
models to select the processor frequency for a given video quality in case of adaptive
video decoding.
6.2.3.1 Problem description
As shown in section 4.3.3.1, the video decoding performance highly depends on the
video quality. Thus, the required processing resource configuration may vary when the
video quality changes. For example, in case of the use of DVFS, an adaptive video
decoder should react to a video quality changes to adjust the processor frequency
accordingly. Figure 6.6 illustrates such a scenario, where the video quality can change
dynamically. Based on a video-quality aware performance model, the video decoder
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should adjust dynamically the processor frequency.
We can highlight that the frequency adjustment can be achieved at a frame or
average decoding rate basis. In the latter case, in order to decouple the constant frames
displaying speed from the frame-to-frame workload variation, a buffer may be inserted
between the decoder and the displaying device as suggested in [40] and presented in
section 2.3.1.2.
6.2.3.2 Proposed solution
In the context of the above situation, we provide a possible use of the proposed per-
formance model to drive the processor frequency in case of adaptive video decoding.
One of the advantages of the performance model described in Eq. (5.6) is that it
distinguishes between the architecture/system related parameters and the video pa-
rameters.





Accordingly, we propose hereafter a methodology (illustrated in Fig. 6.7) were both
the video encoder and the video decoder collaborate to ease the online performance
model building. The objective is to have a video decoding performance model which
allows to select the adequate processor frequency for a given video quality.
First, since a, qmin and Rmax parameters are video dependent, one can suggest
to calculate their values at the encoding phase and send them to the decoder as a
metadata, such as proposed in the studies presented in section 2.5.1.13 (see step 1 in
Fig. 6.7).
Then, if the video parameters ( a, qmin and Rmax ) are known, the video decoder
can calculate qpavg for the corresponding video sequence using the rate model described
in Eq. (3.8) (step (2) in Fig. 6.7).
Assuming the multi-linear model described in Eq. 5.5, online performance model
building becomes easier. For example, an adaptive linear filtering technique [119] may
be used to calibrate α0, α1, α2 and α3 parameters online. The parameters adjustment
(step (3) in Fig. 6.7) is driven by the error of prediction fed from online performance
3The use of metadata for energy aware video decoding is subject to an active discussions in the
















































































































































































calculation of video decoding. In this calibration phase, the decoder has to alternate
between different video decoding configurations ( video quality and processor frequency
) to calibrate the model parameters. The largest are the decoded configuration, the
more accurate is the calibrated model.
Once the performance model is calibrated (ex. the error rate is below a given
threshold), it can be used within a DVFS policy (step (4) in Fig. 6.7) to set proactively
the processor frequency for future video sequences depending on the video quality (step
(5) in Fig. 6.7).
The model parameters calibration phase provides to this technique a kind of auto-
learning capabilities. This may present a interesting advantage as compared to the
previously proposed reactive feedback systems presented in 2.5.1.2. In fact, these latter
techniques need to continuously monitor the performance of video decoding to adjust
accordingly the processor frequency. However, as highlighted in [85], the tuning of such
system is not always easy and may depend on the video workload.
The above described methodology provides a guideline to build video-quality aware
DVFS. Its main advantage is that it is based on well validated performance model
allowing a proactive frequency scaling according to the video quality. As a future
work, we plan to implement it within a video decoder and evaluate the energy saving
in case of real adaptive video decoding scenario.
6.3 Energy efficiency of high definition video decoding
6.3.1 Motivation
The video qualities targeted previously ranges from qcif (176 x 144) to 4cif (704 x 576)
resolutions. However, currently, due to the increase of bandwidth capacity and mobile
terminal displaying capabilities, there is more and more demand on high definition
(HD) video (1280 x 720).
HD video quality requires a huge processing which cannot be provided by single
ARM or DSP processors. Currently, most of modern smartphones and tablets use
hardware accelerator to decode HD videos. However, the drawback of hardware video
codecs is that they are not flexible. In fact, video standards evolve quickly and hardware
codec do not adapt to those changes [49]. For example, hardware accelerators for the
new MPEG HEVC (High Efficiency Video Coding) standards are still not available on
mobile devices at the date of writing this document.
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With the advent of multi-core architecture, parallel decoding on multiple ARM core
may be an attractive solution to fit with the HD decoding processing requirement. The
question which may raise in a context of the use of modern SoC including more and
more cores is how much energy efficient is the parallel HD video decoding on multiple
cores as compared to Hardware codec. In other words, may parallel video decoding
on multi-core ARM conciliate between the flexibility of software codec and the energy
efficiency of the hardware codecs ?
In the following section we will describe a preliminary experimental study where
we compare the performance and the energy efficiency of parallel video decoding as
compared to the use of hardware codec.
6.3.2 Experimental evaluation
We have used the same environment described in 3.4. To evaluate parallel and hard-
ware video decoding, we have integrated a new embedded board and achieved some
additional configuration on the video decoder.
6.3.2.1 Hardware and software setup
We used in our experiment the SABRE development board containing the low-power
i.MX6 Quad-core SoC. This SoC consists of the Quad Cortex A9 ARM processors and
a set of specialized processing units such as a Graphical Processing Unit (GPU) and
a Video Processing Unit (VPU) (see Fig. 6.8). Each Cortex A9 processor supports 3
frequencies: 400 MHz, 800 MHz and 1000 MHz. The VPU is a hardware accelerator
implementing H.264/AVC encoding/decoding standard. It is clocked at 264 MHz and
supports full HD video decoding up to 60 Hz rate. In what follows, the VPU term
serves to designate the video hardware accelerator.
On this hardware platform, the Linux kernel version 3.0.17 was used with cpufreq en-
abled to drive the ARM cores frequency scaling. The userspace governor was activated
to allow the control of the clock frequency at the application level. The H.264/AVC
video decoding was achieved using GStreamer. The ARM decoding, was performed us-
ing ffdec h264 plug-in based on the libavcodec. For the hardware accelerated decoding,
we used vpudec, a proprietary GStreamer H.264/AVC plug-in provided by Freescale.
The libavcodec library supports both slice and frame multi-threaded decoding. To
fully make use of the available processors, we use slice-based multi-threaded decoding
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Figure 6.8: i.MX6 SoC power domains
in our experiments. In fact, in slice-based parallelism, each slice can be decoded inde-
pendently from each other one. On the other hand, in frame-based parallelism, there
may exist some dependencies between the frame which limits the number of parallel
threads (see section 2.3.2).
The ffdec h264 plug-in does not allow to select explicitly which method to use and
the automatic selection mechanism tends to select systematically the frame-level multi-
threading. To fix this issue, the plug-in was forced to use the slice-level method by
setting active thread type = FF THREAD SLICE in the pthread.c source file.
As a test video, we used the well-known Big Buck Bunny sequence. We encoded
it in 720p resolution (1280x720), 2Mb/s bit-rate and 24Hz rate using x264 encoder.
We configured the encoder to set the number of slices per frame to 4 by means of the
–slices option. The objective is to fully make use of the 4 available ARM processors
on the i.MX6 SoC while decoding the video.
6.3.2.2 Performance measurement
We started by measuring the performance of video decoding using a single core, dual-
core, quad-core decoding at all the available clock frequencies (400, 800 and 1000 MHz)
and the VPU decoding. The number of cores used for decoding the video was selected
by setting the value of max threads parameter of the ffdec h264 plug-in. The VPU
and multi-core video decoding is selected by choosing the corresponding GStreamer
plug-in: (ffdec h264 or vpudec). For each configuration, we measured the number of
decoded frames per second (FPS).
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400 MHz 800 MHz 1000 MHz
1 core 7,16 13,71 17,03
2 cores 12,30 (x 1.71) 24,55 (x 1.79) 28,02 (x 1.64)
4 cores 18,35 (x 2.56) 33,36 (x 2.43) 39,80 (x 2.33)
VPU 90,57 (x 12.64) 90,61 (x 6.60) 91,05 (x 5.34)
Table 6.1: HD video decoding performances (fps) (i.MX6)
6.3.2.3 Energy consumption measurement
The used SABRE board has two power domains which can be measured separately.
The ARM power domain includes the four ARM cores plus the cache memory and
the SoC power domain includes the VPU and other specialized graphical and image
processing units [120]. At each power domain was inserted Rshunt, a 0.02 Ω shunt
resistor (see Fig. 6.8).
The power consumptions is then measured using the Open-PEOPLE framework
[23], used previously is our experimentation (see section 3.4.2.1). In case of multi-core
ARM video decoding, only the ARM power domain consumption is measured. On the
other hand, the sum of the ARM power domain and the SoC power are measured in
case of VPU decoding since both the ARM cores and the VPU are involved in the
decoding process.
6.3.3 Experimental results
We discuss hereafter the measured performance and energy consumption of video de-
coding on ARM processors and hardware accelerator.
6.3.3.1 Video decoding performances
Table 6.1 shows the performance results of the video decoding. We can observe that
in case of multi-core decoding, the decoding speed is higher than the displaying rate
using 2 cores or 4 cores starting from 800 MHz clock frequency. In case of VPU video
decoding, the decoding speed is (x 3.75) higher than the displaying rate regardless of
the ARM cores frequency4. This is illustrated in Fig. 6.9 where the flat red (dark)
surface represents the displaying rate (24 Frames/s).
4The frequency of the VPU frequency (264 MHz) remains constant when varying the frequency of
the ARM cores
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Figure 6.9: Performance of HD video decoding (i.MX6)
The values between parentheses in Table 6.1 represent the performance scaling
factor as compared to mono-core video decoding. We can observe that using four
ARM cores allows only x2.4 performance increase. This is mainly due to the unbalanced
workload. In fact, the video encoder divides each frame into equal-sized slices. However,
the decoding workload depends on the slice scene complexity. Thus, a decoding thread
assigned to a given slice may terminate before the other ones. During this time, it goes
into a blocked state waiting for the other threads to terminate.
Notice that, the scaling factor is much higher (from x5 to x12) in case of VPU
decoding. This is due to MB level parallelism implemented in the VPU.
The measured processor usage values5 illustrated in Fig. 6.10 confirm these obser-
5processor usage = (
∑
i Ti)/Texe where Ti is the time that the i
th thread got a processor core















Figure 6.10: Processor usage of HD video decoding
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Figure 6.11: Energy consumption of HD video decoding (i.MX6 SoC)
400 MHz 800 MHz 1000 MHz
1 core 19.16 27.24 33.85
2 cores 15.46 (x 0.80) 22.57 (x 0.82) 26.16 (x 0.77)
4 cores 13.55 (x 0.70) 20.30 (x 0.74) 25.12 (x 0.74)
VPU 6.41 (x 0.33) 6.53 (x 0.23) 6.61 (x 0.18)
Table 6.2: HD video decoding energy consumption (mJ/Frame) (i.MX6)
vations. In fact, in case of single-core video decoding (one thread), the processor usage
is 100% which means that the decoding thread is all time in active state. However, it
is around 160% and 260%6 in case of dual-core and quad-core decoding respectively.
However, when using the VPU, the processor usage is about 15% because the ARM
cores are in idle mode almost all the time waiting for the frame to be decoded by the
VPU.
6.3.3.2 Video decoding energy consumption
Table 6.2 shows the energy consumption of video decoding using the ARM cores and
the VPU. The values between parentheses in Table 6.1 represent the energy saving
factor as compared to single core decoding using the same frequency.
As expected, for a given clock frequency, increasing the number of cores allows to
(active time), Texe is the decoding time.
6The processor usage is higher than 100% because the sum of the the times spent by the threads
in different cores is higher than the total decoding time
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a) Hardware accelerated HD video decoding 
(ARM : 400 Mhz / VPU : 264 Mhz)  




















b) Frame−by−frame hardware accelerated (VPU) HD 
video decoding (ARM : 400 Mhz, VPU : 264 Mhz)
Figure 6.12: VPU HD Video decoding power consumption
reduce the energy consumption (see Fig. 6.11). For example, as compared to mono-
core decoding, the optimal multi-core configuration (4 cores, 800 MHz)7 deceases the
energy by a factor of x0.74 while increasing the performance by a factor of x2.43.
On the other hand, the energy saving is much higher in case of VPU video decod-
ing (0.23 scaling factor) as compared to mono-core decoding at 800 MHz and x0.36 as
compared to the optimal multi-core video decoding (4 cores, 800 MHz). This can be
explained by both a high decoding performance and a very low power consumption of
the VPU. As illustrated in Fig. 6.12-a, we can observe that the decoding of the 480
video frames terminates in almost 5 seconds. During this decoding phase, the power
7The configuration which consumes the lowest amount of energy with a decoding speed higher than
24 fps
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a) Parallele (4 cores) HD video decoding
(400 Mhz)
















b) Parallele (4 cores) HD video decoding
(800 Mhz)















c) Parallele (4 cores) HD video decoding
(1000 Mhz)
Figure 6.13: Parallel multi-core HD video decoding energy consumption
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consumption of the SoC power domain increases with only 0.2 W which corresponds
to the VPU power consumption. This low value can be explained by the low fre-
quency (264 MHz) of the VPU. During this time, the ARM cores power consumption
is negligible. In fact, as illustrated in Fig. 6.12-b showing the frame-by-frame power
consumption variation, the ARM cores are almost all the time in idle state waiting for
the VPU to decode a video frame. In the idle state, the ARM cores execute the WFI
(Wait For Interrupt) instruction where most of the processor clocks are gated to reduce
the power consumption.
Unlike the VPU decoding, multi-core video decoding cannot conciliate the perfor-
mance and the energy efficiency. As illustrated in Fig. 6.13, at 400 MHz frequency
(see Fig. 6.13-a), the power consumption is low (= 0.3 mW), but the decoding time is
very long. On the other hand, at higher frequencies, the decoding time decreases but
the power consumption increases considerably (see Fig. 6.13-b and c).
We can highlight that the unbalanced workload over the processor cores may be
source of energy inefficiency. In fact, during a thread waiting time, the processor core
continues to consume energy while doing nothing (see section 6.4 for more detailed
comments).
The main conclusions we can draw from the above experimentations are twofold.
First, when considering the overall system energy balance, the gap between the energy
consumption of software and hardware accelerated video decoding is not so important
as one may expect. In fact, while the difference between raw energy consumption of
GPP and specialized processor is expected to be about two orders of magnitude (see
section 2.3.3), we have noticed that the ratio between a hardware accelerated and 1
core ARM processor video decoding is 1/5 (see Table 6.2).
Second, the gap between the energy consumption of software hardware accelerated
video decoding can be bridged using parallel decoding on GPP processors. In fact, a
trivial parallel video decoding setup (4 cores, 800 MHz) without using any optimization
leads to a ratio of only 1/3 between software and hardware decoding energy consump-
tion. One may expect that the use of optimizations allows further reduction of this gap.
To achieve this objective, it is necessary to develop performances and energy models
considering this kind of multi-core architectures. In the following section, we discuss
the main challenges and issues for developing such performance and energy models.
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6.4 Discussion
The developed models in this thesis considered sequential video decoding on hetero-
geneous processing with different instruction set architectures (GPP and DSP). The
application of the proposed models consists in either scaling the frequency of the used
processors or the decoding migration between the DSP or the GPP. Both approaches
are based on performance models related to a video sequence ( a set of frames).
The use of parallel processing on muti-cores architecture allows to deal with high
processing requirement of HD video decoding. However, to enhance the energy effi-
ciency of the used cores, it is necessary to have fine-grained performance models to
adjust the processing resources at small video unit basis. In fact, the decoder should
be able to predict the decoding workload at a slice or frame basis and take an opti-
mization decision accordingly. The new trends in multi-cores architecture offer two
possible optimization strategies :
6.4.1 Per-core frequency scaling
We have shown that the parallelization of video decoding over multiple cores may lead
to unbalanced workload (see section 6.3). The waiting time due to early decoding
termination on a given core is a source of energy inefficiency. One approach to fix this
issue is to set the clock frequency of each core depending on the assigned decoding
workload (a slice or a frame).
In [121], the author shows that per-core DVFS enhances the energy efficiency of
various benchmark workload. This needs to be investigated more deeply in case of
video decoding. The main challenge faced to implement such strategy in case of video
decoding is to predict the future workload accurately at a frame or slice granularity. In
this context, the new possibilities offered by the Green Metadata standard may help
in driving the decoder processing capabilities very accurately using assisting metadata
sent by the encoder [118]. Currently, the standard support sending metadata at a video
sequence and a frame basis. It would be interesting to study the impact of per-core
DVFS in case of slice-based parallel video decoding to evaluate the relevance of sending
metadata at a slice basis.
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Figure 6.14: Power consumption of little and big core in Exynos 5422 SoC
6.4.2 Processing migration on asymmetric multi-cores
New trends in mobile multi-cores architecture are more and more moving toward the
use of single instruction set architecture asymmetric cores. For example, the last
big.LITTLE ARM architecture proposes a SoC based on four cortex A7 energy efficient
cores and four Cortex A15 high throughput cores. In addition to the parallelism, the
principle of energy saving on these architectures is to move low workload on little energy
efficient core and high workload on the big cores. As compared to per-core frequency
scaling, this approach has two advantages [122] : 1) The workload migration from
one core to another has a lower overhead than scaling the core frequency. 2) Moving
a workload to an energy efficient core is more energy efficient than simply scaling
down the processor frequency. In fact, thanks to an optimized design (simpler pipe
architecture, smaller cache memory, ... ), the little cores offer better energy saving
opportunities. For example, Fig. 6.14 illustrates the large gap between the power
consumption of both little as compared to big cores in the Samsung Exynos 5422 Octa
core SoC.
To leverage the energy efficiency of parallel video decoding on such kinds of ar-
chitectures, the main faced challenges are to develop performance models which help
the decoder to select which type of core to use to process a given workload. Although
the decoder may be assisted by metadata information, it should have the capability to
interpret them differently and accurately on the available heterogeneous architectures.
This assumes the development of mechanism to map matadata workload information
onto different target architectures.
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6.5 Conclusion
In this chapter, we showed how to use the obtained results for enhancing the energy
efficiency of adaptive video decoding. We have particularly proposed a proof of concept
of a scheduling approach for saving energy of video decoding on heterogeneous SoC.
Then, guidelines were provided for building a DVFS governor for driving the processor
frequency in case of adaptive video decoding. Both proposed solutions need more
extensive experimentation to be validated. We plan to address those issues in future
works.
As a complementary work, we addressed in this chapter the issue of the energy
efficiency of High Definition video decoding which was not covered in the proposed
characterization and modeling methodology. We particularly focused on two architec-
tures which are hardware accelerator and parallel multi-cores. The experimentations
results suggest that parallel multi-cores video decoding is a promising technique which
may have energy consumption close to hardware decoder if further optimization are
used. Accordingly, we have pointed out the main challenges for enhancing the energy
efficiency on parallel video decoding on such kind of multi-cores architecture.
134
CHAPTER 7
Conclusions and future works
This thesis focused on the energy consumption issue of video decoding which is one of
the most energy intensive applications running on mobile devices. Due to ever growing
of both mobile video traffic and the power consumption of the hardware, this issue is
addressed actively by the community. The objective of our work is to contribute to this
effort to bridge the gap between the explosion of power consumption and the mobile
device autonomy.
In this this work, we aimed to enhance the understanding of the power consump-
tion behavior of video decoding on modern heterogeneous SoCs. Accordingly, it was
proposed an end-to-end methodology for characterizing and modeling the performance
and the energy consumption of video decoding applications on heterogeneous SoC.
The proposed methodology is based on extensive performance and energy consump-
tion measurement. This was motivated by our desire to build performance and energy
models which represent as close as possible real life scenario. In addition, we gave
a particular attention in our work to derive from the achieved experimentation the
maximum information for making the developed models reusable and generalizable to
other platforms different from those used in the experimentations.
For this purpose, our works was divided into two phases : characterization and
modeling. The characterization part was achieved on different processing configurations
including mono core GPP processor, DSP, multi-cores ARM processors and hardware
video codec. On these architecture configurations, a large set of system and video
parameters was covered. For example, the system overhead was evaluated and its
impact on the overall performance and energy consumption was analyzed. Moreover,
a wide range of video configurations was tested including different representative video
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sequences coded into low, standard and high definition qualities.
The contribution of the characterization part of this work is twofold. First, the use
of a unified methodology executed within a common multimedia framework allowed
to evaluate in the same condition the performance and the energy consumption of
decoding different video qualities on various processing architectures. Second, the
multi-level characterization of the video decoding process highlighted the importance
to consider different parameters which may pertain to different abstraction levels in
evaluating the overall energy efficiency of a given system.
For instance, it was shown that considering jointly the system energy overhead and
the video quality may lead to configurations where the GPP is more energy efficient
than a DSP for video decoding. On the other hand, the analysis of the overall energy
balance of parallel muti-core HD video decoding as compared to hardware codec, shows
that the gap between the two approaches is not much important as it was expected.
The modeling part of this thesis covered two processor architectures : ARM proces-
sors and DSP. Based on the obtained characterization empirical results, mathematical
performance and energy models were developed. Using a sub-model decomposition ap-
proach, the proposed models describe the performance and the energy consumption in
terms of the video bit-rate and the clock frequency in addition to a set of comprehensive
constant parameters related to the video complexity and the underlying architecture.
The developed models are very accurate (R2 = 97%) for both GPP and DSP video
decoding.
Moreover, it was shown that the combination of these different sub-models allows
to build an accurate high level performance and energy model for video decoding. This
result was used to provide a reduced complexity and fast energy model building and
generalization methodology for a given target architecture. The key idea is to identify
clearly the model parameters depending on the video and those depending on the
underlying system and architecture. Only the latter should be calculated again when
the target architecture changes.
Finally, some propositions for using the results of this study were proposed. Partic-
ularly, We explain how to use the proposed models (which consider the video quality
and the processor frequency parameters) to dimension the processing resource in the
context of adaptive video. These propositions are guidelines which need to be investi-
gated more deeply as we will discuss hereafter in the future works that we plan.
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Future works
The results of this thesis allowed to highlight interesting applications and open issues
which need a deeper investigation. Hereafter, are listed some of them that we are
planning to address in the future.
Video quality aware frequency scaling
We have provided guidelines for online video decoding performance model construction
(see section 6.2 ) to adapt the processor frequency according to the video quality. One
of the most challenging issue to implement such technique is the calibration of the
model parameters to fit the target architecture.
Under the assumption that the multi-linear relationship of the model (which was
verified for 3 processor architectures including a DSP), the regression coefficients can
be calculated online using appropriate techniques such as adaptive filtering or neu-
ral network based regression. The objective is to provide to the video decoder some
auto-learning capabilities for predicting the upcoming workload based on the workload
history.
Performance scalability vs memory performance
One of the strength of the proposed performance model is that it describes analytically
how the performance scaling varies when changing the video quality.
Based on previous studies in the literature reporting a relationship between the
memory access rate and cache miss ratio, from one side, and the video quality from
the other side, we have expressed the abstract model parameters in terms of memory
hierarchy properties (see section 5.4.1). This mapping has been done a posteriori and
need to be verified rigorously using experimentation. This was not possible on real
platform used in our experimentation since it is not possible to modify their memory
configuration.
As a future work, we plan to explore this issue using architecture simulators of-
fering much more flexibility for configuring such low level details. According to our
preliminary investigations, the GEM5 simulator [123] suits very well our needs. In
fact, it supports cycle accurate DVFS simulation of various processor and memory
architectures.
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Generalization to other video codecs
In this study we focused on H.264/AVC, however, the methodology can be extended to
H.265 (HEVC), the successor of H.264/AVC. In fact, although H.265 has introduced a
lot of changes in the internal coding algorithms, it is still based on the same principles
used in almost all MPEG codecs family. The high level video related parameters used
in this study (qp, bit-rate, step-size) are still valid in H.265 standard. Thus, the
characterization and the modeling methodology can be executed without any changes
since they are independent from the codec internal details. However, the regression
analysis may lead to different analytical forms of the rate and performance models.
This will be the focus of some future investigations.
Energy efficiency of parallel video decoding
We have presented in this thesis a preliminary experimental study to evaluate the
energy efficiency of parallel multi-core HD video decoding as compared to hardware
codec. Indeed, the hardware codec is more energy efficient than the parallel GPP
cores, however, the gap separating the two approaches is not much important. One
may expect to reduce it if some optimizations are achieved in the decoding process.
The objective is to conciliate the flexibility of the software codecs and energy efficiency
of the hardware accelerated.
From our point of view, a load balancing strategy combined with a per-core DVFS
scaling and/or thread migration over heterogeneous asymmetric cores is a promising
technique to save energy of parallel video decoding. This is one of the open issues we
plan to investigate in our future works.
Participation to the MPEG Green meta-data standardization
Finally, we would like to conclude this work by highlighting the ever growing interest of
the mobile device industry for the energy saving considerations of video applications.
This has been concertized recently by the MPEG Green meta-data standardization
initiative [118] grouping the most important actors in the mobile devices industry.
This may be an interesting opportunity to federate the research works in the field of
energy consumption of video applications and to encourage the use of their results in
real industry products.
In this context, a collaboration work is in progress with the GreenVideo FUI project
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[124] to use the results obtained in this thesis in an experimental video decoder. Par-
ticularly, we are working on integrating the proposed performance model in a DASH
video player supporting Green meta-data. This player is developed by Thomson Video
Network, one of the industrial partners involved in the GreenVideo project.
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