ABSTRACT. Let H * (Be) be the total Springer representation of W for the nilpotent element e in a simple Lie algebra g. Let ∧ i V denote the ith exterior power of the reflection representation V of W . The focus of this paper is on the algebra of Winvariants in
INTRODUCTION
Let G be a simple algebraic group over the algebraically closed field k of good characteristic p. Let g be its Lie algebra. Assume G is of adjoint type and connected. Let n be the rank of G and V the reflection representation of the Weyl group W , which is irreducible of dimension n.
For a nilpotent element e ∈ g, consider the l-adic cohomology H * (B e ) of the Springer fiber B e with coefficients in Q l , an algebraic closure of the l-adic numbers, with l = p. The cohomology carries a representation of W defined by Springer [30] . We follow the definition where H 0 (B e ) carries the trivial representation of W [17] , [19] .
This paper is concerned with studying the W -invariants in the bi-graded algebra H * (B e ) ⊗ ∧ * V.
Except for two cases it seems that the W -invariants are themselves an exterior algebra and we conjecture:
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Conjecture 1.
Except when e = F 4 (a 3 ) in F 4 or e = E 8 (a 7 ) in E 8 , the algebra
is an exterior algebra on the subspace (H * (B e ) ⊗ V ) W .
This is known to be true for e = 0 by Solomon [27] since in that case B e = B and H * (B) is isomorphic to the coinvariant algebra of V . For e regular in a Levi subalgebra in types A n , B n , C n , Henderson [16] has shown that the conjecture is true. That the conjecture cannot be true for the two exceptional cases mentioned in the conjecture will be seen shortly. Nonetheless, it does appear in those two cases that the W -invariants are isomorphic to a quotient of the exterior algebra on (H * (B e ) ⊗ V ) W . For H a finite group, letĤ be the set of irreducible finite-dimensional representations of H over Q l . Let R(H) be the Grothendieck group of finite-dimensional representations of H over Q l with coefficients in the ring Q(q) of rational functions in a variable q. Let ·, · H be the inner product on R(H). We suppress the subscript if there is no ambiguity about which H we are talking about.
Let Z G (e) be the centralizer of e in G under the adjoint action and let A(e) := Z G (e)/Z 0 G (e) be the component group of e. Then H * (B e ) carries a representation of A(e) and the A(e)-action commutes with the W -action.
The cohomology of B e vanishes in odd degrees (see [3] , [8] ). We define Q e ∈ R(W × A(e)) by Q e = j≥0 H 2j (B e )q j and for φ ∈Â(e) define Q e,φ ∈ R(W ) by Q e,φ = Q e , φ A(e) .
Then Q e = φ∈Â(e) Q e,φ φ.
Next, we define {(m 1 , π 1 ), (m 2 , π 2 ), . . . , (m s , π s )}, where m j ∈ Z ≥0 and π j ∈ A(e), by Q e , V W = q m1 π 1 + q m2 π 2 + · · · + q ms π s , an identity in R(A(e)).
In the classical groups, the computation of the m j 's was carried out by LehrerShoji [18] in most cases and then completed by Spaltenstein [29] . The computation of the m j 's in the exceptional groups is handled by studying tables of Green functions [3] .
The computation of the π j 's seems to be new to the present paper. It turns out that at most one π j is nontrivial and this can only occur when g is not of type A n , B n or C n . We reserve π s for this possibly nontrivial representation. The calculation of π s will be given in Section 3.7 for type D n . The calculation of π s in the exceptional groups is again handled by studying tables in [3] .
When e is regular in a Levi subalgebra, Lehrer and Shoji [18] conjectured that the occurrences of ∧ i V in H * (B e ) are given by (1) φ∈Â ( (1 + yq mj )
The purpose of this paper is to establish the Lehrer-Shoji conjecture in all types and to extend it in two ways: (1) to the case of all nilpotent elements e; and (2) 
Aside from the two exceptional cases, Theorem 2 would be immediate if Conjecture 1 were true since there is only one nontrivial π j . Regarding the two cases where e is F 4 (a 3 ) or E 8 (a 7 ), the value d = dim(π s ) − 1 is the best possible since Q e,φ = 0 for φ = ∧ top π s . On the other hand, we can use Theorem 2 to establish Conjecture 1 in types B n and C n for all e using Henderson's argument [16] .
When e is regular in a Levi subagebra, it turns out that A(e) is always elementary abelian and therefore that π s is one-dimensional. Consequently by evaluating at the identity element of A(e), Theorem 2 reduces to Equation 1 and thus to the original conjecture of Lehrer and Shoji. In the situation where e is regular in a Levi subalgebra l, moreover, the m j 's are exactly the numbers computed by Orlik and Solomon arising from the restricted hyperplane arrangement for W defined by the Weyl group W l of l (see [18] , [29] ). In the second half of the paper, we give an explanation for this coincidence.
2. SHOJI'S RECURSIVE FORMULA FOR Q e 2.1. Shoji [25] , [26] was able to give a recursive formula for Q e by using the orthogonality of Green functions in Springer's original work [30] . Beynon-Spaltenstein [3] used Shoji's algorithm to compute Q e for the exceptional groups, but outside of type A n , there are no known closed formulas in general for Q e .
To use Shoji's algorithm it is necessary to work over a finite field F q since the algorithm involves the number of points of nilpotent orbits over F q . Originally, there were restrictions arising from [30] that both q and the characteristic p of F q needed to be large, but these were relaxed by Lusztig in his work on character sheaves [20, Theorem 24.8] where only p good for G is needed. Lusztig also showed, although we will not need it, that the number of F q -points of the nilpotent orbits can actually be deduced from his algorithm; one only needs to know the Springer correspondence and the fake degrees of the tensor product of pairs of irreducible representations of W .
2.2. Let F : G → G be a Frobenius morphism defining a split F q -structure on G, where q = p n . Let S = S * (V ) denote the symmetric algebra on V . We will view S ∈ R(W ) with V having degree 1 in q. We use the results from [25] , [26] , [3] .
First for e = 0, Q e = Q 0 is isomorphic to the coinvariants of S and hence by Chevalley's result
where N is the number of positive roots in a root system for G. Hence as an identity in R(W ),
Next, we use the orthogonality formula. For each nilpotent G-orbit O in g, we select a representative e ∈ O F which is split in the language of [3] (this is called "distinguished" in [26] ). This is possible for every orbit in every g except for one orbit in E 8 [26] [3] when q ≡ −1 (mod 3). Nonetheless, since this orbit, denoted E 8 (b 6 ), is distinguished in the usual sense of nilpotent orbits, the number of points of any of its three rational orbits is a monomial in q, independent of q, and the orthogonality formula will still hold since it holds for an infinite number of q.
From now on e is assumed to be rational and split. The G F -orbits on O F are parametrized by the conjugacy classes in A(e) and we denote by e c a representative indexed by the class c ⊂ A(e). Then define
where we also use c to denote a representative from this conjugacy class. Let ǫ denote the sign character of W . For any χ ∈Ŵ the orthogonality formula as presented in [25] is (4) q
where the outer sum is over our chosen split representatives of the nilpotent Gorbits, the inner sum is over the conjugacy classes in A(e), and O ec is the G Forbit through e c ∈ g F . Since p is good, the summations are independent of q and
Using Equation 3 twice, Equation 4 can be rewritten as
Then combining with Equation 2 and changing the order of the summations gives
an identity in R(W ).
2.3. Our proof of Theorem 2 in the classical groups will use results of Gyoja, Nishiyama, and Shimura [13] who studied the two-variable functionsτ (χ) ∈ Q(q) [y] for each χ ∈Ŵ defined bỹ
They computedτ (χ) for each χ ∈Ŵ and showed that the factorization pattern of τ (χ) groups the irreducible representations of W into packets that often coincide with the grouping arising from the two-sided Kahzdan-Lusztig cells in W .
In order to use their results we multiply Equation 6 by y j , sum up over j, and take the inner product with χ ∈Ŵ , to get an identity in R(W )[y]:
Introduce the notation for the term in brackets above:
an element of Q[q, y] which depends on e and φ ∈Â(e). Then Equation 7 becomes
In Theorem 2 we would like to show that
Replacing y by y −1 , multiplying through by y n , and replacing i by n − i, gives the equivalent identity (10) φ∈Â(e)
We use the work of Gyoja, Nishiyama, and Shimura [13] and Spaltenstein [29] to prove this equivalent identity in the classical types. The proof involves calculating h e,φ by induction on the dimension of the orbit through e. We omit the type A n case, which could be handled in the same manner, since e is always regular in a Levi subalgebra and A(e) is trivial and so the result can already be found in [16] .
3.1. Notation on partitions. Let
be a partition of m. We set |λ| = m, l(λ) = k, and
and let λ ′ denote the dual or tranposed partition of λ. Viewing a partition λ as a Young diagram in the usual way, let x = (i, j) denote the coordinates of a box in the diagram where the top, left box is (0, 0). In other words, x = (i, j) is a valid pair of coordinates if and only if 0 ≤ i ≤ k − 1 and 0 ≤ j ≤ λ i+1 − 1. We write x ∈ λ whenever x = (i, j) is a valid pair of coordinates for the partition λ.
For x ∈ λ, we denote the hook length of x by
Representations of W .
Recall that the irreducible representations of W in types B n , C n , and D n are parametrized by pairs of partitions (α, β) such that |α| + |β| = n. The representations will be denoted as χ α,β . In D n when α = β the representations χ α,β and χ β,α are equivalent, whereas when α = β there are two inequivalent representations χ 3.3. Springer correspondence for ∧ j V . Next we look at the nilpotent orbit attached to ∧ j V under the Springer correspondence. Recall that nilpotent orbits in type B n are parametrized by partitions of 2n + 1 where even parts occur with even multiplicity; in type D n , by partitions of 2n where even parts occur with even multiplicity; and in type C n , by partitions of 2n where odd parts occur with even multiplicity.
For j = 0, ∧ j V is the trivial representation and so is attached to the regular nilpotent orbit, with partition • Type B n :
In types B n and C n , the component group A(e) is isomorphic to S 2 for e ∈ O j and the corresponding local system under the Springer correspondence is trivial. In type D n , A(e) is trivial for j ∈ {1, n − 1}, while A(e) ≃ S 2 for 2 ≤ j ≤ n − 2 and the corresponding local system is nontrivial.
Proof. Apply the algorithms in [7, Chapter 13.3] . We omit the details.
Corollary 5.
Let e be a nilpotent orbit parametrized by the partition λ. Let k = l(λ) be the number of parts of λ. Then ∧ j V does not occur in H * (B e ) whenever
Proof. Under the hypotheses, the partition for the nilpotent orbit O j attached to ∧ j V in Lemma 4 has more parts than the partition for e. Consequently, e is not contained in the closure of O j . It follows from [4, Corollary 2] (see also [26, Theorem 4.4] ) that the Springer representations attached to O j cannot occur in H * (B e ).
Remark 6. The inequality in the corollary turns out to be optimal in types B n and C n , but it is not optimal in general in D n . For example, in D 4 with e = [3, 3, 1, 1], then Q e , ∧ 2 V = q 3 and Q e , ∧ 3 V = 0 and the result is optimal. On the other hand, with e = [3, 2, 2, 1] then already Q e , ∧ 2 V = 0. This failure makes the inductive proof that we give in type D n a bit more complicated.
Springer correspondence, in general.
In the next lemma we give a modest constraint on the bipartitions (α, β) that can be attached to an arbitrary nilpotent element e under the Springer correspondence.
Lemma 7.
Let e be a nilpotent element in type B n , C n , or D n with partition λ. Let (α, β) be the Springer representation attached to e and local system φ ∈Â(e). Let k = l(λ).
• Type
Proof. The proof uses the algorithms in [7, Chapter 13.3] . We sketch the arguments: Type C n . Starting with λ we will calculate the bipartition (ξ, η) corresponding to the trivial local system on O e . First we make sure that the number of parts of λ is even by tacking on a 0 to λ if necessary (however, we will not adjust the definition of k). Next, list the even parts of λ in nondecreasing order as
Note that m is guaranteed to be even since the number of odd parts is even and the total number of parts of λ is now even by setting x 1 = 0 if necessary.
Chasing through the algorithm in [7] , we see that x i contributes xi 2 to the bipartition: to ξ if i is even and to η if i is odd. This is a result of the fact that the odd parts in λ occur with even multiplicity.
List the odd parts of λ in nondecreasing order as y 1 = y 2 ≤ y 3 = y 4 ≤ · · · ≤ y 2l−1 = y 2l . Let y 2i−1 = y 2i = y be consecutive numbers occurring in this sequence. If the number of even parts of λ less than y is odd, then the contribution of this pair is y+1 2 to ξ and y−1 2 to η. On the other hand, if the number of parts of λ less than y is even, then the contribution of this pair is y−1 2 to ξ and y+1 2 to η. Now assume k is even. If the smallest part of λ, which we have denoted x 1 , is even, then x 1 is nonzero and η begins will the nonzero number x1 2 . Moreover each subsequent consecutive pair of parts of λ contributes a number to ξ and a number to η. Since the contributions in this way make ξ and η nondecreasing, we see that η contains exactly k 2 (nonzero) parts. It follows that the symbol attached to e begins 0 . . . 2 + 1 and as before we conclude that for any local system the corresponding bipartition (α, β) must have a β with k 2 parts. The situation is similar if k is odd. Here, we deduce that the first row of the symbol begins with a nonzero number and contains exactly k+1 2 entries. Thus any similar symbol must have a first row that begins with a nonzero number and it follows that for any local system the corresponding bipartition (α, β) must have an α with k+1 2 parts. Type B n . Carrying out a similar analysis as in type C n , we find that the symbol attached to e has k+1 2 entries in its first row and k−1 2 in its second row. Moreover the initial entry in the second row is nonzero. Hence any similar symbol provided by a nontrivial φ will produce a nonzero initial entry either in the first row or in the second row. The precise condition that controls which of the two situations occurs depends on the value of φ(a 1 ) (see [7, Chapter 13 .3] for notation). If φ(a 1 ) = 1, then a nonzero entry will definitely occur in the second row and if φ(a 1 ) = −1, then a nonzero entry will definitely occur in the first row of the symbol. It follows that for any local system the corresponding bipartition (α, β) must have either an α with Type D n . In this case, the symbol attached to e has k 2 entries in each row and the initial entry in the second row is nonzero. In fact, the rows of the symbol are considered unordered in type D n . Hence any similar symbol provided by a nontrivial φ will produce a nonzero initial entry in one of the rows and therefore for any local system, the corresponding bipartition (α, β) must have either an α or β with k 2 parts. As noted previously, the bipartition (α, β) is unordered.
Explicit formula forτ (χ).
The functionsτ (χ) from Section 2.3 were computed in [13] using results from [22] .
In types B n and C n ,
In type D n ,
The next lemma follows from Lemma 7 and the above formulas forτ (χ α,β ).
Lemma 8.
Let χ e,φ be the (nonzero) Springer representation attached to the nilpotent element e with local system φ ∈Â(e). Let λ be the partition of e and let k = l(λ). Theñ τ (χ e,φ ) is divisible by
Proof. In type B n , if α has In type C n if k is even, then β has In type D n , we can assume that β has 3.6. Proof of Theorem 2 in types B n and C n . Let e be a nilpotent with partition λ having k parts. We will prove
where s = k−1 2 in type B n and s = ⌊ k 2 ⌋ in type C n . In particular the terms in the sum on the left are zero for φ nontrivial. By looking at the coefficient of y n−1 on both sides, which measures the occurrences of V in Q e,φ , we will have proved that the m j 's are 1, 2, . . . , 2s − 1 and all the π j 's are trivial. Of course the former was already known by [18] , [29] . Thus Equation 10 will hold and so will Theorem 2.
Define
We need to show that g e,1 = y n−s s i=1 (q 2i−1 + y) and g e,φ = 0 for φ nontrivial. Following [26] , let
which is an element in Q[q]. Then Equation 8 becomes
From now on we will insist that φ, φ ′ ∈Â(e) actually appear in the Springer correspondence. By a result of Shoji [26] 
We proceed by induction on the dimension of O e . For the zero orbit, the result is known by Solomon [27] . Let χ e,φ be a (nonzero) Springer representation for e, with local system φ ∈Â(e). Plug χ = χ e,φ into Equation 9 and use [4] to obtain
where d(e) is the dimension of B e and the sum on the right is now over orbit representatives e ′ with O e ′ O e and so by induction the result is known for e ′ . Now the partition λ e ′ for e ′ is obtained from λ by moving boxes down in the Young diagram for λ; in particular,
and therefore
. Thus it divides all h e ′ ,φ ′ in Q[q, y]. By Lemma 8 this product also divides the left side of Equation 14 . Hence it divides h e,φ for all φ ∈Â(e).
Now by Corollary 5 we know that ∧ j V does not occur in Q e,φ if j > s for any φ ∈Â(e). This translates into the fact that y n−s divides g e,φ for each φ ∈Â(e). Since the degree of h e,φ in y is at most n, we conclude that for each φ ∈Â(e) that
where a φ ∈ Q[q]. In other words,
Finally by [26, Lemma 4.11] , the matrix (s φ,φ ′ ) is invertible over Q(q). It follows that each g e,φ is equal to y n−s s i=1 (q 2i−1 + y) times a polynomial in Z[q] since g e,φ is of degree at most n in y. Examining the coefficient of y n in g e,φ , which keeps track of the trivial representation of W in Q e,φ , we see that g e,φ = 0 for φ nontrivial since the trivial representation does not occur in Q e,φ for φ nontrivial. Moreover, the trivial representation only occurs in degree zero in Q e,1 and it only occurs once, so that
This completes the proof in types B n and C n .
3.7. Type D n .
Proof of Theorem 2.
The proof proceeds as in types B n and C n , by induction on the dimension of O e , except the induction only gets us so far in general. Let e be a nilpotent element with partition λ having k parts (k must be even). Imitating the B n /C n proof, Lemma 8 and induction imply that
divides h e,φ for all φ ∈Â(e). Next, by Corollary 5 we know that ∧ j V does not occur in Q e,φ if j > k 2 for any φ ∈Â(e). Together this means that
divides h e,φ for all φ ∈Â(e). Thus it divides g e,φ for all φ ∈Â(e) as in the type B n /C n proof. Now b is of degree n − 1 in y and g e,1 is monic of degree n in y since the trivial representation only occurs in degree zero in Q e,1 . Hence g e,1 = b(q, y)(y + c 1 )
. On the other hand, for nontrivial φ, g e,φ is at most degree n − 1 in y since the trivial representation does not occur in Q e,φ . Hence in that case,
Next we study the coefficient of y n−1 in g e,φ , which measures the occurrences of V in Q e,φ , i.e. the m j 's. By looking at g e,1 , we conclude 1, 3, . . . , k − 3 occur among the m j 's and these occur with π j trivial. It turns out there is at most one additional m j (see Theorem 9 below) and this is enough to finish the proof. First, if there is no additional m j , then g e,1 = b(q, y)y and g e,φ = 0 for φ nontrivial and the proof is complete. Second, if there is one additional m j with π j trivial, then g e,1 = b(q, y)(y + q mj ) and g e,φ = 0 for φ nontrivial and the proof is complete. Finally, if there is an additional m j with π j nontrivial, then g e,πj = b(q, y)q mj and g e,1 = b(q, y)y and all other g e,φ are zero and this is statement of the theorem in that case, completing the proof. In Theorem 9 and Proposition 10, we give the explicit value of the m j and π j that the inductive proof misses. 
In other words, the missing value from the inductive proof is m s = k+r−2 2
.
Computation of π j . The determination of the π j 's was not given in [29] , but can be deduced from the work there. If r is even and k = r, then λ contains k − r parts equal to 1 and e lies in a proper Levi subalgebra l of g of type D l with l = n − k−r 2 . If λ contains an odd part different from 1, then A(e) will be nontrivial and moreover the component group of e in l defines an index two subgroup of A(e), which we denote H. Proof. Following the notation of and using the results from [29] (with e in place of A and k in place of d), we have a map
which is an isomorphism and which commutes with the action of A(e) on both sides. The W (P )-invariants are nonzero on only three representations of W : the trivial representation, the reflection representation V , and a representation of dimension n − 1 denoted by ξ. Moreover the invariants are one-dimensional in all of those cases. There is also a map i *
which is surjective when r is odd, k + r = 2n, or k = r. Note that k + r = 2n if and only if λ = [2 a , 1 b ]; in particular, there are no odd parts different from 1. Since the image of i * e lies in the A(e)-invariants of H * (P e ), this proves the proposition in those cases. In the remaining cases, i * e has a one-dimensional cokernel in degree m s , which implies that π j is trivial unless j = s. Moreover, this cokernel corresponds to V (and not ξ). Hence, if we show that A(e) acts nontrivially on the two-dimensional space H 2ms (P e ), then V corresponds to a nontrivial character of A(e). Now let U = ker(e) in the natural action of e on k 2n . Then U is of dimension k and the bilinear form β on U has a radical U 0 of dimension r. Let U ′ ⊂ U be a subspace of type ( ) and hence on H 2ms (Q U ) ≃ H 2ms (P e ). To complete the proof we note that when r is even and k = r, then A(e) is nontrivial if and only if λ possesses an odd part bigger than 1 (in which case it must have an even number of odd parts bigger than 1). The image of O(M ) lies in Z G (e) and its image in A(e), which is of order two, has trivial intersection with H. It follows that the character π s in question is the unique one which is trivial on H.
Exceptional groups.
We verified the theorem by looking at the tables in [3] .
ESTABLISHING CONJECTURE 1 IN B n AND C n
Henderson [16] showed that Conjecture 1 is true when e is regular in a Levi subalgebra in types A n , B n , and C n . The fact that Theorem 2 is true for all e in types B n and C n is sufficient to show that the conjecture holds using Henderson's argument (see Theorem 1.2 in [16] ).
Theorem 11.
For any nilpotent element e in type B n or C n , the algebra
is an exterior algebra on the subspace (H * (B e ) ⊗ V ) W . 2 ⌋ in type C n . As in [16] consider the natural homomorphism
Proof. Recall that
Since Theorem 2 holds, the dimensions of both the domain and range of ψ are equal to 2 s . Thus it is sufficient to show that ψ is injective. Consider a Levi subalgebra l s of type B s (respectively, C s ) in type B n (respectively, C n ). The usual exponents of l s are 1, 3, . . . , 2s − 1 and so these coincide with the numbers m 1 , m 2 , . . . , m s for e. Now Henderson already noted that there exist fundamental invariants of W on V that restrict to a set of fundamental invariants for the Weyl group of l s , acting on its reflection representation as a subrepresentation of V . Hence condition (1) of Theorem 1.2 in [16] holds. It remains to show that condition (2) of that Theorem holds as well.
Let p s be a parabolic subalgebra with l s . If we can show that nilpotent orbit of e intersects the nilradial of p s , then condition (2) holds and Theorem 1.2 in [16] applies to show that ψ is injective, whence it is an isomorphism.
The Richardson orbit of p s has partition µ = [2n − 2s + 1, 1 2s ] in B n and has partition µ = [2n − 2s, 2, 1 2s−2 ] in C n . In type B n , λ has length 2s + 1 and so µ dominates λ. In type C n , λ has length either 2s or 2s+1. Since odd parts of λ occur in pairs, µ also dominates λ. Consequently e lies in the closure of the Richardson orbit and therefore the orbit through e intersects the nilradical of p s since the Gsaturation of the nilradical coincides with the closure of the Richardson orbit of the nilradical. Therefore condition (2) holds.
Remark 12. For most other cases the conjecture is open. We can verify the conjecture for the minimal orbit in all types. In type D n we observe that the proof of Theorem 9 implies that all copies of V in H * (B e ) (except the one in degree m s when r is even, k + r = 2n and k = r) are images of copies of V in H * (B). But the latter does not seem to imply anything about the images of the copies of ∧ j V when j > 1.
A DECOMPOSITION OF THE t n -REPRESENTATION
When e is regular in a Levi subalgebra, the m j 's are coincident with the OrlikSolomon exponents coming from the theory of hyperplane arrangements. The aim of this section is to explain this coincidence.
The restricted hyperplane arrangements A
J . Let Π ⊂ Φ be a set of simple roots contained in a set of roots for W . For J ⊂ Π let W J ⊂ W be the corresponding parabolic subgroup. There is a hyperplane arrangement A J in V WJ obtained by intersecting all the root hyperplanes for W (which do not contain V WJ ) with V WJ . The characteristic polynomial of A J is denoted χ J (x). These characteristic polynomials were computed by Orlik and Solomon [23] . They showed that these polynomials factor into linear factors with positive integer roots:
As mentioned in the introduction, these roots coincide with the m j 's in the first part of the paper when e is regular in the Levi subalgebra corresponding to J, something we will give an explanation for in Corollary 16. We refer to these roots as the Orlik-Solomon exponents of J since they coincide with the usual exponents of W when J is the empty set.
Saito [24] introduced the notion of a free hyperplane arrangement, which implies that the characteristic polynomial of the arrangement factors into linear factors with positive roots. It was finally resolved by Douglass [9] and Broer [5] in a uniform manner that the restricted hyperplane arrangements A J are all free, which explains the factorization of χ J (x).
The t
n -representation H t . We explore a family of graded representations H t of W parametrized by certain natural numbers t. This family of representations arises in the theory of rational Cherednik algebras and is closely connected to Haiman's work on the diagonal harmonics. The ungraded version of this family of representations also appears in the context of Springer theory for the affine Weyl group of W and has a connection to the hyperplane arrangements A J in the previous section. These various connections allow us to explain the coincidence of the occurrences of V in the (usual) Springer theory with the Orklik-Solomon exponents.
Let L ∨ denote the coroot lattice with respect to a maximal torus T of G. Let f be the index of L ∨ in the lattice of coweights. Recall that a bad prime for W is one which divides a coefficient of a highest root for W . We say that t is very good for W if it is prime to all bad primes and also to f . The latter condition only affects type A n (where f = n + 1) since in other types the prime divisors of f are bad primes.
Let h be the Coxeter number of W . The following list summarizes when t is very good for W :
(1) In types B n , C n , D n , t is very good if and only if t is odd.
(2) In other types, t is very good if and only if t is prime to h. The family of graded representations we are interested in is defined as follows. Let t be any natural number. Consider the element H t of R(W ) defined by
Then H t can be considered as a graded virtual representation of W with q in degree 1. For w ∈ W , the graded trace of w ∈ W on H t is given by
where p w (x) denotes the characteristic polynomial of w acting on V (see [27] , [12] , or [1] ). This holds for all t.
If t is a value for which H t is an actual finite-dimensional representation, then the graded trace is a polynomial in q. Therefore the ungraded trace of w on H t is the value of this polynomial at q = 1, which can be obtained by continuity by letting q → 1 in Equation 15 . Therefore the ungraded trace is given by
where d(w) is the number of eigenvalues equal to 1 in the action of w on V . In particular, H t is a representation of dimension t n . There is also a representation S t of W coming from the permutation action of W on L ∨ /tL ∨ . If t is very good, then the trace of w on S t is also given by t d(w) and S t has a decomposition into induced representations:
where the sum is over a set of representatives for the W -orbits on subsets of Π. Moreover f J (x) is related to the characteristic polynomial of the corresponding restricted hyperplane arrangement A J :
For a discussion of these results and another way to compute the Orlik-Solomon exponents, see [28] .
The following proposition summarizes the properties of H t that we need.
Proposition 13. (1) H t is an actual finite-dimensional representation if and only if t is very good.
(2) If part (1) holds, then H t is a quotient of S = S * (V ) by an ideal generated by a copy of V in degree t. Proof. This is a compilation of known results. In the classical groups it was shown by Haiman [14] in type A and Gordon [12] in B, C, D by a direct computation that if t is very good then H t is a true finite-dimensional representation and also that part (2) holds. This could also be shown in all types by using the theory of rational Cherednik algebra and various cases were handled by Gordon [12] , Berest-Etingof-Ginzburg [1] , and Varagnolo-Vasserot [31] and Etingof [10] . If t is very good, then clearly part (3) is true by the previous discussion. It remains to resolve that H t is finite-dimensional only if t is very good. This could be deduced from [31] or [10] or in the following alternative manner. If H t is finite-dimensional then the decomposition of Equation 16 would still be true since it holds for an infinite number of t. Then f J (t) would be a nonnegative integer for all J. This can be shown to fail if t is not very good by a simple case-by-case argument (which we omit).
5.3.
Writing H t in terms of the Q e,φ . From now on assume that t is very good, so that H t is an actual finite-dimensional representation. We will now decompose H t into a sum of Q e,φ , with coefficients that will turn out to be polynomials in q. This decomposition will be a q-analog of the decomposition in Equation 16 .
Proceeding as in Section 2, divide both sides of Equation 6 by |G F |, then multiply the result by (−q t ) j , and sum up over j to obtain the identity in R(W ):
where f e,φ (q; t) := (−1)
We have used
We consider the f e,φ (q; t) only when φ ∈Â(e) occurs in the Springer correspondence. We use the version of Theorem 2 in Equation 10 to simplify f e,φ :
j=0 m j + dm s . Then factoring out some powers of q, (18) f e,φ = q
Proof. By induction on the dimension of O e . Take the inner product of both sides of Equation 17 with respect to χ = χ e,φ :
On the right-hand side, we have used [4] as we did for Equation 14 : first that χ e,φ only occurs in Q e,φ ′ in the top degree and then only for φ = φ ′ (the latter is already true by the Springer correspondence); and second that the sum is over representatives e ′ of orbits properly contained in the closure of the orbit through e.
The left-hand side is a polynomial in q by the assumption on t. Since H t is a quotient of S from Proposition 13, the lowest possible power of q in this polynomial is the lowest power appearing in the fake degree of χ e,φ , and this power is greater than or equal to d(e), again by [4] . Thus the claim is true then for e = 0.
For e = 0, induction implies that the terms f e ′ ,φ ′ are polynomial in q. The polynomial Q e ′ ,φ ′ , χ is divisible by q d(e) [4] . Since q d(e) divides H t , χ , it follows that f e,φ (q; t) is a polynomial in q since we can divide both sides by q d(e) and express f e,φ (q; t) as a sum of polynomials in q.
For J ⊂ Π, let l J be the Levi subalgebra corresponding to J.
Theorem 15. When e is regular in l J , then
for any φ ∈Â(e) appearing in the Springer correspondence.
When e is not regular in a Levi subalgebra, f e,φ (1; t) = 0.
Proof. Since the f e,φ (q; t) are polynomial in q, we can set q = 1 on both sides in Equation 17 and obtain a decomposition: Therefore the decomposition of S t from Equation 16 is also a decomposition of S t into a sum of ungraded Q e,φ 's, with each induced factor corresponding to H * (B e ) for e regular in l J . That is,
where the outer sum runs over a set of representatives e of the nilpotent orbits for which e is regular in some l J . Now the Q e,φ 's form a Q(q)-basis of R(W ). Indeed this is a consequence of the previously used results of Borho-MacPherson [4] : namely, the transition matrix Q e,φ , χ e ′ ,φ ′ is upper triangular for any total ordering respecting the partial order on nilpotent orbits. In fact the transition matrix takes values in Z[q] and the diagonal entries are powers of q, so by setting q = 1 in the transition matrix, it follows that the Q e,φ q=1
form a Z-basis for the representation ring of W with coefficients in Z. Therefore the two decompositions of S t coincide. This means that f e,φ (1; t) = 0 if e is not regular in a Levi subalgebra. On the other hand, if e is regular in l J , then
for any φ ∈Â(e). Noting that A(e) is elementary abelian when e is regular in a Levi subalgebra (and thus dim φ = 1) concludes the proof. Proof. By the theorem and the fact that
it will be enough to show that f e,φ (1; t) = C s j=1 (t−m j ) where C is some constant since χ J (x) is monic by definition.
In the previous two proofs we did not use the explicit formula for f e,φ (q; t) coming from Theorem 2, but we use it here. Since π s is one-dimensional, Equation 18 becomes 
By Equation 19
and Frobenius reciprocity, the multiplicity s of V in H * (B e ) equals n − |J| and therefore s is both the degree of χ J (x) and the rank of Z G (e).
Recall the assumption from Section 2 that e is rational and split. Since the rank of Z G (e) equals s, the Chevalley-Steinberg formula for |Z G F (e)| implies that (q − 1) s divides |Z G F (e)| and no higher power of (q − 1) divides. When e is regular in l J , we observe that for c ∈ A(e) nontrivial, the highest possible power of (q − 1) dividing |Z G F (e c )| is s−1; moreover, in the cases where π s is nontrivial, the highest possible power of (q − 1) dividing |Z G F (e c )| is only s − 2 when c is nontrivial.
Taking the limit q → 1 in Equation 20 , the only term that survives in the sum is for c = 1 and we get f e,φ (1; t) = C s j=1 (t − m j ) for some constant C, which establishes the result. This could also be deduced using [6] where it is shown that the Weyl group of Z G (e) is isomorphic to W J .
Remark 18. Theorem 15 shows that when e is regular in l J that f e,φ (q; t) is a qanalog of
The computation of f e,φ (q; t) will be the subject of a sequel paper with Reiner. The paper [2] was a motivation for the present paper, especially an earlier version which asked whether such q-analogs existed.
Remark 19. Corollary 16 gives another proof that the characteristic polynomials χ J (x) factor. One can wonder, since Conjecture 1 implies Theorem 2 which in turn implies that χ J (x) factors, whether the conjecture also has something to do with the fact that the restricted arrangement A J is free.
Remark 20. The representations H t are related to the work of Haiman [15] on the diagonal harmonics and various generalizations. By [12] , [1] , [11] , H t ⊗ ǫ where ǫ is the sign representation is isomorphic to a natural quotient of the polynomials on two copies of V , after replacing the second grading variable by q −1 and shifting by an appropriate power of q. Of particular interest is the case when t = h + 1 since this connects with the diagonal harmonics. See the above mentioned papers for a more careful description.
Remark 21. The decomposition of H t into a sum of Q e,φ 's in Equation 17 should be compared to the decomposition of the total homology of certain fixed-point varieties in the affine flag manifold in [28] . A connection along these line was already noticed in [1] . In the situation of [28] , however, the representation was only determined as an ungraded representation. The present work suggests that the graded representation there should agree with the the other natural singlygraded representation obtained from the functions on two copies of V (see [15] ). In particular, in type A n the affine Springer representations of [28] should be equal to the (graded) parking function module for t = h + 1 and its generalizations for other t. Evidence for this conjecture is provided by the fact that the combinatorics of the extended Shi arrangement plays a parallel role in both the homology of the affine Springer fiber and the parking function module.
