Abstract. The notion of amart is compared to that of a martingale in the limit and game fairer with time. Every real-valued amart is a martingale in the limit. More generally, a Banach space E is finite-dimensional if and only if every ^-valued amart is a martingale in the limit (or a game fairer with time). Several crucial properties possessed by amarts fail both for martingales in the limit and games fairer with time: the mammal inequality, the optional stopping theorem, the optional sampling theorem, the Riesz decomposition; therefore a general theory analogous to the amart theory cannot be based on the notion of a martingale in the limit. It is also observed that either the optional sampling theorem or a weak form of the Riesz decomposition must fail for any class of sequences of random variables strictly larger than the class of amarts.
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1. Let (fl, 9, P) be a complete probability space, (9") an increasing sequence of o-algebras. A stopping time is a random variable t assuming positive integer values and the value +00, and such that for each n, (t = n) E 9". The collection of all bounded stopping times is denoted by T. An amart is a sequence of integrable random variables Xn, adapted to the S^'s and such that (EXr)TfET converges. A martingale in the limit is an adapted sequence of integrable random variables such that lim sup \E[Xm\9"] -Xn\= 0 a.s.
n-"00 m>n ' ' In the sequel the words 'a.s.' may be omitted, and relations and formulas will be understood to hold modulo sets of probability zero.
Both amarts and martingales in the limit generalize martingales. An amart theory parallel to Doob's martingale theory was developed in [8] , Recently A. G. Mucci, who introduced martingales in the limit [13] , has proved that L,-bounded martingales in the limit converge a.s. [14] . This is an interesting result, because martingales in the limit constitute a considerable generalization of martingales. In particular, it will be shown below that every amart is a martingale in the limit. This naturally raises the question whether a general theory can be built around the notion of the martingale in the limit. We believe that the present paper provides a negative answer to this question. We show that several crucial properties possessed by amarts fail for martingales in the limit: the maximal inequality, Riesz decomposition, optional stopping theorem, optional sampling theorem. These properties are also in default for another, weaker, notion: that of a game fairer with time, introduced by L. H. Blake [3] .
We essentially restrict our discussion to the real case, but we show at the end of the paper that amarts taking values in a Hubert space, unlike the real ones, need not be martingales in the limit. In fact, a Banach space E is finite dimensional if and only if every F-valued amart is a martingale in the limit (or a game fairer with time).
2. Theorem 1. Every real-valued amart is a martingale in the limit.
Proof. Suppose that (Xn, 9") is not a martingale in the limit. Then there exist a, 8 > 0 such that
Therefore, either
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Since (X") may be replaced by ( -Xn), we may assume that ( .A' forw G A. Now given n, m, we have {t, = n, r2 = m) E 9n. Thus,
Hence, for every positive integer N, there exist t,, t2 E T, N < t, < t2,
The defining property of martingales in the limit can be restated as follows. The double sequence Hnm = E\Xm\9K] -Xn converges to zero a.s. when m > n -» oo. An adapted sequence (X", 9") is called a game fairer with time iff Hnm converges to zero in probability as m > n -» co. Clearly every martingale in the limit is a game fairer with time. It was observed in [9] that amarts are games fairer with time, but not vice versa.
Theorem 2. (i) The maximal inequality [7] , [8] fails for martingales in the limit. More precisely, there exists an Lx-bounded martingale in the limit (Xn) such that supx>0 AP(sup|A"| > A) = oo.
(ii) The Riesz decomposition (in the weakest form assuring uniqueness) fails for martingales in the limit. That is, there exists a martingale in the limit (Xn, 9n) which cannot be represented in the form Xn = Y" + Z", where ( Yn, 9n) is a martingale, jAZn -> 0 VA E U n9n.
(iii) The optional stopping theorem fails both for martingales in the limit and games fairer with time. More precisely, there exists a martingale in the limit (Xn, 9n), and a stopping time a with P(a = oo) > 0, such that (X"Aa, 9"A<J) is not a game fairer with time (and a fortiori not a martingale in the limit).
(iv) The optional sampling theorem (in the weakest form) fails both for martingales in the limit and for games fairer with time. More precisely, there exists a martingale in the limit (Xn, 9") and a sequence of bounded stopping times t" with t"|co uniformly, such that (Xr, 9T ) is not a game fairer with time.
Proof, (i) Let (A¡) be a measurable partition of £2 with P(A¡) -\/i -\/(i + 1), i-l, 2, . . . . Let A,-= i(i + \)\A¡, and 9, = o(Xx, ..., X,) (= the a-algebra generated by A" . . . , X¡). Then EXi = 1, but /(/ + l)Wsup \X"\ > i(i + 1)) = /(/ + 1) 2 P(A") -/ + 1 -* oo. n>i (Xn, 9n) is a martingale in the limit, because on the set U i<nA¡, Eixm\%] -Xn**0 a-s-and lim( U a\ = Ö.
(ii) Let X" converge a.s., 9" = a(Xx, X2, . . . ) = 9X, and assume that there is a set A G U 9" such that jAXn does not converge. Then (Xn, 9n) is a martingale in the limit which has no Riesz decomposition.
(iii) Let (An) be independent events with P(AX) = 0, P(A") = l/n2 for n > 1. Define X" = «1^, f" = a(Xx, . . . , Xn). By the Borel-Cantelli lemma, Xn -» 0 a.s. If r< m, F^»Zm -JfB -EXm -X" -> 0 a.s., hence (A,, f") is a martingale in the limit. Let a = inf(«: Xn =£ 0}; then P(a = oo) = ïï"_2(ln-2) = 1/2. Let 7" = A;a", §" = foA". Let w G [a = oo}; we claim that for each n, Hence ( Tn, 9j,) is not a game fairer with time. □ 4. Remarks, (a) The example in the proof of Theorem 2(iv) can be generalized as follows. Let X" be independent integrable real random variables such that Xn -» 0 a.s. and EX" -> 0. Let 9n = o(Xx,..., X"); (X", 9n) is a martingale in the limit. Now suppose E s\ip\Xn\ = + oo; this happens in (iv) above, and also in the following example: Xn = Yn/n, where Yn are positive, independent, identically distributed random variables, with FT, < oo, E(YX log+Yx) = oo (cf. Burkholder [5] , and McCabe and Shepp [12] ). By that |£ATJ > 2. Apply the same theorem to the sequence (Ar")">supTi to obtain a stopping time t2 > t, with \EXTJ > 22. Then apply the same theorem to the sequence (A")n>sup T2, etc. Then t"|oo (uniformly), |£ATTJ-> oo, and the o-algebras § are mutually independent. Hence lim |£[A;|<0= lim \EXT 1= + 00.
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Since A^ -> 0 a.s., it follows that (Xv 9TJ is not a game fairer with time.
(b) If sup"|A"n| EL1, (Ar", 9") is a martingale in the limit if and only if A" converges a.s., which is true if and only if (Xn, 9") is an amart. The four properties considered in Theorem 2 are then easily seen to hold. For the case of a game fairer with time under the assumption supn|A"| E Lx, see Blake [4] .
(c) A Banach-valued amart need not be a martingale in the limit. In fact, more is true; the following statement is modelled on Alexandra Bellow's remarkable characterization of Banach spaces in which amarts converge strongly as finite dimensional [2] . // E is a Banach space such that every E-valued amart is a martingale in the limit, then E is finite dimensional.
Sketch of proof. Let at first E = l2. A variant of the amart given in [7] and [8] , which converges weakly but not strongly, is not a martingale in the limit: Let [e'", n = 1, 2, . . . ; 1 < i < 2"} be the standard orthonormal basis for l2, set X" = Zf-A'l^j, where A' n A{' -0 if i *j, and P(A') = 2"".
Assume that the partitions 9n = {A¡" i = 1, . . . , 2"} are independent. Let 9" = a(Xx, . . ., X"). (Xn, 9n) is an amart, but not a martingale in the limit or a game fairer with time, because if n < m, then for each u>, (E9"Xm)(u>) = EXm -» 0, hence for n large, sup \E*-Xm-X"\>2-K m> n To obtain a similar example in an arbitrary Banach space E, approximate, by the theorem of Dvoretzky (the weaker form proved in [17] is sufficient), groups of vectors [e'n, i = 1, . . . , 2") by vectors in E; for details see [10] .
(d) There are natural variants of conditions (ii) and (iv) in Theorem 2 which cannot be satisfied by any class of sequences of integrable random variables which is larger than the class of amarts. In other terms, it is not possible to generalize martingales beyond amarts, and still retain a certain natural form of the optional sampling theorem, and a very weak form of the Riesz decomposition. To be more precise, let A be the class of sequences of random variables (A") such that (Xn, a(Xx, . . ., Xn)) is an amart. Let C be another class of sequences of random variables such that (a) A c Ç; (b) if (A*") E Ç, then (X7) E C for each increasing sequence (t"), such that t" E T, t"> n; (c) (A") E C => Xn = Yn + Z" where Yn is a martingale and EZn -+.
Then A = C.
Proof. Let (X") E C, X" = AT ; then (X") EC^X"= Yn + Z" =s> EXTn = EXn = EYn + EZn ->. This implies that (Xn) is an amart, because, looking at subsequences, it is easy to see that in the definition of an amart it suffices to assume EXT -» for all sequences r"f with t" > n. Condition (c) above is, of course, equivalent with the assumption: EX" -»; we preferred to state it in the form of a "weak" Riesz decomposition in order to connect it with Theorem 2(ii).
