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Résumé : Cet article aborde le problème de prise de décision séquentielle dans des processus de déci-
sion de Markov (MDPs) finis et inconnus. L’absence de connaissance sur le MDP est modélisée sous
la forme d’une distribution de probabilité sur un ensemble de MDPs candidats connue a priori. Le cri-
tère de performance utilisé est l’espérance de la somme des récompenses actualisées sur une trajectoire
infinie. En parallèle du critère d’optimalité, les contraintes liées au temps de calcul sont formalisées
rigoureusement. Tout d’abord, une phase « hors-ligne » précédant l’interaction avec le MDP inconnu
offre à l’agent la possibilité d’exploiter la distribution a priori pendant un temps limité. Ensuite, durant
la phase d’interaction avec le MDP, à chaque pas de temps, l’agent doit prendre une décision dans un
laps de temps contraint déterminé. Dans ce contexte, nous comparons deux stratégies de prise de déci-
sion : OPPS, une approche récente exploitant essentiellement la phase hors-ligne pour sélectionner une
politique dans un ensemble de politiques candidates et BAMCP, une approche récente de planification
en-ligne bayésienne.
Nous comparons empiriquement ces approches dans un contexte bayésien, en ce sens que nous évaluons
leurs performances sur un large ensemble de problèmes tirés selon une distribution de test. A notre
connaissance, il s’agit des premiers tests expérimentaux de ce type en apprentissage par renforcement.
Nous étudions plusieurs cas de figure en considérant diverses distributions pouvant être utilisées aussi
bien en tant que distribution a priori qu’en tant que distribution de test. Les résultats obtenus suggèrent
qu’exploiter une distribution a priori durant une phase d’optimisation hors-ligne est un avantage non-
négligeable pour des distributions a priori précises et/ou contraintes à de petits budgets temps en-ligne.
Mots-clés : Apprentissage par Renforcement
1 Introduction
Interagir efficacement dans le cadre d’un processus de décision de Markov (MDP) inconnu afin de maxi-
miser les récompenses collectées sur le long terme reste un défi pour les algorithmes d’Apprentissage par
Renforcement (A/R) [2]. La difficulté principale réside dans le compromis Exploration / Exploitation (E/E) :
l’agent doit prendre des décisions dans le but d’améliorer sa connaissance du système, afin d’être en mesure
de prendre de bonnes décisions sur le long terme, quitte à prendre de mauvaises décisions sur le court terme.
Au cours des quinze dernières années, l’A/R bayésien [4, 19] s’est imposé comme étant une approche
sensée pour aborder le compromis E/E. La philosophie du A/R bayésien consiste à fournir à l’agent une
connaissance a priori sous forme d’une distribution de probabilités définie sur un ensemble de MDPs can-
didats (distribution a priori). Durant la phase d’interaction, une distribution a posteriori est maintenue à
partir de la distribution a priori et de l’historique des transitions observées. La distribution a posteriori est
utilisée afin de calculer une décision bayésienne (quasi-)optimale, définissant la stratégie d’exploration à
proprement parler. Différentes approches d’exploration bayésienne dans les MDPs ont déjà été proposées :
les méthodes d’A/R bayésien utilisant un modèle maintiennent une distribution a posteriori sur des modèles
de transitions (et éventuellement de récompense) [1, 9, 10, 13, 14, 16, 17, 18]. Il existe également des mé-
thodes d’A/R bayésien sans modèle, qui ne conservent pas explicitement une distribution a posteriori sur
des modèles de transitions, mais plutôt sur les fonctions de valeurs utilisées par l’agent pour prendre ses
décisions (voir par exemple [5, 6, 7, 8, 11, 12]).
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Guez et al. [13] ont récemment introduit l’algorithme BAMCP (de l’anglais Bayes-Adaptive Monte Carlo
Planning), une approche A/R bayésienne utilisant un modèle combinant le principe de l’algorithme UCT
(de l’anglais Upper Confidence bounds for Trees) avec une méthode d’échantillonnage parcimonieuse de
la distribution a posteriori. Cet algorithme s’est montré empiriquement performant, atteignant les perfor-
mances de l’état-de-l’art. Parallèlement, Castronovo et al. [3] ont proposé un algorithme exploitant une
distribution a priori durant une phase « hors-ligne » précédant l’interaction avec le MDP inconnu. Cette
approche consiste à résoudre un problème de recherche directe parmi un ensemble de stratégies construites
à partir de petites formules servant d’index. La stratégie sélectionnée est ensuite appliquée au MDP in-
connu durant la phase d’interaction. La contribution de cet article est de comparer ces deux approches
dans un contexte bayésien, c’est à dire sur un grand nombre de problèmes de test. Ces problèmes sont ti-
rés selon différentes distributions de probabilités. On réalise plusieurs jeux d’expériences correspondant à
différentes associations distribution a priori / distribution de tirage des problèmes de test (les distributions
pouvant être similaires ou différentes). Ces expériences sont réalisées en tenant compte du temps de calcul
minimal requis pour exécuter les algorithmes. Les résultats montrent que, dans le cas où les contraintes
temporelles en-ligne sont serrées, il est avantageux d’utiliser une approche exploitant la distribution a priori
durant la phase hors-ligne lorsque la distribution a priori est « informative », tandis que les approches qui
maintiennent une distribution a posteriori se montrent généralement plus efficaces dans les autres cas.
Cet article est organisé de la manière suivante : la section 2 formalise le problème. La section 3 présente le
protocole expérimental déployé ainsi que les résultats empiriques obtenus. La section 4 discute les résultats
obtenus, et la section 5 conclut l’article.
2 Enoncé du problème
Le but de cet article est de comparer deux stratégies d’A/R en présence d’une distribution a priori. Nous
commençons par décrire le contexte A/R dans la section 2.1. Nous formalisons ensuite l’hypothèse de la
connaissance d’une distribution a priori dans la section 2.2, et décrivons brièvement les principes sous-
jacents des algorithmes BAMCP et OPPS. La section 2.3 formalise la notion de budget temps définissant
les contraintes auxquelles ces méthodes sont soumises, et la section 2.4 présente les spécificités de notre
évaluation empirique.
2.1 Apprentissage par renforcement
Soit M = (X,U, f(·), ρM , ρM,0(·), γ) un MDP inconnu, où X = {x(1), . . . , x(nX)} représente son
espace d’état fini et U = {u(1), . . . , u(nU )} son espace d’action fini également. Lorsque l’agent se trouve
dans l’état xt ∈ X à l’instant t et qu’une action ut ∈ U est sélectionnée, celui-ci se déplace instantanément
vers l’état suivant xt+1 ∈ X avec une probabilité de P (xt+1|xt, ut) = f(xt, ut, xt+1). Une récompense
instantanée, déterministe et bornée rt = ρ(xt, ut, xt+1) ∈ [Rmin, Rmax] est également observée par l’agent.
Dans cet article, nous considérons que la fonction de récompense ρ est parfaitement connue, ce qui est
souvent le cas en pratique.
Soit Ht = (x0, u0, r0, x1, · · · , xt−1, ut−1, rt−1, xt) l’historique des transitions observées jusqu’à l’ins-
tant t. Une stratégie d’E/E est une politique stochastique h qui, en fonction de l’historique courant Ht,
retourne une action ut ∼ h(Ht). Suivant la distribution de probabilité sur les états initiaux ρM,0(·), l’espé-




oùRhM (x0) est la somme des récompenses actualisées reçues en appliquant la stratégie d’E/E h, à partir de





avec le facteur d ?actualisation γ appartenant à l’intervalle [0, 1). Dans ce contexte, l’objectif est de trouver
une politique h∗ maximisant JhM :
h∗ ∈ arg max
h
JhM .
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2.2 Distribution a priori sur un ensemble de modèles
Dans le cas où le MDP est initialement inconnu, les techniques d’A/R bayésien fondées sur un modèle
représentent l’incertitude sur le modèle du MDP courant par une distribution de probabilité dont le support
est un ensemble de modèles.
Dans cet article, nous supposons que nous connaissons une distribution a priori p0M(·) sur un ensemble
de MDPsM. De plus, nous faisons les hypothèses suivantes :
— Nous pouvons tirer facilement des modèles de MDPs à partir de p0M(·) ;
— Nous pouvons calculer facilement une distribution a posteriori à partir de p0M(·) et de l’historiqueHt.
En tenant compte de ces hypothèses, nous avons pour objectif de trouver une stratégie d’E/E h∗ maximi-
sant l’espérance de son retour sur un ensemble de modèles de transitionsM :








Dans cet article, nous comparons deux algorithmes tirant parti d’une telle distribution a priori : les algo-
rithmes BAMCP et OPPS.
2.2.1 L’algorithme BAMCP
BAMCP (Bayes-adaptive Monte Carlo planning) est un algorithme A/R bayésien initialement proposé
dans [13] et dont les performances atteignent l’état de l’art. Il consiste à appliquer le principe de l’algo-
rithme UCT (Upper Confidence bounds for Trees, voir [15]) dans un MDP bayésien adaptatif 1. L’algo-
rithme BAMCP est efficace en pratique, notamment grâce à l’emploi d’une technique d’échantillonnage
parcimonieuse permettant d’éviter le tirage de modèles à partir des distributions a posteriori dans chaque
nœud de l’arbre de planification. En pratique, à partir d’une distribution a priori p0M(.) et d’un historiqueHt,
l’algorithme BAMCP calcule une politique hBAMCPK , fondée sur la construction d’un arbre de planification








Notons que, lorsque le nombre de nœuds ajoutés à chaque pas de temps K tend vers l’infini, la décision
calculée par l’algorithme BAMCP tend vers l’optimum bayésien.
2.2.2 L’algorithme OPPS
L’algorithme OPPS (Off-line, Prior-based, Policy Search) a été présenté dans [3]. L’approche consiste à (i)
construire un ensemble S de stratégies E/E candidates, et (ii) chercher une politique optimale parmi celles-
ci. L’espace des stratégies est construit à partir de stratégies obtenues par maximisation d’indices obtenus
à partir de petites formules combinant des informations standards de l’A/R (par exemple, des fonctions de
valeurs) via divers opérateurs mathématiques. La recherche d’une stratégie d’E/E optimale est formalisée
comme un problème de bandits comportant un bras par stratégie. Tirer un bras revient à tirer un MDP à
partir de la distribution a priori, et exécuter une seule fois la stratégie d’E/E candidate correspondant à ce
bras. Formellement, l’algorithme OPPS calcule, durant la phase hors-ligne, une politique hOPPSS dont les
décisions sont calculées en-ligne à partir de la distribution a priori p0M(.) et de l’historique Ht :
ut ∼ hOPPSS (Ht, p0M(.))
où





Dans cet article, l’ensemble des variables utilisées pour construire les formules diffère légèrement de
celui utilisé dans [3]. Cet ensemble est décrit précisément dans l’annexe A.
1. Un MDP obtenu en concaténant l’état avec la distribution a posteriori.
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2.3 Contraintes de temps
Les algorithmes d’A/R bayésiens peuvent être assez lents durant la phase en-ligne, à cause notamment
des mises à jour de la distribution a posteriori durant la phase de planification. Dans cet article, nous forma-
lisons explicitement les budgets temps disponibles à chaque étape. Nous considérons deux types de budgets
temps :
— Un budget temps « hors-ligne » B−1, correspondant à la phase durant laquelle l’agent est en mesure
d’exploiter la distribution a priori mais ne peut pas encore interagir avec le MDP courant.
— Des budgets temps « en-ligne » B0, B1 . . ., où à chaque pas de temps t ∈ N, est associé un budget
temps Bt représentant le temps disponible pour calculer la décision ut ∈ U à partir de la distribution
a priori p0M(.) et de l’historique Ht des transitions observées jusqu’à l’instant t.
2.4 Evaluation bayésienne empirique
Dans cet article, nous proposons une véritable évaluation bayésienne empirique, dans le sens où nous
comparons les algorithmes sur un large ensemble de problèmes tirés à partir d’une distribution de probabi-
lité de test. Une telle distribution peut être soit similaire (« précise ») à la distribution a priori, soit différente
(« imprécise ») de cette dernière. Formellement, dans chaque expérience, nous avons considéré une distri-
bution a priori p0M(·), qui est donnée initialement à chaque algorithme, ainsi qu’une distribution de test
pM(·), utilisée pour tirer les problèmes sur lesquels chaque algorithme est évalué. A notre connaissance,
il s’agit de la première fois que des algorithmes d’A/R bayésiens sont comparés en moyenne sur un large
ensemble de problèmes plutôt que sur des problèmes uniques.
3 Expériences
Chaque expérience est caractérisée par :
— Une distribution a priori p0M(·),
— Une distribution de test pM(·),
— Un budget temps hors-ligne B−1,
— Des budgets temps en-ligne B0, B1, · · · alloués à la prise de décision sur le MDP courant.
Le but de ces expériences est d’identifier l’influence des éléments mentionnés ci-dessus sur les perfor-
mances des algorithmes et, par conséquent, d’identifier le(s) domaine(s) d’excellence de chaque approche.
La sous-section 3.1 décrit le protocole expérimental utilisé pour comparer les algorithmes décrits dans la
section 2.2. La sous-section 3.2 définit précisément les distributions de MDPs considérées dans les expé-
riences présentées dans la sous-section 3.3.
3.1 Protocole expérimental
Pour chaque algorithme,
— Un ensemble de 10 000 MDPs est tiré à partir de la distribution pM(.) ;
— Nous exécutons une fois l’algorithme sur chaque MDP du groupe ;
— Nous calculons la moyenne empirique des retours escomptés.








avec  = 0.001.
Nous mesurons la moyenne µ et l’écart-type σ de l’ensemble des retours observés. Ces données nous














avec une probabilité d’au moins 95%.
Puisque chaque distribution de MDP décrite ci-dessous peut être utilisée aussi bien comme distribution
a priori p0M(·) que comme distribution de test pM(·), le processus est répété pour chaque combinaison
possible.
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3.2 Distributions de MDPs
Les distributions de MDPs introduites dans cet article sont inspirées du problème « Chain MDP » (MPD
chaîné à 5 états) [19]. Pour toutes les distributions de MDPs considérées, l’ensemble des MDPs consti-
tuant leur support partagent le même espace d’état X , espace d’action U , fonction de récompense ρM ,
distribution des états initiaux ρM,0(·) ainsi que le même facteur d’actualisation γ. Dans nos expériences,
X = {1, 2, 3, 4, 5}, U = {1, 2, 3}, γ = 0.95 et x0 = 1 avec une probabilité de 1. La fonction de récom-
pense ρM est définie de la manière suivante :
∀(x, u) ∈ X × U, ρM (x, u, 1) = 2.0
∀(x, u) ∈ X × U, ρM (x, u, 5) = 10.0
∀(x, u) ∈ X × U, y ∈ {2, 3, 4}, ρM (x, u, y) = 0.0.
Dans ce contexte, un MDP est entièrement défini par sa matrice de transition. Nous définissons donc
une distribution de probabilité sur les ensembles de matrices de transition possibles via des distributions de
Dirichlet Multinomiales Plates (FDM), largement utilisées dans l’A/R bayésien, notamment en raison de la
simplicité des mises à jour de Bayes. La densité dFDM d’une telle distribution s’écrit :
dFDM (µ;θ) = Π
x,u
D(µx,u; θx,u)
où D(·; ·) sont des distributions de Dirichlet indépendantes. Le paramètre θ représente l’ensemble des
compteurs d’observation des transitions θtx,u jusqu’à l’instant t, incluant θ
0
x,u, les observations a priori.
La densité de pM(·) est dès lors définie comme :
dpM(·)(µ,θ) = dFDM (µ;θ)
Une distribution de MDP est donc paramétrée par θ, et sera dénotée par pθ(·) par la suite. Ci-dessous,
nous introduisons quatre distributions de MDPs, la distribution « Generalized Chain », la distribution « Opti-
mistic Generalized Chain », la distribution « Pessimistic Generalized Chain » et la distribution « Uniform ».
3.2.1 Distribution « Generalized Chain »
Cette distribution de MDP est une généralisation du « Chain MDP ». Pour chaque action, deux résultats
sont possibles :
— L’agent se déplace de l’état x à l’état x+ 1 (ou reste à l’état x quand x = 5) ; ou
— L’agent « glisse » et retourne à l’état initial.
Les probabilités associées à ces deux possibilités sont tirées uniformément. Formellement, θGC caracté-
risant la distribution pθ
GC
(·) est défini ainsi :
∀u ∈ U : θGC1,u = [1, 1, 0, 0, 0]
∀u ∈ U : θGC2,u = [1, 0, 1, 0, 0]
∀u ∈ U : θGC3,u = [1, 0, 0, 1, 0]
∀u ∈ U : θGC4,u = [1, 0, 0, 0, 1]
∀u ∈ U : θGC5,u = [1, 0, 0, 0, 1]
3.2.2 Distribution « Optimistic Generalized Chain »
Cette distribution est une version alternative de « Generalized Chain MDPs » où nous avons utilisé des
poids plus élevés pour les transitions permettant à l’agent d’avancer dans la chaîne. Formellement, θOGC
caractérisant la distribution pθ
OGC
(·) est défini ainsi :
∀u ∈ U : θOGC1,u = [1, 5, 0, 0, 0]
∀u ∈ U : θOGC2,u = [1, 0, 5, 0, 0]
∀u ∈ U : θOGC3,u = [1, 0, 0, 5, 0]
∀u ∈ U : θOGC4,u = [1, 0, 0, 0, 5]
∀u ∈ U : θOGC5,u = [1, 0, 0, 0, 5]
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3.2.3 Distribution « Pessimistic Generalized Chain »
Cette distribution est une version alternative de « Generalized Chain MDPs » où nous avons utilisé des
poids plus élevés pour les transitions ramenant l’agent à l’état initial. Formellement, θPGC , caractérisant la
distribution pθ
PGC
(·) est défini ainsi :
∀u ∈ U : θPGC1,u = [5, 1, 0, 0, 0]
∀u ∈ U : θPGC2,u = [5, 0, 1, 0, 0]
∀u ∈ U : θPGC3,u = [5, 0, 0, 1, 0]
∀u ∈ U : θPGC4,u = [5, 0, 0, 0, 1]
∀u ∈ U : θPGC5,u = [5, 0, 0, 0, 1]
3.2.4 Distribution « Uniform »
Les probabilités associées à toutes les transitions sont tirées uniformément. Formellement, θU caractéri-
sant la distribution pθ
U
(·), est défini ainsi :
∀x ∈ X,u ∈ U : θUx,u = [1, 1, 1, 1, 1]
Enfin, notons que, contrairement au « Chain MDP » original, pour lequel l’action 1 est optimale indé-
pendamment de l’état, le comportement optimal pour les MDPs tirés à partir de ces distributions n’est pas
défini a priori : celui-ci varie d’un MDP à l’autre.
3.3 Résultats expérimentaux
Nous présentons plusieurs expériences dans lesquelles nous avons considéré différentes associations de
distributions a priori /distributions de test.
Pour OPPS, nous avons considéré quatre espaces de stratégies. L’ensemble des variables, des opérateurs
et des constantes ont été fixés une fois pour toute. Les quatre espaces de stratégies ne diffèrent que par la
taille maximale des formules pouvant être construites à partir de ces éléments. Nous les avons dénotés par
Fn où n représente la taille maximale des formules correspondant à cet espace de stratégies. L’implémen-
tation d’OPPS utilisée dans ces expériences diffère de celle utilisée dans [3] par le choix de l’ensemble des
variables. Ces variables sont décrites dans l’annexe A.
Quant à BAMCP, nous avons utilisé les paramètres par défaut suggérés par Guez et al. dans [13]. Nous
avons construit plusieurs instances de BAMCP en considérant différentes valeurs pour le nombre de nœuds
créés à chaque pas de temps. Ce paramètre est noté K.
Nous présentons nos expériences en quatre parties, une pour chaque distribution de test possible. Dans
chaque partie, nous présentons un tableau reprenant les résultats expérimentaux obtenus lorsque la distri-
bution a priori et la distribution de test sont identiques, en comparant les différents algorithmes en termes
de performances et de budgets temps minimaux requis en hors-ligne et en en-ligne. Nous avons également
joint une figure comparant les performances de ces mêmes approches pour d’autres distributions a priori.
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3.3.1 Distribution de test « Generalized Chain »
Agent Budget temps hors-ligne Budgets temps en-ligne Score moyen
OPPS (F3) ∼ 6h ∼ 40ms 42.29± 0.45
OPPS (F4) ∼ 6h ∼ 42ms 41.89± 0.41
OPPS (F5) ∼ 6h ∼ 42ms 41.89± 0.41
BAMCP (K = 1) ∼ 1ms ∼ 7ms 31.71± 0.23
BAMCP (K = 10) ∼ 1ms ∼ 54ms 33.23± 0.26
BAMCP (K = 25) ∼ 1ms ∼ 136ms 33.26± 0.26
BAMCP (K = 50) ∼ 1ms ∼ 273ms 33.73± 0.26
BAMCP (K = 100) ∼ 1ms ∼ 549ms 33.99± 0.27
BAMCP (K = 250) ∼ 1ms ∼ 2s 34.02± 0.26
BAMCP (K = 500) ∼ 1ms ∼ 3s 34.27± 0.26
TABLE 1 – Comparaison avec la distribution a priori « Generalized Chain » sur la distribution de test « Ge-
neralized Chain »





















BAMCP (K = 1)
BAMCP (K = 10)
BAMCP (K = 25)
BAMCP (K = 50)
BAMCP (K = 100)
BAMCP (K = 250)
BAMCP (K = 500)
FIGURE 1 – Comparaison sur la distribution de test « Generalized Chain »
La tableau 1 montre que OPPS surclasse BAMCP dans tous les cas de figure, même pour des budgets
temps en-ligne très élevés. Le choix de la distribution a priori a un impact significatif sur les performances
de OPPS, comme le montre la figure 1. Les performances de OPPS sont similaires pour les distributions
a priori « Generalized Chain » et « Optimistic Generalized Chain », mais se dégradent pour la distribution
a priori « Uniform ». De son côté, BAMCP est relativement constant sauf lorsqu’il utilise la distribution
a priori « Pessimistic Generalized Chain », qui a un impact positif sur ses performances, contrairement à
OPPS.
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3.3.2 Distribution de test « Optimistic Generalized Chain »
Agent Budget temps hors-ligne Budgets temps en-ligne Score moyen
OPPS (F3) ∼ 6h ∼ 44ms 110.48± 0.61
OPPS (F4) ∼ 6h ∼ 44ms 110.51± 0.61
OPPS (F5) ∼ 6h ∼ 45ms 110.48± 0.61
BAMCP (K = 1) ∼ 1ms ∼ 7ms 92.71± 0.58
BAMCP (K = 10) ∼ 1ms ∼ 56ms 93.97± 0.57
BAMCP (K = 25) ∼ 1ms ∼ 138ms 94.24± 0.58
BAMCP (K = 50) ∼ 1ms ∼ 284ms 94.31± 0.57
BAMCP (K = 100) ∼ 1ms ∼ 555ms 94.59± 0.57
BAMCP (K = 250) ∼ 1ms ∼ 2s 95.06± 0.57
BAMCP (K = 500) ∼ 1ms ∼ 3s 95.27± 0.58
TABLE 2 – Comparaison avec la distribution a priori « Optimistic Generalized Chain » sur la distribution de
test « Optimistic Generalized Chain »


















BAMCP (K = 1)
BAMCP (K = 10)
BAMCP (K = 25)
BAMCP (K = 50)
BAMCP (K = 100)
BAMCP (K = 250)
BAMCP (K = 500)
FIGURE 2 – Comparaison sur la distribution de test “Optimistic Generalized Chain"
Le tableau 2 montre que OPPS surclasse clairement BAMCP, même pour des budgets temps en-ligne
élevés. Cependant, sur la figure 2, nous pouvons remarquer que BAMCP devient plus compétitif lorsqu’il
utilise la distribution a priori « Pessimistic Generalized Chain ». Dans ce cas de figure, les performances de
BAMCP sont très proches de celles de OPPS.
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3.3.3 Distribution de test « Pessimistic Generalized Chain »
Agent Budget temps hors-ligne Budgets temps en-ligne Score moyen
OPPS (F3) ∼ 5h ∼ 37ms 35.89± 0.06
OPPS (F4) ∼ 5h ∼ 39ms 35.89± 0.06
OPPS (F5) ∼ 5h ∼ 38ms 35.83± 0.06
BAMCP (K = 1) ∼ 1ms ∼ 6ms 33.77± 0.07
BAMCP (K = 10) ∼ 1ms ∼ 54ms 33.97± 0.06
BAMCP (K = 25) ∼ 1ms ∼ 133ms 34.1± 0.06
BAMCP (K = 50) ∼ 1ms ∼ 265ms 34.21± 0.06
BAMCP (K = 100) ∼ 1ms ∼ 536ms 34.37± 0.06
BAMCP (K = 250) ∼ 1ms ∼ 2s 34.62± 0.06
BAMCP (K = 500) ∼ 1ms ∼ 3s 34.9± 0.06
TABLE 3 – Comparaison avec la distribution a priori « Pessimistic Generalized Chain » sur la distribution
de test « Pessimistic Generalized Chain »




















BAMCP (K = 1)
BAMCP (K = 10)
BAMCP (K = 25)
BAMCP (K = 50)
BAMCP (K = 100)
BAMCP (K = 250)
BAMCP (K = 500)
FIGURE 3 – Comparaison sur la distribution de test “Pessimistic Generalized Chain"
Le tableau 3 montre que OPPS et BAMCP ont des performances similaires, même si OPPS reste de-
vant. Néanmoins, BAMCP a besoin de budgets temps en-ligne 80 fois plus importants que OPPS, pour un
score légèrement inférieur. Comme le montre la figure 3, BAMCP est systématiquement battu sauf pour la
distribution a priori « Optimistic Generalized Chain », où ce dernier surclasse OPPS.
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3.3.4 Distribution de test « Uniform »
Agent Budget temps hors-ligne Budgets temps en-ligne Score moyen
OPPS (F3) ∼ 8h ∼ 52ms 57.37± 0.38
OPPS (F4) ∼ 8h ∼ 53ms 57.37± 0.38
OPPS (F5), UGC) ∼ 8h ∼ 51ms 57.37± 0.38
BAMCP (K = 1) ∼ 1ms ∼ 6ms 47.92± 0.29
BAMCP (K = 10) ∼ 1ms ∼ 52ms 48.81± 0.3
BAMCP (K = 25) ∼ 1ms ∼ 132ms 48.95± 0.3
BAMCP (K = 50) ∼ 1ms ∼ 256ms 49.3± 0.3
BAMCP (K = 100) ∼ 1ms ∼ 521ms 49.39± 0.31
BAMCP (K = 250) ∼ 1ms ∼ 2s 50.08± 0.31
BAMCP (K = 500) ∼ 1ms ∼ 3s 50.06± 0.31
TABLE 4 – Comparaison avec la distribution a priori « Uniform » sur la distribution de test « Uniform »


















BAMCP (K = 1)
BAMCP (K = 10)
BAMCP (K = 25)
BAMCP (K = 50)
BAMCP (K = 100)
BAMCP (K = 250)
BAMCP (K = 500)
FIGURE 4 – Comparaison sur la distribution de test “Uniform"
Le tableau 4 et la figure 4 montrent une claire victoire de OPPS pour n’importe quelle distribution a
priori, même avec des budgets temps en-ligne élevés. Nous pouvons également remarquer que OPPS est
plus efficace lorsqu’il utilise la bonne distribution a priori.
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4 Discussion
De manière générale, nous constatons que OPPS est meilleur que BAMCP, même pour des budgets temps
en-ligne élevés, au prix de plusieurs heures de calculs hors-ligne. Cependant, nous pouvons remarquer que
BAMCP lui a tenu tête à plusieurs reprises lorsque nous utilisions la distribution a priori « Pessimistic
Generalized Chain ».
Quant à la précision de la distribution a priori, il apparait au regard des résultats obtenus qu’utiliser une
distribution a priori différente de la distribution de test a un impact négatif sur les performances de OPPS,
ce qui n’est pas étonnant dans la mesure où OPPS effectue une recherche de politique en se basant sur
celle-ci. Cet impact est d’autant plus important dans le cas de distributions de test serrées ( « Optimistic
Generalized Chain » et « Pessimistic Generalized Chain »). De son côté, BAMCP semble moins affecté par
l’imprécision de la distribution a priori, probablement grâce à la mise à jour de sa distribution a posteriori.
5 Conclusion
Nous avons présenté une comparaison expérimentale entre deux approches bayésiennes différentes, ex-
ploitant intensivement la distribution a priori durant soit la phase hors-ligne (OPPS), soit la phase en-ligne
(BAMCP) pour interagir efficacement avec un MDP inconnu. Nos expériences suggèrent que : (i) exploiter
une distribution a priori durant une phase hors-ligne n’est jamais une mauvaise idée, tandis que (ii) mainte-
nir une distribution a posteriori peut réduire l’impact des erreurs de précision de la distribution a priori sur
les performances de l’agent.
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A Description de l’ensemble des variables utilisées dans l’algorithme
OPPS
L’implémentation de OPPS utilisée dans cet article diffère de celle introduite dans [3] de part l’ensemble
des variables utilisées pour construire les formules. L’ensemble des variables considéré dans cet article est
composé de trois variables. Ces trois variables correspondent à trois Q-fonctions calculées par itération
sur les valeurs à partir de trois modèles différents. Formellement, à partir de l’ensemble des transitions
observées au cours d’un historique h, on note Nh(x, u) le nombre d’occurrences d’une transition prenant
son origine à partir de la paire état-action (x, u) dans h, et Nh(x, u, y) le nombre d’occurrences de la
transition (x, u, y) dans h. On définit les trois fonctions de transition fmean, funiform, fself ainsi :
1. fmean correspond à l’espérance de la fonction de transition selon la distribution a posteriori courante.
Si θ0 dénote la liste des compteurs des transitions observées de la distribution a priori p0M(·), fmean
est défini comme :
∀x, u, y : θhx,u(y) = θ0x,u(y) +Nh(x, u, y)
Formellement, le modèle de transitions moyen est défini comme :






2. funiform correspond à l’espérance de la fonction de transition selon la distribution a posteriori ob-
tenue à partir de l’historique courant partant d’une distribution a priori uniforme. Formellement, le
modèle de transitions uniforme est défini comme :
∀x, u, y : funiform(x, u, y) = 1 +Nh(x, u, y)|U |+Nh(x, u)
3. fself correspond à l’espérance de la function de transition selon la distribution a posteriori courante
obtenue à partir de l’historique courant partant avec une initialisation des compteurs correspondant
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à une impulsion de Dirac centrée autour d’un MDP déterministe où chaque état n’est atteignable
que depuis lui-même (pour toute action). Formellement, la fonction de transition « self » est définie
comme :
∀x, u : fself (x, u, x) = 1 +Nh(x, u, x)
1 +Nh(x, u)




Nous avons commis une erreur dans les expériences que nous avons présentées dans la première version
de cet article. Cela nous a conduit à surestimer les performances de l’algorithme BAMCP.
Cette erreur vient du fait que la fonction de récompense utilisée par BAMCP n’était pas égale àR(x, u, y′)




P (y′|x, u) R(x, u, y′)
Dans ce contexte, BAMCP fonctionne nettement mieux, sans doute parce que la fonction R′(x, u) donne à
l’agent certaines informations sur la matrice de transition.
