Abstract-Analysis of computer supported collaboration is perse a non-trivial task, particularly when it is completely dependent on dedicated logfiles and video capture without active support by the user. We present a scalable approach for analyzing childrens' interaction in a collaborative multi-touch setting using a tabletop interface.
INTRODUCTION
While action analysis can in certain cases be actively supported by the adult users themselves, the process of action based logging of children's interaction with computers and learning systems must not rely on any active support by the user. Very often these tasks are supported by amending the logged information manually using additional methods like video recording. A very time intensive task on single user systems, it is even more complicated to analyze collaborative interaction using multi-touch input devices.
On single user interfaces, even in collaborative tasks, the origin of interactions and thereby the ownership of a manipulated object can usually be tracked and logged. Multitouch systems lack any indication who has initiated an interaction and who may be the owner of an object after it has been manipulated by several users at the same time. While ownership can be tackled by using identifiers to add new objects, the identification of an initiator of an interaction for existing objects requires special technology, e.g. the MERL DiamondTouch table where each user stands on a special mat. But it is very unlikely that this technology will produce authentic data when used by children.
Against this background, logging and analyzing children's interaction with multi-touch systems is a great challenge for researchers. Face-to-face collaboration on single touch computers with attributable interaction can already be effectively analyzed with dedicated logfile analysis tools [7] . In this paper we will present an analysis process schema and a software tool that uses a combination of automated action logging and manually edited data for detailed analysis of multi-touch interaction.
II. EXAMPLE OF USE CASE SCENARIOS
One key to successfully support children's collaboration is the orchestration of the collaborative setting. Fleck, et al. [9] showed that in collaborative settings both, physical and verbal aspects have to be considered to understand children's interaction around a tabletop. This emphasizes the need for adequate analysis mechanisms.
The project PuppyIR (http://www.puppyir.eu) aims at facilitating new forms of collaboration support in the context of information retrieval (IR) for children. Amongst others, new, intuitive interfaces will help children aged 5 to 12 to search and handle information from different sources such as internet, local data bases (e.g. in museums), or data repositories (e.g. in schools). Because of different reading and writing abilities children sometimes rely on non-textual or simple-text objects. There are various collaborative scenarios under development using tabletop interfaces and tangible objects that can be used by children as search keys, as input data, or to express emotions. In this context interaction analysis will be used for evaluation. Providing researchers with dedicated tools and technology is therefore an important improvement for this kind of research. In one scenario children in small groups will use a multitouch table and tangible objects with fiducial markers in a museum for children where personalized tickets and barcode readers are already in use at the exhibit. During their tour through the museum the children can scan their ticket at exhibits and thereby bookmark topics. When placed on the table the ticket is identified and the topics the child gathered during the tour can be retrieved, e.g. to generate an overview of the visit or provide search keys. Children can share topics with others and search for more details while collaborating and interacting with other children. Table 1 shows different interactions occurring while the children work collaboratively on a tabletop device. Though all interactions can be named and logged, only a few can be uniquely assigned to one user as originator. Some of the interactions can occur at different objects at the same time (e.g. moving an image), or be executed jointly on one object (e.g. resizing an image). Below we will present solutions for amending the logfile data and improve the possibilities of action analysis.
III. ANALYSIS PROCESS SCHEMA
In recent years, Interaction Analysis has received much attention from both practical and methodological standpoints in the field of Computer Supported Collaborative Learning. Multi-touch scenarios pose new challenges for the researcher because of the lack of exact user identification with most For the scenarios in PuppyIR we build on earlier methodological work about analysis process models [2] and propose a specific fine-tuning for the new challenges with multi-user and -touch devices that is shown in Figure 1 . In our schema we assume that technical traces of user activities are captured in a computer-processable logfile, along with a video of the activity at the multi-touch table. Both data sources are necessary to give a rich picture and to allow integration of the complementary information contained: logfiles contain captured data that does not have to be manually processed anymore, thus relieving the analyst of additional effort. Videos provide information on who-doeswhat, which is not completely available in the logfile.
After segmenting relevant episodes, the logfiles and the videos are annotated. To allow a coherent understanding of both data sources, a synchronized replay of the logfile and the video is inspected by the analyst. Information about user actions and ownership visible in the video can be easily transferred and coded into the logfile using an appropriate coding feature. This feature could be realized in the simplest way as a choice list of all participating users, where the analyst chooses the respective user for the logfile action the video currently points to. Once the user-annotated logfile is created, statistical analyses and more sophisticated types of analysis, such as action pattern detection [3] can be performed automatically. For most of these analyses, visualization methods have been proposed in the literature, such as participation ratio meters, balance meters [4] , and activity factors [5] . Finally, the researcher can interpret the different information sources, i.e. visualizations and the annotated video, in parallel to explore the research question.
IV. INFRASTRUCTURE AND TOOLS
There are different technical approaches to realize the multi-touch functionality on tabletop interfaces. Some of these technologies also support the identification of fiducial objects, i.e. special markers which are identified by cameras when placed on the surface, usually by assigning positive integer values. For the analysis aspects, the number of different users and their identification are certainly the most important. In the above mentioned use case example of PuppyIR, we are using a multi-touch table with a translucence LCD and support for fiducial markers. This enables us to use personalized objects like admission tickets to identify users. In addition, we can also record video sequences of the children's interaction with the table.
A. Interaction logging data format
For the interaction logging we are using the Common Logfile Format (CoLoForm), a XML-based representation of user actions in interactive and collaborative applications [1] that has been designed in the context of the Kaleidoscope Network of Excellence. For our use case scenarios we implemented a logging engine that generates events for every interaction, e.g. add/remove tangible items on the table, and move, resize or delete virtual objects. As shown in Table 1 , user identification is ambiguous for most events. Even tangibles belonging to a user could be manipulated by other children without any chance to automatically identify the originator of such an action on the system side.
The entries generated by the logging engine contain information about the user (e.g. "id", "role") and the manipulated object itself (e.g. "owner" if applicable, attached EXIF data, GPS coordinates, image keywords, location and size of tangibles and virtual objects on the table). Although even admission tickets could be interchanged between users, in the museum context we presume them to be reliable identifiers. When placing the ticket on the table the child is assigned as originator to a "create" action for any virtual object added to the table with this action, e.g. a bookmarked topic from the museum tour. In contrast, the originator of a "move" action cannot be identified by the system. Thus, the user-id "unknown" is assigned to the role "originator" for this action. In section V. we will outline how additional video recording can be used to amend and post-process the log data and add information about roles and ownership changes to the logfile using an annotation tool.
B. Analysis tools
Once the interactions on the multi-touch table are captured in CoLoForm XML, various kinds of analysis can be performed on that data. Besides simple counting and assigning of each participants activities in participation ratios, more sophisticated analysis tools have been developed and can also be applied in our scenarios. ActivityLens [6] is such a tool that is designed specifically for integrated analysis of various data sources, such as video and logfiles at the same time. Based on a user-definable typology, coding of video episodes and logs can be conducted conveniently. PAnDit [7] is a tool for logfile analysis that has been developed mainly to detect interaction patterns in collaboration logfiles. It provides a mechanism that allows specifying sequences of actions including constraints and parameters, such as "the same user as in action1 sends a message to user2 after user2 performed action2". These patterns can be stored and re-used across different studies, populations, and scenarios. PanDit uses CoLoForm and a transformational approach to convert other types of welldefined XML formats. Both analysis tools relieve researchers of arduous manual coding and analysis and can be used immediately with our data.
V. APPLYING THE SCHEMA TO THE USE CASE
For the design of collaborative search interfaces in PuppyIR it is essential to study the performance of children while composing search queries and using multi-modal interaction methods on multi-touch devices [8] . This will help to define intuitive ways of interaction and provide children with easy to use interfaces. The detailed data logging in our applications allows for the capturing and processing of all interactions in different granularites. Programmer and researcher can decide which interactions are of interest and whether they should be logged continuously or just major changes. E.g. moving and resizing an object on a tabletop interface can be understood as a single interaction where only the result is of interest. As explained before, the system itself cannot identify if this interaction has been accomplished by one or more children, but in combination with a video, during post-processing the originator and optional collaborator can be identified and the information can be annotated/amended into the log entry.
We will mainly log completed interactions, e.g. final positions of moved objects, final orientation of an image that has been rotated, or at what position tangibles are placed. This way, we treat every log entry as a single, self-contained interaction and thereby carry out a segmentation of the log file. During experiments we will record the task using a camera above the table. In combination with the segmented logfiles the video will enable us to post-process the captures using the synchronized replay mechanism and annotate the logfile with information observed in the video recording.
The amended logfile can be used to analyze how children perceive search results using a tabletop interface and what possible ways to support children using such devices not only in the context of information retrieval. Another interesting aspect is the effect of collaborative tabletop scenarios on children's communication behavior. Additional information can be amended to the logfile indicating if changes on objects were made following a discussion or were just carried out as an individual action by one child. We will define a set of patterns which represent characteristic types of interactions between children that we would like to search for in the analysis activity of our process schema. In a different setting [7] we have already used this approach with the PanDit tool to identify distribution of work between students and specific interaction types. The combined interpretation of resulting visualizations, such as the highlighting of all detected interaction patterns within a timeline, produced by the analysis tools and the video will be conducted in our upcoming studies.
VI. SUMMARY AND OUTLOOK
As further development we currently consider a coding interface that provides schematic simplified replay combined with the captured video. Logfile information will be visualized by means of a view where the participating users and the manipulated objects are presented at the same time as the logged action. With a choice-list of users who potentially performed an action, a researcher can enrich the logfile directly. We propose a slight delay of the log action with respect to the video, allowing the researcher to identify the involved user(s) in the video and introduce this information instantly into the log level that is shown later. This affords efficient coding without continuous "stop-motion" in the coding process. Another interesting feature can be variable speed for the inspection to save coding time for phases with less interaction and for experienced coders.
