In this note, we investigate the problem of well-posedness for a shallow water equation with data having critical regularity. Our results are based on the use of Besov spaces B 
Introduction
In the past few years, a large amount of literature has been devoted to the following one-dimensional nonlinear dispersive equation:
In the above equation, the function u ¼ uðt; xÞ stands for the fluid velocity at time tX0 in the x direction. Eq. (1), commonly called Camassa-Holm equation, has been derived independently by Fokas and Fuchssteiner [FF] , and by Camassa and Holm in [CH] (see also [F] ). Like the celebrated KdV equation, Camassa-Holm equation describes the unidirectional propagation of waves at the free surface of shallow water under the influence of gravity. It turns out that it is also a model for the propagation of nonlinear waves in cylindrical hyperelastic rods (see [Dai] ). The problem of finding the largest spaces E for which (1) with initial data in E is well-posed in the sense of Hadamard has retained a lot of attention recently. Before going further into details, let us define what we mean by ''local well-posedness in the sense of Hadamard'': Definition 1. Let E be a Banach space. System (1) is said to be locally well-posed in E in the sense of Hadamard if for any u 0 AE; there exists a neighborhood V of u 0 and a T40 such that for any v 0 AV ; system (1) has a unique solution vACð½0; T; EÞ with initial datum v 0 ; and if in addition the map v 0 /v is continuous from V into Cð½0; T; EÞ:
In most of papers devoted to (1), only Sobolev spaces H s are considered. It has been stated by different methods that (1) is well-posed in H s for s43=2 (see [Dan,HM,LO,RB] ). On the other hand, counterexamples to well-posedness in the case so3=2 have been exhibited by Himonas and Misio"ek [HM] (actually what they do prove there is that uniform continuity with respect to the data cannot hold in H s with so3=2). Therefore, in the Sobolev spaces framework, s ¼ 3=2 seems to be the critical value for local well-posedness.
Let us mention in passing that Xin and Zhang showed recently that global weak solutions do exist for any data in H 1 (see [XZ] ), but local well-posedness (or even uniqueness) for such rough initial data is unlikely to be true.
That s ¼ 3=2 is critical for well-posedness has to do with the fact that it is also the critical value for the embedding H s +Lip to be true (Lip here denotes the bounded lipschitz functions). Indeed, denoting
(1) may be rewritten as a nonlinear transport equation:
most ''reasonable'' Banach spaces E embedded in Lip; one can prove a priori estimates for linear transport equations
with vð0ÞAE and, say, aðtÞ and f ðtÞ uniformly bounded in E: Therefore, H s has to be embedded in Lip in order that (CH) may be solved by a standard iterative scheme.
In [Dan] , we gave examples of spaces E which are not related to Sobolev spaces and for which local well-posedness is true. For example, any Besov space B s p;r with s4maxð3=2; 1 þ 1=pÞ does.
In the present paper, we aim at gleaning as much information as possible on the critical value 3=2: Due to the lack of embedding H 3 2 +Lip however, we will be induced to use Besov spaces B s 2;r which are closely related to H s : To simplify the presentation, we shall assume throughout that x belongs to R: That point is not essential: as our results are based on Fourier analysis, slight modifications of our proofs would enable us to handle the periodic case xAT (a reading of [Dan] should convince the doubtful reader).
In the case xAR; those Besov spaces may be defined as follows:
Definition 2. Let sAR and rA½1; þN: Denote Let us emphasize that local well-posedness in B 3 2 2;1 is a new result. In [Dan] , existence only was stated. Note that using Besov spaces B s p;1 in hydrodynamics has been done before by Vishik [V] for the incompressible Euler equations (there, the critical value of s in dimension 2 is 1 þ 2=p). The motivation there was the same as ours: getting the critical regularity exponent for local wellposedness.
The counterexample to well-posedness in B 3 2 2;N is inspired by the one in [HM] .
We have no definitive answer to the intermediate cases B 2;r for r41 is unlikely to be proved by standard iterative methods. On the other hand, combining Proposition 1 below with our existence results in [Dan] yields local existence and uniqueness in any space B 3 2 2;r -Lip: Once uniqueness has been stated for a given Banach space E; one can actually get quite a lot of information on the solution. In the case B 2;1 Þ with constant H 1 norm. Moreover, the lifespan T
that estimate being optimal in general, and
Our paper is organized as follows. In Section 1, we prove estimates in 2;N cannot be expected in general.
Uniqueness for critical regularity index
Uniqueness is a corollary of the following. Proposition 1. Let u (resp. v) be a solution to (CH) with initial datum u 0 (resp. v 0 ).
Assume that u 0 and v 0 belong to B 
then, denoting LðzÞ ¼ def z logðe þ zÞ; the following inequality holds true for tA½0; T % :
In particular, (3) holds true on ½0; T provided that
Proof. Clearly, w solves the following linear transport equation:
By virtue of estimate (A.1) in [Dan] , the following inequality holds true:
Bounding the right-hand side will be made possible thanks to the following five properties:
(i) The space B 2;N -L N is an algebra may be found in [RS] . Since
FuðxÞ;
property (iv) may be easily deduced from Definition 2.
ARTICLE IN PRESS
The proof of (iii) lies on (elementary) paradifferential calculus, a tool introduced by Bony [Bo] . What we really need here is the paraproduct.
Introducing the following low-frequency cut-off S q u ¼ def P ppqÀ1 D p u; the paraproduct between f and g is defined by
We have the following so-called Bony's decomposition:
Therefore, we only have to prove that the paraproducts T f g and T g f ; and the remainder Rð f ; gÞ are continuous from B 2;N : According to estimates (7) and (9) p. 166, and (17) p. 168 in [RS] , we have for a constant C independent of f and g: Proof. Let NAN be a cut-off parameter to be fixed hereafter. We have 2;1 Þ: Assume that v n is the solution to 
Let us make the additional assumption that v 0 AB 3 2 2;1 and f AL 1 ð0; T; B 3 2 2;1 Þ: In this particular case, Proposition A.1 in [Dan] insures that v n ACð½0; T; B 
On the other hand, Proposition A.1 in [Dan] 
where v n p is the solution to
( Above, S p stands for the low-frequency cut-off defined in Section 1. Of course, S p is a mollifier, and in particular S p v 0 AB 
On the other hand, for any pAN and mAN; v m À v m p solves
so that, applying once again Proposition A.1 in [Dan] , 
Plugging (10) and (11) By virtue of Definition 2 and Lebesgue dominated convergence theorem, the first two terms of the right member may be made arbitrarily small for p large enough. For fixed p; we then let n tend to infinity so that the last term tends to zero, and we conclude that w n tends to 0 in Cð½0; T; B Indeed, this is just a matter of following the proof of (2.13) in [Dan] . One can for instance take (for some suitable universal constant C) Interpolating with the uniform bounds in Cð½0; T; B 3 2 2;1 Þ; we gather that for any so3=2 and aA½1; þN; the map F is (Ho¨lder) continuous from B 
Thanks to step one, proving that u n tends to u N in Cð½0; T; B 
( Using the properties of Besov spaces exhibited in Section 1, one easily checks that ð f n Þ nAN is uniformly bounded in Cð½0; T; B 1 2 2;1 Þ: Moreover,
therefore, product laws in Besov spaces combined with Proposition A.1 in [Dan] As u n tends to u N in Cð½0; T; B 1 2 2;1 Þ; the last term is less than e for large n: Hence, thanks to Gronwall lemma, we get Proof. Throughout T is a fixed positive real. For cAR; define u c ðx; tÞ ¼ def ce ÀjxÀctj :
Recall that u c is the well-known solitary wave solution for (1 
