ABSTRACT. In contrast to the behavior of best uniform polynomial approximants on [0, I] we show that if f E C[O, I] there exists a sequence of polynomials {Pn} of respective degree ~ n which converges uniformly to f on [0, I] and geometrically fast at each point of [0, I] where f is analytic. Moreover we describe the best possible rates of convergence at all regular points for such a sequence.
INTRODUCTION
Our paper is related to the fact that best polynomial approximants are very far from giving good approximation on subsets of the original set. In fact, let 11'lIro,l] denote the sup norm on [0, 1], let I be continuous and real-valued on [0, 1], and Qn = Qn (f) be the best uniform approximant to lout of lln ' the set of polynomials of degree at most n. A celebrated result of Kadec [2] says that the extremal points of {II -Qn(f)I}:o are dense on [0, 1], and so on any subinterval I ~ [0, 1] the approximation given by {Qn (f)}:o (considering the whole sequence) is not better than on the whole interval [0, 1] , no matter how smooth I is on I.
In [3] it was shown that the situation radically changes if one considers near best approximants instead of best ones. For example, when I is piecewise analytic on [0, 1] and otherwise k-times continuously differentiable at the non-regular points it was shown that for each p > 1 there are constants C, c > 0 and polynomials P n E IIn' n = 1 , 2, ..., such that
x E [0, 1], n where d(x) measures the distance from x to the nearest non-regular point of f. It was also shown that a similar estimate with p = 1 is, in general, impossi: ble. These polynomials Pn ' unlike the polynomials of best approximation, yield geometric convergence on (closed) intervals of analyticity even though {En (f)},
has order only {n-k-l}. The problem whether similar results hold for more general sets of functions (not just for piecewise analytic ones) has however remained open. To be more precise we ask the following: let f E C[O, 1] be analytic on the (relative to (1) liml/(x) -Pn(x)11/n < 1, xED? n-+oo We will show that this is always possible and describe the behavior of the lefthand side of (I) which is, in a certain sense, best possible.
We will assume that D is the exact set of analyticity, i.e. D contains every regular point of I. 
where c > 0 is an absolute constant and the constant C f,x is bounded for x in any compact subset of D .
Next we show that Theorem 1 is best possible in the sense that (3) with P = 1 is, in general, impossible. Finally, we also show that Theorem 1 cannot be sharpened by putting a constant C f into (3)-the constant must depend on x, even allowing c and P to depend on f.
Theorem 3. There exists f E C[O, 1] such that for no constants p, C, c > 0 can one find polynomials P n E lln' n = 1 , 2, ..., with the property n = 1,2, ...,
It is enough to prove the theorem for p E (1, 3/2] because d(x) :$ 1. Also it is enough to prove the theorem for n :;::: No because afterward we can increase C f ,x so that (3) will be fulfilled for any natural number n. In the beginning n is arbitrary and only when Flecessary we place restrictions on No. . This "partition of unity" will be used together with local best approximants to produce the required polynomial of degree n. 
If, however, d(x) > n-l/P , then d(x) ~ 2d(x) , which, together with (7) yields 
However, (17), (21) and (22) are not compatible which proves our theorem. 0
