Online assessment of remaining useful life (RUL) of a system or device has been widely studied for performance reliability, production safety, system conditional maintenance, and decision in remanufacturing engineering. However, there is no consistency framework to solve the RUL recursive estimation for the complex degenerate systems/device. In this paper, state space model (SSM) with Bayesian online estimation expounded from Markov chain Monte Carlo (MCMC) to Sequential Monte Carlo (SMC) algorithm is presented in order to derive the optimal Bayesian estimation. In the context of nonlinear & non-Gaussian dynamic systems, SMC (also named particle filter, PF) is quite capable of performing filtering and RUL assessment recursively. The underlying deterioration of a system/device is seen as a stochastic process with continuous, nonreversible degrading. The state of the deterioration tendency is filtered and predicted with updating observations through the SMC procedure. The corresponding remaining useful life of the system/device is estimated based on the state degradation and a predefined threshold of the failure with two-sided criterion. The paper presents an application on a milling machine for cutter tool RUL assessment by applying the above proposed methodology. The example shows the promising results and the effectiveness of SSM and SMC online assessment of RUL. 
Introduction
Serious losses happen often in practice due to accidental system failure and the lack of online message of remaining useful life (RUL) and the performance reliability. Nowadays, high reliability and complexity of equipment make the operational reliability more than ever an outstanding concern. RUL online estimation, after many years of practice in the field of maintenance, is one facet in condition-based maintenance (CBM) [1, 2] and Prognostic and Health Management (PHM) engineering [3, 4] . Furthermore, RUL plays a crucial role in decision making on reuse or recycling of an old product in remanufacturing engineering.
The International Standard Organization (ISO) defines failure prognostics as "the Estimation of the Time to Failure (ETTF) and the risk of existence or later appearance of one or more failure modes. " Note that most of the definitions cited in the literature use the terminology of RUL instead of ETTF [5] . The methods of residual (remaining) life prediction has get in-depth research for a long time, and there has been a growing interest in monitoring the ongoing "health" of products and systems in order to predict failures [6] . The degradation process of an operating device is a process of gradual deterioration and the underlying degradation can be detected to a certain extent through the measurement of covariate variables. The RUL can be expressed as X t = T − t|T > t, Z(t), where T represents the random variable of lifetime, t the current time and vector Z(t) the observations of the covariate variables available up to the current time t. There are a few comments about the RUL online assessment: (1) The degradation of the system/ device is assumed to be monotonic and not-reversible, which causes the lifetime of the device to be limited to the RUL; (2) In practice, most of the time, the underlying Hu et al. Chin. J. Mech. Eng. (2018) 31:5 degradation of a device is not directly measurable, especially not measurable directly online; (3) Indirect measurement of system performance by covariate variable is used to model the degradation of the system performance, which are observable and measurable online [7] . There are two stochastic processes: the underlying degradation and the performance observation. To assess the non-observable degradation of the device from measurable observations of the performance, hidden Markov modeling is adopted.
The Hidden Markov model (HMM) with the assumption that the system states can be seen as a first order Markov process as the state x t ∼ P(x t |x 0:t−1 ) = P(x t |x t−1 ), where x 0:t−1 = {x 0 , x 1 , · · · , x t−1 }, and the observations under the given system states are independent from each other, i.e., y t ∼ P(y t |x t ). State x t presents the inherent characteristics of the dynamics at time t. The observation vector with model noise is y t and y 1:t = { y 1 , y 2 , · · · , y t }. For a dynamic Bayesian network, HMM is a proved valid methodology to model the remaining life assessment [8, 9] . The explicit expression of HMM is shown in Figure 1 [10] .
The state space model consist of state and observation equations, presenting a first order HMM, is convenient for modeling multivariate data and nonlinear/ non-Gaussian processes, with significant advantages over traditional time-series techniques [5, 11, 12] . For online predictions based on the state-space model (SSM), the recursive assessment of the posteriori distributions of x t , which modeling the degradation, is of a great concern. With updates of the state estimation and prediction, the RUL can be estimated by the system failure through a predefined degradation threshold [13] . This paper is organized as follows. A brief review based on the Bayesian estimation method from Markov chain Monte Carlo (MCMC) to Sequential Monte Carlo (SMC) is summarized in Section 2. The state estimation methodology for a given SSM with time invariant parameters and the RUL online assessment from the degrading process is detailed in Section 3. A case study is introduced and the results are discussed in Section 4. The final conclusion is presented in Section 5.
From MCMC to SMC

A Brief Review
MCMC (Markov chain Monte Carlo) implements sampling distribution with dynamic simulation in accordance with system dynamics [14, 15] . The basic idea is a Markov chain is constructed that makes the stationary distribution to be a priori distribution of the dynamics; produce the samples of the priori distribution through the Markov chain, and implement MC (Monte Carlo) integration for the samples of the stationary distribution [15] [16] [17] . The MCMC procedure is shown in the following steps:
(1) Establish a Markov chain that is converged to a stationary distribution π(x); (2) Generate samples from the initial point x(0). The simulation of the sampling was carried out using the Markov chain in
Step (1), and produce the sequence x(1), …, x(n); (3) The estimation of expectation of a given function f(x) is
f (x(t)), from sequence points m to n.
The construction of the MCMC transition kernel, 1-step transition probability from state i to state j, notated as P(i, j) = P(i → j) = P(x t+1 = s j |x t = s i ), is important in order to iterative algorithm converges speedily. Different MCMC methods in applications have been proposed by selecting different transition kernels, and two main types of commonly used in MCMC methods are Gibbs sampler [18] and Metropolis-Hastings algorithm [19] . Since MCMC estimation for the state vector is required at every sampling time point when the new observations are available, historical data set could be huge. To avoid the problem of storing massive data and repeating the process on existing data in every sampling interval, a recursive mechanism in filtering, which means processing only on received new data sequentially if a new observation becomes available, is required to update the estimate results. SMC (Sequential Monte Carlo) method has been successfully developed and applied in many different fields [20] . SMC method approximates the actual posteriori probability density by a group of random samples with their associated weights. When the number of samples is large enough, the estimated probability can be close enough to the actual posteriori probability density function, reaching the result of the optimal Bayesian estimation [21] .
In general, the actual posteriori probability density function cannot be sampled, instead using another distribution q x (i) 0:t y 1:t , the importance distribution, or instrumental distribution. Importance sampling tries to use the limited number of sampling points covering the great contribution to the integral by a similar density, thus obtaining a higher computational efficiency. [22] . However, SIS algorithm has a serious flaw. The importance weight variance increases gradually over time, which soon causes only a small number of samples (particles) that are associated with larger weights. This phenomena is called particle degrading in SIS [23] . The degradation with iteration process results in that there are no enough particles meaningful to present the posteriori density distribution eventually. Until 1993, Gordon proposed the concept of re-sampling [24] , which laid the base for the particle filter and its practical applications.
The resampling method ensures a stable total particle number by enlarging the sample numbers with higher weight values and reducing the number of particles with small weight so as to avoid much computation cost on those faded particles. Since then, SIR (Sampling Importance Resampling filter) technology also called as particle filtering has been gradually matured and widely used in applications of online state estimation.
Particle Filter Algorithm
The schematic of the standard particle filter algorithm process with re-sampling function [25] is shown in Figure 2 , modified from Ref. [24] . Figure 3 shows the flow chart of particle filter algorithm. Re-sampling process taken in particle filtering is to overcome the degradation of the particle weights with iteration processing. In other words, re-sampling can improve the degradation to keep a stable total number of the particles in filtering.
The concept of effective re-sampling scales is defined as where w (i) t , i = 1, . . . , n, are unnormalized weights of particles. This formula is difficult to determine the actual calculation instead the approximation is generally used as where w (i) t , i = 1, . . . , n, are normalized weights, and If N eff < N th , re-sampling should be adopted, and N th = 2n/3 in general. Note that it is not always necessary to have resampling in every iteration step. The judgment on the need of resampling or not is dependent on particle degradation in SIS process. The resampling starts only in the iteration when the particle degradation is beyond a certain predefined limit. 
State Assessment in SSM
Initial particles with the weight
Updated particles with the weight observations and the state of the system. SSM is a discrete-time presentation of an HMM. The state in SSM is the hidden stochastic process in HMM.
The SSM of a system (in general a nonlinear and nonGaussian system) can be written as where Eqs. (1), (2) are the state and observation equations respectively. x t ∈ R N x is the system state vector, y t ∈ R N y is observation vector, u t ∈ R N x is the input vector of the system, θ is the static parameters of the model. η t (η t ∈ R N y ) and ε t (ε t ∈ R N x ) denote the observation noise and states noise respective, which are independent with each other. f : R N x × R N ε � → R N x is the state function and h : R N x × R N η � → R N y is the observation function. Assuming these two functions known and depend on u t (sometime it is omitted for simplicity). Priori distribution of the initial state x 0 is assumed to be p(x 0 ).
The purpose of constructing an SSM is that SSM provides a convenient way to estimate the state x t recursively (Bayesian estimation). To this end, two sequential steps are performed. The prediction step estimates the priori probability density of next time state vector using both the process model and the information of the previous state estimate, expressed by the Chapman-Kolmogorov equation:
The filtering step, set up the recursive relation for the forecast, considers the current observation y t into the estimator of the state vector to correct the obtained priori probability density, and get the posteriori probability density of the state vector by the Bayesian formula:
where p(y t |y 1:t−1 ) = p(y t |x t )p(x t |y 1:t−1 )dx t is called as a normalized factor.
The posteriori probability density can be expressed as and with all observations are independent with each other, p(y 1:t |x 0:t ) = (1)
p(x i |x i−1 ) because of the system following Markov process. So the recursive formula of joint probability density is
For the recursive computation of the posteriori state probability density function above, it is more conceptual than practical, and in most cases, the integrals Eq. (4) do not have an analytical solution, so it is hard to describe the probability density functions using a closed analytical form. Numerous researchers want to obtain approximate methodologies which could minimize the variance of these integral estimates in the mid-1960s, such as the extended Kalman filter, the Gaussian sum filter, and gridbased method [20, 26] . Although in certain settings these methods have been applied successfully, they are invalid if the posteriori distribution cannot be approximated by a Gaussian distribution. In particular, that it remains unimodal, which is typically not true in many nonlinear statespace scenarios [24] . Monte Carlo (MC) methods however, in which the posteriori distribution is represented by a collection of random points, play a central role in the 40 s of the 20th century along with advanced development of technology and digital computer. MC simulations, not only relevant for simulating models of interest, but constitute a valuable tool for approaching statistics [27] .
The idea of Monte Carlo simulation is to draw an i.i.d.
from the posteriori distribution of the state p(x 0:t |y 1:t ) [28] . Using these N samples to approximate the target density with the following empirical function:
where the δ (x (i) 0:t ) (x 0:t ) denotes the Dirac delta mass located at x 0:t . So the expectation for any f (x 0:t ) is E(f (x 0:t )) = f (x 0:t )p(x 0:t |y 1:t )dx 0:t . The integral operation can be estimated by E(f (x 0:
f (x i 0:t ), where E(f (x 0:t )) is the estimate of the expectation for f (x 0:t ).
The convergence of the above MC calculations can be obtained by the law of large numbers, and independent with the dimension of the state, therefore Monte Carlo simulation provides an effective method to find solutions (6) p(x 0:t |y 1:
for applications in high-dimensions. Due to the error of MC approximation has nothing to do with dimension when increasing, so it is particularly suitable to solve high dimensional integral problem [29] . In recent decade, this SMC technology has been widely used to estimate the posteriori probability of the state of nonlinear, nonGaussian dynamic systems.
RUL Online Assessment from Performance Degradation
Degradation Prediction
As discussed in previous sections, RUL online assessment is based on the underlying performance degradation of the system and its predefined failure threshold. The degradation process is modeled in a hidden stochastic process as the state in SSM with constant parameters. For the l-step ahead recursive estimation of the degrading state (x t+1:t+l |y 1:t ), it can be obtained by following steps:
At the end, a sample set {x
available, and an estimation of p(x t+1:t+l |y 1:t ) can be estimated as
The estimation of the degradation state (the mean value of the state) based on the predicted distribution at time t + l can be calculated as:
RUL Definition and the Prediction
The remaining useful life (RUL), defined as X t = T i − t|T i > t, Z(t), i = 1, 2, …, n, is a random variable, the result of RUL estimation is presented in the form of a discrete probability distribution. For assessment of the RUL, a specified threshold value for the degradation state is pre-defined for failure. In deriving the distribution of the remaining lifetime, is as the failure criterion compared with each sample path to obtain T 1 ,…, T n , total n different time points. T i represents the least time at which the sample path x (i) t+1:t+k will equal or exceed the threshold value . In this paper, the two-sided criterion for system failure is cited as C f = {H low ≤ x ≤ H up } , where, H low and H up are the upper and lower boundaries of the failure interval respectively. Figure 4 shows the concept of derivation.
As shown in Figure 4 (modified from Ref. [24] ), H low and H up are set symmetrically on both sides of . The (9) p(x t+1:t+l |y 1:
sample particle swarms of state estimation from t k to t k+p overlap with the hazard zone (the light shaded area). The sum of the normalized weights of all sample particles which locate in the light shaded area at any time step between t k and t k+p represents the probability of system failure occurring at the corresponding time step. The normalizing constant is the sum of weights of total sample particles which locate in the light shaded area from time t k to t k+p . Therefore, an approximation of the probability distribution (probability density of time to failure, Pr TTF ) can be obtained through a set of an equal interval discrete samples with their corresponding probabilities, that is where w i k+j is the normalized weight of each particle at each prediction time, P(·) is the probability to failure when the particle value is within the range of the defined failure band. The mean remaining life is therefore estimated to be where t exp is the system expected failure time estimated at time t k .
An Numerical Example of Cutter Lifetime Assessment
A cutter is the key component of machine cutting process. Its state influences the total manufacturing effectiveness and stability of machining. Cutter life in milling machine is studied using this proposed methodology.
With an accurate estimate of cutter lifetime, worn tools
Degradation characteristics
The true value can be changed in time to reduce nonconforming products and tooling costs. It therefore guarantees surface quality in manufacturing. In assessment of the RUL using data driven method, observation signal of the cutters were obtained from the sensors (acceleration sensors, force sensors, acoustic emission sensors, etc.) mounted on the high speed milling test rig, and the experimental parameters shown in Table 1 . Six milling cutters (C1, C2, C3, C4, C5 and C6) with three blades were experimented in 315 cycles under the same working conditions. The cutter wearing of C1, C4 and C6 were measured online and the data was download from the web [30] with more details. Figure 5 is the experimental data of milling cutters' wear.
Modeling and the Priori Distribution of the Model Parameters
A Discrete-time State Space Model
A Wiener process has found application as a degradation model in many studies due to its good properties [31] . The degradation of cutters wear in the study is assumed at a constant rate, which meets Wiener process. Thus the state equation, which expresses the underlying degradation of the milling tools (wearing), can be presented as follows:
where β is a constant for drifting, B(t) is a Brownian motion; σ B is the corresponding diffusion coefficients; both β and σ B are unknown.
In general, the degree of tool wear can determine the tool failure. Therefore, tool wearing process can be considered as the underlying tool degradation. The observation Y(t) contains noise errors, the observation equation is expressed by where σ R is the measurement error; ε(t) is assumed as white noise with the mean 0 and the variance 1. Because the operational precision of the measurement system is usually known, the σ R in the model is assumed given.
Since digital computer DAQ (data acquisition) system is used for signal acquisition, a discrete-time state space model, both state and observation equations, is developed for the process.
where β n and σ B,n are the unknown model parameters at time n, and W n , V n are noise terms in N(0, 1). σ B,n is given from the DAQ system.
Determination of the Priori Distribution of the Model Parameters
There are two estimates needed toward online RUL assessment. They are online state (degradation) estimate and the model parameter estimate (β and σ B ). In the Bayesian inference framework, a reasonable priori distribution is first assigned for the unknown parameters of the model. The joint distribution π 0 (β, σ 2 B ) of β and σ 2 B is considered as the priori distribution of the unknown parameters in the model, and there is likely some dependency existing between β and σ B .
According to the theory of Bayesian parameter estimation, the conjugate priori distribution for these two parameters is applied, i.e., a normal inverseGamma distribution as (a B , B ) . And the density function of inverse Gamma distribution is where m 0 =μ β , ν 0 =σ 2 β ,ν B =σ 2 B , n 0 = v B /v 0 , IG(a, ) inverse-Gamma distribution, a is the shape parameter, is the scale parameter.
To obtain the hyper-parameters of the priori distribution, the bootstrap method [32] , an important estimate method through statistical variance for interval estimation, is applied in this paper.
Posteriori Analysis Based on SMC
The SMC algorithm is adopted in the assessment of both the state and the model parameters (β and σ 2 B ) online. After the priori distributions of the parameters β and σ 2 B were determined, the parameters and the states should be estimated at each iteration step using 'sufficient statistic' to carry out the joint estimation to the parameters and the states. Based on the conjugate nature, the updating process of the corresponding posteriori distribution of the parameters β and σ 2 B , with n observations of tool wear available, are:
Therefore, the parameters and the states in the SSM are estimated recursively based on the particle filter and using sufficient statistic [33] . The flow chart of the assessment showed in Figure 6 .
Results
An experiment for model validation was done on one of the individual milling tools based on the wearing data. The online measurements of the tool's wear are shown in Figure 7 with total of 350 data points. It is a non-decreasing process. In practice, residual life prediction is considered in the middle and later periods of the cutter life. The data points from 125 to 315 milling cycle times were used from the total 350 data points separated as the validation data.
Using the bootstrap method resampling, 900 groups of samples are generated with different forecast origins (17) 
at K1 = 35, K2 = 55, K3 = 75, K4 = 95, K5 = 115 and K6 = 135 (in milling cycles) respectively. The results obtained from applying the discussed method on the model parameter estimation are listed in Table 2 , where the particle number is 30 and the priori probability density function is selected as the importance function. Using 900 samples generated in each milling cycle, the estimated model parameter are adopted for RUL assessment. The pseudo codes for PF and RUL online assessment in Matlab is shown as follows:
The state and the parameter at time t: (x t , t )
Update the posteriori distribution of state by PF under the known parameter of time t : (x t+1 , t )
Update the posteriori distribution of parameters by iteration as Eqs. (18) (21) The multistep prediction results can be obtained based on the formula according to the degradation model. The critical threshold of the tool wear is defined as λ = 0.15 mm, and the H low = − 1.96σ , H up = +1.96σ , respectively, where σ is standard deviation of the threshold which assumed as 1.5 in the paper. The predicted results under the various time origins are shown in Figure 8 . The thin solid lines represent the degradation processes of each particle; the two horizontal lines are the threshold band; the heavy lines are the predicted values; the real values are also provided by the thick dash-and-dot point line. The particles, when total number is large enough, are assumed following a normal distribution, and the 95% confidence interval is given as (x t+l − 1.96σ/ √ n,x t+l + 1.96σ/ √ n). The RUL probability density function curves at each time origin of assessment are shown in Figure 8 . The vertical lines at the right column are expectation failure times based on the estimated failure probability density functions. Table 3 lists the predicted failure times, the true failure times, the predicted residual life and actual residual life at different forecast origins. Figure 9 shows the probability distribution functions of RUL at different forecast origins. It can be seen in Figure 10 from the comparison of the predicted values and the real values of RUL in the experiment that proposed model and SMC method for online assessment are valid and promising.
Conclusions
RUL assessment and modeling have become increasingly important in system reliability and PHM. System health management involves determining the system performance status and the RUL of critical systems used for the maintenance plan, decision making, and system global optimization. RUL assessment becomes a science in assessing the degradation based on observations of covariate performance variables due to the complexity of the system, failure mechanism, and un-observableness of the physical degradation. Naturally, there are two stochastic processes in RUL assessment. One is a hidden degradation process; the other is observation of the measurable process. The state space model, as a first order hidden Markov, provides a desired format for SMC based on Bayesian estimation of the posteriori distribution. A nonlinear state space model using online recursive particle filter is the research focus for online RUL assessment. In this paper, the online assessment of milling tool life from the degradation of wearing was used to establish a discrete-time SSM. The SMC algorithm was applied to estimate the state and model parameters simultaneously through sufficient statistic. Predicted results of the RUL distribution and its expectation show the plausibility and effectiveness of this approach. There are a few points worth noting, which might lead to future research. The estimated SSM in the case study was built up based on few assumptions without off-line performance analysis for physics mechanism. Model building methods are application oriented, varying from case to case.
The sufficient statistic method exhibited good effect on sequential parameter learning in the text. However, the measurement error was assumed to be of a fixed value to simplify the calculation. The topic of how to assess the For the RUL prediction in the paper, the two-sided criterion for the failure threshold was cited directly without the support from reliability theory and the degradation threshold for a defined soft failure has all along been a controversial topic. 
Figure 9
Probability density function of RUL at different forecast origins 
