Cumulants and the moment algebra: tools for analysing weak measurements by Aberg, Johan & Mitchison, Graeme
ar
X
iv
:0
81
2.
33
59
v2
  [
qu
an
t-p
h]
  1
2 J
ul 
20
09
Cumulants and the moment algebra: tools for analysing weak measurements
Johan A˚berg1, 2, ∗ and Graeme Mitchison3, †
1Institute for Theoretical Physics, ETH Zurich, 8093 Zurich, Switzerland
2Communication Technology Laboratory, ETH Zurich, 8092 Zurich, Switzerland
3Centre for Quantum Computation, DAMTP, University of Cambridge, Cambridge CB3 0WA, UK
Recently it has been shown that cumulants significantly simplify the analysis of multipartite weak
measurements. Here we consider the mathematical structure that underlies this, and find that it
can be formulated in terms of what we call the moment algebra. Apart from resulting in simpler
proofs, the flexibility of this structure allows generalizations of the original results to a number of
weak measurement scenarios, including one where the weakly interacting pointers reach thermal
equilibrium with the probed system.
I. INTRODUCTION
For many readers, the word “cumulant”, if it means anything, probably evokes a slight feeling of discomfort: a
recollection, perhaps, of a baffling definition and a paper left half-read. Yet, as we hope to show here, cumulants
should have pleasurable associations. They arise as part of an algebraic structure, the moment algebra, that can be
defined very simply yet has striking properties. It has the familiar operations of complex analysis – a multiplication
and inverse, functions like log and exp, a derivative operation, power series expansions, etc. – but all transposed into
a very different setting, with functions defined on a lattice of finite subsets instead of the continuum of a complex
space, and with curious-looking new definitions for the functions. In the moment algebra, the cumulant is just the
log function, though many textbooks do an impeccable job of concealing this fact.
Cumulants have a long history, with roots in statistics. They were probably first considered by Thorwald N. Thiele
[1, 2] as “half-invariants”; they then went through a protean sequence of name changes [3, 4, 5] until the current name
[6] finally stuck. Since they are tools of statistics and probability theory [7], it is perhaps unsurprising that they have
been applied in statistical mechanics [5, 8, 9, 10], notably for the calculation of virial coefficients and perturbation
expansions of the free energy, as well as in solid state physics, quantum chemistry, and quantum field theory (see e.g.,
[11, 12, 13, 14]). Other studies have focused more directly on the cumulants as, in some sense, genuine multipartite
correlation measures, both in a classical setting [15], and a quantum setting [16].
The second component of this paper is weak measurement [17, 18]. This is a way of obtaining information about
a system while perturbing it only a little, by coupling the system weakly to a pointer. The imprecision of the
measurement outcome is compensated for by running many repeats of the protocol, each time with a freshly prepared
system. The measurement results obtained this way are often surprising [19], and give insight into the underlying
physics, as in the analysis [20] of Hardy’s paradox [21]. Other examples include phenomena in fiber optics [22] and
photonic crystals [23].
Here we consider multipartite weak measurements, by which we mean measurements involving more than one
pointer [24, 25, 26, 27]. The moments of pointer observables (i.e. the expectations of products of those observables)
turn out to depend in an extremely complicated way on weak values. Despite this, it has recently been shown that
the cumulants of pointer moments are very simply related to cumulants of weak values [28]. This suggests that the
role cumulants play in simplifying perturbation expansions in statistical mechanics may have an analogue in weak
measurement. Note that, given the weak value cumulants, one may if one wishes obtain the weak values themselves
by the inverse operation to the cumulant (the exponential in the moment algebra); this gives an operational procedure
for computing weak values.
With the help of the moment algebra, we uncover some of the mathematical structure that underlies the favourable
interplay between cumulants and weak measurements. We also show that these results can be generalized by relaxing
some of the assumptions behind weak measurement. For instance, we consider a situation where weak measurements
are performed over an extended period during which the system undergoes continuous evolution. This is related, by
what can be broadly described as an imaginary time transformation, to another scenario where the pointers and the
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2system correlate via thermalization; we call this “thermal weak measurement”. Thus in general we get a broader view
of weak measurement, together with some tools for making its analysis more tractable.
II. THE MOMENT ALGEBRA AND CUMULANTS
Here we introduce what we call the moment algebra. This can be regarded as a natural setting for discussions
about cumulants, and provides a handy formalism for the proofs in the rest of this paper.
Let Ωn be the set of integers 1, 2, . . . , n, for some n > 0. Let Mn denote the set of functions that assign a complex
number f(a) ∈ C to every subset a of Ωn, including the empty set ∅. We will refer to such an f as an M-map.
If f and g are two M-maps in Mn, we can define their product fg simply as the new M-map [fg](a) = f(a)g(a),
for any subset a of Ωn. However, there is another product, the convolution product f ∗ g, which has particularly
interesting properties. If a = {a1, . . . , ak}, let ∂af denote the formal derivative (∂/∂ξa1 . . . ∂/∂ξak)f , where the ξi are
notional variables that we never deal with explicitly. We now define
(f ∗ g)(a) = ∂a(fg), (1)
where the right hand side is interpreted as follows: In the standard expression for the derivative of the product fg,
we make the replacements ∂bf → f(b) and ∂bg → g(b) for any subset b ⊂ a; i.e. we replace the derivative ∂bf by the
value f(b) of the M-map f on b, and similarly with ∂bg. We also replace plain f by f(∅). As an example, suppose
a = {1, 2}. Then we have
∂1,2(fg) = (∂1,2f)g + (∂1f)(∂2g) + (∂2f)(∂1g) + f(∂1,2g), (2)
and after replacing the derivatives we obtain the convolution product evaluated at a = {1, 2},
(f ∗ g)(1, 2) = f(1, 2)g(∅) + f(1)g(2) + f(2)g(1) + f(∅)g(1, 2). (3)
In general, (1) gives the explicit rule
(f ∗ g)(a) =
∑
a1∪a2=a
f(a1)g(a2) (4)
for any subset a 6= ∅, where the sum runs over all ordered bipartitions (a1, a2) of a, including (∅, a) and (a, ∅) (treated
as distinct). In the case a = ∅ we find (f ∗ g)(∅) = f(∅)g(∅). The vector space of M-maps, Mn, together with the
convolution product becomes an algebra, which we also denote by Mn and call the moment algebra.
The terms “moment” and “convolution” are inspired by the following construction. Let φ(x1, . . . xn) be a complex
valued integrable function of n complex variables. Define an M-map by
fφ(a) =
∫
xak · · ·xa1φ(x1, . . . , xn)dx1 . . . dxn, (5)
for each subset a = {ak, . . . , a1}. Hence, the M-map fφ assigns to each subset a the moment of the function φ
corresponding to a. If we now choose another function ψ, then fφ ∗ fψ gives moments of the usual convolution
φ ∗ ψ(y1, . . . , yn) =
∫
φ(x1, . . . , xn)ψ(y1 − x1, . . . , yn − xn)dx1 . . . dxn. We can write this succinctly as fφ ∗ fψ = fφ∗ψ,
where the subscript ‘φ ∗ ψ’ is the usual convolution product. In fact, any M-map can be represented by an fφ in
this way, for some (non-unique) φ, but we do not make use of this, and proceed entirely within our abstract algebra
framework.
There is an identity, 1∗ in Mn, defined by
1∗(∅) = 1, 1∗(a) = 0 for a 6= ∅. (6)
We have
f ∗ 1∗ = 1∗ ∗ f = f. (7)
Given a sufficiently differentiable mapping F : C→ C we can define a mapping F ∗ :Mn →Mn via
(F ∗f)(a) = ∂aF (f), (8)
3where we assume that the formal derivative operates according to the standard chain rule, giving ∂aF (f) as a function
of the formal derivatives ∂bf of f . Note that F
∗f(∅) = F (f(∅)). Equation (8) defines an operation “∗” taking us from
a function F : C→ C to a function F ∗ :Mn →Mn. Furthermore “∗” is a homomorphism under composition; viz.,
(FG)∗ = F ∗G∗, (9)
for any two functions F,G : C→ C.
We can readily extend the definition (8) of the “∗” operation to operate on functions F with several complex
variables, e.g., if F : C2 → C, and we have two M-maps f and g, then
F ∗(f, g)(a) = ∂aF (f, g). (10)
If we now choose G(f, g) = fg, we can use the extended definition to find G∗(f, g) = f ∗ g. We can furthermore apply
(9) to obtain
F ∗(f ∗ g) = (F (fg))∗. (11)
Thus “∗” enables us to carry over maps of complex numbers to Mn, preserving all their properties. For instance, if
F (f) = f−1, we obtain an inverse in Mn, defined whenever f(∅) 6= 0 by
(f−1∗)(a) = ∂a(f
−1), (12)
where f−1 is the multiplicative inverse 1/f(a). Thus f ∗ f−1∗ = 1∗. Two other operations are
(log∗ f)(a) = ∂a log(f), (13)
(exp∗ f)(a) = ∂a exp(f), (14)
where “log” here and elsewhere means loge. From (9) we deduce that exp
∗(log∗) = 1∗, and from (11) that
log∗(f ∗ g) = log∗ f + log∗ g, (15)
and log∗(f−1∗) = − log∗ f .
The prescription for the inverse, (12), can easily be turned into an explicit rule by formal differentiation. One finds
f−1∗(∅) = 1/f(∅), (16)
f−1∗(1) = −f(1)/f(∅)2, (17)
f−1∗(1, 2) = −f(1, 2)/f(∅)2 + 2f(1)f(2)/f(∅)3, (18)
and in general
f−1∗(a) =
∑
p∈λ(a)
|p|!(−1)|p|
f(∅)|p|+1
Πc∈pf(c), (19)
the sum being taken over all partitions λ(a) of a, with |p| denoting the number of parts (subsets) of the partition p.
This follows at once from the combinatorial version of Faa´ di Bruno’s rule [29] (and the moment algebra acquires an
added grace by this use of the theorem of a beatified mathematician). It is remarkable that the simple definition in
(8) leads to such a rich structure.
Similarly, Faa´ di Bruno’s rule gives
log∗ f(a) =
∑
p∈λ(a)
(|p| − 1)!(−1)|p|−1
Πc∈pf(c)
f(∅)|p|
, a 6= ∅, (20)
which is well-defined for M-maps f such that f(∅) 6= 0. From (13) and (20) we find
log∗ f(∅) = log f(∅), (21)
log∗ f(1) = f(1)/f(∅), (22)
log∗ f(1, 2) = f(1, 2)/f(∅)− f(1)f(2)/f(∅)2. (23)
4We can make a similar calculation for exp∗ and find
exp∗ f(a) = ef(∅)
∑
p∈λ(a)
Πc∈pf(c). (24)
We shall refer to log∗ f as the cumulant of theM-map f , and exp∗ f as its anticumulant. Cumulants were originally
introduced in the context of statistics and probability theory [7]. To formulate these “classical” cumulants within this
framework we let X1, . . . , Xn be a collection of random variables, and define an M-map f by f(a) = 〈Πj∈aXj〉, for
each subset a ⊆ {1, . . . , n} = Ωn, where 〈· · · 〉 is the expectation value of the product of the random variables. (We
also take f(∅) = 〈1〉 = 1.) Then
log∗ f(a) ≡ log∗〈Πj∈aXj〉 (25)
is precisely the classical joint cumulant [10] of the random variables {Xj}j∈a, and exp∗ f(a) is their classical anticu-
mulant. This justifies us in using the same terminology for log∗ f and exp∗ f in the more general situation where f
is an arbitrary M-map.
We now use the moment algebra to rederive some properties of cumulants in this more general setting. Suppose
that an M-map f satisfies
f(c) = f(c ∩ A)f(c ∩B), ∀c ⊆ Ωn, (26)
where {A,B} is a bipartition of Ωn, i.e., A∩B = ∅ and A∪B = Ωn. We say that f factorizes with respect to {A,B}
on Ωn. Then log
∗ f(c) = 0 for any nonempty c ⊂ Ωn such that c 6⊆ A or c 6⊆ B, and in particular log
∗ f(Ωn) = 0. In
other words the cumulant of factorizingM-maps vanishes. To see this, we note that we can write f = fA ∗ fB, where
fA(c) = f(c) if c ⊂ A and fA(c) = 0 otherwise, and fB(c) = f(c) if c ⊂ B and fB(c) = 0 otherwise. Then
log∗ f(c) = log∗ fA(c) + log
∗ fB(c), (27)
and this is zero for any c that is not either entirely in A or entirely in B, since then there is some element a of c with
a /∈ A, and (20) shows that log∗ fA must vanish; but this is also true of log
∗ fB. It can be shown that this property
characterizes cumulants [30, 31].
We mention here a property of cumulants that we will frequently make use of. Given α ∈ C, define the scalar α∗ by
α∗(∅) = α, α∗(c) = 0 if c 6= ∅. Thus in the special case α = 1, α∗ is what we have previously called 1∗, so our useage
is consistent. Now f ∗ α∗(c) = (αf)(c). Thus the convolution product with α∗ is equivalent to scaling the value of f
for all subsets of Ωn by the factor α. Note also that log
∗ α∗(c) = 0, for all c 6= ∅. Thus, by (15),
log∗(f ∗ α∗)(c) = log∗ α∗(c) + log∗ f(c) = log∗ f(c), (28)
for c 6= ∅, so scaling f by a constant factor leaves the cumulant unchanged on all non-empty subsets of Ωn.
The comparison between Mn and complex analysis is further strengthened by the existence of the power series
log∗(1∗ + f) = f −
f ∗ f
2
+
f ∗ f ∗ f
3
− . . . , (29)
which converges whenever |f(∅)| < 1. When applied to the empty set this becomes
log∗(1∗ + f)(∅) = f(∅)−
f(∅)2
2
+
f(∅)3
3
− . . . , (30)
which is the familiar power series for the complex function log(1 + f(∅)), as it should be according to (21). When
(29) is applied to sets other than ∅, checking its validity is a pleasant exercise. For instance, using the product rule
(4) to evaluate the repeated convolutions gives
log∗(1∗ + f)(1, 2) = f(1, 2)− [f(1, 2)f(∅) + f(1)f(2)] + [f(1, 2)f(∅)2 + 2f(1)f(2)f(∅)] + . . .
=
f(1, 2)
1 + f(∅)
−
f(1)f(2)
(1 + f(∅))2
,
which one sees is the correct expression if one compares it with (23) and bears in mind the definition of 1∗ by (6).
As a final ingredient, we define
(∂∗i f)(a) = ∂a(∂if), if i /∈ a. (31)
(The annoying restriction i /∈ a can be removed by means of the multiset formalism in Section VIII.) This operation
behaves like a partial derivative; for instance, we have ∂∗i log
∗ f(a) = (∂∗i f) ∗ f
−1∗(a). (In the case of the M-map
defined by (5), ∂i corresponds to the operation φ→ ∂φ/∂xi.) It can also be interpreted as a sort of “raising” operator,
taking f(a) to f(a ∪ i). This lets us immediately derive log∗(1∗ + f)(a) for any a from log∗(1∗ + f)(∅), which, as we
have just seen, is the complex function expansion (30). More generally, we can derive a moment algebra equivalent
from any complex function power series.
5III. WEAK MEASUREMENTS
Weak measurement, developed by Aharonov and his colleagues, [17, 18], is a strategy for extracting information
from a quantum system S, and has a number of distinct ideas behind it:
(i) A measuring system P is weakly coupled to the original system S, and P is then uncoupled and measured. This
allows some limited information about S to be gained with little disturbance to S.
(ii) By repeating the entire procedure many times, with the system identically prepared on each occasion, the noisy
information about S obtained by the weak coupling of P can be averaged to give a definite answer.
(iii) The system S can be both preselected and postselected, the latter meaning that the procedure concludes with a
measurement on S, and only if a particular outcome is obtained are the data included in the averaging process.
These ideas combine constructively and enable one to probe a system in new ways. In particular, one can express
a weak measurement result in terms of a quantity called the weak value, akin to the standard expectation value.
This depends upon both the pre- and post-conditioning states, and can take very curious-seeming values, that can
nevertheless be shown to have a natural physical meaning [18].
In the standard weak measurement setup the pointer system P has a continuous degree of freedom, like the position
of a single particle. Another common assumption is that this pointer particle initially is in a pure state φ for which the
expectation value of both the position and momentum observables are zero. Hence, the probability density |φ(x)|2 for
finding the particle at position x is a gaussian centered at zero. Furthermore it is assumed that the coupling between
the pointer and system is given by the impulsive Hamiltonian H = γp ⊗ Aδ(t), where p is the momentum operator
on P and A is any Hermitian operator on S, and where δ(t) is the delta distribution centered at time t = 0. Suppose
the system is initially in state |ψi〉 and is postselected in state |ψf 〉. The state of the pointer after the interaction and
postselection is proportional to 〈ψf | exp(−iγp⊗ A)|φ〉|ψi〉. After the interaction, the pointer position q is measured,
and by averaging over many repeats one obtains the expectation value to any desired accuracy.
To model the weakness of the interaction we expand the resulting expectation value up to the first order in the
interaction parameter γ, resulting in [18]
〈q〉 = γReAw, (32)
where Aw is the weak value of the observable A defined by
Aw =
〈ψf |A|ψi〉
〈ψf |ψi〉
. (33)
This basic type of weak measurement can readily be generalised. The pointer can be an arbitrary quantum system.
We do not necessarily have to have a continuous degree of freedom. The Hilbert space could be finite-dimensional;
e.g., the pointer could be the spin degree of freedom of a particle. The coupling can be H = γδ(t)s ⊗ A, where s is
now any Hermitian operator, and likewise one can measure any Hermitian operator r on P . We further allow the
initial pointer state |φ〉 to be arbitrary. Then (32) becomes [28]
〈r〉 = 〈r〉φ + γRe(ξAw), (34)
where
ξ = −2i (〈rs〉φ − 〈r〉φ〈s〉φ) (35)
and 〈r〉φ = 〈φ|r|φ〉. We can conclude that, by measuring the expectation value of the observable r on the pointer, we
can obtain the weak value 〈A〉w on the system.
A different direction of generalisation is to weakly measure several operators Ak either simultaneously [24, 25, 26]
or sequentially [27]. In the latter case, one couples pointers at successive times tk via the Hamiltonians Hk =
γkδ(t− tk)sk⊗Ak, and assumes that the system evolves by unitaries Uk between these times. One can then calculate
the moment 〈r1 · · · rn〉, i.e. the expectation of the product of pointer measurements. It turns out that this can be
expressed in terms of sequential weak values given by
(An, . . . , A1)w =
〈ψf |Un+1AnUn . . . A1U1|ψi〉
〈ψf |Un+1Un . . . U1|ψi〉
. (36)
The expression for 〈r1 · · · rn〉 in terms of sequential weak values is horrendously complicated [28]. It undergoes a
striking simplification, however, if one looks at cumulants. We note that f(a) ≡ 〈Πj∈arj〉 is an M-map, since it is
6well defined for every subset a, if we add the assumption that f(∅) = 1. We will denote the cumulant log∗ f(a) by
log∗〈Πj∈arj〉.
We can also define another M-map using sequential weak values on subsets as
Aw(a) =
〈ψf |Un+1FnUn · · ·F2U2F1U1|ψi〉
〈ψf |Un+1Un · · ·U1|ψi〉
, Fj =
{
Aj if j ∈ a
1ˆ if j /∈ a.
(37)
If we compare this with (36) we see that we only insert the operator Aj if j ∈ a. As an explicit example, consider the
case of four pointers and the sequential weak value Aw(2, 4), which would be
Aw(2, 4) =
〈ψf |U5A4U4U3A2U2U1|ψi〉
〈ψf |U5U4U3U2U1|ψi〉
. (38)
We will refer to log∗Aw as the sequential weak value cumulant.
The following theorem was proved in [28]:
Theorem III.1 (Cumulant theorem). To the lowest joint order in the variables γ,
log∗〈Πj∈Ωrj〉 = (Πj∈Ωγj)Re {ξ log
∗Aw(Ω)} , (39)
where ξ is given by
ξ = 2(−i)|Ω|
(
Πj∈Ω〈rjsj〉φj −Πj∈Ω〈rj〉φj 〈sj〉φj
)
. (40)
As explained above, the parameters γj signify the interaction strength between the system and the pointers, and we
obtain the weak measurement scenario by expanding the cumulant log∗〈Πj∈Ωrj〉 in the strength parameters γ, keeping
only the lowest order coefficients. This is also the sense in which the equality in equation (39) is to be interpreted:
as an equality up to the lowest orders. Note furthermore that the “joint order” of γ2γ1 is 2, for γ5γ3γ2 it is 3, etc.
Hence, in the above theorem the lowest (nonzero) joint order in the expansion is |Ω| = n. By this theorem we can
conclude that the weak measurement setup can be used to measure the sequential weak value cumulant on the system,
since in the weak limit the joint cumulant of the pointer observables is simply related to the sequential weak value
cumulant on the system. This can thus be regarded as a natural generalization of the weak measurement scenario in
the single pointer case, where the expectation value of the single pointer observable corresponds to the weak value on
the system.
In the case of simultaneous weak measurement [24, 25, 26], one couples n pointers at a time t0 via the Hamiltonian
Hk =
∑
k δ(t− t0)γksk ⊗Ak, and the simultaneous weak values are given by
(A1, . . . , An)ws =
1
n!
∑
pi
〈ψf |Api(n) . . . Api(1)|ψi〉
〈ψf |ψi〉
, (41)
where pi runs over all permutations of 1, . . . , n. Again, one can define anM-map and a cumulant denoted by log∗Aws.
There is an analogue to Theorem (III.1) for the simultaneous case [28]:
Theorem III.2 (Cumulant theorem for simultaneous measurement). If 〈Πj∈Ωrj〉 is the expected value of the product
of n pointers in a simultaneous weak measurement, then, to the lowest joint order in the variables γ,
log∗〈Πj∈Ωrj〉 = (Πj∈Ωγj)Re {ξ log
∗Aws(Ω)} , (42)
where ξ is as in Theorem (III.1).
IV. A NEW CUMULANT THEOREM
The original proof of Theorem III.1 was by no means transparent. We will show how the moment algebra setting
allows a better proof. However, we begin by considering a different way of gathering information from the pointers,
where the corresponding theorem can be proved more simply (and in section VII we prove the original result, which
requires an extra flourish of cumulant technology).
The assumption behind Theorem III.1 is that the moment 〈Πj∈arj〉 for a subset a of the total collection of pointers
Ω is obtained by coupling just that set of pointers to the system: in other words, to obtain 〈Πj∈arj〉, one does an
experiment in which just the pointers in a are coupled, so a separate experiment is needed for each subset. The
7alternative approach that we now adopt is to suppose that a single experiment is carried out in which all the pointers
are coupled and measured, but a subset of the measurement results is used for calculating each moment.
Another way to put this is to say that in the present case we have the total time dependent Hamiltonian H(t) =
1ˆP ⊗HS(t) +
∑n
k=1 γkδ(t− tk)sk ⊗Ak, where HS(t) is the Hamiltonian that generates the unitary evolution between
the coupling with the pointers. Hence, HS(t) generates the sequence of unitary operators Uk. In Theorem III.1,
however, we had a separate experiment with a separate Hamiltonian Ha(t) = 1ˆP ⊗HS(t) +
∑
l∈a γkδ(t − tl)sl ⊗ Al
for each subset a.
We shall see that the joint coupling of all pointers leads to a result that differs from Theorem III.1. This comes
about because of the perturbation of the system by those pointers whose readings are not being used to calculate
〈Πj∈arj〉η. When we measure a single pointer expectation 〈rk〉η this is given, up to first order, by the standard
expression γkRe(ξkAw), the coupling of other pointers producing perturbations that are only of second order in the
γ’s. However, if we measure 〈rirj〉η in the presence of other pointers, the standard second order expression is no
longer correct, other second order terms being introduced by other pointers. Despite these complications, we still
obtain a succinct relationship between cumulants of pointers and weak values, as we shall see shortly.
To state the theorem, let η be the state of all the pointers after coupling and the postselection on the system.
(We define η more precisely in (47) below.) The moment of the pointer observables in the subset a is 〈Πj∈arj〉η =
tr(ηΠj∈arj), where the subscript η indicates that all the pointers are coupled.
Theorem IV.1 (Cumulant theorem with all pointers coupled). Suppose all n pointers are coupled sequentially. Let
a be a subset of the finite collection of pointers Ω. To the lowest joint order in the variables γ,
log∗〈Πj∈arj〉η = (Πj∈aγj)Re {ξ log
∗Aw(a)} , (43)
where ξ is given by
ξ = 2(−i)|a|
∏
j∈a
(〈rjsj〉φj − 〈rj〉φj 〈sj〉φj ) = 2(−i)
|a|
∏
j∈a
log∗〈rj , sj〉φj . (44)
This theorem allows us to consider the cumulants of subsets of the collection of pointers. This is a slight generaliza-
tion of the theorems in Sec. III, and is more in line with the characterization in Sec. II of cumulants as mappings from
M-maps to M-maps. Just as the M-map 〈Πj∈arj〉η is defined for every subset of pointers a, so is the corresponding
cumulant M-map log∗〈Πj∈arj〉η.
Proof. First, we establish some notation. Let |φk〉 be the initial state of pointer k in state space Hk, and denote the
total state space H1⊗ . . .⊗Hn of pointers by P , where we assume |Ω| = n. Let |ψi〉 be the initial state of the system
S, and |ψf 〉 the postselected final state. Define projectors on S ⊗ P by
Pi = |ψi〉〈ψi| ⊗ (|φ1〉〈φ1| . . . |φn〉〈φn|) ,
Pf = |ψf 〉〈ψf | ⊗ IP .
Let rk be the pointer variable measured on pointer k and Hk = sk ⊗ Ak be the coupling between pointer k and the
system S. For any state ρ on S ⊗ P , define
Lkρ = −i[Hk, ρ], (45)
so
eγkLkρ = e−iγkHk ρ eiγkHk .
Apart from the coupling to the pointer we also assume that the system S has a (possibly time dependent) Hamiltonian
of its own, generating a unitary evolution between the couplings to the pointers. We let Uk be the unitary operator
on S that gives the evolution between the coupling with pointer k− 1 and the coupling with pointer k, and let U0 be
the unitary that maps the initial state to the application of the first pointer. We then define
Ukρ = (1ˆP ⊗ Uk)ρ(1ˆP ⊗ Uk)
† (46)
to be the corresponding unitary channel. The state of the pointers after the interaction and postselection on the
system can thus be written as
η =
trS(PfUn+1eγnLnUn · · · eγ1L1U1Pi)
tr(PfUn+1eγnLnUn · · · eγ1L1U1Pi)
. (47)
8Let us define the M-map 〈Πj∈arj〉η = tr [(Πj∈arj)η]. Suppose now that we replaced one of the observables rk in
〈Πj∈arj〉η with the identity operator 1ˆk. We would then obtain a new M-map uk(a) = 〈Πj∈a\{k}rj〉η. This M-map
factorizes on a with respect to the partition ({k}, a\{k}), i.e., for all b ⊂ a we have uk(b) = uk
(
b∩(a\{k})
)
uk(b∩{k}).
Thus we can conclude that log∗ uk(a) = 0. If we combine this with the multilinearity of the cumulant in the pointer
observables we find that
log∗〈Πj∈a(rj − 〈rj〉φj )〉η = log
∗〈Πj∈arj〉η. (48)
Define
v(a) =
tr
[
Pf{Πl∈a(rl − 〈rl〉φl 1ˆl)}Un+1e
γnLnUn · · · e
γ1L1U1Pi
]
|〈ψf |Un+1 · · ·U1|ψi〉|2
. (49)
The denominators of (49) and (47) do not depend on a, and are thus scalars in Mn. The scale-invariance of the
cumulant, (28), thus yields
log∗〈Πj∈a(rj − 〈rj〉φj )〉η = log
∗ v. (50)
We shall now expand the above cumulant to the lowest joint order in the parameters γj . Let us write ∂
γ
b for the
derivative with respect to the variables γj with labels in the set b, i.e.,
∂γb ≡
∂
∂γb(|b|)
· · ·
∂
∂γb(1)
. (51)
(These “proper” derivatives ∂γb should not be confused with the formal derivatives ∂a introduced in section II.) We
next prove the following
∂γb log
∗ v(a)|γ=0 =
{
0 if a \ b 6= ∅
log∗ w(a) if b = a,
(52)
where
w(a) = ∂γav(a)|γ=0 =
tr(PfUn+1WnUn · · ·W1U1Pi)
|〈ψf |Un+1 · · ·U1|ψi〉|2
, Wj =
{
(rj − 〈rj〉φj 1ˆj)Lj j ∈ a,
1ˆ j /∈ a,
(53)
and γ = 0 means γj = 0, for 1 ≤ j ≤ n. Equation (52) tells us that the first potentially nonzero expansion coefficient
of the cumulant log∗ v(a) can itself be regarded as a cumulant, but of the new M-map w. This method of regarding
the expansion coefficient of a cumulant as a cumulant in its own right is a technique that we will use repeatedly.
To prove (52), let us first suppose that a\b 6= ∅. Hence, there must be some element j ∈ a such that j /∈ b. Recall the
expression for the cumulant in terms of partitions, (20), and suppose p is a partition of a. Then ∂γbΠc∈pv(c)|γ=0 = 0,
since for that c ∈ p that contains j the derivative ∂/∂γj is not applied to v(c), and consequently this term contains
rj − 〈rj〉1ˆj but not Lj and must therefore vanish. This gives the first part of (52). For the case b = a, we again use
the fact that, for any j ∈ a, a term containing rj − 〈rj〉1ˆj but not Lj must vanish, to find that ∂
γ
aΠc∈pv(c)|γ=0 =
Πc∈p∂cv(c)|γ=0, for any partition p of a. The statement in (52) follows.
It remains to evaluate the cumulant log∗ w(a) . Let us rephrase the definition of Lj in (45) as
Lj = L
left
j + L
right
j , L
left
j (ρ) = (−isj ⊗Aj)ρ, L
right
j (ρ) = ρ(isj ⊗Aj), (54)
so the subscript ‘left’ (‘right’) indicates which side the operator is applied to. We can write
w(a) =
∑
c1,c2
wc1,c2(a), (55)
where the sum is over all ordered bipartitions (c1, c2) of a, and where wc1,c2(a) is defined as in (53) but with Lj replaced
by Lleftj when j ∈ c1, and by L
right
j when j ∈ c2. By using the fact that L
left
j and L
right
j act independently, and that Pi
is a projector onto pure product states, one can show that wc1,c2 factorizes on a with respect to the partition {c1, c2}.
Thus log∗ wc1,c2(a) = 0 except when either c1 = ∅ or c2 = ∅; so log
∗ w(a) = log∗ wa,∅(a) + log
∗ w∅,a(a). Direct
calculation shows that log∗ wa,∅ = (−i)
|a|{Πk∈a(〈rksk〉 − 〈rk〉〈sk〉)}Aw(a), and log
∗ w∅,a gives the complex conjugate.
The theorem follows.
9V. SIMULTANEOUS WEAK MEASUREMENT WITH SYSTEM EVOLUTION
The last section focussed on sequential weak measurement. In the case of simultaneous weak measurement, it
is assumed [24, 25, 26] that the Hamiltonian has the form Hk =
∑
k δ(t − t0)γksk ⊗ Ak, and the evolution of the
system, which occurred between coupling of pointers in sequential weak measurement, can be ignored here since the
coupling occurs impulsively and simultaneously for all pointers, and any evolution before or after the coupling can be
incorporated into the initial and final states by writing |ψ˜i〉 = U1|ψi〉, 〈ψ˜f | = 〈ψf |U2.
But suppose the coupling occurs over a finite time. There is essentially no change in the analysis if we assume a
Hamiltonian Hk = f(t)
∑n
k=1 gksk ⊗Ak, where f(t) defines some time-course for the coupling. However, there is now
the possibility of having the system evolve while the coupling is occurring. Suppose this evolution is given by the
Hamiltonian HS . Then the total Hamiltonian is H = 1ˆP ⊗HS + f(t)
∑n
k=1 gksk ⊗Ak. We assume here that f(t) is
constant on a time interval of length τ , and find it convenient to let our expansion parameters γk be the total strength
of the interaction between the system and pointers, given by γk =
∫
gkf(t)dt = τgk. For times 0 ≤ t ≤ τ we can thus
write the Hamiltonian as
H = 1ˆP ⊗HS +
n∑
k=1
γk
sk
τ
⊗Ak. (56)
As before we assume the system and the pointers start in a total product state, and that after the time interval τ
we postselect the system in |ψf 〉. The state of the pointers after the postselection is
σ =
trS(Pf e
−iτHPie
iτH)
tr(Pfe−iτHPieiτH)
, (57)
and we measure the observables r1, . . . , rn, respectively, on each pointer, and calculate the corresponding cumulants
log∗〈Πj∈arj〉σ. Now, for a = {a1, . . . , ak}, let
(Aak , . . . , Aa1)w[τk+1, . . . , τ1] =
〈ψf |e−iHSτk+1Aake
−iHSτk · · ·Aa1e
−iHSτ1 |ψi〉
〈ψf |e−iτHS |ψi〉
(58)
and define the M-map
D(a) =
1
τk
∑
pi
∫
τk+1,τk,...,τ1≥0
(Aapi(k) , . . . , Aapi(1))w[τk+1, . . . τ1]δ(τ −
k+1∑
j=1
τj)dτ1 · · · dτkdτk+1. (59)
D can be regarded as an average over all possible sequential weak values of the operators Aa1 , . . . , Aak , where we
take all possible rearrangements of the order in which these operators are measured, as well as varying the time steps
between the applications.
Theorem V.1 (Weak simultaneous measurement with system evolution). Let a be a subset of the finite collection of
pointers Ω. To the lowest joint order in the variables γ,
log∗〈Πj∈arj〉σ = (Πj∈aγj)Re {ξ log
∗D(a)} , (60)
where ξ is as in Theorem IV.1.
To prove this, we begin with the following
Lemma V.2. Let a = {a1, . . . , ak}. Then
∂γae
τ(Y+
P
n
j=1 γjXj)|γ=0 =
∑
pi
∫
τk+1,τk,...,τ1≥0
eτk+1YXapi(k)e
τkYXapi(k−1) · · · e
τ2YXapi(1)e
τ1Y δ(τ −
k+1∑
j=1
τj)dτ1 · · · dτkdτk+1,
(61)
where the sum is over all permutations pi of the set {1, . . . , k}.
Proof. We use the Dyson series (proof: differentiate both sides with respect to τ)
eτ(Y+V ) = eτY +
∫ τ
0
e(τ−t1)Y V et1Y dt1 +
∫ τ
0
∫ t2
0
e(τ−t2)Y V e(t2−t1)Y V et1Y dt1dt2 + . . . . (62)
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Putting V =
∑n
j=1 γjXj , the only term that survives the combined operations of differentiation by ∂
γ
a and setting
γ = 0 is the k-times repeated integral
∂γae
τ(Y+V )|γ=0 =
∑
pi
∫ τ
0
∫ tk
0
· · ·
∫ t2
0
e(τ−tk)YXapi(k)e
(tk−tk−1)YXpi(k−1) · · · e
(t2−t1)YXpi(1)e
t1Y dt1 · · · dtk. (63)
To obtain (61), make the change of variables τ1 = t1, τ2 = t2 − t1, . . . , τk = tk − tk−1, τk+1 = τ − tk.
Proof of Theorem. Consider the M-map log∗〈Πj∈arj〉σ. Following the proof of Theorem IV.1, we can replace all
the observables rj with rj − 〈rj〉1ˆj without changing the cumulant. Still following Theorem IV.1 we find that the
lowest order term in the expansion has joint degree |a| and corresponding expansion coefficient ∂γa log
∗〈Πj∈a(rj −
〈rj〉φj )〉σ|γ=0 = log
∗ d(a) with the new M-map
d(a) =
∂γa tr
{
Pf
(
Πj∈a(rj − 〈rj〉1ˆj)
)
e−iτHPie
iτH
}
|γ=0
|〈ψf |e−iτHS |ψi〉|2
=
1
|〈ψf |e−iτHS |ψi〉|2
∑
(c1,c2)
tr
{
Pf
(
Πj∈a(rj − 〈rj〉1ˆj)
)[
∂γc1e
−iτH
]
Pi
[
∂γc2e
iτH
]} ∣∣
γ=0
, (64)
where the sum is over all ordered bipartitions (c1, c2) of a. Next, we apply Lemma V.2 to both
[
∂γc1e
−iτH
]
|γ=0 and[
∂γc2e
iτH
]
|γ=0, with Y = −i1ˆP ⊗HS , Xk = −
i
τ
sk ⊗ Ak, and Y = i1ˆP ⊗ HS , Xk =
i
τ
sk ⊗ Ak, respectively. We find
that d = D ∗D′, where
D(a) = (−i)|a|
(
Πj∈a(〈rjsj〉φj − 〈rj〉φj 〈sj〉φj )
)
D(a), (65)
and where D′ is the complex conjugate of D. The statement of Theorem V.1 follows from d = D ∗D′ together with
the fact that log∗ d = log∗D + log∗D′.
The interpretation of this theorem is quite intuitive. If there were no evolution, i.e. HS = 0, then D(a) would be
the simultaneous weak value, [24, 25, 26] and (41), given by symmetrizing over all orders of applying operators, viz.
D(a) =
1
n!
∑
pi
(Aapi(n) , . . . , Aapi(1))w, (66)
where the factor 1/n! comes from integrating τ1, . . . , τn, τn+1 ≥ 0 with the constraint
∑n+1
j=1 τj = τ . When HS is
nonzero, we must in addition average over episodes of evolution under e−iHS t between application of the Ak with the
lengths of all episodes summing to τ .
The theorem implies that simultaneous weak measurement can be simulated by collections of sequential weak
measurements, by sampling over permutations of the ordering of the applications of the pointers, as well as over the
time steps between the applications of the pointers.
VI. THERMAL WEAK MEASUREMENT
In the previous section we stretched the concept of weak measurement a little by allowing the system to evolve
while the pointers are coupled. Here we stretch it further by abandoning the notion of preselection and postselection
(key ingredients of the original weak measurement philosophy [32, 33]), and instead considering a system in thermal
equilibrium. As we will see, this thermal weak measurement concept is, formally speaking, closely related to the
simultaneous weak measurement with system evolution considered in the previous section. The correspondence
between these two scenarios is analogous to that between path integrals and equilibrium systems under the imaginary
time transformation t↔ it [14].
For thermal equilibrium systems with Hamiltonian H , the Helmholz free energy [34] can be written
F = −
1
β
logZ(β) = −
1
β
log tre−βH ,
where β = 1/kT , with T being the temperature. When external parameters, e.g. fields, are changed infinitely slowly,
the difference between the final and initial free energy is equal to the work performed on the system, under the
assumption that the system is kept in contact with a heat bath at constant temperature T [34]. The Taylor expansion
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of the free energy with respect to the external fields thus characterizes the system’s response to small changes. This
picture can be extended to several fields gj coupling to the system via observables Aj , for instance with linear coupling
HC = HS +
∑
j
gjAj , (67)
leading to a free energy
F = −
1
β
log tre−βHC . (68)
We follow [30] and refer to the expansion coefficients of F with respect to γ1, . . . , γn, i.e. ∂
γ
aF |γ=0 for a subset a of
the γ’s, as generalized susceptibilities. We shall now construct a weak measurement scenario where the correlation of
the pointers, as measured by the joint cumulant of the pointer observables, turns out to be directly proportional to
these generalized susceptibilities.
Instead of letting a collection of pointers weakly interact with the system for specific times, here we let the pointers
and system equilibrate under the assumption of weak interactions. When this combined system has equilibrated we
separate the pointers and, as before, measure a collection of observables on them. We therefore consider a total
Hamiltonian
H = 1ˆP ⊗HS +
n∑
j=1
γj
sj
β
⊗Aj , (69)
where γk = βgk, and we assume that the system and the pointers reach the thermal equilibrium state under this
Hamiltonian, yielding
ρ =
e−βH
tre−βH
. (70)
The expectation for pointer measurements is the M-map 〈Πj∈arj〉ρ = tr(ρΠj∈arj). We also define the M-map
E(a) =
∂γa tr{e
−βHS−
P
j
γjAj}|γ=0
β|a|tre−βHS
, (71)
which gives, up to a normalising factor, the Taylor coefficients in the expansion of the partition function with respect
to γ.
Theorem VI.1 (Weak measurement of a system in equilibrium). Let a be a subset of the finite collection of pointers
Ω. To the lowest joint order in γ we find
log∗〈Πj∈arj〉ρ = (Πj∈aγj)ξ log
∗ E(a) = −β(Πj∈aγj)ξ∂
γ
aF |γ=0, (72)
ξ = Πj∈a(tr(rjsj)− tr(rj)tr(sj)). (73)
This assumes that the various traces tr(rj), tr(sj), and tr(rjsj) are well defined, which in the case of infinite
dimensional Hilbert spaces requires them to be trace class [35]. The theorem tells us that the joint cumulant of the
pointers is directly proportional to the generalized susceptibility of the system.
As an application of these ideas, consider a collection of pointers in equilibrium with a heat bath. Correlations
between the pointers will be generated by the heat bath, and these can be characterised by local observables. Our
theorem says that, if the coupling of the pointers to the heat bath is weak, the cumulants of these local observables
will be proportional to the generalized susceptibilities of the heat bath.
As mentioned above, there is an analogy between thermal weak measurement and simultaneous weak measurement.
To see this, we can use Lemma V.2 to expand the M-map E in weak values as
E(a) =
1
βk
∑
σ
∫
τk+1,...,τ1≥0
(Aaσ(k) , . . . , Aaσ(1))e[τk+1, . . . , τ1]δ(β −
k+1∑
j=1
τj)dτ1 · · · dτk+1, (74)
where
(Ak, . . . , A1)e[τk+1, . . . , τ1] =
tr
[
e−τk+1HSAke
−τkHS · · ·A1e−τ1HS
]
tr [e−βHS ]
. (75)
Comparing (74) and (75) with (59) and (58), respectively, the t↔ it correspondence is clear; this allows us to carry
over a large part of the proof of Theorem V.1 to the present theorem.
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Proof of Theorem. Consider the M-map 〈Πj∈arj〉ρ = tr(ρΠj∈arj). In the analogue of (49), instead of replacing rj by
(rj−〈rj〉φj 1ˆj), we replace it by (rj−tr(rj)1ˆj), the trace playing the role previously taken by the expectation. As before,
this modification of the pointer observables does not change the cumulants, log∗〈Πj∈arj〉ρ = log
∗〈Πj∈a
(
rj−tr(rj)1ˆ
)
〉ρ.
Defining
XP =
Πj∈a(rj − tr(rj)1ˆj)
tre−βHS
(76)
we use scale-invariance, (28), to show
∂γa 〈Πj∈a
(
rj − tr(rj)1ˆ
)
〉ρ|γ=0 = ∂
γ
a log
∗
tr(e−βHXP)|γ=0 (77)
= log∗ ∂γa tr(e
−βHXP)|γ=0 (78)
= log∗ tr(Πj∈asjXP) ∂
γ
a tr(e
−βHC)|γ=0
= ξ log∗ E(a),
where (78) follows from (77) by the same argument that derived (52) from (53). Furthermore,
ξ log∗ E(a) = ξ log∗ ∂γa tr(e
−βHC)|γ=0 (79)
= ξ∂γa log tr(e
−βHC)|γ=0 (80)
= −βξ∂γaF |γ=0,
where (79) follows from scale-invariance, (28), and (80) follows directly from the definition of log∗ using (13); see the
Appendix for details.
Note that in the proof of Theorem V.1, e−iτH operates on the left of Pi and its conjugate operates on the right,
which leads to the real part, Re{ξ log∗D(a)}, appearing in (60). In the above theorem e−βH appears without its
conjugate, so we get the whole of ξ log∗ E(a) in (72).
VII. NEW PROOF OF THE ORIGINAL THEOREM
Finally, we shall show how our moment algebra methods can be used to prove the original theorem in [28]. Note
that we here prove a slight generalization of Theorem III.1 in the sense that we allow the cumulants to be taken over
arbitrary subsets a of the total collection of pointers Ω.
Proof of Theorem III.1.
x(a) =
tr (PfUn+1XnUn · · ·X1U1Pi)
|〈ψf |Un+1 · · ·U1|ψi〉|2
, Xj =
{
rje
γjLj if j ∈ a
1ˆ if j /∈ a
(81)
y(a) =
tr (PfUn+1YnUn · · ·Y1U1Pi)
|〈ψf |Un+1 · · ·U1|ψi〉|2
, Yj =
{
eγjLj if j ∈ a
1ˆ if j /∈ a
(82)
z(a) = 〈Πj∈arj〉 =
x(a)
y(a)
, (83)
so the M-map z(a) is the expectation for pointer measurements in the subset a. Note that the normalizations of
the M-maps x and y have been chosen so that x(∅) = 1 and y(∅) = 1. For y another convenient property is that
y(a)|γ=0 = 1 for all a.
The idea of the proof is as follows: if the ratio in (83) were defined in terms of convolution operations, so we had
z = x ∗ y−1∗ instead of z = xy−1, then this would imply log∗ z = log∗ x − log∗ y, leaving us with the much simpler
task of calculating log∗ x and log∗ y. In fact, it turns out that, by expanding the M-map z in powers of the γ’s, we
can achieve this switch from multiplicative to convolution operations: see (86).
We first prove the equivalent of (52) for z:
∂γb log
∗ z(a)|γ=0 =
{
log∗ z˜(a) if b = a,
0 if b ⊂ a, b 6= a
(84)
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where z˜(a) = ∂γa z(a)|γ=0. To this end, for any b ⊆ a define the M-map zb by zb(c) = ∂
γ
b∩cz(c)|γ=0 for all c ⊆ a. By
(20),
∂γb log
∗ z(a)|γ=0 =
∑
p∈pi(a)
(|p| − 1)!(−1)|p|−1∂γb
∏
c∈p
z(c)|γ=0
=
∑
p∈pi(a)
(|p| − 1)!(−1)|p|−1
∏
c∈p
∂γb∩cz(c)|γ=0 = log
∗ zb(a), (85)
using the fact that z(c) depends only on the γ’s in c. Since za = z˜, (84) follows for the case b = a. If b 6= a, there is
some j ∈ a with j /∈ b. When we put γj = 0, since (85) shows the term eγjLj is not differentiated, the operator Lj
does not appear in zb(a). Therefore rj is not coupled to S and zb factorises on a. We conclude that log
∗ zb(a) = 0.
Equation (84) tells us that log∗ z˜(a) is the first non-vanishing term in the expansion of the cumulant log∗〈Πj∈arj〉
in the γ’s. In other words, the relevant expansion coefficient of the latter cumulant can be regarded as the cumulant
of the new M-map z˜. To calculate this new cumulant we use the usual law for differentiation of a product, together
with the observation that if (b1, b2) is bipartition of b then
[∂γb1x(b)]
∣∣
γ=0
= (Πj∈b2 〈rj〉φj )[∂
γ
b1
x(b1)]
∣∣
γ=0
, [∂γb2
1
y(b)
]
∣∣
γ=0
= [∂γb2
1
y(b2)
]
∣∣
γ=0
,
which yields
z˜(b) = ∂γb
x(b)
y(b)
∣∣∣∣
γ=0
=
∑
b1∪b2=b
[∂γb1x(b)]
[
∂γb2
1
y(b)
]∣∣∣∣
γ=0
=
∑
b1∪b2=b
(Πj∈b2 〈rj〉φj )[∂
γ
b1
x(b1)]
[
∂γb2
1
y(b2)
]∣∣∣∣
γ=0
=
∑
b1∪b2=b
x˜(b1)y˜
−1∗(b2)
= x˜ ∗ y˜−1∗(b), (86)
where we have the new M-maps
x˜(b) = ∂γb x(b)|γ=0, (87)
y˜(b) = (Πj∈b〈rj〉φj )∂
γ
b y(b)|γ=0. (88)
With the aid of (15) we thus find that the cumulant of the M-map z˜ can be decomposed as
log∗ z˜(a) = log∗ x˜(a)− log∗ y˜(a). (89)
We next turn to the evaluation of log∗ x˜(a). Equations (81) and (87) imply
x˜(a) =
tr
(
PfUn+1X˜nUn · · · X˜1U1Pi
)
|〈ψf |Un+1 · · ·U1|ψi〉|2
, X˜j =
{
rjLj if j ∈ a
1ˆ if j /∈ a
(90)
This should be compared with (53) in the proof of Theorem IV.1. Just as in that proof, where we defined wc1,c2 ,
here we define x˜c1,c2 where Lj is replaced by L
left
j if j ∈ c1 and by L
right
j if j ∈ c2. By the same argument, we find
log∗ x˜(a) = log∗ x˜a,∅(a) + log
∗ x˜∅,a(a), and direct calculation gives
x˜a,∅(a) = (−i)
|a|(Πj∈a〈rjsj〉φj )Aw(a), (91)
and x˜∅,a(a) gives the complex conjugate. Thus
log∗ x˜(a) = Re{2(−i)|a|(Πj∈a〈rjsj〉φj ) log
∗Aw(a)}, (92)
and this gives (39) with the first part of ξ (see (40)). The evaluation of the cumulant of log∗ y˜(a) is analogous to the
above, and results in the second half of ξ.
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VIII. MULTISETS AND MULTISET CUMULANTS
Our definition of cumulants in Section II was somewhat unconventional. A more standard definition for the classical
cumulant is
log∗〈Πj∈aXj〉 = ∂
γ
a log〈e
P|a|
k=1 γkXk〉|γ=0, (93)
which is readily seen (Appendix) to be equivalent to ours given by (25). Thus cumulants can be thought of as
coefficients in a formal power series expansion in the γ’s. To a statistician, the expression being expanded is the
logarithm of the moment generating function. To a physicist, a comparison with the Helmholtz free energy, (68), is
compelling, and indeed there is a strong connection with thermodynamics [10]. A combinatorialist can also stake a
claim [36, 37].
The formal expansion for two variables begins
log〈eγ1X1+γ2X2〉 = γ1〈X1〉+ γ2〈X2〉 −
γ21
2
[〈X21 〉 − 〈X1〉
2]−
γ22
2
[〈X22 〉 − 〈X2〉
2]− γ1γ2[〈X1X2〉 − 〈X1〉〈X2〉] + . . . , (94)
and the coefficient of γ1γ2 is familiar as the classical cumulant log
∗〈X1X2〉. However, this expansion also forces on
one’s attention terms in higher powers of the γs, such as γ21(〈X
2
1 〉− 〈X1〉
2)/2. The moment algebra, as we introduced
it in Sec. II, does not include such terms. However, with a slight modification of the construction of the algebra, all
of these higher order terms can be incorporated. The natural setting for it is not subsets of a set, but multisets [38].
In a multiset, an element may occur any finite number of times. For instance, if the underlying set is Ω3 = {1, 2, 3},
then {1, 1}, and {1, 1, 1, 2, 3, 3} are two examples of multisets in Ω3 (Note that, as with ordinary sets, the ordering
does not matter, i.e., {1, 1, 1, 2, 3, 3} = {3, 1, 2, 3, 1, 1} .)
To extend the moment algebra we define M-maps on multisets rather than subsets, so an M-map f assigns a
complex number f(a) to every multiset a of Ω. The whole machinery of formal derivatives and their action on
composite functions, as presented in Sec. II, goes through essentially unaltered. In particular, given an M-map f
defined on multisets, we can define higher order cumulants log∗ f(a) for any multiset a.
As an example, consider the multiset that consists of {1}, {1, 1}, {1, 1, 1}, etc.. Suppose f is a function on this
multiset. Then we can apply (8) to a = {1, 1, 1}, for instance, so that from
∂{1,1,1} log f =
f ′′′
f
− 3
f ′′f ′
f2
+ 2
(f ′)3
f3
,
(with primes denoting differentiation by variable 1), we deduce
log∗ f({1, 1, 1}) =
f({1, 1, 1})
f(∅)
− 3
f({1, 1})f({1})
f(∅)2
+ 2
f({1})3
f(∅)3
.
As a special case, we define f({1, 1, . . . , 1︸ ︷︷ ︸
k
}) = 〈Xk〉, for some random variable X . Then we can rewrite the above
expression as
log∗ f({1, 1, 1}) = 〈X3〉 − 3〈X2〉〈X〉+ 2〈X〉3 ≡ κ3(X).
In this way we obtain the classical cumulant κ3(X), some others in the series being κ1(X) = 〈X〉 and κ2(X) =
〈X2〉 − 〈X〉2. These cumulants are widely used in statistics. They have nice properties; for instance, κj(X) = 0 for
j ≥ 3 is a necessary and sufficient condition for X to be Gaussian [39].
It is easy to see that any multiset cumulant can be obtained from our original cumulant with distinct variables simply
by setting certain subsets of its variables equal. For instance, log∗ f({1, 1, 1}) can be derived from log∗ f({1, 2, 3})
by setting every ‘2’ and ‘3’ to a ‘1’ (and leaving ‘1’s unchanged). Similarly log∗ f({1, 1, 2}) can be obtained from
log∗ f({1, 2, 3}) by sending ‘3’ to ‘1’.
We can mimic this procedure in the case of multipartite weak measurements by treating subsets of pointers identi-
cally; i.e., we can couple all the pointers in each subset via the same system observable and afterwards measure the
same pointer observable on each of them. As a simple case, suppose we have just two pointers and we couple both to
the system through the interaction Hamiltonian H = s⊗ A and finally carry out the same measurement r on them;
note though we have to give labels to s and r to indicate which pointer they belong to; so we have s1, s2 and r1, r2,
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respectively, for pointers 1 and 2. To avoid the complication of ordering of the couplings of pointers, let us consider
simultaneous weak measurement. Then Theorem III.2 gives
〈r1r2〉 − 〈r1〉〈r2〉 = γ
2Re {ξκ2(A)w} (95)
where we have suggestively written κ2(A)w for the simultaneous weak value (A
2)w − (Aw)2 given by (41).
This gives us a procedure for gaining information about the multiset cumulants of weak values. With thermal
weak measurement we can use this procedure to measure higher order susceptibilities. If we couple m1 independent
pointers to observable A1, m2 pointers to A2, etc, Theorem VI.1 gives a direct relationship between the correlation
of the pointers and the relevant susceptibility:
log∗〈Πnj=1Π
mj
lj=1
r
(lj)
j 〉 = −β(Π
n
j=1Π
mj
lj=1
γj,lj )ξ
∂m1
∂γm11
· · ·
∂mn
∂γmnn
F |γ=0. (96)
IX. CONCLUSIONS
In physics we often study the effects of weak coupling between systems. By focussing on the effect of one system
upon the other, weak measurement gives a way of understanding the nature of such interactions. If we weakly couple
two systems, S and P , say, and then carry out a strong measurement on P , the effects of the coupling can be expressed
in terms of weak values [17, 18]. When P consists of a very simple system, e.g., a “pointer” or particle in a given initial
state, the measurement results depend on weak values in a very simple way (33). As P becomes more complicated, the
dependency becomes rapidly more complicated, and in fact already assumes a highly baroque form when P consists
of two pointers applied at different times (see the Appendix of [28]). However, this complication vanishes if one takes
cumulants: the cumulant of the measured variables and the cumulant of the weak values are once more simply related.
The aim of this paper has been to give proofs of this fact that illuminate why this phenomenon occurs.
The proofs of our various theorems repeatedly use two properties of cumulants: first, that they are logarithms in
the moment algebraMn, and turn a convolution product into a sum; second, that they vanish on maps that factorise,
i.e., that can be written as a product of two maps that are defined on disjoint sets of variables. All the maps that
we construct are elements of Mn, which is therefore the natural setting for the proofs. This algebra is in itself an
interesting object. Although some of its features have been thoroughly described in the literature, we are not aware of
any explicit formulation of the algebra as an object in its own right. We feel that it deserves this recognition, because
of the simplicity of the definitions of its operations, and the surprising richness of the structure that this gives rise to.
Cumulants have long played a role in statistical mechanics [5, 8, 9, 10], where they are used to simplify perturbation
expansions. This suggests alternative weak measurement scenarios. In this spirit we consider a collection of pointers
that reach thermal equilibrium with a probed system, and call this a “thermal weak measurement”. By its very
nature, this excludes pre- and postselection, which are standard components of weak measurement. We lose thereby
some of the strengths of weak measurement: many of the more intriguing phenomena in the standard setting arise
from postselection. However, we retain the advantages of minimal perturbation of a system, and the possibility of
applying several probes simultaneously or sequentially opens up some new territory for exploration.
X. APPENDIX: DEFINING CUMULANTS VIA GENERATING FUNCTIONS
Here we show that the standard definition of the classical cumulant via the generating function (93) is equivalent to
our definition (13) of log∗ f for the M-map f(a) = 〈Πj∈aXj〉. In other words, we wish to show that, for any multiset
a,
log∗ f(a) = ∂γa log h(γ)|γ=0, (97)
where
h(γ) = 〈e
P
k
γkXk〉. (98)
We first note that
∂γa log h = Λ(h, ∂
γ
1h, ∂
γ
2h, ∂
γ
1,2, . . .), (99)
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where Λ is a function of all the relevant partial derivatives of h, obtained via the chain rule when we apply ∂γa to the
logarithm. The same function Λ appears when we express the cumulant log∗ f(a) in terms of formal derivatives
log∗ f(a) =∂a log f(a)
=Λ(f, ∂1f, ∂2f, ∂1,2f, . . .)
=Λ(f(∅), f(1), f(2), f(1, 2), . . .).
(100)
To obtain (97) from (99) and (100) we only need observe that ∂γc h|γ=0 = 〈Πj∈cXj〉 = f(c).
This equivalence of definitions can be extended to other functions h if we take f(a) = ∂γah|γ=0. For example, let
h(γ) = tr(e−βHC) = tr(e−βHS−
P
j
γjAj)). Then the above arguments prove (80), which occurs in the proof of Theorem
VI.1. Note that the arguments extend without difficulty to non-commutative observables.
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