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ABSTRACT 
Let Cc, be a unitarily invariant norm on the space of (real or complex) n X m 
matrices, and g the associated symmetric gauge function: thus +(A) = g(s( A)), 
where s(A) is the decreasing sequence of singular values of A. Denote by B, and B, 
the closed unit balls of I) and g. In a previous paper we showed a close relationship 
between the faces of B, and those of B,. In particular, to each face of B, we 
associated a standard face of B,, and we used this association to completely describe 
the matrices that are members of an individual face of Q. In the present paper, we 
consider the duality operator that transforms each exposed face of B, into an exposed 
face of the unit ball of e’s dual and the duality operator that does the same with 
exposed faces of B,. We show that these two operators are very nicely related. Among 
other results, we prove the following. Given an exposed face k? of B,, the standard 
face associated with the dual of 8 is precisely the dual of the standard face of B 
associated with 8. 8 is an exposed face of B, if and only if its associated standar l! 
face is an exposed face of B . As a by-product we completely determine the 
subdifferential of + in terms oft x e subdifferential of g, and we completely character- 
ize the matrices that are dual to a given matrix A with respect to 9. 
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1. INTRODUCTION 
This is the third article of a series started by [15] and continued with [16]. 
In 1151 we explored symmetry properties of the faces of the unit ball of a 
symmetric gauge function and characterize the traces of such faces. In [16] 
we related the facial structure of the unit ball of a symmetric gauge function 
with the facial structure of the corresponding unitarily invariant norm. We are 
now going to consider the exposed faces of such balls. Duality and exposed 
structure of unit balls are extensively studied in the literature (see e.g. [l, 10, 
5, 7, 9, 21, 81). 
Our notation here is much the same as in [I5, 161, with some additional 
symbols concerning the duality operators. We shall not redefine that notation, 
except for a few concepts, to make this introduction a bit more intelligible. So 
z?&+ denotes the set of all nonnegative, nondecreasing real n-tuples. K is 
either the field of real numbers or the field of complex numbers, and Dd”, m is 
the set of all n x m matrices over K. As in [15], we shall also assume, without 
loss of generality, that n < m. We let g : R” + R be a symmetric gauge 
function, and Ic, : hi”,‘” -+ R the unitarily invariant norm associated with g, 
that is, 
G(A) := &(A)) (1) 
for all A E K”,“, where s(A) E [w” is the decreasing sequence of singular 
values of A. The closed unit balls of g and I) are denoted by B, and B,. 
Given a EJ%+, let (pi > **a > CY,, > 0 be all the distinct positive entries 
of a, and let qi be the number of times oi occurs as an entry of a. The 
h-tuple q = (cyl,. . . , qh) is called the sequence of multiplicities of a. 
Let F be a standard face of B, (i.e. a face whose barycenter lies in -9+), 
and r = (rl,. . . , r-J the sequence of multiplicities of its barycenter. In [16] 
we define a set _&(a-, F) of n X m matrices and showed that it is a face of 
B,. Moreover, we proved that any face B of B, has the form 
8 = QX(r, F)R (2) 
for some face F as above and some unitary matrices Q E a(n) and R E 
Z(m). F has been called the standard face of B, associated with 8. 
Let us display the following well-known result: 
A matrix A is an exposed point of B, if and only if s(A) is an exposed 
point of B,. 
This has been proved in [l] in a more general setting. The statement and an 
elementary proof for the finite dimensional case may be found in [I4, 171 ([l] 
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was pointed out by the referee; [14, 171 were done independently). We shall 
extend this result to the exposed faces of B, and B,. We also give a detailed 
account of the relationship of duality operators and subdifferentials for the 
norms g and I/J. A very recent description of subdifferentials of orthogonally 
invariant norms [20, Theorem 21 is improved below; as a matter of fact our 
results were obtained independently and our approach is quite different from 
[20]. The results on “faces” and “dual matrices” found in [5, $31 and [21, $41 
are also strongly generalized here. 
REMARK 1.1. The referee pointed out that some of the results in this 
paper are close to results obtained by K. Zietak in “Subdifferentials, faces, 
and dual matrices,” to appear in this journal. In the refereeing process I had 
access to that paper and could check that Zietak gives direct proofs for the 
formulas (11) and (23) below (the latter stated only in the real case). The 
statements we shall give in Sections 4 and 5 involving barycentric multiplici- 
ties and standard faces could not have a counterpart in Zietak’s work, as they 
depend on a deeper analysis carried out in Sections 2 and 3 and in previous 
papers [15, 161. These results were of course obtained independently. The 
main results of the present paper and of the other two in the series were also 
presented in 1990 to the Conference of the 50th Anniversary of the Por- 
tuguese Mathematical Society. 
Let us roughly describe the contents of the paper. Section 2 briefly 
reviews well-known material on dual norms, duality operators, and exposed 
faces of a convex body. Then, after introducing a special subset of a face of a 
convex body, we show its invariance under linear transformations and prove 
some other properties to be used later. 
In Section 3 we consider the exposed faces and the duality operators for 
the unit ball of a symmetric gauge function. Among other things we show that 
an exposed face and its dual have the same group of symmetries and that the 
dual of a standard face is standard as well. 
Section 4 contains the main results of this paper. We show that a face 8 
of B, is exposed if and only if F, the standard face of B, associated with 8, 
is exposed. Among other duality results, we prove that the standard face 
associated with the dual face of 8 is precisely the dual of the standard face F 
[compare (2)]. 
As a sequel, we completely determine, in Section 5, the subdifferential of 
$ at any point A, in terms of the subdifferential of g at s(A). 
The proof that the faces of B,,, are precisely the sets of the form (2) is 
quite long and delicate (see Section 3 of [16]). In Section 6 we offer a shorter 
alternative proof of (2) for the case of exposed faces. 
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The main tools used in the sequel are some of the results of our previous 
papers [15, 161 combined with the following well-known result essentially due 
to von Neumann. 
VON NEUMANN'S LEMMA. For any matrices A, B E K”, n, the following 
inequality holds: 
%(tr( B*A)) d s( B)Ts( A). (3) 
Moreover, equality holds in (3) if and only if there exist unitary matrices, say 
U E g(n) and V E z/(m), such that UAV = Diag(s(A)) and UBV = 
Diag(s( B)). 
As a matter of fact, von Neumann proved this result in [ll], for square, 
complex matrices. The extension to rectangular and to real matrices is by now 
a well-established fact. 
REMARK 1.2. It has been argued that von Neumann did not prove the 
second part of the above lemma. However, Lemmas 8, 9, 10 and Footnote 
10) of [ 111 offer a neat proof (for the square complex case) that equality holds 
in (3) only if there exists unitary matrices U,, and V, such that A, := U, AV,, 
and B, := U,, BV, are nonnegative diagonals. It is also clear that the diagonal 
entries of A, and B, may be rearranged in decreasing order by the same 
permutation (see [ll, p. 2131). 
The rectangular case is settled by standard tricks. For example, without 
loss of generality we assume r := rank B 2 rank A and assume B = B, i 0, 
where B, is r X r. We partition A as A = ( Aii : i, j = 1,2), where A,, is 
r X r. As %(tr( B*A)) = ‘%(td B, A,,)) and si( A,,) < si( A), (3) follows from 
[ll]. Now assume equality holds in (3). Then CL=,si(B,)si(A) = 
CL= lsi( B,)si( A,,), and therefore A,, and A must have the same positive 
singular values. This proves A = A,, i 0. By [ll] A,, and B, have a 
simultaneous singular value decomposition, and we are done in the complex 
case. 
2. DUALITY FOR GENERAL NORMS 
Let V be an n-dimensional real vector space, endowed with a (positive 
definite) inner product denoted by ( - 1. >. Our discussion here refers to a 
fixed generalized norm v. By a generalized norm, or just norm for short, we 
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mean a functional v : V + Iw satisfying the following properties: 
(i) v(x) > 0 for any nonzero x E V; 
(ii) v(Ax) = hv(x) for any x E V and nonnegative A E R; 
(iii) v( x + y) < v(x) + v(y) for any x, y E V. 
As usual, B, denotes the unit ball {x : v(x) < 1). By definition, the dual or 
polar of v is the functional v” : V + R given by 
v”(x)=sup{My): y E B,}. 
Then v” is also a generalized norm. The so-called generalized H&h- 
inequality 
My) < v(x)l/O( y) 
trivially holds for all x, y E V. By the supporting hyperplane theorem, for 
any x E V there exists a nonzero y E V for which equality holds in (5). The 
identity u” ’ = v then follows easily. 
For any X c B, and any Y c B, , we define Xd and Y a by 
(6) 
Y”:= {r E B,:(xly) = lforall y EY}. (7) 
The duality operators X * Xd and Y +-+ Ys depend on the fixed norm v. 
However, our notation does not reflect this fact, so some care has to be taken 
to avoid ambiguous situations. These operators are extensively studied in the 
literature, in more general settings or under different forms (see e.g. [13], [2], 
and [19]>. So we limit ourselves to a few comments about them. For example, 
one of their most basic properties is Xdsd = Xd and Y Sds = Ys for any X 
and Y as above. 
In this section we introduce new operators (see X ” and Y A in Defini- 
tion 2.1) and obtain some of their properties that will be useful later on. 
As is well known, the study of norms is equivalent to the study of closed, 
pointed, full cones in V X Iw (cf. 1191); th erefore, many of the results of say 
[2, 3, 191 apply to our situation with minor changes. 
According to [13, $231 the subdi&-ential of v at a E V is the set 
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A few straightforward arguments show the following: 
(iv) &J(O) is the unit ball of v’. 
(v) &(a) = {v(a)-‘a}d in case a is nonzero. 
(vi) For any x, y E V satisfying V(X) = Y’ ( y > = 1 we have 
y E &J(X) ifandonlyif x E M(y). 
A subset E of B, is called an exposed face of B, if there exists Y c B, 
satisfying E = Y ‘, Thus E is an exposed face of B, iff E = Ed’. Clearly 
B, = @ and 0 = (O}’ are exposed faces of B,. An exposed face E is said to 
be nontrivial whenever E is proper (i.e. E # B,) and nonempty. Given 
X c B,, the set Xds 1s called the exposed face of B, generated by X. We 
recall that 
(vii) E is a nontrivial exposed face of B, if and only if E is the intersection 
of B, with a supporting hyperplane of B,. 
Given w E V such that v’(w) = 1, the set {w}” is a nontrivial exposed 
face of B,, which, for obvious reasons, is said to be the exposed face having w 
as (exterior) normal vector. 
Let us mention the following further well-known results: 
(viii) Any exposed face of B, is in fact a face of B,. 
(ix) The intersection of any family of exposed faces of B, is again an 
exposed face of B,. 
(x) The exposed face generated by X G B, is the smallest exposed face of 
B, containing X. 
(xi) Xd = 0 f d 2 f z an on y a conv X contains an interior point of B,. 
DEFINITION 2.1. For any X c B, and any Y c B,. we let 
Xv :={uEBJu}~=X~}, 
Y ‘:= {w E B,. : {w}” = 2’“). 
These operators are clearly dual to each other; by this we mean that the 
~-operator [~-operator] with respect to the norm Y is the same as the 
v -operator [ A -operator] with respect to the dual norm ZJ“. So any property 
involving one of these operators will have a dual counterpart involving the 
other. 
THEOREM 2.2. For any subset X c B,, we have: 
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(a> Xv is the set of points u E B, each of which generates the same 
exposed face of B, as X does. 
6) X ” is a convex set satisfying 
riconvXUriX”SCXVCX”S. (8) 
(c) Let E be an exposed face of B, and let .99(E) be the set of proper 
faces of E that are exposed faces of B,. Then 
E”=E\ u I-. 
I-&?%E) 
Proof. (a> follows easily from the identity X” = X”‘“. 
(b): As (conv X)d = Xd, we may assume without loss of generality that X 
is convex. Let u E ri X. To show that u E X “, pick any a E {u}“. Given 
x E X, there exists y E X such that u E lx, y[. This implies 
(&> = 1 E](alx), (al y>[. 
As (alx) < 1 and (a] y) < 1, we must have (air) = (ajy) = 1. This 
proves a E Xd. Hence {u}” c X”. As {u}” 1 X”, we have {u)” = X”. There- 
fore uEX”. So we proved ri X c X “; this also proves ri X”” C X “, 
because X”” ” = X “. The inclusion X “C X”’ follows from (a). We are done 
with (8). 
To prove the convexity of X “, let u, v E X “. Then {u>~ fl 1~)~ = X”, 
and therefore {u, v}~ = X”. For any w E ]u, o[, (8) implies {w}” = {u, D}~‘; 
therefore w E X “. So X ” is convex. 
(c): Let I lie in 99’(E). If x E I then { r}dS c I; therefore {x}” # E, 
that is, x P E “. This and the obvious E “C E show that E “C E \ 
[U 99TE)l. T o p rove the reverse inclusion, let x E E \ [ LJ PPIE)]. Clearly 
@ := {x}~~ is an exposed face of B,, andxE@CE.IfwehadQ#E,then 
@ E 9flE) would be true; but this implies x E tJ 99(E). This contradic- 
tion proves @ = E. This shows x E E “, and proves (cl. n 
THEOREM 2.3. Assume that cp : V -+ V is a u-isomety, i.e., cp is linear 
and cp( B,) = B,. Then: 
(a) qT is a v”-isomety. 
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(b) For any X c B, and any Y c B,. we have 
‘p( X)d = (D-y Xd) and (p’(Y)‘= CJ-~(Y’). 
(c) cp(X>ds = cp(XdS>. 
Cd) +4X)“= cp(X “I. 
(e> If E is an exposed face of B, and p(w) E E for some w E E “, then 
q~o(E) = E. 
(f) Zf E is an exposed f ace of B, and q is orthogonal, we have 
‘p(E) = E ifand only if ‘p( E”) = Ed. 
Proof. (a) and (b) h ave straightforward proofs, and (c) follows easily 
from (b). To prove (d), observe that 
UEX” e {u}“” = ps 
- cp({ujdS) = ‘p(XdS) 
- { P(U)jdS =‘PGqd8 
Now (d) follows at once. 
(e): We have {w}~’ = E 3 {cJT(w)}~‘. Therefore, using cc>, 
q(~) = cp({w}“‘) = {vO(W))~~ = E. 
As CJ$ E) is a face of B, with the same dimension as E, we have cp( E) = E. 
(f): As p(E) is an exposed face of B,, the identity q(E) = E is equivalent 
to ~J(E)~ = Ed. By (b) 
cp( E “1. So (f) is true. 
and by the orthogonality of 9, we have CJJ(E)~ = 
w 
REMARK 2.4. For given x, y E [w” let us write y II y x whenever 
(x/y) = v(x)v”( y) and C’(y) = 1. 
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Then y is said to be dual to x with respect to the norm v. (Other authors 
adopt slightly different definitions, e.g. [4, 12, 6, 211. The geometric meaning 
of vector duality is explained e.g. in [12, 61.) The concepts of dual vectors, 
subdifferentials, and exposed faces are very closely related. As a matter of 
fact, if a E R” is nonzero, then we have the identities 
{y EV: y IIYa} = &(a) = {v(a)-la}d. 
Moreover, the set represented in (9) is a proper, nonempty, exposed face of 
B, , and any such face has all of the forms given in (9). 
3. THE CASE OF A SYMMETRIC GAUGE FUNCTION 
In this section we apply the previous comments and results to the case 
v = g, where g : R” + R is a symmetric gauge function and [w” is endowed 
with the usual inner product. Recall that a symmetry of a face F of B, is any 
n X n generalized permutation matrix P such that P(F) = F (see [15, 
Section 31 for this definition and basic facts on standard faces). 
THEOREM 3.1. Let E be an exposed proper face of B,, and E” the face 
of B,. dual to E. Then: 
(a) E and Ed have the same group of symmetries. 
(b) The following conditions are pairwise equivalent: 
(bl) E is a standard face of B,; 
(b2) Ed is a standard face of B,. ; 
(b3) E ” n _9+ is nonempty; 
(b4) E = {u}’ for some u lying in _G5+ n BgO. 
(c) Zf E is a standard face of B,, the equivalence relations pE and pE” 
coincide and Z, = &d 
Proof. (a) follows easily from Theorem 2.3(f). 
(bl) * (b2): Let b and p be the barycenters of E and E”, respectively, 
and recall that b E ri E and p E ri E ‘. As E is a standard face of B,, we 
have b ~g+ (see [15, Proposition 3.21). On the other hand we have 
Ed = {Y%"(Y) ~1 and bTy>I}. 
In particular bTj3 2 1. Assume, for a contradiction, that /3, < p, for some 
p, q E L * *. , n], p < q. Then the transposition matrix TP4 is not a symme- 
try of Ed, and therefore, by (a) of the present theorem, TPg is not a symmetry 
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of E. This means that T b z b; so we must have b, > b,. Therefore the 
;Pq inequalities bTTP, /3 > b p > 1 hold; this goes against the generalized Hiilder 
inequality, because g(b) = g”(T,, p) = 1. 
Now we get a contradiction from the assumption P, < 0. By (a) of the 
present theorem, the matrix A := Diag(1, . . . , 1, - 1) is not a symmetry of E. 
Therefore Ab # b; so we have b, > 0, and this yields bTAp > bTb. Clearly 
then bTAp > 1 and g(b)g”(AP) = 1; th’ is contradicts the generalized 
Holder inequality. 
These contradictions show that p ~9,. So (b2) holds. 
(b2) * (bI) is the dual of (bl) 3 (b2). (bl) * (b3) is trivial, because E ” 
contains ri E [cf. Theorem 2.2(b)]. 
(b3) = (bl): We are assuming that E” = Iv]” for some 0 E B ng+. 
Let b be the barycenter of E. Assume, to get a contradiction, that B 
for some p, p E (1,. . . , 
< b, 
n}, p < q. There exists w E [u, b] satisfyingp~~ = 
wq; this means that TPqw = w. On the other hand [v, b] c E “, because E” 
is convex; so w E E “. By Theorem 2.3(e), TPq is a symmetry of E. Therefore 
b, = b,. This contradiction shows b, > * ** 2 b,. 
Now we assume b, < 0 and seek a contradiction. There exists w E [u, b] 
such that w, = 0. As above, w E E “. By (e) of Theorem 2.3, 
Diag(l, . . . , 1, - 1) is a symmetry of E and therefore b, = 0. This contradic- 
tion shows that b, > 0. 
We have just proved b ~9+, and so (bl) holds. 
To complete the proof of (b), note that E = (u}s is equivalent to 
E” = {u)“~; therefore, property (b4) is equivalent to E” A I-%-, # 0; but the 
latter is just the dual of (b3), which, in turn, we know is equivalent to 
condition (b3). 
Statement (c) is an easy consequence of (a) combined with [I5, Proposi- 
tion 3.71. n 
COROLLARY 3.2. 
have {u]’ = {lull}“. 
Let u E B,. If {u} ’ is a standard face of BgO, then we 
Proof. If {u}” is standard, then E, := {u)“’ is standard as well, by 
Theorem 3.1. There exists a generalized permutation matrix Q which is a 
symmetry of E, and satisfies ]u]J = Q u ( see [15, Theorem 4.11). As u lies in 
E,” > Theorem 2.3(d) tells us that ]u] 1 lies in E,” as well. So we have 
{]u]J}” = E,:]. n 
In the next result we deal with the concepts of regular and singular 
classes introduced in [15, Definition 4.31. Clearly we have to carefully 
distinguish between regularity, or singularity, with respect to the face E, and 
the same concepts with respect to Ed. To make that distinction we use 
prefixes as in E-regular, E”-singular, etc. 
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THEOREM 3.3. 
subset Cof (l,..., 
Let E be a proper, standard, exposed face of B,. lf a 
n} is an E-regular class, then C is an Ed-singular chm. 
Proof. We have two cases: C # Z, and C = Z,. 
Let C be an E-regular class, C # Z,. Let p, 9 E C satisfy p # 9. There 
exists u E E such that u # u,,. We know that Tlq is a symmetry of E; so 
Tpyu E E. Pick any x in kd. We have xTu = xTTpqu = 1; therefore x’(u - 
T,,u> = 0, that is, (x, - x,Xu, - Us,) = 0. Therefore xp = xq. This proves 
C is Ed-singular. 
Now assume that Z, is E-regular. Then there exist k E Z, and u E E 
such that ok f 0. The vector 0” given by ~0 := vi for i # k, and t~f := 0, is 
an element of E. For any x E E” we have X’O = rTuo = 1; therefore 
r“(u - .‘J) = XkOk = 0; this shows xk = 0. So Z, = Z,G is an Ed-singular 
class. n 
THEOREM 3.4. 
b = (b,,..., 
Let E be an exposed standard face of B,, with baycenter 
b,)T.ForanyuEEV andanyi,jE{l,...,n},wehave: 
(a) i;fb, > bj, then ui > uj; 
(b) $ hi > 0, then ui > 0; 
(c) ifbi > bj = 0, then ui > IujI. 
Proof. By Theorem 2.3(e), if Pw = w for some generalized permutation 
matrix P, then Pb = b. 
(a): Assume that bi > bj and fli < uj. There exists w E [b, u] such that 
wi = wj, i.e. T,,w = w, where Tjj is the permutation matrix corresponding to 
the transposition (y). As E ” isconvex,w EE”. 
is clearly false. This contradiction proves (a). 
Therefore Tijb = b, which 
(b): Assume that bi > 0 and ui < 0. There exists w E [b, u] such that 
wi = 0. Let D be the n X n diagonal matrix whose diagonal entries are all 
equal to 1, except dii = - 1. We have Dw = w and w E E “. Thus Db = b. 
As this is false, (b) holds. 
(c) may be proved using similar arguments. a 
4. THE CASE OF A UNITARILY INVARIANT NORM 
In this section, duality operators and exposed faces will be considered for 
the unit ball of a unitarily invariant norm. We are now dealing with two 
norms, namely a symmetric gauge function g and a unitarily invariant norm 
r,!~, which are associated to each other as described in the introductory 
equation (1). Here, we wish to apply to the norm I,!I all concepts and results 
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that have been pointed out in Section 2 for an arbitrary norm v on a real 
space V. For, we let V be the set od”~ m with the underlying real vector 
space structure of K”, m. So, over the reals, V = Dd”, m has dimension nm or 
2mn, according as K = R or K = R. In any case, our real matrix space is 
endowed with the real inner product 
(AIR) := %(tr( B*A)). 
Now the whole Section 2 applies with v replaced by $. For example, in this 
new notation the defining formula (4) for the polar of v reads, for our norm 
J/T 
I/P (A) := sup{‘%(tr( X*A)) : X E I+,}. 
With no further ado we may apply the results of [I31 and all formulas of 
Section 2 involving subdifferentials and exposed faces to 9 and to its unit 
ball. For example, +!I is differentiable at A if d@(A) is a singleton; in that 
case a+( A) = {V@(A)}, where VI,!J( A) is the gradient of $I at A [13, $251. 
Clearly, in case K = C, the gradient is the 2mn-tuple of partial derivatives of 
Ji(X) with respect to th e real parts and imaginary parts of the entries of 
x E C,,,. 
According to a well-known result, which is the main application of von 
Neumann’s lemma in [ll], one has 
ICI’= ( A) = g” (s( 4) 
for any A E K”- “‘. For sets of matrices, say PC B, and y c B,o , we define 
the duals according to (6)-(7): 
tpd := {B E BP0 : ‘%(tr( B*A)) = 1 for all A E&Y}, 
y’” := {A E B, : 8( tr( B*A)) = 1 for all B E y}. 
So we shall use the same superscripts, ’ and s, for the duality operators 
relative to both norms g and I/J. It will be clear from context whether we are 
dualizing sets of n-vectors or sets of n x m matrices. 
THEOREM 4.1. Let B := Q-.&I-, F)R be a face of B,, where F is the 
standard face of B, associated with 8, r is the sequence of its baycentric 
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multiplicities, Q E ‘Z!(n), and R E Z(m). Then we have: 
(I) If A E B,. satisfies 8 = {A}‘, then F = {s(A)}‘, where s(A) is the 
sequence of singular values of A. Moreover, we have 
where R, and r, are any unitary matrices of appropriate orders satisfying 
A = fin, Diag(s( A)) F,, and rA is the sequence of multiplicities of s(A). 
(II) If a E B,. satisfies F = {a}‘, then 8 = {A,}‘, where A, denotes 
Q Diag(a) R. 
Proof. (I): Let E be the exposed face (s( A)]‘. As s( A) E g+, it follows 
from Theorem 3.1(b) that E is a standard face of B,. So, by [15, Proposition 
3.6(I)], to prove E = F, we only have to shown that Tr E = Tr F. For, we 
firstly observe that 
TrE = {r ~_9+ : g(r) < 1 and xTs( A) > l}, 
TrF = {s(X): X E {A}‘}. 
(12) 
Now let x E Tr F. There exists a matrix X that satisfies the conditions 
+(X) =G 1, %(tr(A*X)) z 1, and r = s(X). We thus have g(x) < 1 and, by 
von Neumann’s lemma, xrs( A) z 1. Therefore x E Tr E. Conversely, as- 
sume x E Tr E. Define X := Sz, Diag(x) I’,. Some straightforward calcula- 
tions based on (12) show that I/J(X) < 1 and ‘%(tr( A*X)) > 1. This shows 
X E 8 and therefore x E Tr F. 
To prove (lo), we firstly observe that s(A) E Fd “; therefore, by Theo- 
rem 3.4, one has 
[s(A)]~ = [s(A)lj * bi = bj and [s(A)]~ = 0 * bi = 0, (13) 
where b is the barycenter of F (or the barycenter of Fd>. Suppose that 
r = (rl,. .., r,) and rA = (iI,. . . , Fp). Denote by Ji,. . . , J,, 2, the z+- 
classes. and let 
J^k := { i E N: F, + *** +ik_l < i f i, + *-- +&}, k = l,...,p, (14) 
z^:= { i E N : i, + --- +i, < i < n}. (15) 
442 EDUARDO MARQUES DE S;l 
,. 
With this notation, (13) means that Z c Z, and each set Ji is contained in 
one of the p,-classes. This proves that .Fr;;, is a subgroup of 9r (for the 
definition and properties of th is group see [16, Sections 2, 51). Therefore, we 
get 4i6rAk, F) cd(r, F). T o p rove the converse inclusion, let X E.k’(r, F). 
Then X has the form 
x, i ... ay i xs+l, (16) 
where Xi is an ri X rj Hermitian matrix, for i = 1, . . . , s (see [16, Section 
21). What we have to show is that each diagonal block of X may be 
partitioned in such a way that X breaks up into the finer block diagonal form 
(17) 
where Xk is ?k-square for k = 1,. . . , p. If, for a given i, X, is a scalar matrix 
[or if Xs+i is a zero matrix], partitioning Xi [respectively, X,+1] poses no 
problem. So assume Xi is not scalar, for a given i E (1, . . . , s); then Jj is an 
F-regular class. By Theorem 3.3, JI is an F”-singular class, and therefore the 
singular values [s(A)]% f or w E li are all equal; this means that J1 coincides 
with one of the sets Jk; thus Xi needs not to be partitioned. On the other 
hand, if X,, 1 is nonzero, then Z, is F-regular; so Theorem 3.3 tells us Z, is 
F”-singular; therefor? [s(A)], = 0 for w E Z,; this proves Z = Z,, and so 
we just have to put XP+ i := X,$ + 1. The proof of (10) is finished. 
By [16, Theorem 3.1](11) will f o 11 ow if we prove that G, the barycenter of 
8, satisfies G = flA Diag(s(G)) I,. As %(tr( A*G)) = 1, von Neumann’s 
lemma says there exist unitary matrices U and V such that UAV = Diag(s( A)) 
and UGV = Diag(s(G)). Tl iis means (Ufi,, r4V > E .F’rA and (UQ, RV > E FT. 
As gr4 c gr, the obvious identity 
(fl,, r,) = (Q, R) . [(UQ, RV)-’ . (Un,, rAV)] 
shows that (a,, r,> lies in the coset (Q, R) . g,.‘,; we are done, because this is 
equivalent to G = flA Diag(s(G)) I,. 
(II): Let us apply what we just proved to the face 1 A,}“. As s( A,) = (a] 1, 
the set{(alJ}s is the standard face of B, associated with {A,}“. On the other 
hand, as {a}’ is supposed to be a standard face, Corollary 3.2 (applied to the 
gauge go> yields {u}’ = {]u~J)~. So F is the standard face associated with 
both faces of B,: Q.&(r, F)R and {A,]‘. 
Now let b E ri F. Then obviously the matrix B := Q Diag(b) R lies in g. 
Moreover we have %(tr(B*A,)) = bra; as b E {a}“, we have bTu = 1; 
SYMMETRIC AND UNITARILY INVARIANT NORMS 443 
therefore B lies in {A,}’ as well. By [16, Theorem 6.21 B lies in (ri a) n 
ri({A,}S). Therefore, by [13, Corollary 18.1.21, the two faces 8 and {A,,}’ 
coincide. n 
According to Remark 2.4 the preceding theorem also characterizes the 
matrices Y which are dual to a given nonzero matrix A, with respect to the 
norm *. 
The following theorem is an immediate consequence of the previous one. 
It generalizes (for finite dimensions) a well-known result [l] about the 
exposed points of B,, displayed in the Introduction. 
THEOREM 4.2. 8 is an exposed face of B, if and only if the standard 
face of B, associated with &F is exposed. n 
Suppose &? is presented as in (11) i.e. as the face which is normal to a 
given A. Then it is not easy to obtain the dual of 8 from the right hand side 
of (ll), because d(rA, Fn) is a face of Be0 only if A is a matrix satisfying 
rA = r (cf. Theorem 4.5). We shall see in the next theorem that to obtain the 
dual face of (2) we only have to replace F by the dual of F. 
THEOREM 4.3. Let 8 he an exposed face of B, of the form described 
under eyuation (2). Then 
(a) 27’” = Q.&r, F”)R; 
(b) g ” = QA(r, F “)R. 
Proof. (a): Let G be the barycenter of 8. As G E ri g:, Theorem 2.2(b) 
implies G E &? “; therefore 8:” = (G}“. By [16, Theorem 6.21 we have 
s(G) E ri F; therefore F” = {s(G)}“. Let us apply the dual of Theorem 
4.1(I) to the matrix A := G. As r = rc and Q Diag(s(G)) R = G, Equation 
(11) reads {G}” = Q&(x-, F”)R. 
(b): We firstly prove (b) in case Q = I,, and R = I,,,. Thus we have to 
show 
A(r, F)” =d(r, F “). (18) 
Let W E&(x-, F)“. Then {W}” =A(r, F)‘l and, by (a), we have {WI” = 
_H(r, F”). By Theorem 4.1(I), {s(W)}” = F”; this means s(W) E F “. Hence 
W E.A(r, F “). 
Conversely, let W E_d(r, F “>. This means W = 0 Diag(w) I for some 
(a, I) E F?r and some u: E F “. As {r_~}” = F”, we may apply Theorem 
4.1(11) to obtain r, F”) = {Diag(w)}‘. C ombining this with (a), we get 
Diag( w) EA(r, F)” . (19) 
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Define f& : K”,” -+ id”,” by fn,r(A) := RAT. Clearly B, and the face 
A(r, F) are invariant sets under fo, r. By Theorem 2.3(d), &,r, F) ” is also 
invariant under fn, ,-, i.e., 
fLf(r, F)” r =d%(r, F)” . 
Combining this with (19), we get W E.&r, F) “. Thus (18) is proved. 
To prove (b) (f or any Q and R), note that Theorem 2.3(d) yields 
fo, n(J “) = [fo, a(&)] ” for any subset J c B,. Therefore, (b) follows 
from (18). n 
THEOREM 4.4. Given A E B,, denote by 8* the exposed face of B, 
generated by A, and by EsCAj the exposed face of B, generated by s( A). Let r 
be the sequence of baycentric multiplicities of Z$, and assume 0, E %(n> 
and r, E g(m) satisfy A = 0, Diag(s( A)) r,. Then we have 
Proof. As g_ = {A}“‘, we have 8: = { A}d. Applying the dual of Theo- 
rem 4.1(I), we get 
gi = cR,.df(r, { s( A)}d)IA. (21) 
Let us apply the operator a to both sides of (21). Taking into account the dual 
of Theorem 4.2(a) and the fact that EsCAj = {s( A)}ds, we obtain the identity 
(2O), as required. n 
There is an important difference between the formula (11) for the 
exposed face having a prescribed exterior normal, and the formula (20) for 
the exposed face generated by a given matrix. In the first case, the role of r, 
the sequence of barycentric multiplicities of the face whose normal is A, may 
be played by r,, the sequence of multiplicities of s(A). However, in (20) we 
are not allowed, in general, to replace r by r,. The following result explains 
this in detail. For the concept of symmetry core see [15, Definition 4.51 and 
[16, Remark 5.31. 
THEOREM 4.5. Let A and r be as in the previous theorem, and let r, be 
the sequence of multiplicities of s(A). The set d(rA, ES,,,) is a face of B, if 
and only if rA = r (in other words, if and only if s(A) lies in the symmetry 
core of ES,,,). 
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Proof. The “if’ part is obvious. To prove the converse, assume rA f r. 
Let us use the n?tation of (13)-(15). I,n the present case s(A) E EsTAj, and 
so we also have Z c Z, and each set Jk is contained in one of the p&asses 
]A>. . .a JS> z,, with F = EsCAj. Then one of two cases will occur: either (i) 
2 # Z,, or (ii) for some k and h, J^k is strictly contained in Jh. In case (i) it is 
clear that Z, is an Es(*)- regular class; therefore there exists X E&r, ES,,,), 
of the block diagonal type des+bed i,n (161, such that X,, 1 is nonzero; it is 
easy to fi?d uni;ary matrices, U and V, of suitable orders, in such a way that 
X’ s+l := UX,+ ,V has no zero entry; clearly Xi i *** i X, 4 Xi+ 1 still lies in 
J(r, ES,,,), but it does not lie in _d(rA, ES,,,), because Xi+ 1 admits of no 
proper partition. In case (i> we have shown 
In case (ii), Jh is an Es(*)- regular class. So there exists a matrix X in 
&r, EsCAj), of type (I@, such that X, is a nonscalar Hermitian matrix; as X, 
is unitarily similar to a Hermitian matrix with no zero entry, we may assume 
that all entries of X, are nonzero; as above, such a matrix X cannot lie in 
A(rA, E,(,,); therefore (22) holds. 
We have proved rA z r implies (22). On the other hand, if Diag(r) E 
A(r, ES,,,), Theorem 5.1 of [16] implies that x E EsCAj. and therefore 
Diag(r) lies in drA, EsCAj ); in particular, the barycenter of Ah, E,,,,) lies 
in A(rA, ES,,,). This shows that ArA, E,,,,) meets the relative interior of 
.&*, ES,,,). So .dl;i, E,,,,) cannot be a face of B,,,; otherwise we should 
have equality in (22). n 
5. SUBDIFFERENTIALS 
In the previous section we showed that the duality operators, d and a, and 
the operators ” and A are well behaved with respect to the correspondence 
8 * F, where F is the standard face of B, associated with 8. Taking 
Remark 2.4 into account, it is obvious that a simple relationship exists 
between the subdifferentials of I,!J and g. The next theorem exhibits the 
expected relationship. 
THEOREM 5.1. Assume A E K”,” has a singular value decomposition 
A = fin, Diag(s( A)) r,, where fi, E g(n) and r, E e(m). Let us denote 
by r, the sequence of multiplicities of s( A). Then we have 
a$( A) = fl,J(r,, ag(s( A)))~A. (23) 
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If A is nonzero, this formula also holds with I-, replaced by r, the sequence of 
baycenter multiplicities of the exposed face of B, generated by @( A)-‘A. 
Proof. In case A = 0, we have r = r,., = 0 and .F,. = Z(n) X Z?(m); 
therefore (23) reads J@(O) = B,*, which agrees with (iv) of Section 2. In 
case A # 0, the well-known formula (9) tells us that the present theorem is a 
restatement of Theorem 4.1(I). n 
The fact that we have a formula to compute a$( A) doesn’t mean that we 
can always easily determine the subdifferentials. But at least we may do so in 
certain simple cases: for example, when g is one of the norms ]I . IL or I] .lll; 
in either case, B 
P 
is a convex polytope, and therefore all faces of Bg-and 
therefore those o B+-are exposed. So, in these particular cases, to describe 
the faces of B, (cf. [18, 161) the exposed faces (cf. [5, $31) the pairs of dual 
matrices (cf. [2I, $41) or the subdifferentials amounts to the same thing. 
Clearly we are not addressing any numerical issues here, because the set 
of all A’s for which &+N A) is not a singleton (i.e. such that I) is not 
differentiable at A) is a set of Lebesgue measure zero (cf. [13, Theorem 
25.51). On the other hand, we already know that a face of B, is a singleton if 
and only if the associated standard face of B, is a singleton. So we get the 
following 
COROLLARY 5.2. $ is differentiable at A if and only if g is difirentiable 
at s(A). At points of diferentiability the gradients are related by 
WA) = %Vg(s( A))&, 
where CIA and r, are as in the previous theorem. 
REMARK 5.3. After this work was finished I found the recent reference 
[2O], which contains a characterization of the subdifferential, related to (23). 
Using the notation of [20], the equation (2.6) of [20] says that d*(A) is the 
convex hull of the set 
{UDV: A = uXV,d E &b(g)}. (24) 
However, we point out that taking the convex hull of (24) is unnecessary, 
because (24) is already convex. As a matter of fact, the set of all (U, V) 
satisfying A = UZV is the coset (a,, I,> * grA (cf. [16, $51). Therefore (24) 
may be written as 
n,{vzN:(u,v) E Fr;,> d E a$( a)}I’,, 
which we know is convex: it is in fact the right hand side of (23). 
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I thank my colleague Maria Glia Santos for helpful discussions on this 
matter. 
6. FINAL COMMENTS AND ALTERNATIVE PROOFS 
The proof of Theorems 4.1 and 4.2 may be split into two steps: 
Step 1: any face 8 of B, has the form QA(r, F)R, and 
Step 2: &r, F) is exposed if and only if F is. 
The proof of step 2 is relatively short, once you take step 1 for granted. The 
first step was however a long one: its proof consists of the whole of Section 3 
of [16], which, in turn, uses as an essential tool the main result of [15, cf. 
Theorem 5.11, characterizing the traces of standard faces of B,. It is thus 
desirable to have an alternative shorter proof for step 1 in the case of exposed 
faces. As a matter of fact, the arguments to be given below constitute an 
almost self-contained proof of Theorems 4.1 and 4.2. The main ingredients 
are general properties of the dual operators, the duality results for symmetric 
gauge functions, and above all, von Neumann’s lemma in its full strength. 
CLAIM (I). Zf F is an exposed standard face of B,, and r is the sequence 
of its baycentric multiplicities, then d(r, F) is an exposed face of B,. 
CLAIM (II). Zf 29 is a nonempty exposed face of B,, then there exist 
Q E g(n), R E g(m), and an exposed standard face F of B, such that 
8 = QA(r, F)R, where r is the sequence of F’s baycentric mu tzplicities. 2, 
Akernatizje proof of (I). Th is is obvious in case F = B,. So assume F is 
a nontrivial face. Let b be the barycenter of F”. We prove that 
J(r, F) = (Diag(b)}‘. (25) 
For, by Theorem 3.1(c), r = (rl, . . . , rs> is also the sequence of barycentric 
multiplicities of F”. Thus, if 0, > a** > p,Y are the distinct, positive entries 
of b, then ri is the number of times pi occurs in b, for i = 1,. . . , s. If 
A E.&r, F), then A has the form 
A, + ... /A, i A,s+,, (26) 
where Aj is ri X 7; Hermitian for i = 1, . . . , s. Using [I5, Lemma 2.21 it is 
not difficult to see that ( A]Diag(b)) = b’s(A). As s(A) E {b]‘, we have 
$(A) = 1 and bTs( A) = 1. This shows A E {Diag(b)}“. 
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Conversely, let A E {Diag(b)}‘. Th’ 1s means that A and b satisfy I,+( A) = 
1 and ( A]Diag(b)) = 1. Therefore 
1 = rri(tr[A*Diag(b)]) =g(s(A))g”(b) >bTs(A). (27) 
By von Neumann’s lemma, equality holds in (27) and there exist U E Z(n) 
and V E %(m> such that 
U Diag( b) V = Diag( b) and A = U Diag( s( A)) V. (28) 
By a result of [5, p. 24]( see also [15, Lemma 2.31 for proof and notation), the 
first identity in (28) is equivalent to (U, V) E g,.. The identities g(s( A)) = 1 
and bTs( A) = 1 imply S(A) E F. Therefore, the second identity in (28) 
implies A E-,&r, F). This proves (25). Thus Claim (I) is proved. n 
Ahemative proof of (II). The claim is clear in case 8 = B,. So assume 
8 is a nontrivial face. There exists B E B,. such that B = {B]“; for example, 
we may let B he the barycenter of Zd. Then we define F := {s(B)}“. By 
Theorem 3.1(b), F is a standard face of B,. Let r be the sequence of 
barycentric multiplicities of F, and let Q E %(n) and R E Y/(m) be such 
that 
B = Q Diag( s( B)) R. (29) 
We shall prove that 8 = Q.&r, F)R for the current values of F, r, Q, and 
R. For, let A E 8. Then +(A) = 1 and ( AIB) = 1. The identity ( AIB) = 
s( AjTs( B) follows easily. By von Neumann’s lemma there exist U E Z!(n) 
and V E g/(m) such that A = U Diag(s( A))V and B = U Diag(s( B))V. 
Thus (29) yields 
Diag(s(B)) = Q*UDiag(s(B))VR*. (39) 
Let (or > **a > a, be the distinct, nonzero singular values of B, and let 
Pl,..., P” be their respective multiplicities. If we define p := ( p,, . . . , p,,), 
then (30) combined with the previously cited result [S, p. 241 proves that 
(Q* U, VR* ) lies in .Y$. On the other hand, by definition of F, s(B) lies in 
F”“. By Theorem 3.1(c) and Theorem 3.4, we have Pg c gr. Therefore 
(Q* U, VR*) lies in g,., and A = Q<Q* U) Diag(s( A)) (VE )R. We also have 
seen that g(s( A)) = s(A)~s(B) = 1; thus s(A) E F. This proves A E 
QM(r, FIR. 
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Conversely, assume A E Q&r, F)R. This means A = Qfl Diag(a) TR 
for some (Ln, r) E 9,. and some a E (s(B))*. Clearly $(A) = 1. We are 
going to show that ( A(B) = 1. For, we observe that 
(AIB) = (fiDiag(a)TIDiag(s(B))), 
and that CR Diag(a) r has the block diagonal form (26). Let C,, . . . , C, and 
2, be the p,-classes. If i, j E C, and s(B), # s( Bjj, then C, is a regular 
class [here, we take Theorem 3.1(c) into account]; by Theorem 3.3, C, is a 
singular class; this implies ak = al for any k, 1 E C,, i.e., A, is a scalar 
matrix. The same arguments show that if s(B), # 0 for some k E Z,, then 
a, = 0 for all i E Z,, i.e., A,+r = 0. This implies ( AIB) = urs(B). There- 
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