Abstract
Introduction
Within the last decade temporal logic model checking has turned out to be a useful technique for verifying finite state systems. Since the paper by Clarke and Emerson [13] introduced the idea for the logic CTL* , algorithms performing exhaustive state-space exploration have been found and improved for a variety of logics. However, a major problem in applying model checking on just moderate-sized systems is the combinatorial explosion arising from the many possible combinations of independent states of variables or processes. Attempts to solve this problem have focussed on algorithms that avoid traversing the complete state space. Either by "symbolic" representations of the state space using Binary Decision Diagrams [lo], by collapsing symmetric or otherwise similar states [33, 24, 11, 211 or by abstraction [19, 121. The most prominent successes on rather large systems have been reported from groups using Binary Decision Diagrams -a heuristic based on compact representations and manipulations of Boolean expressions.
We present in this paper a new heuristic that is based on a quotienting operator which allows one process of a parallel composition to be removed by transforming the specification accordingly. The method will be applicable to satisfaction problems of the form where ti (1 5 i 5 N ) are labelled transition systems modeling processes and L is a restricting set of labels enforcing synchronization between the processes. The specification A is expressed in a variant of the modal p-calculus.
We have chosen the name partial model checking in analogy with partial evaluation of programs to reflect that from an initial specification we supply part of the concurrent system and derive a new residual specification specialized to that particular class of systems. In other words: each intermediate specification provides a partial answer to the original satisfaction problem.
Logic and Models
Our logic is a version of Kozen's modal p-calculus [25] . The main difference will be the use of simultaneous fixed points expressed as extreme solutions to sets of equations. In this respect it follows quite closely Park's original p-calculus [29] and the recent trend on model checking (see for example [7] , [16] , [34] , [2] , [26] ). Assertions A are given by the following syntax:
where X ranges over a set of variatbles and Q over a set of actions Act. From assertions .we build sequences of assertion equations E , denoting by c the empty sequence of equations: For a rnonotonic function f(U) on the powerset of S we let p U . f ( U ) and vU.f(U) denote respectively the minimum and maximum fixed point as given by Tarski's fixed-point theorem [31] . We can now define [[EIJp, the solution to E in the environment p, by induction on the number of equations:
where U' and
The first equation defines the solution to the empty set of equations to be the empty environment. The second defines the meaning of (X =, , A E ) in terms of the shorter E . More precisely, we first find the solution €or X (calleld U') and using this value of X , inductively solves E. The solution U' is the extrema1 a-fixed point of the function of U , determined by the meaning of A in an environment where the meaning of the free variables of the equation system is given by p, the meaning of X is U and the remaining bound variables is given by the inductive solution to E. To be Well-defined the function of U must be monotonic, which foldows rather directly from the observation that each operator (including p and v) are monotonic.
For top assertions which contain no free variables (free meaning with no defining equation) we define:
[[E 4 XI = ([E]J[])(X).2 With the given semantics it
can be shown that tlhe expressive power of our logic is equivalent to that of the modal p-calculus (113, [15] ).3
To cclnstruct models of concurrent systems we shall use three operations on labelled transition systems. To make sense of them we need a little structure on the actions. We assume the presence of a silent action 2There are dangerous subtleties here due to the nesting of minimum and maximum fixed points. For instance, the given semantics is different from one where the equation for X is taken as the "starting point" of the recursively defined semantics for E L X . 3The notion of alternation depth for the modal p-calculus (original'ly defined in [22] ) also has a correlate in our logic relating to the number of alternating sequences of p-and vequations. See for example [l] or [15] for discussions of this point. 
Let the sort of a transition system t be the set of actions appearing in the transition relation. where 0 is the transition system with one state and no transitions. The generalized product is used since it makes explicit the actions allowed by the argument processes. This simplifies the definition of quotienting of modalities in the next section.
Quotienting
Given a top assertion E -1 X , we will describe how to find a top assertion ( E -1 X>/l,,, t such that
if and only if, This bi-implication justifies the claim that we are moving parts of the concurrent system into the specification. Clearly, if the new top assertion is not much larger than the original, we have simplified the task of model checking. 
X ) / / L , M t is defined in terms
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Siimplifying Assertions
Deciding validity of p-calculus formulae is known to be EXF'TIME-complete [25, 201 . Hence, for any reasonable notion of size making the constants T and F smallest, the problem of finding a minimal assertion is EXPTIME-hard. To achieve acceptable performance we must therefore rely on heuristics. This takes the form of a collection of few, efficiently implementable strategies for finding smaller but equivalent assertions. The success of applying partial model checking is completely determined by the success of these strategies: The strategies are generally valid but might or might not succeed to decrease the size of the assertion. Below follows a list of strategies we have found to be useful. They are described as transformations on sequences of assertion equations. They all work on simple sequences of assertion equations inside a top assertion E -1 X . We later comment on their effect in the benchmark. 
Constant Propagation (CP).
Variables with right-hand side equal to T or F are replaced by their definition throughout the assertion. All variables that during this process gets a constant right-hand side (after a Simple Evaluation) are propagated in the same manner. This is also implemented as a simple graph algorithm.
Unguardedness Removal (UR)
. 
Trivial Equation Elimination (TEEg).
Equations X = M ( u ) X and Y =,, [u] Y are easily 4Although the original assertion contains no such cycles they can get introduced by the quotienting. seen to have solutions X = F and Y = T . In this way we can turn right-hand sides into the constants F or T that can be propagated. This can be done together with Constant Propagation.
Equivalence Reduction (ERlr).
We equal as described below it turns out that these disjunctions and conjunctions will be simple to find: They will be equivalent to any one of the original right-hand sides.
Implicational Reduction.
Another simplification could be to take implications among variables into account. Of course, determining X Y , i.e [E] t[](Y) for all t , would also have to be done via safe approximations like for Equivalence Reduction.
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Equivalence Reduction
A central, non-trivial task is to find and identify equivalent right-hand sides of sequences of assertion equations E . We shall look at an approach that operates on blocks. A block is a sequence of assertion equations of the same kind -either , LL or U . A $lock ETan be viewed as a simultaneous fixed point X =m A in the sense that [E] p is equivalent to the environment of solutions found as a simultaneous fixed poin: oyer a-, p;odyt of powersets ordered pointwise:
This equivalence follows from a straightforward generalization of the Scott-Bekic principle, also known as Bekic's theorem [8] . (The generalized theorem can be found in [ l ] . ) In the sequel we assume E and p fixed and let g(6) denote the function that maps d to
where A' is the tuple of right-hand sides of
As already mentioned the check X = E Y is EXPTIME-hard to decide. Therefore we approximate The specification spec,.
=E by a relation P that is safe f o r E , i.e. for all lefthand side variables X and Y ,
or more compactly P C = E . The relation P will be an equivalence relation (reflexive, symmetric and transitive) computed from a sequence of unsafe approximative equivalence relations. The sequence is constructed by repeatedly applying a transformation G ( P ) on the current approximation P until a fixed point is reached. To state this idea more formally, we notice that any environment p induces an equivalence = p on variables defined by X = p Y wdef p ( X ) = p(Y). We shall say that P is safe for p if P C = p We will require the following property of G: For all P and p,
where p ( x ' ) is the tuple of sets of states XI), . . . , p ( X n ) ) , and p' therefore assigns the variables to the result of applying g to these sets. Now, let U be the universal relation that relates every variable to every other variable in E , and denote by Gk ( P ) the Ic'th composition of G applied to P . Inductively it is: ((I')) . (4) and Gk 
Our technique for judging variables equal is then simply to iterate G over U until a iixed point P is found.
Variables are then collapsed to ithe equivalence classes of P . The G that was used in the benchmark is de- (A, z X ,
X aind Y both have disjunctive right-hand sides and satisfy a condition dual to the condition for con.junctive right-hand sides, X and Y both have the same constant right-hand side.
Such a G is enough to identify for example the variables X and Y in the v-block:
The sequence tends to converge rather quickly (within 5-6 iterations) in the benchmark, although the upper bound is the number of variables. Each iteration requires in the worst case computation of X G ( P ) Y for each pair of X and Y , hence on the order of n2 computations for a block with n variables. This is the dominant factor which, since the reduction is applied on the order of n times (one for each quotienting), results in an n3 overall running time in the experiments below. 
The Example
Milner's Scheduler [28] consists of N cyclers connected in a ring that co-operates on initiating ( u i ) and ter- Figure 1 shows the transition systems for the cyclers and a transition system specN expressing the intended behaviour when hiding the b-actions. The full system sys is:
(Actually, this assertion was constructed directly from a fixed-point assertion expressing weak bisimilarity and then quotienting with specN much like the quotient for the generalized parallel composition. See In both cases we encoded I and 1 using the generalized parailel operator (2) . We then proceeded by alternating between quotienting out a cycler and simplifying the resulting assertion until none were left and the rewhere cyc: = cyci/{bl,. . . , b N } and E J-RI is a top assertion expressing the property of being weakly bisimilar to specN. The set of equations E is the following: sulting top assertion turned out to be ( X = v 7') 4 X . 5
As Figure 2 clearly shows the running times grow roughly as third-degree polynomials and not exponentially like the number of states and transitions (which roughly grows as 20 . 2.2N). In other words: We avoided the state explosion. Table 3 compares the running times with other published results for Milner's Scheduler. The numbers should be taking with a pinch of salt, since they are taken from implementations in different languages and 'on different machines. The only interesting point is that our running times achieved with a prototype implemented in Standard ML of New Jersey on a 51n the final step of the quotienting, modalities are replaced by constants as follows: ( n ) A by F , [ a ] A by T .
