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Abstract
We investigate quantum algorithms for classification, a fundamental problem in machine
learning, with provable guarantees. Given n d-dimensional data points, the state-of-the-art (and
optimal) classical algorithm for training classifiers with constant margin [11] runs in O˜(n+ d)1
time. We design sublinear quantum algorithms for the same task running in O˜(
√
n+
√
d) time, a
quadratic improvement in both n and d. Moreover, our algorithms use the standard quantization
of the classical input and generate the same classical output, suggesting minimal overheads when
used as subroutines for end-to-end applications. We also demonstrate a tight lower bound (up to
poly-log factors) and discuss the possibility of implementation on near-term quantum machines.
As a side result, we also give sublinear quantum algorithms for approximating the equilibria of
n-dimensional matrix zero-sum games with optimal complexity Θ˜(
√
n).
1 Introduction
Motivations. Classification is a fundamental problem of supervised learning, which takes a train-
ing set of data points of known classes as inputs and aims to training a model for predicting the
classes of future data points. It is also ubiquitous due to its broad connections and applications to
computer vision, natural language processing, statistics, etc.
A fundamental case of classification is linear classification, where we are given n data points
X1, . . . , Xn in Rd and a label vector y ∈ {−1, 1}n. The goal is to find a separating hyperplane, i.e.,
a unit vector w in Rd, such that
yi ·X>i w ≥ 0 ∀ i ∈ [n]. (1)
By taking Xi ← (−1)yiXi, it reduces to a maximin problem, i.e., maxw miniX>i w ≥ 0. The
approximation version of linear classification is to find a unit vector w¯ ∈ Rd so that
X>i w¯ ≥ max
w∈Rd
min
i′∈[n]
X>i′ w −  ∀ i ∈ [n], (2)
i.e., w¯ approximately solves the maximin problem. More generally, we can regard a (nonlinear)
classifier as a kernel-based classifier by replacing Xi by Ψ(Xi) (Ψ being a kernel function). We will
focus on algorithms finding approximate classifiers (in the sense of (2)) with provable guarantees.
∗tongyang@cs.umd.edu
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1O˜(·), Ω˜(·), and Θ˜(·) notations hide poly-logarithmic factors.
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The Perceptron Algorithm for linear classification is one of the oldest algorithms studied in
machine learning [28, 29], which runs in time O(nd/2) for finding an w¯ ∈ Rd satisfying (2). The
state-of-the-art classical result along this line [11] solves linear classification in time O˜((n+ d)/2).
A careful reader might notice that the input to linear classification is n d-dimensional vectors with
total size O(nd). Hence, the result of [11] is sub-linear in its input size. To make it possible, [11]
assumes the following entry-wise input model:
Input model: given any i ∈ [n] and j ∈ [d], the j-th entry of Xi can be recovered in O(1) time.
The output of [11] is an efficient classical representation of w¯ in the sense that every entry of
w¯ can be recovered with O˜(1) cost. It is no surprise that w¯ per se gives such a representation.
However, there could be more succinct and efficient representations of w¯, which could be reasonable
alternatives of w¯ for sub-linear algorithms that run in time less the dimension of w¯ (as we will see
in the quantum case). The complexity of [11] is also optimal (up to poly-logarithmic factors) in
the above input/output model as shown by the same paper.
Recent developments in quantum computation, especially in the emerging topic of “quantum
machine learning” (see the surveys [2, 4, 34]), suggest that quantum algorithms might offer sig-
nificant speed-ups for optimization and machine learning problems. In particular, a quantum
counterpart of the Perceptron algorithm has been proposed in [23] with improved time complexity
from O(nd/2) to O˜(
√
nd/2) (details in related works). Motivated both by the significance of clas-
sification and the promise of quantum algorithms, we investigate the optimal quantum algorithm
for classification. Specifically, we aim to design a quantum counterpart of [11].
It is natural to require that quantum algorithms make use of the classical input/output model
as much as possible to make the comparison fair. In particular, it is favorable to avoid the use of
too powerful input data structure which might render any finding of quantum speedup inconclusive,
especially in light of a recent development of quantum-inspired classical machine learning algorithms
(e.g., [38]). Our choice of input/output models for quantum algorithms is hence almost the same
as the classical one, except we allow coherent queries to the entries of Xi:
Quantum input model: given any i ∈ [n] and j ∈ [d], the j-th entry of Xi can be recovered in
O(1) time coherently.
Coherent queries allow the quantum algorithm to query many locations in super-position, which
is a standard assumption that accounts for many quantum speed-ups (e.g., Grover’s algorithm [19]).
A more precise definition is given in Section 2.
On the other side, our output is exactly the same as classical algorithms, which guarantees no
overhead when using our quantum algorithms as subroutines for any applications.
Contributions. Our main contribution is a tight characterization (up to poly-log factors) of
quantum algorithms for various classification problems in the aforementioned input/output model.
Theorem 1 (Main theorem). Given  = Θ(1), we have quantum algorithms that return an efficient
representation of w¯ ∈ Bd for the following problems2, respectively, with complexity O˜(
√
n+
√
d) and
high success probability:
• Linear classification (Section 3):
min
i∈[n]
X>i w¯ ≥ max
w∈Bd
min
i∈[n]
X>i w − . (3)
2Here Bd is the unit ball in Rd, i.e.,Bd :=
{
a ∈ Rd |∑i∈[d] |ai|2 ≤ 1}.
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• Kernel-based classification (Section 4.1):
min
i∈[n]
〈Ψ(Xi), w¯〉 ≥ max
w∈Bd
min
i∈[n]
〈Ψ(Xi), w〉 − , (4)
where k(a, b) := 〈Ψ(a),Ψ(b)〉 can be the polynomial kernel kq(a, b) = (a>b)q or the Gaussian
kernel kGauss(a, b) = exp
(−‖a− b‖2).
• Minimum enclosing ball (Section 4.2.1):
max
i∈[n]
‖w¯ −Xi‖2 ≤ min
w∈Rd
max
i∈[n]
‖w −Xi‖2 + . (5)
• `2-margin SVM (Section 4.2.2):
min
i∈[n]
(X>i w¯)
2 ≥ max
w∈Rd
min
i∈[n]
2X>i w − ‖w‖2 − . (6)
On the other hand, we show that it requires Ω(
√
n +
√
d) queries to the quantum input model to
prepare such w¯ for these classification problems (Section 5).
Our matching upper and lower bounds
√
n +
√
d give a quadratic improvement in both n and
d comparing to the classical state-of-the-art results in [11].
Technically, our result is also inspired by the recent development of quantum semidefinite pro-
gram (SDP) solvers (e.g., [6]) which provide quantum speed-ups for approximating zero-sum games
for the purpose of solving SDPs. Note that such a connection was leveraged classically in another
direction in a follow-up work of [11] for solving SDPs [16]. However, our algorithm is even simpler
because we only use simple quantum state preparation instead of complicated quantum operations
in quantum SDP solvers; this is because quantum state preparation is a direct counterpart of the
`2 sampling used in [11] (see Section 3.1 for details). In a nutshell, our result is a demonstration of
quantum speed-ups for sampling-based classical algorithms.
Moreover, our algorithms are hybrid classical-quantum algorithms where the quantum part is
isolated pieces of state preparation connected by classical processing. In addition, special instances
of these state preparation might be physically realizable as suggested by some work-in-progress [5].
All of the above suggest the possibility of implementing these algorithms on near-term quantum
machines [30].
In general, we deem our result as a proposal of one end-to-end quantum application in ma-
chine learning, with both provable guarantees and the perspective of implementation (at least in
prototype) on near-term quantum machines.
Application to matrix zero-sum games. As a side result, our techniques can be applied to
solve matrix zero-sum games. To be more specific, the input of the zero-sum game is a matrix
X ∈ Rn1×n2 and an  > 0, and the goal is to find a ∈ Rn1 and b ∈ Rn2 such that3
a†Xb ≥ max
p∈∆n1
min
q∈∆n2
p†Xq − . (7)
If we are given the quantum input model of A, we could output such a and b as classical vectors4
with complexity O˜(
√
n1 + n2/
4) (see Theorem 7). When  = Θ(1), our quantum algorithm is
optimal as we prove an Ω(
√
n1 + n2) quantum lower bound (see Theorem 10).
3Here ∆n is the set of probability distributions on [n], i.e., ∆n :=
{
a ∈ Rn | ai ≥ 0 ∀ i ∈ [n],∑i∈[n] ai = 1}.
4In fact, x and y are classical vectors with succinct representations; see more details at Remark 4.
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Related works. We make the following comparisons with existing literatures in quantum ma-
chine learning.
• The most relevant result is the quantum perceptron models in [23]. The classical perceptron
method [28, 29] is a pivotal linear classification algorithm. In each iteration, it checks whether
(1) holds; if not, then it searches for a violated constraint i0 (i.e., yi0X
>
i0
w¯ < 0) and update
w¯ ← w¯+Xi0 (up to normalization). This classical perceptron method has complexity O˜(nd/2);
the quantum counterpart in [23] improved the complexity to O˜(
√
nd/2) by applying Grover
search [19] to find a violated constraint. In contrast, we quantize the sublinear algorithm for
linear classification in [11] with techniques inspired by quantum SDP solvers [6]. As a result, we
establish a better quantum complexity O˜(
√
n+
√
d).
In addition, [23] relies on an unusual input model where a data point in Rd is represented by
concatenating the the binary representations of the d floating point numbers; if we were only
given standard inputs with entry-wise queries to the coordinates of data points, we need a cost
of Ω(d) to transform the data into their input form, giving the total complexity O˜(
√
nd).
The same group of authors also gave a quantum algorithm for nearest-neighbor classification with
complexity O˜(
√
n) [39]. This complexity also depends on the sparsity of the input data; in the
worst case where every data point has Θ(d) nonzero entries, the complexity becomes O˜(
√
nd2).
• There have been rich developments on quantum algorithms for linear algebraic problems. One
prominent example is the quantum algorithm for solving linear systems [10, 21]; in particular,
they run in time poly(log d) for any sparse d-dimensional linear systems. These linear system
solvers are subsequently applied to machine learning applications such as cluster assignment [26],
support vector machine (SVM) [31], etc.
However, these quantum algorithms have two drawbacks. First, they require the input matrix to
be sparse with efficient access to nonzero elements, i.e., every row/column of the matrix has at
most poly(log d) nonzero elements and their indexes can be queried in poly(log d) time. Second,
the outputs of these algorithms are quantum states instead of classical vectors, and it takes Ω(d)
copies of the quantum state to reveal one entry of the output in the worst case. More caveats
are listed in [1].
In contrast, our quantum algorithms do not have the sparsity constraint and work for arbi-
trary input data, and the outputs of our quantum algorithms are succinct but efficient classical
representations of vectors in Rd, which can be directly used for classical applications.
• There are two lines of quantum machine learning algorithms with different input requirements.
One of them is based on quantum principal component analysis [27] and requires purely quantum
inputs.
Another line is the recent development of quantum-inspired classical poly-logarithmic time al-
gorithms for various machine learning tasks such as recommendation systems [38], principal
component analysis [37], solving linear systems [9, 17], SDPs [8], and so on. These algorithms
follow a Monte-Carlo approach for low-rank matrix approximation [15] and assume the ability
to take samples according to the spectral norms of all rows. In other words, these results enforce
additional requirements on their input: the input matrix should not only be low-rank but also
be preprocessed as the sampling data structure.
• There are also a few heuristic quantum machine learning approaches for classification [13, 22, 24]
without theoretical guarantees. We, however, look forward to further experiments based on their
proposals.
4
2 Preliminaries
Basic notations in quantum computing. Quantum mechanics can be formulated in terms
of linear algebra. Given any complex Euclidean space Cd, we define its computational basis by
{~e0, . . . , ~ed−1}, where ~ei = (0, . . . , 1, . . . , 0)> with the (i+1)th entry being 1 and other entries being
0. These basic vectors are usually written by Dirac notation: we write ~ei as |i〉 (called a “ket”),
and write ~e>i as 〈i| (called a “bra”).
Quantum states with dimension d are represented by unit vectors in Cd: i.e., a vector |v〉 =
(v0, . . . , vd−1)> is a quantum state if
∑d−1
i=0 |vi|2 = 1. For each i, vi is called the amplitude in
|i〉. If there are at least two non-zero amplitudes, quantum state |v〉 is in superposition of the
computational basis, a fundamental feature in quantum mechanics.
Tensor product of quantum states is their Kronecker product: if |u〉 ∈ Cd1 and |v〉 ∈ Cd2 , then
|u〉 ⊗ |v〉 ∈ Cd1 ⊗ Cd2 is
|u〉 ⊗ |v〉 = (u0v0, u0v1, . . . , ud1−1vd2−1)>. (8)
The basic element in classical computers is one bit; similarly, the basic element in quantum com-
puters is one qubit, which is a quantum state in C2. Mathematically, a qubit state can be written
as a|0〉 + b|1〉 for some a, b ∈ C such that |a|2 + |b|2 = 1. An n-qubit state can be written as
|v1〉 ⊗ · · · ⊗ |vn〉, where each |vi〉 (i ∈ [n]) is a qubit state; n-qubit states are in a Hilbert space of
dimension 2n.
Operations in quantum computation are unitary transformations and can be stated in the
circuit model5 where a k-qubit gate is a unitary matrix in C2k . It is known that two-qubit gates
are universal, i.e., every n-qubit gate can be written as composition of a sequenece of two-qubit
gates. Thus, one usually refers to the number of two-qubit gates as the gate complexity of quantum
algorithms.
Quantum oracle. Quantum access to the input data (referred as quantum oracles) needs to be
reversible and allows access to different parts of the input data in superposition (the essence of
quantum speed-ups). Specifically, to access elements in an n × d matrix X, we exploit an oracle
OX (a unitary on Cn ⊗ Cd ⊗ Cdacc) such that
OX(|i〉 ⊗ |j〉 ⊗ |z〉) = |i〉 ⊗ |j〉 ⊗ |z ⊕Xij〉 (9)
for any i ∈ [n], j ∈ [d] and z ∈ Cdacc such that Xij can be represented in Cdacc . Intuitively,
OX reads the entry Xij and stores it in the third register. However, to make OX reversible (and
unitary), OX applies the XOR operation (⊕) on the third register. Note that OX is a natural
unitary generalization of classical random access to X, or in cases when any entry of X can be
efficiently read. However, it is potentially stronger when queries become linear combinations of
basis vectors, e.g.,
∑
k αk|ik〉 ⊗ |jk〉. This is technically how to make superposition of different
queries in quantum.
We summarize the quantum notations as follows.
5Uniform circuits have equivalent computational power as Turing machines; however, they are more convenient
to use in quantum computation.
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Classical Quantum
Ket and bra ~ei and ~e
>
i |i〉 and 〈i|
Basis {~e0, . . . , ~ed−1} {|0〉, . . . , |d− 1〉}
State ~v = (v0, . . . , vd−1)> |v〉 =
∑d−1
i=0 vi|i〉
Tensor ~u⊗ ~v |u〉 ⊗ |v〉 or |u〉|v〉
Oracle w = (Xij)
n
i,j=1 OX |i〉|j〉|z〉 = |i〉|j〉|z ⊕Xij〉
Table 1: Summary of quantum notations used in this paper.
Quantum complexity measure. We assume that a single query to the oracle OX has a unit
cost. Quantum query complexity is defined as the total counts of oracle queries, and quantum gate
complexity is defined as the total counts of oracle queries and two-qubit gates.
Notations. Throughout this paper, we denote 1n to be the n-dimensional all-one vector, and
X ∈ Rn×d to be the matrix whose entry in the intersection of its ith row and jth column is Xi(j)
for all i ∈ [n], j ∈ [d]. Without loss of generality, we assume X1, . . . , Xn ∈ Bd, i.e., all the n data
points (also the n rows of X) are normalized to have `2-norm at most 1.
3 Linear classification
3.1 Techniques
At a high level, our quantum algorithm leverages ideas from both classical and quantum algorithm
design. We use a primal-dual approach under the multiplicative weight framework [14], in particular
its improved version in [11] by sampling the update of weight vectors. An important observation
of ours is that such classical algorithms can be accelerated significantly in quantum computation,
which relies on a seminal technique in quantum algorithm design: amplitude amplification and
estimation [7, 19].
Multiplicative weight under a primal-dual approach. Note that linear classification is
essentially a minimax problem (zero-sum game); by strong duality, we have
σ = max
w∈Rd
min
p∈∆n
p>Xw = min
p∈∆n
max
w∈Rd
p>Xw. (10)
To find its equilibrium point, we adopt an online primal-dual approach with T rounds; at round
t ∈ [T ], the primal computes pt ∈ ∆n and the dual computes wt ∈ Rd, both based on pτ and wτ
for all τ ∈ [t − 1]. After T rounds, the average solution w¯ = 1T
∑T
t=1wt approximately solves the
zero-sum game with high probability, i.e., minp∈∆n p>Xw¯ ≥ σ − .
For the primal problem, we pick pt by the multiplicative weight (MW) method. Given a sequence
of vectors r1, . . . , rT ∈ Rn, MW sets w1 := 1n and for all t ∈ [T ], pt := wt/‖wt‖1 and wt+1(i) :=
wt(i)fw(−ηrt(i)) for all i ∈ [n], where fw is a weight function and η is the parameter representing
the step size. MW promises an upper bound on
∑T
t=1 p
>
t rt, whose precise form depends on the
choice of the weight function fw. The most common update is the exponential weight update:
fw(x) = e
−x [14], but in this paper we use a quadratic weight update suggested by [11], where
wt+1(i) := wt(i)(1 − ηrt(i) + η2rt(i)2). In our primal problem, we set rt = Xwt for all t ∈ [T ] to
find pt.
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For the dual problem, we pick wt by the online gradient descent method [40]. Given a set
of vectors q1, . . . , qT ∈ Rd such that ‖qi‖2 ≤ 1. Let w0 := 0d, and yt+1 := wt + 1√T qt, wt+1 :=
yt+1
max{1,‖yt+1‖} . Then
max
w∈Bd
T∑
t=1
q>t w −
T∑
t=1
q>t wt ≤ 2
√
T . (11)
This can be regarded as a regret bound, i.e.,
∑T
t=1 q
>
t wt has at most a regret of 2
√
T compared to
the best possible choice of w. In our dual problem, we set qt as a sample of rows of X following
the distribution pt.
This primal-dual approach gives a correct algorithm with only T = O˜(1/2) iterations. However,
the primal step runs in Θ(nd) time to compute Xwt. To obtain an algorithm that is sublinear in
the size of X, a key observation by [11] is to replace the precise computation of Xwt by an unbiased
random variable. This is achieved via `2 sampling of w: we pick jt ∈ [d] by jt = j with probability
wt(j)
2/‖wt‖2, and for all i ∈ [n] we take v˜t(i) = Xi(jt)‖wt‖2/wt(jt). The expectation of the random
variable v˜t(i) satisfies
E[v˜t(i)] =
d∑
j=1
wt(j)
2
‖wt‖2
Xi(j)‖wt‖2
wt(j)
= Xiwt. (12)
In a nutshell, the update of weight vectors in each iteration need not to be precisely computed
because an `2 sample from w suffices to promise the provable guarantee of the framework. This
trick improves the running time of MW to O(n) and online gradient descent to O(d); since there
are O˜(1/2) iterations, the total complexity is O˜(n+d
2
) as claimed in [11].
Amplitude amplification and estimation. Consider a search problem where we are given a
function fω : [n]→ {−1, 1} such that fω(i) = 1 iff i 6= ω. To search for ω, classically we need Ω(n)
queries to fω as checking all n positions is the only method.
Quantumly, given a unitary Uω such that Uω|i〉 = |i〉 for all i 6= ω and Uω|ω〉 = −|ω〉, Grover’s
algorithm [19] finds ω with complexity O˜(
√
n). Denote |s〉 = 1√
n
∑
i∈[n] |i〉 (the uniform superposi-
tion), |s′〉 = 1√
n−1
∑
i∈[n]/{ω} |i〉, and Us = 2|s〉〈s| − I, the unitary Uω reflects a state with respect
to |s′〉 and the unitary Us reflects a state with respect to |s〉. If we start with |s〉 and denote
θ = 2 arcsin(1/
√
n) (the angle between Uω|s〉 and |s〉), then the angle between Uω|s〉 and UsUω|s〉
is amplified to 2θ, and in general the angle between Uω|s〉 and (UsUω)k|s〉 is 2kθ. To find ω, it
suffices to take k = Θ(
√
n) in this quantum algorithm. See Figure 1 for an illustration.
This trick of alternatively applying these two unitaries is called amplitude amplification; in
general, this provides a quadratic speedup for search problems. For the quantitative version of
estimating θ (not only finding ω), quadratic quantum speedup also holds via an improved version
of amplitude amplification called amplitude estimation [7].
Our main technical contribution is the implementations of amplitude amplification and
estimation in the primal-dual approach for solving minimax problems. On the one hand, we achieve
quadratic quantum speedup for multiplicative weight update, i.e., we improve the complexity from
O˜(n) to O˜(
√
n). This is because the `2 sampling of w is identical to measuring the quantum state
|w〉 in the computational basis; furthermore, we prepare the state |w〉 by amplitude amplification
(see Section 3.2.1).6
6Another common method to prepare quantum states is via quantum random access memory (QRAM). This is
incomparable to our approach because preparing the data structure for QRAM takes Ω(n) cost (though after that one
read takes O˜(1) cost). Here we use amplitude amplification for giving sublinear algorithms. See also Section 3.2.1.
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Figure 1: Geometric interpretation of Grover’s algorithm. This figure is copied from Wikipedia.
On the other hand, we also achieve quadratic quantum speedup for online gradient descent
(improving O˜(d) to O˜(
√
d)). This is because the main cost of online gradient descent comes from
estimating the norms ‖yt‖, which can be regarded as an amplitude estimation problem; details are
given in Section 3.3.
Comparison between classical and quantum results. Although our quantum algorithms
enjoy quadratic speedups in n and d, their executions incur a larger dependence in : we have
worst case O˜
(√n
4
+
√
d
8
)
compared to the classical complexity O˜
(
n
2
+ d
2
)
in [11]. The main reason
of having a larger -dependence in quantum is because we cannot prepare the weight states in MW
via those in previous iterations (i.e., the quantum state |wt〉 cannot be prepared by |wt−1〉), and
we have to start over every time; this is an intrinsic difficulty due to quantum state preparation.
Therefore, there is a trade-off between [11] and our results for arbitrary : we provide faster
training of the classifiers if we allow a constant error, while the classical algorithms in [11] might
work better if we require high-accuracy classifiers.
3.2 Quantum speedup for multiplicative weights
First, we give a quantum algorithm for linear classification with complexity O˜(
√
n):
Theorem 2. With success probability at least 2/3, Algorithm 1 returns a succinct classical repre-
sentation of a vector w¯ ∈ Rd such that
Xiw¯ ≥ max
w∈Bd
min
i′∈[n]
Xi′w −  ∀ i ∈ [n], (13)
using O˜
(√n
4
+ d
2
)
quantum gates.
Note that Algorithm 1 is inspired by the classical sublinear algorithm [11] by using online
gradient descent in Line 5 and `2 sampling in Line 6 and Line 7. However, to achieve the O˜(
√
n)
quantum complexity we use two quantum building blocks: a state preparation procedure in Line 7,
and an oracle implementation procedure in Line 8; their details are covered in , respectively. The
full proof of Theorem 2 is given in Section 3.2.3.
7By defining wt here, we do not write down the whole vector but we construct any query to its entries in O(1)
time. For example, the ith coordinate of wt is wt(i) =
yt(i)
max{1,‖yt‖} , constructed by one query to yt(i). The yt+1 in
Line 5 is defined in the same sense.
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Algorithm 1: Quantum linear classification algorithm.
Input:  > 0, a quantum oracle OX for X ∈ Rn×d.
Output: w¯ that satisfies (13).
1 Let T = 232−2 log n, y1 = 0d, η =
√
logn
T , u1 = 1n, |p1〉 = 1√n
∑
i∈[n] |i〉;
2 for t = 1 to T do
3 Define7wt :=
yt
max{1,‖yt‖} ;
4 Measure the state |pt〉 in the computational basis and denote the output as it ∈ [n];
5 Define yt+1 := yt +
1√
2T
Xit ;
6 Choose jt ∈ [d] by jt = j with probability wt(j)
2
‖wt‖2 ;
7 For all i ∈ [n], denote v˜t(i) = Xi(jt) ‖wt‖
2
wt(jt)
, vt(i) = min{1/η,max{−1/η, v˜t(i)}}, and
ut+1(i) = ut(i)(1− ηvt(i) + η2vt(i)2). Implement a quantum oracle Ot such that for all
i ∈ [n], Ot|i〉|0〉 = |i〉|ut+1(i)〉 by Algorithm 3 in Section 3.2.2;
8 Prepare |pt+1〉 = 1‖ut+1‖2
∑
i∈[n] ut+1(i)|i〉 by applying Algorithm 2 to Ot;
9 Return w¯ = 1T
∑T
t=1wt;
3.2.1 Quantum state preparation with oracles
We use the following result for quantum state preparation (see, e.g., [20]):
Proposition 1. Assume that a ∈ Cn, and we are given a unitary oracle Oa such that O|i〉|0〉 =
|i〉|ai〉 for all i ∈ [n]. Then Algorithm 2 takes O(
√
n) calls to Oa for preparing the quantum state
1
‖a‖2
∑
i∈[n] ai|i〉 with success probability 1−O(1/n).
Note that the coefficient in (15) satisfies ‖a‖2√
namax
≥ 1√
n
; therefore, applying amplitude ampli-
fication for O(
√
n) times indeed promises that we obtain |1〉 on the second system with success
probability 1−O(1/n), i.e., the state 1‖a‖2
∑
i∈[n] ai|i〉 is prepared in the first system.
Remark 1. Algorithm 2 is incomparable to state preparation via quantum random access memory
(QRAM). QRAM relies on the weak assumption that we start from zero, and every added datum
is processed in poly-logarithmic time. In total, this takes at least linear time in the size of the data
(see, for instance, [25]). For the task of Proposition 1, QRAM takes at least Ω(n) cost.
In this paper, we use the standard model where the input is formulated as an oracle, also widely
assumed and used in existing quantum algorithm literatures (e.g., [6, 10, 19, 21]). Under the
standard model, Algorithm 2 prepares states with only O(
√
n) cost.
Nevertheless, it is an interesting question to ask whether there is a poly(log(nd))-time quantum
algorithm for linear classification given the existence of a pre-loaded QRAM of X. This would re-
quire the ability to take summations of the vectors 1√
2T
Xit in Line 5 of Algorithm 1 in poly(log(nd))-
time as well as the ability to update the weight state ut+1 in Line 8 in poly(log(nd))-time, both using
QRAM. These two tasks are plausible as suggested by classical poly-log time sample-based algorithms
for matrix arithmetics under multiplicative weight frameworks [8], which can potentially be combined
with the analysis of QRAM data structures in [25]; we leave this possibility as an open question.
3.2.2 Implementation of the quantum oracle for updating the weight vectors
The quantum oracle Ot in Line 7 of Algorithm 1 is implemented by Algorithm 3. For convenience,
we denote clip(v, 1/η) := min{1/η,max{−1/η, v}} for all v ∈ R.
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Algorithm 2: Prepare a pure state given an oracle to its coefficients.
1 Apply Du¨rr-Høyer’s algorithm [12] to find amax := maxi∈[n] |ai| in O(
√
n) time;
2 Prepare the uniform superposition 1√
n
∑
i∈[n] |i〉;
3 Perform the following unitary transformations:
1√
n
∑
i∈[n]
|i〉 Oa7−−→ 1√
n
∑
i∈[n]
|i〉|ai〉 7→ 1√
n
∑
i∈[n]
|i〉|ai〉
( ai
amax
|0〉+
√
1− |ai|
2
a2max
|1〉
)
O−1a7−−−→ 1√
n
∑
i∈[n]
|i〉|0〉
( ai
amax
|0〉+
√
1− |ai|
2
a2max
|1〉
)
; (14)
4 Delete the second system in Eq. (14), and rewrite the state as
‖a‖2√
namax
·
( 1
‖a‖2
∑
i∈[n]
ai|i〉
)
|1〉+ |a⊥〉|0〉, (15)
where |a⊥〉 := 1√
n
∑
i∈[n]
√
1− |ai|2
a2max
|i〉 is a garbage state;
5 Apply amplitude amplification [7] for the state in (15) conditioned on the second system
being 1. Return the output;
Algorithm 3: Quantum oracle for updating the weight state.
Input: w1, . . . , wt ∈ Rd, j1, . . . , jt ∈ [d].
Output: An oracle Ot such that Ot|i〉|0〉 = |i〉|ut+1(i)〉 for all i ∈ [n].
1 Define three classical oracles: Os,j(0) = js, Os,w(js) =
‖ws‖2
ws(js)
, and
Oclip(a, b, c) = c ·
(
1− η clip(ab, 1/η) + η2 clip(ab, 1/η)2);
2 for s = 1 to t do
3 Perform the following maps:
|i〉|0〉|0〉|0〉|us(i)〉 Os,j7−−→ |i〉|js〉|0〉|0〉|us(i)〉 (16)
OX7−−→ |i〉|js〉|Xi(js)〉|0〉|us(i)〉 (17)
Os,w7−−−→ |i〉|js〉|Xi(js)〉
∣∣∣ ‖ws‖2
ws(js)
〉
|us(i)〉 (18)
Oclip7−−−→ |i〉|js〉|Xi(js)〉
∣∣∣ ‖ws‖2
ws(js)
〉
|us+1(i)〉 (19)
O−1s,w7−−−→ |i〉|js〉|Xi(js)〉|0〉|us+1(i)〉 (20)
O−1X7−−−→ |i〉|js〉|0〉|0〉|us+1(i)〉 (21)
O−1s,j7−−−→ |i〉|0〉|0〉|0〉|us+1(i)〉. (22)
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Because we have stored ws and js, we could construct classical oracles Os,j(0) = js, Os,w(js) =
‖ws‖2
ws(js)
with O(1) complexity. In the algorithm, we first call Os,j to compute js and store it into the
second register in (16). In (17), we call the quantum oracle OX for the value Xi(js), which is stored
into the third register. In (18), we call Os,w to compute
‖ws‖2
ws(js)
and store it into the fourth register.
In (19), because we have Xi(js) and
‖ws‖2
ws(js)
at hand, we could use O˜(1) arithmetic computations to
compute v˜s(i) = Xi(js)‖ws‖2/wt(js) and
us+1(i) = us(i)
(
1− η clip(v˜s(i), 1/η) + η2 clip(v˜s(i), 1/η)2
)
. (23)
We then store us+1(i) into the fifth register. In (20), (21), and (22), we uncompute the steps in
(18), (17), and (16), respectively (we need these steps in Algorithm 3 to keep its unitarity).
In total, between (16)-(22) we use 2 queries to OX and O˜(1) additional arithmetic computations.
Because s goes from 1 to t, in total we use 2t queries to OX and O˜(t) additional arithmetic
computations.
3.2.3 Proof of Theorem 2
To prove Theorem 2, we use the following five lemmas proved in [11] for analyzing the online
gradient gradient descent and `2 sampling outcomes:
Lemma 1 (Lemma A.2 of [11]). The updates of w in Line 3 and y in Line 5 satisfy
max
w∈Bn
∑
t∈[T ]
Xitw ≤
∑
t∈[T ]
Xitwt + 2
√
2T . (24)
Lemma 2 (Lemma 2.3 of [11]). For any t ∈ [T ], denote pt to be the unit vector in Rn such that
(pt)i = |〈i|pt〉|2 for all i ∈ [n]. Then the update for pt+1 in Line 8 satisfies∑
t∈[T ]
p>t vt ≤ min
i∈[n]
∑
t∈[T ]
vt(i) + η
∑
t∈[T ]
p>t v
2
t +
log n
η
, (25)
where v2t is defined as (v
2
t )i := (vt)
2
i for all i ∈ [n].
Lemma 3 (Lemma 2.4 of [11]). With probability at least 1−O(1/n),
max
i∈[n]
∑
t∈[T ]
[
vt(i)−Xiwt
] ≤ 4ηT. (26)
Lemma 4 (Lemma 2.5 of [11]). With probability at least 1−O(1/n),∣∣∣ ∑
t∈[T ]
Xitwt −
∑
t∈[T ]
p>t vt
∣∣∣ ≤ 10ηT. (27)
Lemma 5 (Lemma 2.6 of [11]). With probability at least 3/4,∑
t∈[T ]
p>t v
2
t ≤ 8T. (28)
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Proof. We first prove the correctness of Algorithm 1. By Lemma 1, we have∑
t∈[T ]
Xitwt ≥ max
w∈Bn
∑
t∈[T ]
Xitw − 2
√
2T ≥ Tσ − 2
√
2T . (29)
On the other hand, Lemma 3 implies that for any i ∈ [n],∑
t∈[T ]
Xiwt ≥
∑
t∈[T ]
vt(i)− 4ηT. (30)
Together with Lemma 2, we have∑
t∈[T ]
p>t vt ≤ min
i∈[n]
∑
t∈[T ]
Xiwt + η
∑
t∈[T ]
p>t v
2
t +
log n
η
+ 4ηT. (31)
Plugging Lemma 4, Lemma 5, and (29) into (31), with probability at least 34 − 2 ·O( 1n) ≥ 23 ,
min
i∈[n]
∑
t∈[T ]
Xiwt ≥ − log n
η
− 8ηT − 4ηT + Tσ − 2
√
2T − 10ηT ≥ Tσ − 22ηT − log n
η
. (32)
Since T = 232−2 log n and η =
√
logn
T , we have
min
i∈[n]
Xiw¯ =
1
T
min
i∈[n]
T∑
t=1
Xiwt ≥ σ − 23
√
log n
T
≥ σ −  (33)
with probability at least 2/3, which is exactly (13).
Now we analyze the gate complexity of Algorithm 1. To run Line 3 and Line 5, we need d time and
space to compute and store wt and yt+1; for all t ∈ [T ], this takes total complexity O(dT ) = O˜( d2 ).
It takes another O(dT ) = O˜( d
2
) cost to compute jt for all t ∈ [T ] in Line 6.
The quantum part of Algorithm 1 mainly happens at Line 7 and Line 8, where we prepare the
quantum state |pt+1〉 instead of computing the coefficients ut+1(i) one by one for all i ∈ [n]. To
be more specific, we construct an oracle Ot such that Ot|i〉|0〉 = |i〉|ut+1(i)〉 for all i ∈ [n]. This is
achieved iteratively, i.e., at iteration s we map |i〉|us(i)〉 to |i〉|us+1(i)〉. The full details are given
in Algorithm 3 in Section 3.2.2; in total, one query to Ot is implemented by 2t queries to OX and
O˜(t) additional arithmetic computations.
Finally, we prepare the state |pt+1〉 = 1‖ut+1‖2 ·
∑
i∈[n] ut+1(i)|i〉 in Line 8 using O(
√
n) calls
to Ot, which are equivalent to O(
√
nt) calls to OX by Line 7 and O˜(
√
nt) additional arithmetic
computations. Therefore, the total complexity of Line 8 for all t ∈ [T ] is
T∑
t=1
O˜(
√
nt) = O˜(
√
nT 2) = O˜
(√n
4
)
. (34)
In all, the total complexity of Algorithm 1 is O˜
(√n
4
+ d
2
)
, establishing our statement.
Finally, the output w¯ has a succinct classical representation with space complexity O(log n/2).
To achieve this, we save 2T = O(log n/2) values in Algorithm 1: i1, . . . , iT and ‖y1‖, . . . , ‖yT ‖; it
then only takes O(log n/2) cost to recover any coordinate of w¯ by Line 3 and Line 5.
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Remark 2. Theorem 2 could also be applied to the PAC model. For the case where there exists a
hyperplane classifying all data points correctly with margin σ, and assume that the margin is not
small in the sense that 1
σ2
< d, PAC learning theory implies that the number of examples needed
for training a classifier of error δ is O(1/σ2δ). As a result, we have a quantum algorithm that
computes a σ/2-approximation to the best classifier with cost
O˜
(√1/σ2δ
σ4
+
d
σ2
)
= O˜
( 1
σ5
√
δ
+
d
σ2
)
. (35)
This is better than the classical complexity O( 1
σ4δ
+ d
σ2
) in [11] as long as δ ≤ σ2, which is plausible
under the assumption that the margin σ is large.
3.3 Quantum speedup for online gradient descent
Norm estimation by amplitude estimation. We further improve the dependence in d to
O˜(
√
d). To achieve this, we cannot update wt and yt in Line 3 and Line 5 by each coordinate
because storing wt or yt would already take cost at least d. We solve this issue by not updating wt
and yt explicitly and instead only computing ‖yt‖ for all i ∈ [T ]. This norm estimation is achieved
by the following lemma:
Lemma 6. Assume that F : [d]→ [0, 1] with a quantum oracle OF |i〉|0〉 = |i〉|F (i)〉 for all i ∈ [d].
Denote m = 1d
∑d
i=1 F (i). Then for any δ > 0, there is a quantum algorithm that uses O(
√
d/δ)
queries to OF and returns an m˜ such that |m˜−m| ≤ δm with probability at least 2/3.
Our proof of Lemma 6 is based on amplitude estimation:
Theorem 3 (Theorem 15 of [7]). For any 0 <  < 1 and Boolean function f : [d] → {0, 1} with
quantum oracle Of |i〉|0〉 = |i〉|f(i)〉 for all i ∈ [d], there is a quantum algorithm that outputs an
estimate tˆ to t = |f−1(1)| such that
|tˆ− t| ≤ t (36)
with probability at least 8/pi2, using O(1
√
d
t ) evaluations of Of . If t = 0, the algorithm outputs
tˆ = 0 with certainty and Of is evaluated O(
√
d) times.
Proof. Assume that F (i) has l bits for precision for all i ∈ [d] (in our paper, we take l = O(1), say
l = 64 for double float precision), and for all k ∈ [l] denote Fk(i) as the kth bit of F (i); denote
nk =
∑
i∈[d] Fk(i).
We apply Theorem 3 to all the l bits of nk using O(
√
d/δ) queries (taking  = δ/2), which gives
an approximation nˆk of nk such that with probability at least 8/pi
2 we have |nk − nˆk| ≤ δnk/2 if
nk ≥ 1, and nˆk = 0 if nk = 0. Running this procedure for Θ(log l) times and take the median of
all returned nˆk, and do this for all k ∈ [l], Chernoff’s bound promises that with probability 2/3 we
have
|nk − nˆk| ≤ δnk ∀ k ∈ [l]. (37)
As a result, if we take m˜ = 1d
∑
k∈[l]
nˆk
2k
, and observe that m = 1d
∑
k∈[l]
nk
2k
, with probability at least
2/3 we have
|m˜−m| ≤ 1
d
∑
k∈[l]
∣∣∣ nˆk
2k
− nk
2k
∣∣∣ ≤ 1
d
∑
k∈[l]
δnk
2k
= δm. (38)
The total quantum query complexity is O(l log l · √d/δ) = O(√d/δ).
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Quantum algorithm with O˜(
√
d) cost. Instead of updating yt explicitly in Line 5 of Algo-
rithm 1, we save the it for all t ∈ [T ] in Line 4, which only takes O˜(1/2) cost in total but
we can directly generate yt given i1, . . . , it. Furthermore, notice that the probabilities in the
`2 sampling in Line 6 do not change because wt(j)
2/‖wt‖2 = yt(j)2/‖yt‖2; it suffices to replace
v˜t(i) = Xi(jt)‖wt‖2/wt(jt) by v˜t(i) = Xi(jt)‖yt‖2/(yt(jt) max{1, ‖yt‖}) in Line 7. These observa-
tions result in Algorithm 4 with the following result:
Theorem 4. With success probability at least 2/3, there is a quantum algorithm that returns a
succinct classical representation of a vector w¯ ∈ Rd such that
Xiw¯ ≥ max
w∈Bd
min
i′∈[n]
Xi′w −  ∀ i ∈ [n], (39)
using O˜
(√n
4
+
√
d
8
)
quantum gates.
Algorithm 4: Quantum linear classification algorithm with O˜(
√
d) cost.
Input:  > 0, a quantum oracle OX for X ∈ Rn×d.
Output: w¯ that satisfies (13).
1 Let T = 272−2 log n, y1 = 0d, η =
√
logn
T , u1 = 1n, |p1〉 = 1√n
∑
i∈[n] |i〉;
2 for t = 1 to T do
3 Measure the state |pt〉 in the computational basis and denote the output as it ∈ [n];
4 Define8 yt+1 := yt +
1√
2T
Xit ;
5 Apply Lemma 6 for 2dlog T e times to estimate ‖yt‖2 with precision δ = η2, and take the
median of all the 2dlog T e outputs, denoted ‖˜yt‖
2
;
6 Choose jt ∈ [d] by jt = j with probability yt(j)2/‖yt‖2, which is achieved by applying
Algorithm 2 to prepare the quantum state |yt〉 and measure in the computational basis;
7 For all i ∈ [n], denote v˜t(i) = Xi(jt)‖˜yt‖
2
/
(
yt(jt) max{1, ‖˜yt‖}
)
, vt(i) = clip(v˜t(i), 1/η),
and ut+1(i) = ut(i)(1− ηvt(i) + η2vt(i)2). Apply Algorithm 3 to prepare an oracle Ot
such that Ot|i〉|0〉 = |i〉|ut+1(i)〉 for all i ∈ [n], using 2t queries to OX and O˜(t)
additional arithmetic computations;
8 Prepare the state |pt+1〉 = 1‖ut+1‖2
∑
i∈[n] ut+1(i)|i〉 using Algorithm 2 and Ot;
9 Return w¯ = 1T
∑T
t=1
yt
max{1,‖˜yt‖}
;
Proof. For clarification, we denote
v˜t,approx(i) =
Xi(jt)‖˜yt‖
2
yt(jt) max{1, ‖˜yt‖}
, v˜t,true(i) =
Xi(jt)‖yt‖2
yt(jt) max{1, ‖yt‖} ∀ i ∈ [n]. (40)
In other words, the v˜t in Line 7 of Algorithm 4 is v˜t,approx, an approximation of v˜t,true. We prove:
|v˜t,approx(i)− v˜t,true(i)| ≤ η ∀ i ∈ [n]. (41)
8The meaning of the definition here is the same as Footnote 7 in Algorithm 1.
14
Without loss generality, we can assume that v˜t,true(i), v˜t,approx(i) ≤ 1/η; otherwise, they are both
truncated to 1/η by the clip function in Line 7 and no error occurs. For convenience, we denote
m = ‖yt‖2 and m˜ = ‖˜yt‖
2
. Then
|v˜t,approx(i)− v˜t,true(i)| = v˜t,true(i) ·
∣∣∣ v˜t,approx(i)
v˜t,true(i)
− 1
∣∣∣ ≤ 1
η
·
∣∣∣ v˜t,approx(i)
v˜t,true(i)
− 1
∣∣∣. (42)
When ‖yt‖ ≥ 1 we have v˜t,approx(i)v˜t,true(i) = m˜m ; when ‖yt‖ ≤ 1 we have
v˜t,approx(i)
v˜t,true(i)
=
√
m˜
m . Because in
Line 5 ‖˜yt‖
2
is the median of 2dlog T e executions of Lemma 6, with failure probability at most
1− (2/3)2 log T = O(1/T 2) we have | m˜m −1| ≤ δ; given there are T iterations in total, the probability
that Line 5 always succeeds is at least 1− T ·O(1/T 2) = 1− o(1), and we have∣∣∣m˜
m
− 1
∣∣∣, ∣∣∣√m˜
m
− 1
∣∣∣ ≤ δ. (43)
Plugging this into (42), we have
|v˜t,approx(i)− v˜t,true(i)| ≤ δ
η
= η, (44)
which proves (41).
Now we prove the correctness of Algorithm 4. By (41) and Lemma 3, with probability at least
1−O(1/n) we have
max
i∈[n]
∑
t∈[T ]
[
vt(i)−Xiwt
] ≤ 4ηT + ηT = 5ηT, (45)
where wt =
yt
max{1,‖˜yt‖}
for all t ∈ [T ]. By (41) and Lemma 4, with probability at least 1−O(1/n)
we have ∣∣∣ ∑
t∈[T ]
Xitwt −
∑
t∈[T ]
p>t vt
∣∣∣ ≤ 10ηT + ηT = 11ηT ; (46)
by (41) and Lemma 5, with probability at least 3/4 we have∑
t∈[T ]
p>t v
2
t ≤ 8T + 2T = 10T. (47)
As a result, similar to the proof of Theorem 2, we have
min
i∈[n]
∑
t∈[T ]
Xiwt ≥ − log n
η
− 10ηT − 5ηT + Tσ − 2
√
2T − 11ηT ≥ Tσ − 26ηT − log n
η
. (48)
Since T = 272−2 log n and η =
√
logn
T , we have
min
i∈[n]
Xiw¯ =
1
T
min
i∈[n]
T∑
t=1
Xiwt ≥ σ − 27
√
log n
T
≥ σ −  (49)
with probability at least 2/3, which is exactly (39).
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It remains to analyze the time complexity. Same as the proof of Theorem 2, the complexity in
n is O˜(
√
n
4
). It remains to show that the complexity in d is O˜(
√
n
8
). The cost in d in Algorithm 1
and Algorithm 4 differs at Line 5 and Line 6. We first look at Line 5; because
yt =
1√
2T
T∑
τ=1
Xiτ , (50)
one query to a coefficient of yt takes t = O˜(1/
2) queries to OX . Next, since Xi ∈ Bn for all
i ∈ [n], we know that Xij ∈ [−1, 1] for all i ∈ [n], j ∈ [d]; to apply Lemma 6 (F should have image
domain in [0, 1]) we need to renormalize yt by a factor of t = O˜(1/
2). In addition, notice that
δ = η2 = Θ(2); as a result, the query complexity of executing Lemma 6 is O˜(
√
d/2). Finally,
there are in total T = O˜(1/2) iterations. Therefore, the total complexity in Line 5 is
O˜
( 1
2
)
· O˜
( 1
2
)
· O˜
(√d
2
)
· O˜
( 1
2
)
= O˜
(√d
8
)
. (51)
Regarding the complexity in d in Line 6, the cost is to prepare the pure state |yt〉 whose
coefficient is proportional to yt. To achieve this, we need t = O˜(1/
2) queries to OX (for summing
up the rows Xi1 , . . . , Xit) such that we have an oracle Oyt satisfying Oyt |j〉|0〉 = |j〉|yt(j)〉 for all
j ∈ [d]. By Algorithm 2, the query complexity of preparing |yt〉 using Oyt is O(
√
d). Because there
are in total T = O˜(1/2) iterations, the total complexity in Line 6 is
O˜
( 1
2
)
·O(
√
d) · O˜
( 1
2
)
= O˜
(√d
4
)
. (52)
In all, the total complexity in d is O˜(
√
d/8) as dominated by (51). Finally, w¯ has a succinct
classical representation: using i1, . . . , iT obtained from Line 3 and ‖˜y1‖
2
, . . . , ‖˜yT ‖
2
obtained from
Line 5, we could restore a coordinate of w¯ in time T = O˜(1/2).
Remark 3. For practical applications of linear classification, typically the number of data points
n is larger than the dimension d, so in practice Theorem 2 might perform better than Theorem 4.
Nevertheless, the O˜(
√
d) complexity in Theorem 4 matches our quantum lower bound (see Theo-
rem 8).
4 Applications
As introduced in Section 3.1, the `2 sampling of w picks jt ∈ [d] by jt = j with probability
w(j)2/‖w‖2, and the expectation of the random variable Xi(jt)‖w‖2/w(jt) is Xiw. Here, if we
consider some alternate random variables, we could give unbiased estimators of nonlinear functions
of X. We first look at the general case of applying kernel functions [33] in Section 4.1. We then
look at the special case of quadratic problems in Section 4.2 as they enjoy simple forms that can
be applied to finding minimum enclosing balls [32] and `2-margin support vector machines [36].
Finally, we follow this methodology to give a sublinear quantum algorithm for solving matrix zero-
sum games in Section 4.3.
4.1 Kernel methods
Having quantum algorithms for solving linear classification at hand, it is natural to consider linear
classification under kernels. Let Ψ: Rd 7→ H be a mapping into a reproducing kernel Hilbert space
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(RKHS), and the problem is to find the classifier h ∈ H that solves the maximin problem
σ = max
h∈H
min
i∈[n]
〈h,Ψ(Xi)〉, (53)
where the kernel is defined as k(a, b) := 〈Ψ(a),Ψ(b)〉 for all a, b ∈ Rd.
Classically, [11] gave the following result for classification under efficiently-computable kernels,
following the linear classification algorithm therein:
Theorem 5 (Lemma 5.3 of [11]). Denote Tk as the time cost for computing k(Xi, Xj) for some
i, j ∈ [n], and denote Lk as the time cost for computing a random variable k˜(Xi, Xj) for some
i, j ∈ [n] such that E[k˜(Xi, Xj)] = k(Xi, Xj) and Var[k(Xi, Xj)] ≤ 1. Then there is a classical
algorithm that runs in time
O˜
(Lkn+ d
2
+ min
{Tk
4
,
Lk
6
})
(54)
and returns a vector h¯ ∈ H such that with high success probability 〈h¯,Ψ(Xi)〉 ≥ σ−  for all i ∈ [n].
Quantumly, we give an algorithm for classification under kernels based on Algorithm 4:
Algorithm 5: Quantum algorithm for kernel-based classification.
Input:  > 0, a quantum oracle OX for X ∈ Rn×d.
Output: w¯ that satisfies (13).
1 Let T = 272−2 log n, y1 = 0d, η =
√
logn
T , u1 = 1n, |p1〉 = 1√n
∑
i∈[n] |i〉;
2 for t = 1 to T do
3 Measure the state |pt〉 in the computational basis and denote the output as it ∈ [n];
4 Define yt+1 := yt +
1√
2T
Ψ(Xit);
5 Apply Lemma 6 for 2dlog T e times to estimate ‖yt‖2 with precision δ = η2, and take the
median of all the 2dlog T e outputs, denoted ‖˜yt‖
2
;
6 Choose jt ∈ [d] by jt = j with probability yt(j)2/‖yt‖2, which is achieved by applying
Algorithm 2 to prepare the quantum state |yt〉 and measure in the computational basis;
7 For all i ∈ [n], denote v˜t(i) = Ψ(Xi)(jt)‖˜yt‖
2
/
(
yt(jt) max{1, ‖˜yt‖}
)
,
vt(i) = clip(v˜t(i), 1/η), and ut+1(i) = ut(i)(1− ηvt(i) + η2vt(i)2). Apply Algorithm 3 to
prepare an oracle Ot such that Ot|i〉|0〉 = |i〉|ut+1(i)〉 for all i ∈ [n], using 2t queries to
OX and O˜(t) additional arithmetic computations;
8 Prepare the state |pt+1〉 = 1‖ut+1‖2
∑
i∈[n] ut+1(i)|i〉 using Algorithm 2 and Ot;
9 Return w¯ = 1T
∑T
t=1
yt
max{1,‖˜yt‖}
;
Theorem 4 and Theorem 5 imply that our quantum kernel-based classifier has time complexity
O˜
(Lk√n
4
+
√
d
8
+ min
{Tk
4
,
Lk
6
})
. (55)
For polynomial kernels of degree q, i.e., kq(x, y) = (x
>y)q, we have Lkq = q by taking the
product of q independent `2 samples (this is an unbiased estimator of (x>y)q and the variance of
each sample is at most 1). As a result of (55),
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Corollary 1. For the polynomial kernel of degree q, there is a quantum algorithm that solves the
classification task within precision  with gate complexity O˜
( q√n
4
+ q
√
d
8
)
.
Compared to the classical complexity O˜
( q(n+d)
2
+ min
{d log q
4
, q
6
})
in Corollary 5.4 of [11], our
quantum algorithm gives quadratic speedups in n and d.
For Gaussian kernels, i.e., kGauss(x, y) = exp
(−‖x− y‖2), Corollary 5.5 of [11] proved that
LkGauss = 1/s
4 if the Gaussian has standard deviation s. As a result,
Corollary 2. For the polynomial kernel of degree q, there is a quantum algorithm that solves the
classification task within precision  with gate complexity O˜
( √n
s44
+
√
d
s48
)
.
This still gives quadratic speedups in n and d compared to the classical complexity O˜
(
n+d
s42
+
min
{
d
4
, 1
s46
})
in Corollary 5.5 of [11].
4.2 Quadratic machine learning problems
We consider the maximin problem of a quadratic function:
max
w∈Rd
min
p∈∆n
p>(b+ 2Xw − 1n‖w‖2) = max
w∈Rd
min
i∈[n]
bi + 2Xiw − ‖w‖2, (56)
where b ∈ Rn and X ∈ Rn×d. Note that the function bi + 2Xiw − ‖w‖2 in Eq. (56) is 2-strongly
convex; as a result, the regret of the online gradient descent after T rounds can be improved to
O(log T ) by [35] instead of O(
√
T ) as in Eq. (11). In addition, `2 sampling of the w in Algorithm 1
and Algorithm 4 still works: consider the random variable w = bi +
2Xi(j)‖w‖2
w(j) − ‖w‖2 where j = k
with probability w(k)
2
‖w‖2 . Then the expectation of w is
E[X] =
d∑
j=1
w(j)2
‖w‖2
(
bi +
2Xi(j)‖w‖2
w(j)
− ‖w‖2
)
= bi + 2Xiw − ‖w‖2, (57)
i.e., w is an unbiased estimator of the quadratic form in (56). As a result, given the quantum
oracle OX in (9), we could give sublinear quantum algorithms for such problems; these include
two important problems: minimum enclosing balls (MEB) and `2-margin supper vector machines
(SVM).
4.2.1 Minimum enclosing ball
In the minimum enclosing ball (MEB) problem we have bi = −‖Xi‖2 for all i ∈ [n]; Eq. (56) then
becomes maxw∈Rd mini∈[n]−‖Xi‖2 + 2Xiw − ‖w‖2 = −minw∈Rd maxi∈[n] ‖w − Xi‖2, which is the
smallest radius of the balls that contain all the n data points X1, . . . , Xn.
Denote σMEB = minw∈Rd maxi∈[n] ‖w −Xi‖2, we have:
Theorem 6. There is a quantum algorithm that returns a vector w¯ ∈ Rd such that with probability
at least 2/3,
max
i∈[n]
‖w¯ −Xi‖2 ≤ σMEB + , (58)
using O˜
(√n
4
+ d
)
quantum gates; the quantum gate complexity can also be improved to O˜
(√n
4
+
√
d
7
)
.
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We omit the proof of Theorem 6 because it directly follows from Theorem 2 (see also Theorem
3.1 in [11]) and Theorem 4. For the O˜(
√
d) complexity result, the same idea of Algorithm 4 is
applied to estimate the norm ‖yt‖ by amplitude estimation; the error dependence becomes 1/7
because with high probability, the number of iterations that we obtain a new yt in Line 4 is
O(αT ) = O˜(1/), and the other overheads in  is still O˜(
√
d/6) (see Eq. (51)).
4.2.2 `2-margin SVM
To estimate the margin of a support vector machine (SVM) in `2-norm, we take bi = 0 for all
i ∈ [n]; Eq. (56) then becomes solving σSVM := max
w∈Rd
min
i∈[n]
2Xiw − ‖w‖2.
Notice that σSVM ≥ 0 because 2Xiw − ‖w‖2 = 0 for all i ∈ [n] when w = 0. For the case
σSVM > 0 and taking 0 <  < σSVM, similar to Theorem 6 we have:
Corollary 3. There is a quantum algorithm that returns a vector w¯ ∈ Rd such that with probability
at least 2/3,
min
i∈[n]
2Xiw¯ − ‖w¯‖2 ≥ σSVM −  > 0, (59)
using O˜
(√n
4
+ d
)
quantum gates; the quantum gate complexity can also be improved to O˜
(√n
4
+
√
d
7
)
.
Note that (59) implies that Xiw¯ > 0 for all i ∈ [n]; furthermore, by the AM-GM inequality we
have (Xiw¯)
2
‖w¯‖2 + ‖w¯‖2 ≥ 2Xiw¯, and hence
min
i∈[n]
(Xiw¯
‖w¯‖
)2 ≥ min
i∈[n]
2Xiw¯ − ‖w¯‖2 ≥ σSVM − . (60)
If we denote wˆ = w¯/‖w¯‖, then Xiwˆ ≥
√
σSVM −  > 0 for all i ∈ [n]. Consequently, if the data X
is from an SVM, we obtain a normalized direction wˆ (in `2-norm) such that all data points have a
margin of at least
√
σSVM − . Classically, this task takes time O˜(n+ d) for constant σSVM by [11],
but our quantum algorithm only takes time O˜(
√
n+
√
d).
4.3 Matrix zero-sum games
Our `2-sampling technique can also be adapted to solve matrix zero-sum games as an application.
To be more specific, the input of a zero-sum game is a matrix X ∈ Rn1×n2 , and the goal is to find
a ∈ Rn1 and b ∈ Rn2 such that
a†Xb ≥ max
p∈∆n1
min
q∈∆n2
p†Xq −  (61)
for some  > 0; such (a, b) is called an -optimal strategy. It is shown in [18, Proposition 1] that for
0 <  < 0.1, an -optimal strategy for the (n1 + n2 + 1)-dimensional anti-symmetric matrix
X ′ =

0 X −1n1
−X† 0 1n2
1n1 −1n2 0
 (62)
implies an 18-optimal strategy for X. Therefore, without loss of generality, we could assume
that X is an n-dimensional anti-symmetric matrix (by taking n = n1 + n2 + 1). In this case, the
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game value maxp∈∆n minq∈∆n p†Xq in (61) equals to 0, and due to symmetry finding an -optimal
strategy reduces to find an w ∈ ∆n such that
Xw ≤  · 1n, (63)
where ≤ applies to each coordinate. As a normalization, we assume that maxi,j∈[n] |Xi,j | ≤ 1.
Classically, one query to X is to ask for one entry in the matrix, whereas quantumly we assume
the oracle in (9). Inspired by Ref. [18, Theorem 1], we give the following result for solving the
zero-sum game:
Theorem 7. With success probability at least 2/3, Algorithm 6 returns a vector w¯ ∈ Rn such that
Xw¯ ≤  · 1n, using O˜
(√n
4
)
quantum gates.
Algorithm 6: Sublinear quantum algorithm for solving zero-sum games.
Input:  > 0, a quantum oracle OX for X ∈ Rn×n.
Output: w¯ ∈ ∆n that satisfies (63).
1 Let T ← 4−2 log n, A← 0n, |p1〉 ← 1√n
∑
i∈[n] |i〉;
2 for t = 1 to T do
3 Measure the state |pt〉 in the computational basis and denote the output as kt ∈ [n];
4 Update the kt-th coordinate of A: Akt ← Akt + 1;
5 Prepare the state
|pt+1〉 =
∑
i∈[n] exp
[

∑t
τ=1Xi,kτ /4
]|i〉√∑
j∈[n] exp
[

∑t
τ=1Xj,kτ /2
] (64)
using Algorithm 2;
6 Return w¯ = A/T ;
Proof. We first prove the correctness of Algorithm 6. We denote Pi(t) := exp
[

∑t
τ=1Xi,kτ /2
]
and
pi(t) = Pi(t)/
∑n
j=1 Pj(t) for all i ∈ [n] and t ∈ [T ]. Then |pt+1〉 =
∑n
i=1
√
pi(t)|i〉. We also denote
the potential function Φ(t) =
∑n
i=1 Pi(t). It satisfies
Φ(t) =
n∑
i=1
Pi(t) =
n∑
i=1
Pi(t− 1) exp[Xi,kt/2] = Φ(t− 1)
n∑
i=1
pi(t− 1) exp[Xi,kt/2]. (65)
Since Line 3 selects kt with probability pkt(t− 1), Eq. (65) implies
E[Φ(t)] = Φ(t− 1)
n∑
i,k=1
pi(t− 1)pk(t− 1) exp[Xi,k/2]. (66)
Because |Xi,k| ≤ 1, we have
exp[Xi,k/2] ≤ 1− Xi,k
2
+
2
6
. (67)
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Also because X is skew-symmetric, we have
∑n
i,k=1 pi(t − 1)pk(t − 1)Xi,k = 0. Plugging this and
(67) into (66), we have E[Φ(t)] ≤ E[Φ(t− 1)](1 + 26 ). As a result of induction,
E[Φ(T )] ≤ Φ(0)
(
1 +
2
6
)T ≤ n exp[T2/6] ≤ n5/3. (68)
By Markov’s inequality, we have Φ(T ) ≤ 3n5/3 ≤ n2 with probability at least 2/3. Notice that
Φ(T ) ≤ n2 implies Pi(T ) ≤ n2 for all i ∈ [n], i.e., 
∑T
τ=1Xi,kτ /2 ≤ 2 lnn for all i ∈ [n]. The i-th
coordinate of Xw¯ satisfies
(Xw¯)i =
1
T
(XA)i =
1
T
T∑
τ=1
Xi,kτ ≤
2
4 lnn
· 4 lnn

= ; (69)
since this is true for all i ∈ [n], we have Xw¯ ≤  · 1n.
It remains to prove the complexity claim. The measurement in Line 3 takes O(log n) gates, and
the update in Line 4 also takes O(log n) gates because it only adds 1 to one of the n coordinates.
The complexity of the algorithm thus mainly comes from Line 5 for preparing |pt+1〉. Notice that
arg max exp
[

∑t
τ=1Xi,kτ /4
]
= arg max
∑t
τ=1Xi,kτ , which can be computed in O(t
√
n) queries to
the oracle OX . Similarly, the amplitude amplification in Algorithm 2 can also be done with cost
O(t
√
n). In total, the time complexity of Algorithm 6 is
T∑
t=1
O(t
√
n) = O(T 2
√
n) = O˜
(√n
4
)
. (70)
Remark 4. The output of Algorithm 6 is a classical vector in ∆n; furthermore, it has a succinct
representation of O(log2 n/2) bits: Line 4 in each iteration add 1 to one of the n coordinates and
hence can be stored in dlog2 ne bits, and there are in total O(log n/2) rounds. Therefore, such
output can be directly useful for classical applications, which distinguishes from many quantum
machine learning algorithms that output a quantum state (whose applications are more subtle).
5 Quantum lower bounds
All quantum algorithms (upper bounds) above have matching lower bounds in n and d. Assuming
 = Θ(1) and given the oracle OX in (9), we prove quantum lower bounds on linear classification,
minimum enclosing ball, and matrix zero-sum games in Section 5.1, Section 5.2, and Section 5.3,
respectively.
5.1 Linear classification
Recall that the input of the linear classification problem is a matrix X ∈ Rn×d such that Xi ∈ Bd
for all i ∈ [n] (Xi being the ith row of X), and the goal is to approximately solve
σ := max
w∈Bd
min
p∈∆n
p>Xw = max
w∈Bd
min
i∈[n]
Xiw. (71)
Given the quantum oracle OX such that OX |i〉|j〉|0〉 = |i〉|j〉|Xij〉 ∀ i ∈ [n], j ∈ [d], Theorem 4 solves
this task with high success probability with cost O˜
(√n
4
+
√
d
8
)
. We prove a quantum lower bound
that matches this upper bound in n and d for constant :
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Theorem 8. Assume 0 <  < 0.04. Then to return an w¯ ∈ Bd satisfying
Xjw¯ ≥ max
w∈Bd
min
i∈[n]
Xiw −  ∀ j ∈ [n] (72)
with probability at least 2/3, we need Ω(
√
n+
√
d) quantum queries to OX .
Proof. Assume we are given the promise that X is from one of the two cases below:
1. There exists an l ∈ {2, . . . , d} such that X11 = − 1√2 , X1l =
1√
2
; X21 = X2l =
1√
2
; there exists
a unique k ∈ {3, . . . , n} such that Xk1 = 1, Xkl = 0; Xij = 1√2 for all i ∈ {3, . . . , n}/{k},
j ∈ {1, l}, and Xij = 0 for all i ∈ [n], j /∈ {1, l}.
2. There exists an l ∈ {2, . . . , d} such that X11 = − 1√2 , X1l =
1√
2
; X21 = X2l =
1√
2
; Xij =
1√
2
for all i ∈ {3, . . . , n}, j ∈ {1, l}, and Xij = 0 for all i ∈ [n], j /∈ {1, l}.
Notice that the only difference between these two cases is a row where the first entry is 1 and the
lth entry is 0; they have the following pictures, respectively:
Case 1: X =

− 1√
2
0 · · · 0 1√
2
0 · · · 0
1√
2
0 · · · 0 1√
2
0 · · · 0
...
...
. . .
...
...
...
. . .
...
1√
2
0 · · · 0 1√
2
0 · · · 0
1 0 · · · 0 0 0 · · · 0
1√
2
0 · · · 0 1√
2
0 · · · 0
...
...
. . .
...
...
...
. . .
...
1√
2
0 · · · 0 1√
2
0 · · · 0

; (73)
and
Case 2: X =

− 1√
2
0 · · · 0 1√
2
0 · · · 0
1√
2
0 · · · 0 1√
2
0 · · · 0
...
...
. . .
...
...
...
. . .
...
1√
2
0 · · · 0 1√
2
0 · · · 0
...
...
. . .
...
...
...
. . .
...
1√
2
0 · · · 0 1√
2
0 · · · 0

. (74)
We denote the maximin value in (71) of these cases as σ1 and σ2, respectively. We have:
• σ2 = 1√2 .
On the one hand, consider w¯ = ~el ∈ Bd (the vector in Rd with the lth coordinate being 1 and
all other coordinates being 0). Then Xiw¯ =
1√
2
for all i ∈ [n], and hence σ2 ≥ mini∈[n]Xiw¯ = 1√2 .
On the other hand, for any w = (w1, . . . , wd) ∈ Bd, we have
min
i∈[n]
Xiw = min
{
− 1√
2
w1 +
1√
2
wl,
1√
2
w1 +
1√
2
wl
}
≤ 1√
2
wl ≤ 1√
2
, (75)
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where the first inequality comes from the fact that min{a, b} ≤ a+b2 for all X, b ∈ R and the second
inequality comes from the fact that w ∈ Bd and |wl| ≤ 1. As a result, σ2 = maxw∈Bd mini∈[n]Xiw ≤
1√
2
. In conclusion, we have σ2 =
1√
2
.
• σ1 = 1√
4+2
√
2
.
On the one hand, consider w¯ = 1√
4+2
√
2
~e1 +
√
2+1√
4+2
√
2
~el ∈ Bd. Then
X1w¯ = − 1√
2
· 1√
4 + 2
√
2
+
1√
2
·
√
2 + 1√
4 + 2
√
2
=
1√
4 + 2
√
2
; (76)
Xiw¯ =
1√
2
· 1√
4 + 2
√
2
+
1√
2
·
√
2 + 1√
4 + 2
√
2
=
√
2 + 1√
4 + 2
√
2
>
1√
4 + 2
√
2
∀ i ∈ [n]/{1, k}; (77)
Xkw¯ = 1 · 1√
4 + 2
√
2
+ 0 ·
√
2 + 1√
4 + 2
√
2
=
1√
4 + 2
√
2
. (78)
In all, σ1 ≥ mini∈[n]Xiw¯ = 1√
4+2
√
2
.
On the other hand, for any w = (w1, . . . , wd) ∈ Bd, we have
min
i∈[n]
Xiw = min
{
− 1√
2
w1 +
1√
2
wl,
1√
2
w1 +
1√
2
wl, w1
}
. (79)
If w1 ≤ 1√
4+2
√
2
, then (79) implies that mini∈[n]Xiw ≤ 1√
4+2
√
2
; if w1 ≥ 1√
4+2
√
2
, then
wl ≤
√
1− w21 =
√
1− 1
4 + 2
√
2
=
√
2 + 1√
4 + 2
√
2
, (80)
and hence by (79) we have
min
i∈[n]
Xiw ≤ − 1√
2
w1 +
1√
2
wl ≤ − 1√
2
· 1√
4 + 2
√
2
+
1√
2
·
√
2 + 1√
4 + 2
√
2
=
1√
4 + 2
√
2
. (81)
In all, we always have mini∈[n]Xiw ≤ 1√
4+2
√
2
. As a result, σ1 = maxw∈Bd mini∈[n]Xiw ≤ 1√
4+2
√
2
.
In conclusion, we have σ1 =
1√
4+2
√
2
.
Now, we prove that an w¯ ∈ Bd satisfying (72) would simultaneously reveal whether X is from
Case 1 or Case 2 as well as the value of l ∈ {2, . . . , d}, by the following algorithm:
1. Check if one of w¯2, . . . , w¯d is larger than 0.94; if there exists an l
′ ∈ {2, . . . , d} such that
w¯l′ > 0.94, return ‘Case 2’ and l = l
′;
2. Otherwise, return ‘Case 1’ and l = arg maxi∈{2,...,d} w¯i.
We first prove that the classification of X (between Case 1 and Case 2) is correct. On the one
hand, assume that X comes from Case 1. If we wrongly classified X as from Case 2, we would have
w¯l′ > 0.94 and w¯1 <
√
1− 0.942 < 0.342; this would imply
min
i∈[n]
Xiw¯ = min
{
− 1√
2
w¯1 +
1√
2
w¯l,
1√
2
w¯1 +
1√
2
w¯l, w¯1
}
≤ w¯1 < 1√
4 + 2
√
2
− 0.04 ≤ σ1 −  (82)
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by 0.342 < 1√
4+2
√
2
− 0.04, contradicts with (72). Therefore, for this case we must make correct
classification that X comes from Case 1.
On the other hand, assume that X comes from Case 2. If we wrongly classified X as from Case
1, we would have w¯l ≤ maxi∈{2,...,d} w¯i ≤ 0.94; this would imply
min
i∈[n]
Xiw¯ = min
{
− 1√
2
w¯1 +
1√
2
w¯l,
1√
2
w¯1 +
1√
2
w¯l
}
≤ 1√
2
w¯l <
1√
2
− 0.04 ≤ σ2 −  (83)
by 0.94√
2
< 1√
2
− 0.04, contradicts with (72). Therefore, for this case we must make correct classifi-
cation that X comes from Case 2. In all, our classification is always correct.
It remains to prove that the value of l is correct. If X is from Case 1, we have
σ1 −  ≤ min
i∈[n]
Xiw¯ = min
{
− 1√
2
w¯1 +
1√
2
w¯l,
1√
2
w¯1 +
1√
2
w¯l, w¯1
}
; (84)
as a result, w¯1 ≥ σ1 −  > 0.38− 0.04 = 0.34, and
− 1√
2
w¯1 +
1√
2
w¯l > 0.34 =⇒ w¯l > 0.34
√
2 + w¯1 > 0.34(
√
2 + 1) > 0.82. (85)
Because 2 · 0.822 > 1, w¯l must be the largest among w¯2, . . . , w¯d (otherwise l′ = arg maxi∈{2,...,d} w¯i
and l 6= l′ would imply ‖w¯‖2 = ∑i∈[d] |w¯i|2 ≥ w¯2l + w¯2l′ ≥ 2w¯2l > 1, contradiction). Therefore, Line
2 of our algorithm correctly returns the value of l.
If X is from Case 2, we have
σ2 −  ≤ min
i∈[n]
Xiw¯ = min
{
− 1√
2
w¯1 +
1√
2
w¯l,
1√
2
w¯1 +
1√
2
w¯l
}
≤ 1√
2
w¯l, (86)
and hence w¯l ≥
√
2(σ2 − ) ≥
√
2( 1√
2
− 0.04) > 0.94. Because 2 · 0.942 > 1, only one coordinate
of w¯ could be at least 0.94 and we must have l = l′. Therefore, Line 1 of our algorithm correctly
returns the value of l.
In all, we have proved that an -approximate solution w¯ ∈ Bd for (72) would simultaneously
reveal whether X is from Case 1 or Case 2 as well as the value of l ∈ {2, . . . , d}. On the one hand,
notice that distinguishing these two cases requires Ω(
√
n− 2) = Ω(√n) quantum queries to OX
for searching the position of k because of the quantum lower bound for search [3]; therefore, it
gives an Ω(
√
n) quantum lower bound on queries to OX for returning an w¯ that satisfies (72). On
the other hand, finding the value of l is also a search problem on the entries of X, which requires
Ω(
√
d− 1) = Ω(√d) quantum queries to OX also due to the quantum lower bound for search [3].
These observations complete the proof of Theorem 8.
Because the kernel-based classifier in Section 4.1 contains the linear classification in Section 3
as a special case, Theorem 8 implies an Ω(
√
n+
√
d) quantum lower bound on the kernel method.
5.2 Minimum enclosing ball (MEB)
Similarly, the input of the MEB problem is a matrix X ∈ Rn×d such that Xi ∈ Bd for all i ∈ [n],
and we are given the quantum oracle OX such that OX |i〉|j〉|0〉 = |i〉|j〉|Xij〉 ∀ i ∈ [n], j ∈ [d]. The
goal of MEB is to approximately solve
σMEB = min
w∈Rd
max
i∈[n]
‖w −Xi‖2. (87)
Theorem 6 solves this task with high success probability with cost O˜
(√n
4
+
√
d
7
)
. In this subsection,
we prove a quantum lower bound that matches this upper bound in n and d for constant :
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Theorem 9. Assume 0 <  < 0.01. Then to return an w¯ ∈ Rd satisfying
max
i∈[n]
‖w¯ −Xi‖2 ≤ min
w∈Rd
max
i∈[n]
‖w −Xi‖2 +  (88)
with probability at least 2/3, we need Ω(
√
n+
√
d) quantum queries to OX .
By Section 4.2.2, Theorem 9 also implies an Ω(
√
n +
√
d) quantum lower bound on `2-margin
SVMs.
Proof. We also assume that X is from one of the two cases in Theorem 8; see also (73) and (74).
We denote the maximin value in (87) of these cases as σMEB,1 and σMEB,2, respectively. We have:
• σMEB,2 = 12 .
On the one hand, consider w¯ = 1√
2
~el. Then
‖w¯ −X1‖2 =
(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i =
( 1√
2
)2
=
1
2
; (89)
‖w¯ −Xi‖2 =
(
w1 − 1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i =
( 1√
2
)2
=
1
2
∀ i ∈ {2, . . . , n}. (90)
Therefore, ‖w¯ −Xi‖2 = 12 for all i ∈ [n], and hence σMEB,2 ≤ maxi∈[n] ‖w¯ −Xi‖2 = 12 .
On the other hand, for any w = (w1, . . . , wd) ∈ Rd, we have
max
i∈[n]
‖w −Xi‖2
= max
{(
w1 − 1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i ,
(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i
}
(91)
≥ 1
2
[(
w1 − 1√
2
)2
+
(
wl − 1√
2
)2]
+
1
2
[(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2]
+
∑
i 6=1,l
w2i (92)
= w21 +
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i +
1
2
(93)
≥ 1
2
, (94)
where (92) comes from the fact that max{a, b} ≥ 12(a+b) and
∑
i 6=1,l w
2
i ≥ 0. Therefore, σMEB,2 ≥ 12 .
In all, we must have σMEB,2 =
1
2 .
• σMEB,1 = 2+
√
2
4 .
On the one hand, consider w¯ =
(
1
2 −
√
2
4
)
~e1 +
√
2
4 ~el. Then
‖w¯ −X1‖2 =
(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i =
(1
2
+
√
2
4
)2
+
(√2
4
)2
=
2 +
√
2
4
; (95)
‖w¯ −Xk‖2 = (w1 − 1)2 + w2l +
∑
i 6=1,l
w2i =
(1
2
+
√
2
4
)2
+
(√2
4
)2
=
2 +
√
2
4
; (96)
‖w¯ −Xi‖2 =
(
w1 − 1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i =
6− 3√2
4
<
2 +
√
2
4
∀ i ∈ [n]/{1, k}. (97)
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In all, σMEB,1 ≤ maxi∈[n] ‖w¯ −Xi‖2 = 2+
√
2
4 .
On the other hand, for any w = (w1, . . . , wd) ∈ Rd, we have
max
i∈[n]
‖w −Xi‖2 ≥max
{(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2
+
∑
i 6=1,l
w2i , (w1 − 1)2 + w2l +
∑
i 6=1,l
w2i
}
(98)
≥ 1
2
[(
w1 +
1√
2
)2
+
(
wl − 1√
2
)2]
+
1
2
[
(w1 − 1)2 + w2l
]
+
∑
i 6=1,l
w2i (99)
=
[
w1 −
(1
2
−
√
2
4
)]2
+
(
wl −
√
2
4
)2
+
∑
i 6=1,l
w2i +
2 +
√
2
4
(100)
≥ 2 +
√
2
4
. (101)
Therefore, σMEB,2 ≥ 2+
√
2
4 . In all, we must have σMEB,2 =
2+
√
2
4 .
Now, we prove that an w¯ ∈ Rd satisfying (88) would simultaneously reveal whether X is from
Case 1 or Case 2 as well as the value of l ∈ {2, . . . , d}, by the following algorithm:
1. Check if one of w¯2, . . . , w¯d is larger than
3
√
2
8 ; if there exists an l
′ ∈ {2, . . . , d} such that
w¯l′ >
3
√
2
8 , return ‘Case 1’ and l = l
′;
2. Otherwise, return ‘Case 2’ and l = arg maxi∈{2,...,d} w¯i.
We first prove that the classification of X (between Case 1 and Case 2) is correct. On the one
hand, assume that X comes from Case 1. If we wrongly classified X as from Case 2, we would have
w¯l ≤ maxi∈{2,...,d} w¯i ≤ 3
√
2
8 . By (93), this would imply
max
i∈[n]
‖w¯ −Xi‖2 ≥
(
w¯l − 1√
2
)2
+
1
2
≥ 1
32
+
1
2
> σMEB,1 + , (102)
contradicts with (88). Therefore, for this case we must make correct classification that X comes
from Case 2.
On the other hand, assume that X comes from Case 2. If we wrongly classified X as from Case
1, we would have w¯l′ >
3
√
2
8 . If l = l
′, then (100) implies that
max
i∈[n]
‖w¯ −Xi‖2 ≥
(
w¯l −
√
2
4
)2
+
2 +
√
2
4
≥ 1
32
+
2 +
√
2
4
> σMEB,2 + , (103)
contradicts with (88). If l 6= l′, then (100) implies that
max
i∈[n]
‖w¯ −Xi‖2 ≥ w¯2l′ +
2 +
√
2
4
≥ 9
32
+
2 +
√
2
4
> σMEB,2 + , (104)
also contradicts with (88). Therefore, for this case we must make correct classification that X
comes from Case 1.
In all, our classification is always correct. It remains to prove that the value of l is correct. If
X is from Case 1, by (93) we have
1
2
+ 0.01 ≥ max
i∈[n]
‖w¯ −Xi‖2 ≥ w¯21 +
(
w¯l − 1√
2
)2
+
∑
i 6=1,l
w¯2i +
1
2
. (105)
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As a result, w¯i ≤ 0.1 < 3
√
2
8 for all i ∈ [n]/{l} and w¯l ≥ 1√2 − 0.1 >
3
√
2
8 . Therefore, we must have
l = l′, i.e., Line 1 of our algorithm correctly returns the value of l.
If X is from Case 2, by (100) we have
2 +
√
2
4
+ 0.01 ≥ max
i∈[n]
‖w¯ −Xi‖2 (106)
≥
[
w¯1 −
(1
2
−
√
2
4
)]2
+
(
w¯l −
√
2
4
)2
+
∑
i 6=1,l
w¯2i +
2 +
√
2
4
. (107)
As a result, w¯i ≤ 0.1 < 0.25 for all i ∈ [n]/{1, l}, w¯1 ≤ 12−
√
2
4 +0.1 < 0.25, and w¯l ≥
√
2
4 −0.1 > 0.25.
Therefore, we must have w¯l = maxi∈{2,...,d} w¯i, i.e., Line 1 of our algorithm correctly returns the
value of l.
In all, we have proved that an -approximate solution w¯ ∈ Rd for (88) would simultaneously
reveal whether X is from Case 1 or Case 2 as well as the value of l ∈ {2, . . . , d}. On the one hand,
notice that distinguishing these two cases requires Ω(
√
n− 2) = Ω(√n) quantum queries to OX
for searching the position of k because of the quantum lower bound for search [3]; therefore, it
gives an Ω(
√
n) quantum lower bound on queries to OX for returning an w¯ that satisfies (88). On
the other hand, finding the value of l is also a search problem on the entries of X, which requires
Ω(
√
d− 1) = Ω(√d) quantum queries to OX also due to the quantum lower bound for search [3].
These observations complete the proof of Theorem 9.
5.3 Zero-sum games
Recall that for zero-sum games, we are given an n-dimensional anti-symmetric matrix X normalized
by maxi,j∈[n] |Xi,j | ≤ 1, and the goal is to return an w ∈ ∆n such that
Xw ≤  · 1n. (108)
Given the quantum oracle OX in (9), i.e., OX |i〉|j〉|0〉 = |i〉|j〉|Xij〉 ∀ i, j ∈ [n], Theorem 2 solves
this task with high success probability with cost O˜
(√n
4
)
. We prove a matching quantum lower
bound in n:
Theorem 10. Assume 0 <  < 1/3. Then to return an w ∈ ∆n satisfying (108) with probability
at least 2/3, we need Ω(
√
n) quantum queries to OX .
Proof. Assume that there exists an k ∈ [n] such that
Xki =
{
1 if i 6= k
0 if i = k
Xik =
{
−1 if i 6= k
0 if i = k
Xij = 0 if i, j 6= k. (109)
Denote w = (w1, . . . , wn)
†. Then (109) implies that
∀ i 6= k, (Xw)i =
n∑
j=1
Xijwj = Xikwk = −wk; (110)
(Xw)k =
n∑
j=1
Xkjwj =
∑
j 6=k
wj . (111)
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In order to have (108), we need to have −wk ≤  and
∑
j 6=k wj ≤  by (110) and (111), respectively.
Because wj ≥ 0 for all j ∈ [n] and
∑n
j=1wj = 1, they imply that 1 −  ≤ wk ≤ 1 and 0 ≤ wj ≤ 
for all j ∈ [n]/{k}. Therefore, if we could return an w ∈ ∆n satisfying (108) with probability at
least 2/3, then we become aware of the value of k. On the other hand, this is a search problem
on the entries of X, which requires Ω(
√
n) quantum queries to OX by the quantum lower bound
for search [3]. In all, this implies that the cost of solving the zero-sum game takes at least Ω(
√
n)
quantum queries or gates.
6 Conclusion
We give quantum algorithms for training linear and kernel-based classifiers with complexity O˜(
√
n+√
d), where n and d are the number and dimension of data points, respectively; furthermore,
our quantum algorithms are optimal as we prove matching Ω(
√
n +
√
d) quantum lower bounds.
Our quantum algorithms take standard entry-wise inputs and give classical outputs with succinct
representations. Technically, our result is a demonstration of quantum speed-ups for sampling-based
classical algorithms using the technique of amplitude amplification and estimation.
Our paper raises a couple of natural open questions for future work. For instance:
• Can we improve the dependence in ? Recall our quantum algorithms have worst-case com-
plexity O˜
(√n
4
+
√
d
8
)
whereas the classical complexities in [11] are O˜
(
n
2
+ d
2
)
; as a result, the
quantum algorithms perform better only when we tolerate a significant error. Technically,
this is due to the errors coming from amplitude amplification and the fact that state prepa-
ration has to be implemented in all iterations. It would be interesting to check if some clever
tricks could be applied to circumventing some dependences in .
• Can we solve equilibrium point problems other than classification? Recall that our results
in Theorem 1 are all formulated as maximin problems where the minimum is taken over [n]
and the maximum is taken over Bd or Rd. It would be interesting to study other type of
equilibrium point problems in game theory, learning theory, etc.
• What happens if we work with more sophisticated data structures such as QRAM or its
augmented variants? The preprocessing time of these data structures will likely be at least
linear. However, it might be still advantageous to do so, for example, to reduce the amortized
complexity when one needs to perform multiple classification tasks on the same data set.
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