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Sommaire
Cette thèse porte sur les phénomènes critiques survenant dans les modèles
bidimensionnels sur réseau. Les résultats sont l’objet de deux articles : le
premier porte sur la mesure d’exposants critiques décrivant des objets géo-
métriques du réseau et, le second, sur la construction d’idempotents pro-
jetant sur des modules indécomposables de l’algèbre de Temperley-Lieb
pour la chaîne de spins XXZ.
Le premier article présente des expériences numériques Monte Carlo
effectuées pour une famille de modèles de boucles en phase diluée. Bap-
tisés dilute loop models (DLM), ceux-ci sont inspirés du modèle O(n) in-
troduit par Nienhuis (1990). La famille est étiquetée par les entiers rela-
tivement premiers p et p ′ ainsi que par un paramètre d’anisotropie. Dans
la limite thermodynamique, il est pressenti que le modèleDLM(p, p ′) soit
décrit par une théorie logarithmique des champs conformes de charge cen-
trale c(κ) = 13 − 6(κ + κ−1), où κ = p
p ′ est lié à la fugacité du gaz de
boucles β = −2 cos pi
κ
, pour toute valeur du paramètre d’anisotropie. Les
mesures portent sur les exposants critiques représentant la loi d’échelle
des objets géométriques suivants : l’interface, le périmètre externe et les
liens rouges. L’algorithme Metropolis-Hastings employé, pour lequel nous
avons introduit de nombreuses améliorations spécifiques aux modèles di-
lués, est détaillé. Un traitement statistique rigoureux des données permet
des extrapolations coïncidant avec les prédictions théoriques à trois ou
quatre chiffres significatifs, malgré des courbes d’extrapolation aux pentes
abruptes.
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Le deuxième article porte sur la décomposition de l’espace de Hilbert
⊗nC2 sur lequel la chaîne XXZ de n spins 1
2
agit. La version étudiée ici
(Pasquier et Saleur (1990)) est décrite par un hamiltonien HXXZ(q) dépen-
dant d’un paramètre q ∈ C× et s’exprimant comme une somme d’élé-
ments de l’algèbre de Temperley-Lieb TLn(q). Comme pour les modèles
dilués, le spectre de la limite continue deHXXZ(q) semble relié aux théories
des champs conformes, le paramètre q déterminant la charge centrale. Les
idempotents primitifs de EndTLn⊗nC2 sont obtenus, pour tout q, en termes
d’éléments de l’algèbre quantique Uqsl2 (ou d’une extension) par la dualité
de Schur-Weyl quantique. Ces idempotents permettent de construire ex-
plicitement les TLn-modules indécomposables de ⊗nC2. Ceux-ci sont tous
irréductibles, sauf si q est une racine de l’unité. Cette exception est traitée
séparément du cas où q est générique.
Les problèmes résolus par ces articles nécessitent une grande variété
de résultats et d’outils. Pour cette raison, la thèse comporte plusieurs cha-
pitres préparatoires. Sa structure est la suivante. Le premier chapitre in-
troduit certains concepts communs aux deux articles, notamment une des-
cription des phénomènes critiques et de la théorie des champs conformes.
Le deuxième chapitre aborde brièvement la question des champs loga-
rithmiques, l’évolution de Schramm-Loewner ainsi que l’algorithme de
Metropolis-Hastings. Ces sujets sont nécessaires à la lecture de l’article
Geometric Exponents of Dilute Loop Models au chapitre 3. Le quatrième cha-
pitre présente les outils algébriques utilisés dans le deuxième article, The
idempotents of the TLn-module ⊗nC2 in terms of elements of Uqsl2, constituant
le chapitre 5. La thèse conclut par un résumé des résultats importants et la
proposition d’avenues de recherche qui en découlent.
Mots-clés phénomènes critiques bidimensionnels · exposants géométri-
ques · théorie des champs conformes · évolution de Schramm-Loewner ·
simulations Monte Carlo · chaîne de spins XXZ · algèbre de Temperley-
Lieb · algèbre quantique · dualité de Schur-Weyl · idempotents primitifs.
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Summary
This thesis is concerned with the study of critical phenomena for two-
dimensional models on the lattice. Its results are contained in two articles:
A first one, devoted to measuring geometric exponents, and a second one
to the construction of idempotents for the XXZ spin chain projecting on
indecomposable modules of the Temperley-Lieb algebra.
Monte Carlo experiments, for a family of loop models in their dilute
phase, are presented in the first article. Coined dilute loop models (DLM),
this family is based upon an O(n) model introduced by Nienhuis (1990).
It is defined by two coprime integers p, p ′ and an anisotropy parameter. In
the continuum limit, DLM(p, p ′) is expected to yield a logarithmic con-
formal field theory of central charge c(κ) = 13 − 6(κ + κ−1), where the
ratio κ = p
p ′ is related to the loop gas fugacity β = −2 cos
pi
κ
. Critical ex-
ponents pertaining to valuable geometrical objects, namely the hull, ex-
ternal perimeter and red bonds, were measured. The Metropolis-Hastings
algorithm, as well as several methods improving its efficiency, are pre-
sented. Despite the extrapolation of curves presenting large slopes, values
as close as three to four digits from the theoretical predictions were at-
tained through rigorous statistical analysis.
The second article describes the decomposition of the XXZ spin chain
Hilbert space ⊗nC2 using idempotents. The model of interest (Pasquier &
Saleur (1990)) is described by a parameter-dependent HamiltonianHXXZ(q),
q ∈ C×, expressible as a sum of elements of the Temperley-Lieb algebra
TLn(q). The spectrum of HXXZ(q) in the continuum limit is also believed
v
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to be related to conformal field theories whose central charge is set by
q. Using the quantum Schur-Weyl duality, an expression for the primi-
tive idempotents of EndTLn⊗n C2, involving Uqsl2 elements, is obtained.
These idempotents allow for the explicit construction of the indecompos-
able TLn-modules of ⊗nC2, all of which are irreducible except when q is a
root of unity. This case, and the case where q is generic, are treated sepa-
rately.
Since a wide variety of results and tools are required to tackle the prob-
lems stated above, this thesis contains many introductory chapters. Its
layout is as follows. The first chapter introduces theoretical concepts com-
mon to both articles, in particular an overview of critical phenomena and
conformal field theory. Before proceeding to the article entitled Geometric
Exponents of Dilute Loop Models constituting Chapter 3, the second chapter
deals briefly with logarithmic conformal fields, Schramm-Loewner evolu-
tion and the Metropolis-Hastings algorithm. The fourth chapter defines
some algebraic concepts used in the second article, The idempotents of the
TLn-module ⊗nC2 in terms of elements of Uqsl2 of Chapter 5. A summary of
the main results, as well as paths to unexplored questions, are suggested
in a final chapter.
Keywords Two-dimensional critical phenomena · Geometric exponents ·
Conformal field theory · Schramm-Loewner evolution ·Monte Carlo sim-
ulations · XXZ spin chain · Temperley-Lieb algebra · Quantum algebra ·
Schur-Weyl duality · Primitive idempotents.
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Chapitre 1
Introduction
1.1 Phénomènes critiques
1.1.1 Transitions de phase
Une transition de phase est le changement radical des propriétés d’un sys-
tème provoqué par l’infime variation d’un paramètre extérieur, comme la
température. Pour qu’une transition soit possible, le système doit com-
prendre un grand nombre d’objets (>1026) en interaction. Les transitions
les plus communes sont rangées en deux catégories : celles du premier ordre
et celles continues (ou d’ordre supérieur). Les transitions du premier ordre
sont certainement les plus connues : transitions liquide-solide, liquide-
gaz, etc. Ces transitions se manifestent par une discontinuité dans l’éner-
gie moyenne du système, appelée chaleur latente1. Quelques exemples de
transitions continues sont les transitions magnétiques, les transitions su-
praconductrices et superfluides. Les transitions de ce type n’impliquent
pas de chaleur latente. Par contre, elles comportent généralement une dis-
continuité dans la chaleur spécifique au point de transition, appelée point
critique. Ce concept sera éclairci à la prochaine section. Les modèles étudiés
1L’eau, par exemple, demeure à une température de 100◦C jusqu’à avoir absorbé suf-
fisamment d’énergie (chaleur latente) pour permettre sa vaporisation.
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dans ce travail affichent tous une transition de phase de type continue.
1.1.2 Le point critique
L’exemple par excellence des transitions continues est le suivant (voir Bax-
ter [10]). Considérons une barre de fer à température ambiante qu’on glisse
dans un fort champ magnétique B. Ce faisant, on observe une magnétisa-
tionM (presque) complète de la barre, c’est-à-dire que le spin des électrons
composant celle-ci s’aligne parallèlement au champ magnétique. Si l’in-
tensité de B diminue, la magnétisation diminue elle aussi, mais seulement
jusqu’à un certain point : lorsque B = 0 est atteint, on observe toujours une
magnétisation M =M0 > 0 qui demeure (pratiquement) parallèle à B. La
constante M0 est appelée magnétisation spontanée. Si on reproduit l’expé-
rience en inversant l’orientation de champ magnétique, le même phéno-
mène se produit, avec une magnétisation spontanée M|B=0 = −M0. Le
graphe deM(B) en fonction de B est tracé à la figure 1.1(a).
(a) T < Tc
B
M
(b) T ≥ Tc
FIGURE 1.1 – Graphe deM(B) pour différentes températures.
En B = 0, la barre de fer subit une transition de phase du premier ordre,
en passant de M = M0 à M = −M0 : la magnétisation spontanée occupe
ici un rôle analogue à celui de la chaleur latente. Si on répète maintenant
l’expérience à plusieurs reprises en augmentant chaque fois un peu plus
la température T de la barre, on observe que M0 diminue avec l’augmen-
tation de T . À une certaine température critique Tc, la température de Curie,
2
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la magnétisation spontanée s’annule et ∂M(B)/∂B devient infini en B = 0
(courbe foncée à la figure 1.1(b)). Ceci est la signature d’une transition de
phase continue2. Si on augmente la température davantage, M0 demeure
nul maisM(B) devient analytique (courbes pâles à la figure 1.1(b)). Le qua-
lificatif « continue » de la transition fait référence ici à la fonctionM0(T) qui
décroît continûment lorsque T augmente, jusqu’à devenir nulle en T = Tc.
0 Tc T
B
FIGURE 1.2 – Diagramme de phase (T, B) du fer.
Les observations précédentes sont résumées sur le diagramme de phase
1.2. La coupure présente dans le plan température-champ magnétique ex-
terne illustre la discontinuité de la magnétisation. En faisant varier les pa-
ramètres (T, B) de part et d’autre de cette coupure, le système admet une
transition du premier ordre. Le cercle marque le point critique (Tc, 0) où la
transition de phase continue se produit. Les comportements physiques à
proximité d’un tel point sont appelés phénomènes critiques.
1.1.3 Exposants critiques
Cette thèse étudie certains modèles statistiques bidimensionnels sur ré-
seau présentant des phénomènes critiques. Pour illustrer les concepts qui
vont suivre, introduisons le modèle d’Ising, l’archétype des modèles sur ré-
seau, imaginé par William Lenz en 1920. Ce modèle a été conçu comme un
problème que Lenz aurait proposé à son étudiant au doctorat, Ernst Ising,
2Ici, c’est la susceptibilité magnétique χ = ∂M(B,Tc)
∂B
qui est discontinue.
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afin d’étudier le caractère magnétique de certains matériaux. La version bi-
dimensionnelle est définie comme suit (Baxter [10]). SoitΛ un réseau carré
comprenant N sites étiquetés par un entier i et munis d’un spin σi ∈ {±1}.
L’ensemble σ = (σi)i∈Λ est appelé configuration de spins et Σ est l’ensemble
de toutes ces configurations. Une configuration de spins σ pour un réseau
20× 10 est donnée à la figure 1.3.
FIGURE 1.3 – Une configuration du modèle d’Ising.
L’hamiltonien d’une configuration σ, en présence d’un champ magné-
tique externe B, est donné par
Hσ = −J
∑
〈i,j〉
σiσj − J
′∑
〈i,k〉
σiσk − B
∑
i∈σ
σi, (1.1.1)
où les première et deuxième sommes sont prises sur les plus proches voi-
sins d’une même ligne et d’une même colonne du réseau, respectivement.
Les paramètres J et J ′ caractérisent l’interaction entre les spins. En par-
ticulier, lorsque J ′, J > 0, ce modèle simule le ferromagnétisme : les confi-
gurations comprenant des amas de spins de même valeur (domaines de
Weiss) sont favorisées, puisque celles-ci minimisent l’énergie Hσ. La pré-
sence d’un champ magnétique B > 0 favorise les configurations avec des
amas de valeur +1. À l’opposé, lorsque J, J ′ < 0, ce sont les configura-
tions comportant beaucoup de plus proches voisins de valeurs différentes
(σiσj = −1) qui sont favorisées, ce qui correspond à l’antiferromagnétisme.
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Un des résultats d’Ising ([55]) a été de montrer en 1925 que le modèle
ne comporte pas de transition de phase en une dimension. Onze ans plus
tard, Rudolf Peierls (Peierls [89]) a montré que le modèle d’Ising en deux
dimensions et avec B = 0 possède une transition de phase continue dans
la limite thermodynamique N → ∞, donc un point critique. La tempéra-
ture critique Tc correspondant à ce point a été obtenue un peu plus tard
par Kramers et Wannier [68], en 1941. Le modèle a finalement été résolu3
en 1944, dans un article magistral par Lars Onsager [85]. La méthode em-
ployée par Onsager a ensuite été simplifiée par son étudiante au doctorat,
Bruria Kaufman [63], en 1949. Par la suite, plusieurs méthodes alternatives
ont été élaborées (Kac et Ward [59], Hurst et Green [53], Schultz, Mattis et
Lieb [106], Vdovichenko [116]). Il est à noter que le modèle en dimension
plus grande que 2 n’est toujours pas résolu.
Pour le reste de la section, le modèle d’Ising constituera un exemple va-
lable d’un modèle sur réseau présentant un point critique (T = Tc, B = 0).
Voici à présent un rappel de quelques définitions en mécanique statistique
(voir Di Francesco, Mathieu et Sénéchal [33], Henkel [52] , Stanley [111]).
Définition 1.1.1. L’ensemble canonique (Ω,pω) d’un système S est la collec-
tionΩ de tous les micro-étatsω de poids statistique pω donné par le poids
de Boltzmann
pω = e−βEω , (1.1.2)
où Eω est l’énergie associée àω et où β = 1/T est la température inverse4.
Pour le modèle d’Ising,Ω = Σ et pω = pσ = e−βHσ .
Définition 1.1.2. La somme
Z =
∑
ω∈Ω
pω, (1.1.3)
3La signification du mot « résolu », dans le contexte des modèles sur réseau, sera pré-
cisée plus loin dans la section.
4On adopte des unités où la constante de Boltzmann kB prend la valeur 1 : T a alors
les unités de l’énergie.
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est appelée fonction de partition.
La probabilité que le micro-état ω soit réalisé par le système S est donnée
par la distribution de Boltzmann
P[S = ω] =
pω
Z
. (1.1.4)
La valeur moyenne d’une observable X sur l’ensemble canonique s’obtient
par
〈X〉 = Z−1
∑
ω∈Ω
xωpω, (1.1.5)
où xω est la valeur prise par X lorsque le système est dans la configuration
ω. Par exemple, l’énergie interne U d’un système correspond à la valeur
moyenne suivante :
U = Z−1
∑
ω∈Ω
Eω e−βEω
= −Z−1
∂Z
∂β
= −T 2
∂
∂T
(F/T),
où, à la dernière ligne, l’énergie libre
F = −T lnZ
a été introduite. Cette fonction permet de relier ensemble les différentes
quantités thermodynamiques :
C = −T
∂2F
∂T 2
, M = −
∂F
∂B
, χ = −
∂2F
∂2B
, (1.1.6)
respectivement la chaleur spécifique, la magnétisation et la susceptibilité ma-
gnétique. Dans le cadre des modèles sur réseau, on s’intéresse à l’énergie
6
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libre par site,
fN = −
T
N
lnZN, (1.1.7)
qui est une moyenne de F sur tous les sites du réseau. La fonction de parti-
tion dépend ici du nombre de sites N. L’énergie libre par site a l’avantage
d’être finie dans la limite thermodynamique. Les équivalents par site de
(1.1.6) s’obtiennent en substituant F 7→ f. Lorsqu’on parvient à une expres-
sion exacte pour (1.1.7), on dira que le modèle a été résolu. Nous verrons, à
la section (1.2), comment résoudre le modèle d’Ising unidimensionnel.
Une quantité primordiale dans l’étude des modèles sur réseau est la
fonction de corrélation à 2 points5,
G(i, j) = 〈σiσj〉− 〈σi〉〈σj〉 (1.1.8)
Celle-ci indique la présence d’une dépendance statistique linéaire (corré-
lation) entre les spins σi et σj. Deux spins fortement corrélés, à tempéra-
ture constante, pointent souvent dans la même direction dans différentes
configurations σ. Inversement, lorsque G(i, j) = 0, une telle dépendance
n’existe pas : on dira alors que les spins sont non corrélés. Si T > Tc et si σi
et σj sont deux spins suffisamment éloignés l’un de l’autre, c’est-à-dire tels
que r = |i − j|  1, alors on peut montrer que la fonction de corrélation
décroît exponentiellement :
G(r) ∼ e−r/ξ(T) pour B = 0, (1.1.9)
où ξ(T) est la longueur de corrélation.
Autour du point critique, le comportement divergent des quantités
thermodynamiques est décrit par les exposants critiques.
Définition 1.1.3. Soit g une fonction de la température réduite t = (T −
5En théorie des probabilités, cette fonction est appelée covariance. En physique, on
l’appelle également fonction de corrélation connectée.
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Tc)/Tc qui est continue et positive pour t > 0. L’exposant critique λ de g(t)
est défini par la limite
λ = lim
t→0
lng(t)
ln t
(1.1.10)
correspondant à la température critique.
Dans la littérature des phénomènes critiques, on note ceci par
g(t) ∼ tλ.
Cette notation ne signifie pas nécessairement que
g(t) = Ctλ avec C ∈ R,
puisqu’en général g(t) comporte des termes de correction (Stanley [111]) :
g(t) = Ctλ
(
1+Dty + · · · ), y > 0.
On remarque que cette équation, ainsi que la précédente, conduisent toutes
deux à un exposant critique λ.
Lorsque t → 0 et B = 0, la longueur de corrélation (1.1.9) devient in-
finie : deux spins, aussi éloignés soient-ils, sont parfaitement corrélés au
point critique. Ceci est caractéristique d’une transition de phase continue
pour un modèle sur réseau. Suivant la définition 1.1.3, on décrit le com-
portement divergent de ξ(t) à l’aide d’un nouvel exposant critique ν :
ξ(t) ∼ |t|−ν. (1.1.11)
De plus, la fonction de corrélation ne décroît plus exponentiellement au
point critique, mais selon la loi de puissance
G(r) ∼ r−d+2−η, (1.1.12)
8
PHÉNOMÈNES CRITIQUES
où η est un autre exposant critique. Ici d est la dimension de l’espace phy-
sique sur lequel le modèle est construit. Finalement, les quantités thermo-
dynamiques (1.1.6) possèdent les exposants critiques suivants :
C ∼ |t|−α , B = 0, t→ 0
M ∼ |t|β , B = 0, t→ 0,
χ ∼ |t|−γ , B = 0, t→ 0
M ∼ B1/δ , t = 0, B→ 0.
(1.1.13)
Ces exposants critiques sont valables loin des frontières du système (in the
bulk en anglais). Les exposants critiques associés au modèle d’Ising en di-
mension 2 sont α = 0, β = 1
8
, γ = 7
4
, δ = 15, ν = 1 et η = 1
4
.
1.1.4 L’invariance d’échelle
Pour un modèle de spins, la divergence de la longueur de corrélation au
point critique implique qu’il est probable que des amas arbitrairement
grands de spins de même valeur se forment dans les configurations σ.
Un exemple typique d’une telle configuration du modèle d’Ising est pré-
senté à la figure 1.4. La présence d’amas de toutes tailles au point critique,
FIGURE 1.4 – Configuration aléatoire du modèle d’Ising en T = Tc.
comme le laisse imaginer la figure, signifie que les phénomènes observés
dépendent peu de l’échelle utilisée. Ce concept est appelé hypothèse d’in-
variance d’échelle. On peut justifier théoriquement cette hypothèse par la
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construction de Kadanoff [60] à l’aide d’arguments du groupe de renorma-
lisation. Dans ce travail, nous allons nous contenter de décrire les idées
derrière cette construction, ainsi que certaines de ses conséquences. Cette
construction consiste à regrouper les spins adjacents d’une configuration σ
en blocs et d’exprimer l’hamiltonien du système en termes de ces blocs plu-
tôt qu’en termes des spins. Ceci permet de mettre en relation l’énergie libre
des systèmes avec spins et avec blocs (Di Francesco et coll. [33], Stanley
[111]). La relation obtenue indique comment l’énergie libre f(t, B) est af-
fectée par une transformation d’échelle t 7→ λat et B 7→ λbB, où a, b, λ ∈ R :
f(λat, λbB) = λf(t, B). (1.1.14)
Une fonction f avec cette propriété est appelée fonction homogène générali-
sée. La démarche de Kadanoff permet également de conclure que
G(λr) = λ−2xG(r) avec x ∈ R. (1.1.15)
L’équation (1.1.12) de la fonction de corrélation à 2 points autour du point
critique supporte cette conclusion6, avec 2x = d−2+η. À partir de (1.1.14)
et de la définition des quantités thermodynamiques (1.1.6), on relie les ex-
posants critiques α,β, γ et δ entre eux (Stanley [111], §11.3) pour produire
les lois de Rushbrooke et de Widom. Par une astuce similaire, on obtient de
(1.1.15) et des équations (1.1.12) et (1.1.11) les lois de Fisher et de Josephson.
Ces lois d’échelle apparaissent à la table 1.1.
La résolution d’un modèle statistique sur réseau est un travail géné-
ralement formidable. La prochaine section introduit la méthode de la ma-
trice de transfert, développée par Schultz et coll. [106] en 1964, permettant
d’obtenir l’expression exacte de l’énergie libre pour certains modèles (voir
Baxter [10]), dont le modèle d’Ising en dimensions d = 1, 2.
6Ceci serait impossible si G(r) affichait une décroissance exponentielle au point cri-
tique.
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TABLE 1.1 – Lois d’échelle
Loi de Rushbrooke α+ 2β+ γ = 2
Loi de Widom γ = β(δ− 1)
Loi de Fisher γ = ν(2− η)
Loi de Josephson νd = 2− α
1.2 La matrice de transfert
La technique de la matrice de transfert consiste à écrire la fonction de par-
tition comme la trace d’une matrice élevée à une certaine puissance. Pour
illustrer la procédure, nous résoudrons le modèle d’Ising en une dimen-
sion avec un champ B non nul.
Soit un réseau unidimensionnel Λ de N sites comprenant les spins
σi ∈ {±1} respectant les conditions aux limites périodiques σN+1 = σ1. L’ha-
miltonien du modèle pour une configuration σ s’écrit
Hσ = −
N∑
i=1
(
Jσiσi+1 + Bσi
)
.
La fonction de partition (1.1.3) du système prend la forme
ZN =
∑
σ∈Σ
e−βHσ
=
∑
σ1,...,σN
eβJσ1σ2+βBσ1eβJσ2σ3+βBσ2 · · · eβJσNσ1+βBσN
=
∑
σ1,...,σN
eβJσ1σ2+
1
2
βB(σ1+σ2)eβJσ2σ3+
1
2
βB(σ2+σ3) · · · eβJσNσ1+ 12βB(σN+σ1)
=
∑
σ1,...,σN
Tσ1σ2Tσ2σ3 · · · TσNσ1 ,
11
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avec Tσσ ′ = eβJσσ
′+ 1
2
βB(σ+σ ′) la matrice de transfert. À partir de la deuxième
égalité, la somme est effectuée sur les valeurs {±1} des spins σi. La défini-
tion précédente pour T a l’avantage de rendre cette matrice symétrique :
T =
+ −(
eβ(J+B) e−βJ
e−βJ eβ(J−B)
)
+
−
(1.2.1)
L’expression de la fonction de partition devient :
ZN =
∑
σ1
(
TN
)
σ1σ1
= Tr
(
TN
)
. (1.2.2)
Ce résultat découle de la définition du produit matriciel et de celle de la
trace. La matrice T étant symétrique, elle est diagonalisable : il existe donc
une matrice inversible P telle que T = PDP−1, où D = diag{λ1, λ2}. Il en
découle que TN = PDNP−1 et, par cyclicité de la trace,
ZN = Tr
(
DN
)
= λN1 + λ
N
2 .
Les valeurs propres λ1, λ2 sont données par
λ1
2
= eβJ coshβB±
√
e2βJ sinh2 βB+ e−2βJ.
Puisque la racine est toujours non nulle, alors |λ2/λ1| < 1 pour T > 0. On
écrira
ZN = λ
N
1
[
1+ (λ2/λ1)
N
]
.
Sous cette forme, l’énergie libre par site (1.1.7) dans la limite thermodyna-
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mique s’obtient aisément :
f∞(B, T) = −T ln λ1 − lim
N→∞
T
N
ln
[
1+ (λ2/λ1)
N
]
= −T ln λ1
= −T ln
(
eβJ coshβB+
√
e2βJ sinh2 βB+ e−2βJ
)
. (1.2.3)
Cette fonction est analytique en B et T , pour B ∈ R et T > 0 et donc toutes
ses dérivées sont continues.
La fonction de corrélation à 2 points (1.1.8) entre deux spins σi et σj,
i < j, s’obtient également par la matrice de transfert :
〈σiσj〉 = Z−1N
∑
σ∈Σ
σiσj pσ
= Z−1N
∑
σ1,...,σN
σiσj eβJσ1σ2+βBσ1eβJσ2σ3+βBσ2 · · · eβJσNσ1+βBσN
= Z−1N
∑
σ1,...,σN
Tσ1σ2 · · · Tσi−1σiσiTσiσi+1 · · · Tσj−1σjσjTσjσj+1 · · · TσNσ1
= Z−1N Tr
(
T i−1ST j−iSTN−j+1
)
, (1.2.4)
où la matrice S est définie par Sσiσj = σiδσiσj . On obtient le passage à la
dernière ligne en remarquant que
(TST)σkσn =
∑
σl,σm
TσkσlSσlσmTσmσn =
∑
σl,σm
TσkσlσlδσlσmTσmσn =
∑
σl
TσkσlσlTσlσn .
Par cyclicité de la trace, (1.2.4) prend la forme
〈σiσj〉 = Z−1N Tr
(
ST j−iSTN+i−j
)
.
Similairement,
〈σi〉 = Z−1N Tr
(
STN
)
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pour tout i ∈ Λ. Puisque la matrice T est symétrique, il est possible de
choisir ses vecteurs propres comme orthonormés (par rapport au produit
scalaire usuel dans R2). La matrice P s’écrit alors comme une matrice or-
thogonale :
P =
(
cosφ − sinφ
sinφ cosφ
)
.
L’expression de φ en termes des paramètres βB et βJ est obtenue en calcu-
lant l’action de T sur le vecteur propre (cosφ, sinφ)T : le résultat doit être
un vecteur proportionnel à ce dernier. Cette condition mène à la relation
eβ(J+B) + e−βJ tanφ = e−βJ cotφ+ eβ(J−B)
et, par l’identité cot 2φ = cot
2 φ−1
2 cotφ , l’équation précédente devient
cot 2φ = e2βJ sinhβB.
Ce nouveau paramètre prend des valeurs comprises dans 0 < φ < pi/4. En
substituant maintenant T = PDP−1 et S = PS ′P−1, où S ′ =
( cos 2φ − sin 2φ
− sin 2φ − cos 2φ
)
,
dans (1.2.4), on trouve
〈σiσj〉 = Z−1N Tr
(
S ′Dj−iS ′DN+i−j
)
= cos2 2φ+
λi−j1 λ
j−i
2
(
1+ (λ2/λ1)
N+2i−2j
)
sin2 2φ
1+ (λ2/λ1)N
.
Dans la limite N→∞, avec j− i fixé, ceci devient
〈σiσj〉 = cos2 2φ+ (λ2/λ1)j−i sin2 2φ, (1.2.5)
puisque |λ2/λ1| < 1. Pour 〈σi〉, on trouve plutôt
〈σi〉 = Z−1N Tr
(
S ′DN
)
= cos 2φ
(
1− (λ2/λ1)
N
1+ (λ2/λ1)N
)
,
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qui devient
〈σi〉 = cos 2φ (1.2.6)
pourN→∞. Grâce à (1.2.5) et (1.2.6), on parvient à l’expression exacte de
la fonction de corrélation (1.1.8) :
G(i, j) = (λ2/λ1)
j−i sin2 2φ. (1.2.7)
La corrélation décroît donc exponentiellement avec une longueur de cor-
rélation
ξ =
(
ln(λ1/λ2)
)−1
. (1.2.8)
Puisque l’énergie libre (1.2.3) est analytique et que la longueur de corré-
lation demeure finie pour tout T > 0 et B ∈ R, on conclut que le modèle
d’Ising en d = 1 ne présente pas de transition de phase.
À champ B nul, on remarque cependant que
lim
T→0+(λ2/λ1) = 1.
En reprenant les calculs aboutissant à (1.2.7), on s’aperçoit que G(i, j) = 1
dans ce cas. Autrement dit, la longueur de corrélation (1.1.9) est infinie. On
peut donc considérer que (T, B) = (0, 0) est le point critique de la version
unidimensionnelle du modèle d’Ising. La comparaison de (1.1.12) àG(r) =
1 fournit l’exposant η = 1. Avec l’équation (1.2.8) évaluée autour de T = 0,
on obtient l’exposant ν = 1. On déduit par la suite les exposants α = 1,
β = 0, γ = 1 et δ =∞ à partir des lois d’échelle (table 1.1).
Au cours de la prochaine section, deux importants modèles sur réseau
seront présentés.
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1.3 Autres modèles sur réseau
1.3.1 Le modèle de Potts
Le modèle de Potts a été conçu en 1951 par R. Potts [92], alors doctorant, à
la suite d’une suggestion de son directeur de thèse, C. Domb. Le modèle,
généralisant celui d’Ising, est défini par un réseau Λ comprenant des sites
i sur lesquels vit une variable θi ∈ {0, 1, . . . ,Q − 1}. Les sites interagissent
entre plus proches voisins avec une interaction J :
H = −J
∑
〈i,i ′〉
δθiθi ′ . (1.3.1)
Le modèle de Potts décrit en fait une famille de modèles sur réseau éti-
quetée par Q. Pour Q = 2, le modèle obtenu est équivalent au modèle
d’Ising (isotrope) : la correspondance s’obtient en remarquant que δθiθi ′ =
(σiσi ′ + 1)/2. On retrouve ainsi l’hamiltonien (1.1.1) avec J ′ = J et B = 0,
modulo une constante.
1.3.2 La percolation
Si un liquide est versé sur un matériau poreux, quelle est la probabilité que
le liquide parvienne à traverser complètement le matériau ? Pour tenter de
répondre à cette question, Broadbent et Hammersley [18] ont introduit le
modèle mathématique de percolation, en 1957. En deux dimensions, la ver-
sion sur liens est définie comme suit pour un réseau carré. Supposons un
réseau carré Λ pour lequel chaque site est relié à ses plus proches voi-
sins par un lien. Chacun des N liens a la probabilité p d’être « ouvert »
et ainsi permettre la traversée (du liquide). Les liens qui ne sont pas ou-
verts sont dits « fermés ». Une configuration ω du réseau comprenant nω
liens ouverts a un poids statistique de pnω(1 − p)N−nω . On remarque que
16
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la fonction de partition est normalisée à 1 :
Z =
∑
ω∈Ω
pnω(1− p)N−nω =
N∑
n=0
(
N
n
)
pn(1− p)N−n =
(
p+ (1− p)
)N
= 1.
Il découle de ce résultat que l’énergie libre f est nulle. A priori, on pour-
rait croire que le modèle n’admet pas de transition de phase, puisque f
est analytique, mais ce n’est pas le cas. Le modèle de percolation est un
exemple simple où une transition de phase géométrique a lieu. En effet, on
peut montrer que, dans la limite thermodynamique, la probabilité d’ob-
tenir la traversée d’un réseau infini sur un amas de liens ouverts est non
nulle seulement si p ≥ pc, où pc définit le point critique du modèle. Kes-
ten [65] a montré, en 1980, que pc = 12 pour ce type de percolation. À la
(a) p < pc (b) p ≥ pc
FIGURE 1.5 – Le modèle de percolation pour différents p.
figure 1.5, on aperçoit une configuration du réseau en p < pc (figure 1.5(a))
et une autre en p ≥ pc (figure 1.5(b)), où les liens ouverts sont dessinés par
des traits gras. Comme pour les modèles de spins au point critique, la lon-
gueur de corrélation (entre deux liens ici) devient infinie et d’immenses
amas se forment.
La probabilité de traversée d’un réseau de géométrie finie dans la li-
mite thermodynamique a été calculée pour la première fois par Cardy [21]
en 1992, à l’aide d’arguments en théorie des champs conformes (section
1.5). Cette fameuse formule de Cardy fut ensuite redérivée par Schramm
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[105] en 2001, en employant la méthode de l’évolution de Schramm-Loewner,
ou SLE (section 2.2).
1.4 L’hypothèse d’invariance conforme
En voyant une configuration comme celle de la figure 1.4, on peut se de-
mander si les transformations d’échelle (dilatations) de la section 1.1.4 sont
les seules « symétries » que le système acquiert au point critique. L’hy-
pothèse d’invariance conforme stipule que les quantités thermodynamiques,
comme l’énergie libre ou la fonction de corrélation, ont des règles de co-
variance similaires à (1.1.14) pour toute transformation conforme. En dimen-
sion d > 2, ces transformations comprennent les dilatations, les transla-
tions, les rotations et les transformations conformes spéciales, que nous
aborderons à la prochaine section. Pour d = 2, on retrouve une infinité
de familles de transformations conformes, dont celles mentionnées précé-
demment.
Dans la limite thermodynamique, le réseau devient continu. Les fonc-
tions discrètes, comme les fonctions de corrélation et les variables de spin,
deviennent des fonctions continues de l’espace, des champs. Polyakov [91]
est le premier à avoir combiné la symétrie conforme et la théorie des champs
et aussi le premier à avoir postulé l’invariance conforme au point cri-
tique. Belavin, Polyakov et Zamolodchikov [12] ont ensuite appliqué ces
concepts aux problèmes en deux dimensions. Leur travail pionnier de 1984
jette les fondements de la théorie des champs conformes bidimensionnels en
expliquant comment la richesse infinie des transformations conformes en
deux dimensions peut être exploitée afin de décrire efficacement la limite
thermodynamique de certains modèles au point critique.
La théorie des champs conformes parvient à regrouper les théories pos-
sibles en classes d’universalité. Il est en effet accepté qu’au sein d’une même
théorie conforme se trouvent des systèmes physiques différents mais qui
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sont tous caractérisés par les mêmes exposants critiques : c’est l’hypothèse
d’universalité. De plus, les règles de covariance des champs conformes dressent
la liste des champs permis pour une théorie donnée. Au point critique, il
est possible d’associer un modèle sur réseau à une théorie conforme. Cette
dernière permet d’extraire beaucoup d’information à propos du modèle
en question sans devoir le résoudre. Ceci est bienvenu puisqu’il est très
difficile de résoudre un modèle sur réseau. Malheureusement, démontrer
l’invariance conforme d’un modèle au point critique n’est pas nécessaire-
ment plus simple. En effet, l’hypothèse conforme n’a été démontrée, jus-
qu’à maintenant, que pour une poignée de modèles bidimensionnels : la
percolation sur réseau triangulaire (Smirnov [108]) ainsi que les modèles
d’Ising (Smirnov [110]) et de pavage par dominos (Kenyon [64]) sur réseau
carré.
1.5 Théorie des champs conformes
1.5.1 Transformations conformes
Voici un survol rapide des transformations conformes et leurs propriétés
en deux dimensions (Di Francesco et coll. [33], Schottenloher [103], Blu-
menhagen et Plauschinn [16]).
Définition 1.5.1. Soit M et M ′ deux variétés de dimension d munies des
tenseurs métriques g et g ′ respectivement. Soit U ⊂ M et V ⊂ M ′ deux
ouverts couverts par des cartes. En termes des coordonnées (x0, . . . , xd−1)
deM, une application différentiable ϕ : U→ V telle que
g ′αβ
(
ϕ(x)
)
∂µϕ
α ∂νϕ
β = Λ(x)gµν(x), (1.5.1)
où Λ : U→ R+ et x ∈ U, est appelée transformation conforme.
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La définition (1.5.1) impose la préservation des angles, c’est-à-dire que
deux courbes se croisant avec un angle donné sur U se croisent avec le
même angle sur V . Pour voir ceci, considérons d’abord une courbe γ :
R → M donnée par t 7→ (γ0(t), . . . , γd−1(t)) et posons x = γ(0) ∈ U. Le
vecteur tangent à la courbe γ au point x est u = dγdt
∣∣
t=0
= γ˙(0). L’image
de γ sous la transformation conforme ϕ est la courbe ϕ ◦ γ : R →M ′. Au
point ϕ(x) ∈ V , le vecteur tangent u ′ = dϕ(γ(t))dt
∣∣
t=0
à cette nouvelle courbe
est donné par la règle de dérivation en chaîne :
u ′ =
(
d
dt
ϕ0
(
γ0(t), . . . , γd−1(t)
)
, . . . ,
d
dt
ϕd−1
(
γ0(t), . . . , γd−1(t)
))∣∣∣∣
t=0
=
(
∂µϕ
0uµ, . . . , ∂µϕ
d−1uµ
)
. (1.5.2)
Soit maintenant deux courbes sur M, γ1 et γ2, se croisant au point x =
γ1(0) = γ2(0) ∈ U. L’angle θ entre les vecteurs tangents u et v à ces deux
courbes en x est défini par
cos θ =
gµν(x)u
µvν√
gρσ(x)uρuσ
√
gτω(x) vτvω
. (1.5.3)
L’angle θ ′ entre les deux courbes transformées sur M ′ au point ϕ(x) se
calcule à l’aide des équations (1.5.1) et (1.5.2) :
cos θ ′ =
g ′αβ
(
ϕ(x)
)
u ′αv ′β√
g ′δ
(
ϕ(x)
)
u ′δu ′
√
g ′κλ
(
ϕ(x)
)
v ′κv ′λ
=
g ′αβ
(
ϕ(x)
)
∂µϕ
α ∂νϕ
β uµvν√
g ′δ
(
ϕ(x)
)
∂ρϕδ ∂σϕ uρuσ
√
g ′κλ
(
ϕ(x)
)
∂τϕκ ∂ωϕλ vτvω
=
Λ(x)gµν(x)u
µvν√
Λ(x)gρσ(x)uρuσ
√
Λ(x)gτω(x) vτvω
= cos θ.
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Ainsi, tel qu’annoncé, les transformations conformes préservent les angles.
Dans ce travail, on s’intéressera au cas où M ′ = M et g ′ = g repré-
sentent un espace plat. Pour R2 (d = 2 et gµν = δµν), en posant x0 = x,
x1 = y et ϕ0 = u(x, y), ϕ1 = v(x, y), on obtient de (1.5.1) les conditions
(∂xu)
2 + (∂xv)
2 = Λ = (∂yu)
2 + (∂yv)
2 pour µ = ν et
∂xu∂yu+ ∂xv ∂yv = 0 = ∂yu∂xu+ ∂yv ∂xv pour µ 6= ν.
Les solutions de ce système sont
∂xv = −∂yu ∂xu = ∂yv et (1.5.4)
∂xv = ∂yu ∂xu = −∂yv. (1.5.5)
Ces équations sont les célèbres équations de Cauchy-Riemann. Si l’appli-
cation ϕ est solution de l’équation (1.5.4), celle-ci est appelée fonction holo-
morphe. Si ϕ répond plutôt à (1.5.5), on dira que c’est une fonction antiholo-
morphe.
En dimension d = 2, il est avantageux de travailler dans C puisque
de puissants théorèmes d’analyse complexe peuvent alors être employés.
Pour ce faire, posons ϕ : z 7→ f(z, z¯), où z = x+ iy et z¯ = x− iy, et posons
u(x, y) = Re f(z, z¯), v(x, y) = Im f(z, z¯). En termes des coordonnées com-
plexes, ∂x = ∂z + ∂z¯ et ∂y = i(∂z − ∂z¯). Avec ces changements et un bref
calcul, les équations (1.5.4) et (1.5.5) sont respectivement réduites à
∂z¯f = 0 et ∂zf = 0.
Autrement dit, les fonctions holomorphes sont telles que f(z, z¯) = f(z)
et les fonctions antiholomorphes telles que f(z, z¯) = f(z¯). Ces fonctions
constituent l’ensemble infini des transformations conformes sur C. Les fi-
gures 1.6(a) et 1.6(b) illustrent l’effet de la fonction holomorphe f(z) = ez
sur un quadrillage carré : on observe que les angles (droits) sont préservés.
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(a) (b)
FIGURE 1.6 – Transformation du quadrillage par ez.
Dans les sections suivantes, on qualifiera parfois les fonctions (anti)ho-
lomorphes d’analytiques. Une telle fonction est équivalente à son déve-
loppement en série de puissances autour d’un point z ∈ U quelconque.
Parmi les transformations conformes, certaines sont analytiques partout
sur C ∪ {∞} : ce sont les transformations conformes globales, ou de Mö-
bius. Par opposition, celles qui sont analytiques seulement sur V ( C sont
appelées transformations conformes locales. Les transformations globales
sont de la forme (Di Francesco et coll. [33], Itzykson [56])
f(z) =
az+ b
cz+ d
, (1.5.6)
où a, b, c, d ∈ C sont tels que ad − bc = 1. Elles sont classées en quatre
familles (voir table 1.2) : dilatations, translations, rotations et transforma-
tions conformes spéciales (tcs)7.
7La transformation conforme spéciale est une inversion, suivie d’une translation, sui-
vie d’une deuxième inversion.
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TABLE 1.2 – Transformations conformes globales
dilatations translations
f(z) = λz, λ ∈ R f(z) = z+ω, ω ∈ C
rotations tcs
f(z) = eiθz, θ ∈ R f(z) = z
ωz+ 1
, ω ∈ C
Une transformation globale infinitésimale est une transformation (1.5.6)
proche de la fonction identité 1(z) = z :
f(z) =
(1+ α)z+ β
γz+ 1+ δ
, (1.5.7)
où α,β, γ, δ ∈ C sont infinitésimaux. La condition (1+ α)(1+ δ) − βγ = 1
des transformations globales implique que δ = −α et alors (1.5.7) devient
f(z) = z+ β+ 2αz− γz2 = z+ (z) (1.5.8)
au premier ordre. Les transformations globales infinitésimales sont donc
des polynômes d’ordre 2 en z. Par exemple, la transformation conforme
spéciale infinitésimale est donnée par z 7→ z− γz2. Les transformations lo-
cales infinitésimales, exprimées comme des polynômes en z, peuvent être
d’ordre arbitrairement grand et même comporter des puissances néga-
tives.
Dans ce qui suit, et pour le reste de la section 1.5, on considérera que
z et z¯ sont des variables indépendantes qu’il ne faut plus imaginer comme
étant reliées par conjugaison complexe : chacune appartient à un espace
complexe distinct. Une transformation conforme f agissant sur une fonc-
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tion φ(z, z¯) de z et z¯ prendra donc la forme générale z 7→ f(z), z¯ 7→ f¯(z¯).
1.5.2 La covariance des champs conformes
D’après l’hypothèse d’invariance d’échelle (section 1.1.4), la fonction de
corrélation à 2 points est covariante sous les dilatations r 7→ λr,
G(λr) = λ−2xG(r), (1.5.9)
au point critique du modèle. En théorie des champs conformes, on sup-
pose que ce sont les champs composant les fonctions de corrélation qui
admettent la covariance. Par exemple, le champ de spin σ(r) composant
(1.5.9) devient
σ(λr) = λ−xσ(r) (1.5.10)
sous la dilatation précédente. Au point critique, le comportement en loi
de puissance (1.1.12) de G(r) = 〈σiσj〉 − 〈σi〉〈σj〉 provient du premier
terme seulement puisque 〈σi〉 est constante et ne dépend donc pas du site
i choisi8. Pour cette raison, on appellera la fonction de (R2)n → R
〈φ1(r1) · · ·φn(rn)〉 = Z−1
∫
DΦφ1 · · ·φn e−S[Φ] (1.5.11)
fonction de corrélation à n points. Ici Z =
∫DΦ e−S[Φ] est la fonction de parti-
tion et S l’action. Le symbole Φ tient pour l’ensemble de tous les champs
fonctionnellement indépendants de la théorie (Detournay [32], Dotsenko
[35]). Avec cette définition et (1.5.10), on retrouve bien la règle (1.5.9) dé-
crivant la transformation de la fonction à 2 points sous dilatation.
Les champs d’une théorie conforme ne se transforment pas tous de la
même façon. Belavin et coll. [12] ont fourni une classification des champs
8Nos calculs pour le modèle d’Ising en d = 1 témoignent de ceci (équations (1.2.5)
et (1.2.6)). Évidemment, cette affirmation n’est vraie qu’à l’intérieur d’un domaine du
réseau loin des frontières (bulk).
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en d = 2 sur C selon leurs règles de covariance.
Définition 1.5.2 (Champ quasi-primaire). L’action d’une transformation
conforme globale z 7→ w(z), z¯ 7→ w¯(z¯) sur un champ quasi-primaire φ(z, z¯)
est donnée par
φ(z, z¯) 7→ φ ′(z, z¯) = (∂zw)h(∂z¯w¯)h¯φ(w(z), w¯(z¯)), (1.5.12)
où h est la dimension conforme et h¯ la dimension anticonforme du champ φ.
Définition 1.5.3 (Champ primaire). Un champ primaire φ(z, z¯) se transfor-
me selon (1.5.12) sous une transformation conforme locale z 7→ w(z), z¯ 7→
w¯(z¯).
On comprend qu’un champ primaire est également un champ quasi-pri-
maire, puisqu’une transformation conforme globale est aussi locale.
En termes de ces règles de covariance, l’hypothèse d’invariance conforme
(section 1.4) stipule que toute fonction de corrélation doit respecter les dé-
finitions 1.5.2 et 1.5.3. En particulier, une fonction à n points de champs
primaires soumise à z 7→ w(z), z¯ 7→ w¯(z¯) devient
〈φ ′1(z1, z¯1) · · ·φ ′n(zn, z¯n)〉 =
(
∂z1w
)h1(∂z¯1w¯)h¯1 · · · (∂znw)hn(∂z¯nw¯)h¯n ×〈
φ1
(
w(z1), w¯(z¯1)
) · · ·φn(w(zn), w¯(z¯n))〉 .
On imposera également que les fonctions de corrélation de champs quasi-
primaires soient invariantes sous une transformation conforme globale in-
finitésimale (z), ¯(z¯).
1.5.3 L’identité de Ward conforme
Le théorème de Noether affirme que toute symétrie continue d’un système
physique conduit à une loi de conservation. Par exemple, l’invariance sous
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translation (de l’espace-temps) implique
∂µT
µ
ν(x) = 0, (1.5.13)
où T est le tenseur impulsion-énergie. Cette équation est une forme de la
loi de conservation de l’énergie et de l’impulsion. Les composantes Tµ0
représentent la densité d’énergie (µ = 0) et le flux d’énergie en x, y et z
(µ = 1, 2, 3). L’équation (1.5.13) indique donc que toute variation (dans le
temps) de la densité d’énergie doit être contre-balancée par une variation
du flux d’énergie.
En théorie des champs quantiques, une symétrie continue conduit éga-
lement à une identité de Ward, une loi de conservation pour les fonctions
de corrélation. L’invariance sous translation précédente conduit à l’iden-
tité (Di Francesco et coll. [33])
∂µ〈Tµν(x)φ1(x1) · · ·φn(xn)〉 = −
n∑
i=1
δ(x− xi)
∂
∂xνi
〈φ1(x1) · · ·φn(xn)〉.
Cette identité signifie que l’action de Tµν sur les champs d’une fonction de
corrélation est conservée partout sauf aux points de contact xi. Dans cette
section, on s’intéresse à l’identité de Ward conforme de laquelle émergera
une riche structure algébrique (l’algèbre de Virasoro). Seules les grandes
lignes menant aux résultats importants seront dessinées : pour un traite-
ment rigoureux et détaillé, voir Di Francesco et coll. [33] ou Blumenhagen
et Plauschinn [16], Schottenloher [103].
Pour parvenir à cette identité, il faut d’abord savoir comment varie
une fonction de corrélation 〈X〉 = 〈φ1(z1, z¯1) · · ·φn(zn, z¯n)〉 de champs pri-
maires sous la transformation conforme infinitésimale z 7→ z + (z), z¯ 7→
z¯+ ¯(z¯). Par la règle de covariance (1.5.12), la variation de φ se lit
φ ′
(
z, z¯
)
=
(
1+ ∂z
)h(
1+ ∂z¯¯
)h¯(
1+ ∂z + ¯∂z¯
)
φ(z, z¯)
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=
(
1+ ∂z + h∂z+ ¯∂z¯ + h¯∂z¯¯
)
φ(z, z¯) (1.5.14)
au premier ordre. Conséquemment, la variation 〈δX〉 = 〈X ′〉 − 〈X〉 est ré-
duite à
〈δX〉 =
n∑
k=1
(
k∂k + hk∂kk + ¯k∂¯k + h¯k∂¯k¯k
) 〈X〉 , (1.5.15)
avec ∂k = ∂zk , ∂¯k = ∂z¯k , k = (zk), ¯k = ¯(z¯k) et hk, h¯k les poids conformes
et anticonformes de φk(zk, z¯k). D’après le théorème de Liouville en ana-
lyse complexe, une fonction analytique ne peut être bornée partout sur la
sphère de Riemann C ∪ {∞}, sauf si elle est constante. Il s’ensuit que (z)
ne peut demeurer infinitésimal partout. Pour contourner le problème, on
choisira cette fonction pour qu’elle soit analytique à l’intérieur d’un cer-
tain domaine D ⊂ U ⊂ C englobant les points de contact zi ([32]). On
procède similairement pour ¯(z¯).
D’après le théorème des résidus,
1
2pii
∮
C
dz (z)
(
hk
(z− zk)2
+
1
z− zk
∂k + g(z)
)
〈X〉 = (hk∂kk + k∂k) 〈X〉
et similairement
−
1
2pii
∮
C¯
dz¯ ¯(z¯)
(
h¯k
(z¯− z¯k)2
+
1
z¯− z¯k
∂¯k + g¯(z¯)
)
〈X〉 = (h¯k∂¯k¯k + ¯k∂¯k) 〈X〉 ,
où C (C¯) est le contour de D (D¯) dans le plan z (z¯) de sens antihoraire
(horaire) et où g(z) et g¯(z¯) sont analytiques à l’intérieur de C et de C¯, res-
pectivement. L’équation (1.5.15) peut donc prendre la forme
〈δX〉 = 1
2pii
∮
C
dz (z)
n∑
k=1
(
hk
(z− zk)2
+
1
z− zk
∂k + g(z)
)
〈X〉−
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1
2pii
∮
C¯
dz¯ ¯(z¯)
n∑
k=1
(
h¯k
(z¯− z¯k)2
+
1
z¯− z¯k
∂¯k + g¯(z¯)
)
〈X〉 . (1.5.16)
À partir de la fonction de corrélation (1.5.11), on parvient à une nou-
velle relation faisant intervenir 〈δX〉. Soumis à la transformation infinité-
simale z 7→ z + (z), z¯ 7→ z¯ + ¯(z¯), les champs primaires φi deviennent
φi(z, z¯) 7→ φ ′i(z, z¯) = φi(z, z¯)+δφi(z, z¯), où δφi(z, z¯) est donné par (1.5.14).
Cette transformation affecte tous les champs Φ de la théorie. Pour pour-
suivre, on devra admettre que DΦ ′ = DΦ, qu’on considérera comme fai-
sant partie de la définition d’une théorie des champs conformes ([35, 32]).
Avec ceci, la fonction de corrélation (1.5.11) reste inchangée par la trans-
formation qui, d’un point de vue fonctionnel, n’est qu’un changement de
variable. Au premier ordre, cette invariance mène à
〈X〉 = Z−1
∫
DΦ ′φ ′1(z1, z¯1) · · ·φ ′n(zn, z¯n) e−S[Φ
′]
= Z−1
∫
DΦ (φ1 + δφ1) · · · (φn + δφn) e−S[Φ]−δS[Φ]
= 〈X〉+ 〈δX〉− 〈XδS〉 ,
d’où l’on tire la relation
〈δX〉 = 〈XδS〉 .
En théorie des champs conformes sur R2, on écrit la variation de l’ac-
tion soumise à une transformation conforme infinitésimale xµ 7→ xµ+µ(x)
sous une forme faisant intervenir le tenseur impulsion-énergie :
δS =
∫
R2
d2x ∂µνTµν. (1.5.17)
Le tenseur T est ainsi défini comme responsable de la variation δS. Après
le passage aux coordonnées complexes ([33]), l’injection de l’équation pré-
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cédente dans 〈XδS〉 donne
〈XδS〉 = 1
2pii
∮
C
dz
(
(z) 〈Tzz(z, z¯)X〉+ ¯(z¯) 〈Tzz¯(z, z¯)X〉
)
−
1
2pii
∮
C¯
dz¯
(
¯(z¯) 〈Tz¯z¯(z, z¯)X〉+ (z) 〈Tz¯z(z, z¯)X〉
)
. (1.5.18)
Sur un domaine D∗ (D¯∗), pouvant être compris dans D (D¯), ne contenant
pas les points de contact zi (z¯i), alors 〈δX〉 = 0, selon (1.5.16). Puisque
〈δX〉 = 〈XδS〉, on obtient, après quelques calculs ([32, 35]), les résultats
suivants en choisissant successivement  comme une translation et une
dilatation infinitésimales :
∂z¯ 〈Tzz(z, z¯)X〉 = ∂z 〈Tz¯z¯(z, z¯)X〉 = 0
〈Tz¯z(z, z¯)X〉 = 〈Tzz¯(z, z¯)X〉 = 0.
La première équation indique que Tzz = T(z) et Tz¯z¯ = T¯(z¯) sont respective-
ment holomorphe et antiholomorphe à l’intérieur d’une fonction de corré-
lation. La deuxième équation indique que Tz¯z et Tzz¯ annulent la fonction de
corrélation dans laquelle ils se trouvent. Ceci permet d’omettre deux des
termes de l’équation (1.5.18), qui devient :
〈XδS〉 = 1
2pii
∮
C
dz (z) 〈T(z)X〉− 1
2pii
∮
C¯
dz¯ ¯(z¯) 〈T¯(z¯)X〉 . (1.5.19)
Les variables z et z¯ sont découplées dans cette équation et (1.5.16). Par
conséquent, on se contentera généralement de donner la composante ho-
lomorphe d’un résultat, celle antiholomorphe s’obtenant par des moyens
semblables. En combinant (1.5.16) et (1.5.19), la relation 〈XδS〉 = 〈δX〉 se
ramène à
1
2pii
∮
C
dz (z) 〈T(z)φ1(z1, z¯1) · · ·φn(zn, z¯n)〉 =
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1
2pii
∮
C
dz (z)
n∑
k=1
(
hk
(z− zk)2
+
1
z− zk
∂k
)
〈φ1(z1, z¯1) · · ·φn(zn, z¯n)〉+
termes rég., (1.5.20)
où g(z) a été remplacée par « termes rég. ». L’extraction des intégrands
de part et d’autre de cette équation mène finalement à l’identité de Ward
conforme :
〈T(z)φ1(z1, z¯1) · · ·φn(zn, z¯n)〉 =
n∑
k=1
(
hk
(z− zk)2
+
1
z− zk
∂k
)
〈φ1(z1, z¯1) · · ·φn(zn, z¯n)〉 . (1.5.21)
Notons que si les champs compris dans X ne sont pas tous primaires,
alors l’identité résultante est plus compliquée que (1.5.21). Néanmoins, si
la règle de transformation de ces champs est connue, il suffit de l’injecter
dans (1.5.15) et de refaire les calculs précédents pour obtenir une identité
de Ward appropriée.
1.5.4 La charge centrale
L’hypothèse d’invariance conforme est contraignante : elle permet de dé-
terminer complètement la fonction de corrélation de deux champsφ1(z1, z¯1)
et φ2(z2, z¯2) quasi-primaires. Sous une transformation conforme globale
infinitésimale, alors 〈δX〉 = 0 et donc∑
k=1,2
(
k∂k + hk∂kk + ¯k∂¯k + h¯k∂¯k¯k
) 〈φ1(z1, z¯1)φ2(z2, z¯2)〉 = 0. (1.5.22)
En choisissant successivement  et ¯ comme une translation, une dilata-
tion, une rotation, et finalement comme une transformation conforme spé-
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ciale (voir Henkel [52] §2.5), on déduit
〈φ1(z1, z¯1)φ2(z2, z¯2)〉 = Kδh1,h2δh¯1,h¯2
(z1 − z2)2h1(z¯1 − z¯2)2h¯1
, K ∈ R. (1.5.23)
La fonction de corrélation des champs holomorphes T(z)T(z ′) est don-
née par l’équation précédente. On sait déjà que hT¯ = 0 puisque T(z) n’a
pas de dépendance en z¯. La dimension conforme hT s’obtient grâce au
raisonnement suivant (Di Francesco et coll. [33], Itzykson [56]). Sous une
transformation conforme spéciale (z) = −γz2, le membre de droite de
(1.5.20) est nul puisque 〈δX〉 = 0. Choisissons C comme un contour entou-
rant le point z = 0 (ainsi que les points de contact). Avec le changement de
variable w(z) = 1/z, alors dw = −z−2 dz et l’équation (1.5.20) devient
γ
∮
C∞
dw
w2
1
w2
〈T(w)X〉 = 0,
où C0 → C∞ encercle désormais z = ∞. Il découle du théorème des rési-
dus que 〈T(z)X〉 ∼ z−4Γ(zi, z¯i) en z → ∞, avec Γ une fonction quelconque
des zi, z¯i de X. En comparant ce comportement asymptotique à (1.5.23), on
parvient à l’expression
〈T(z)T(z ′)〉 = c/2
(z− z ′)4
, (1.5.24)
d’où l’on extrait hT = 2. La constante c ∈ R est la charge centrale. Son
importance est primordiale en théorie des champs conformes : elle est uti-
lisée afin d’identifier les classes d’universalité des différentes théories. On
trouve aussi 〈T¯(z¯)T¯(z¯ ′)〉 = c/2 · (z¯− z¯ ′)−4 et 〈T(z)T¯(z¯ ′)〉 = 0.
Pour la prochaine section, l’expression de 〈T(z)T(z ′)X〉 sera nécessaire.
On obtient celle-ci à partir de l’identité de Ward conforme et de l’équation
(1.5.24) :
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〈T(z)T(z ′)X〉 = c/2
(z− z ′)4
〈X〉+
[
2
(z− z ′)2
+
1
z− z ′
∂z ′ +
∑
k
(
hk
(z− zk)2
+
1
z− zk
∂zk
)]
〈T(z ′)X〉 . (1.5.25)
L’ajout du premier terme est justifié. D’après (1.5.22), l’invariance sous
translation implique, comme on pourrait le penser, que toute valeur moyenne
d’un champ quasi-primaire est constante : on fixera donc 〈T(z)〉 = 0. En
choisissant X = 1 dans (1.5.25), on retrouve alors l’équation (1.5.24).
1.5.5 L’algèbre de Virasoro
L’identité de Ward conforme indique que l’action de T(z) sur les champs
d’une fonction de corrélation génère des pôles. Pour des champs primaires,
les pôles sont d’ordre inférieur ou égal à 2. Mais pour des champs quasi-
primaires, les pôles peuvent être d’ordre supérieur. Par exemple, l’action
de T(z) sur T(z ′) introduit un pôle d’ordre 4 (éq. (1.5.25)). L’apparition de
ces pôles motive l’introduction de la série de Laurent de T(z),
T(z) =
1
2pii
∞∑
n=−∞
(∮
Cz ′
dξ
T(ξ)
(ξ− z ′)n+1
)
(z− z ′)n,
autour d’un point z = z ′ entouré par Cz ′ . Pour des raisons convention-
nelles, on effectue le changement d’indice n 7→ −n − 2 dans l’équation
précédente :
T(z) =
∞∑
n=−∞Ln(z− z
′)−n−2,
où on a posé Ln = (2pii)−1
∮
C ′z
dξ (ξ − z ′)n+1T(ξ). À l’aide de la série de
Laurent, l’action de T(z) sur un champ quelconque A(a, a¯) au voisinage
de z = a s’exprime comme
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T(z)A(a, a¯) =
∞∑
n=−∞LnA(a, a¯)(z− a)
−n−2. (1.5.26)
Une telle relation décrit le comportement singulier d’une fonction de cor-
rélation et n’a de sens qu’à l’intérieur de celle-ci. En égalant les puissances
des équations (1.5.26) et (1.5.25), on obtient l’importante relation
T(z)T(z ′) =
c/2
(z− z ′)4
+
2 T(z)
(z− z ′)2
+
∂T(z)
z− z ′
. (1.5.27)
À nouveau, il est utile de rappeler que les termes réguliers en (z − z ′) ont
été omis en (1.5.27).
Les coefficients Ln de (1.5.26) sont les générateurs de l’algèbre de Vira-
soro. Celle-ci est définie par la relation de commutation
[Ln, Lm] = (n−m)Ln+m +
c
12
(n− 1)n(n+ 1)δn+m,0. (1.5.28)
Les composantes antiholomorphes génèrent également une algèbre de Vi-
rasoro. Les deux algèbres, holomorphe et antiholomorphe, ainsi obtenues
sont indépendantes, c’est-à-dire que [Ln, L¯m] = 0 pour tous n etm. Afin de
montrer comment l’identité de Ward conforme mène à la relation de com-
mutation ci-haut, calculons tout d’abord l’action de LnLm sur le champ
générique A(a, a¯) :
LnLmA(a, a¯) =
∮
C2
dξ2
∮
C1
dξ1 (ξ2 − a)n+1(ξ1 − a)m+1 T(ξ2)T(ξ1)A(a, a¯).
(1.5.29)
Les contours C2 et C1 encerclent le point z = a et C2 englobe C1. En intro-
duisant (1.5.27) dans (1.5.29), on observe que l’intégrant est singulier au
point ξ2 = ξ1 et potentiellement en ξ1 = a et ξ2 = a, si m,n < −1. Par
la règle de soustraction des contours, illustrée à la figure 1.7, les contours
C2, C1 peuvent être déformés comme indiqué à la figure 1.8. L’équation
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= +z1
z2 z1
z2 z2
z1
FIGURE 1.7 – Soustraction des contours dans le plan complexe.
= +
( )ξ2C2
a
( )ξ2Cξ1
a
( )ξ2Ca
a
FIGURE 1.8 – Réécriture des contours.
(1.5.29) prend alors la forme∮
C2
dξ2
∮
C1
dξ1 (·) =
∮
C1
dξ1
∮
Cξ1
dξ2 (·) +
∮
C1
dξ1
∮
Ca
dξ2 (·), (1.5.30)
où (·) = (ξ2 − a)n+1(ξ1 − a)m+1 T(ξ2)T(ξ1)A(a, a¯). Maintenant, écrivons
l’action de LmLn sur A(a, a¯) :
LmLnA(a, a¯) =
∮
C4
dξ4
∮
C3
dξ3 (ξ4 − a)m+1(ξ3 − a)n+1 T(ξ4)T(ξ3)A(a, a¯).
En respectant la convention des contours adoptée pour (1.5.29), alorsC4, C3
entourent z = a et C4 entoure C3. Si on pose ξ2 = ξ3 et ξ1 = ξ4, l’équation
précédente devient
LmLnA(a, a¯) =
∮
C4
dξ1
∮
C3
dξ2 (ξ1 − a)m+1(ξ2 − a)n+1 T(ξ1)T(ξ2)A(a, a¯).
(1.5.31)
Les contours C4 et C3 jouent le même rôle que C1 et Ca, respectivement, en
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entourant les mêmes singularités. En soustrayant les équations (1.5.29) et
(1.5.31), on obtient l’action du commutateur [Ln, Lm] sur A(a, a¯) :
[Ln, Lm]A(a, a¯) =
∮
C1
dξ1
∮
Cξ1
dξ2 (ξ2−a)n+1(ξ1−a)m+1 T(ξ2)T(ξ1)A(a, a¯).
Finalement, l’insertion de la série (1.5.27) pour T(ξ2)T(ξ1) (et le calcul de
quelques résidus) conduit à (1.5.28). La relation de commutation des com-
posantes antiholomorphes s’obtient de la même manière et [Ln, L¯m] = 0
découle de l’indépendance de T(z) et T¯(z¯).
L’étude des représentations de l’algèbre de Virasoro est liée à celle des
modules de Verma. À partir de la structure de ceux-ci, on parvient à dégager
une famille de théories conformes qui est pertinente d’un point de vue
physique et qu’on pourra relier aux modèles sur réseau. Pour cette famille
de théories, seules certaines dimensions conformes h et h¯ sont permises.
Autrement dit, l’invariance conforme permet de déterminer quels champs
(primaires) sont admissibles physiquement.
1.5.6 Modules de Verma
Les champs primaires et quasi-primaires ont été définis à la section 1.5.2
par leur règle de covariance. Grâce aux résultats de la section précédente,
on peut reformuler ces définitions par des moyens purement algébriques.
Posons A = φ(z ′, z¯ ′) dans l’équation (1.5.26), où φ est primaire de dimen-
sion h, et comparons-la avec l’identité de Ward conforme (1.5.21) :
T(z)φ(z ′, z¯ ′) =
∞∑
n=−∞(z− z
′)−n−2 Lnφ(z ′, z¯ ′) (1.5.32)
=
h
(z− z ′)2
φ(z ′, z¯ ′) +
1
z− z ′
∂z ′φ(z
′, z¯ ′) + termes rég.
(1.5.33)
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En égalant les puissances, on obtient L0φ = hφ, L−1φ = ∂z ′φ et Lnφ = 0
pour n ≥ 1. L’action des Ln avec n < −1 correspond aux « termes rég. »,
qui ne présentent pas de pôles en z = z ′. Cette action est non nulle en
général. À partir de ces conditions, on formule la définition suivante.
Définition 1.5.4 (Champ primaire). Un champ primaire φ(z, z¯) de dimen-
sion conforme h satisfait aux exigences suivantes9 :
L0φ = hφ, L1φ = 0, L2φ = 0.
Les contraintes pour n ≥ 3 s’obtiennent récursivement à partir de la défi-
nition et des relations de commutation :
Ln+1φ =
1
n− 1
[Ln, L1]φ =
1
n− 1
(
LnL1φ− L1Lnφ).
En itérant, on obtient ainsi que Lnφ = 0 pour n ≥ 1.
Définition 1.5.5 (Champ quasi-primaire). Un champ quasi-primaireψ(z, z¯)
de dimension conforme h satisfait aux conditions suivantes :
L0ψ = hψ, L1ψ = 0.
Rappelons qu’un champ primaire est également quasi-primaire. Ces défi-
nitions ignorent volontairement les contraintes « antiholomorphes » à res-
pecter qui concernent les générateurs L¯n : celles-ci s’obtiennent simple-
ment en substituant Ln → L¯n dans 1.5.4 et 1.5.5.
Définition 1.5.6 (Module de Verma). Soit φ(z, z¯) un champ primaire de
dimension conforme h. Un module de Verma Vc,h est engendré par l’en-
semble infini de descendants L−nk · · ·L−n1φ de φ avec nk ≥ · · · ≥ n1 > 0,
9Le terme L−1φ ne fait pas partie de la définition puisqu’il provient du développement
φ(z + ) ≈ φ(z) + ∂zφ(z) qui intervient dans le calcul de 〈δX〉 (éq. (1.5.15)) et ce, pour
tous les types de champs.
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k ≥ 1. La dimension h est appelée plus haut poids de Vc,h et φ champ de plus
haut poids.
L’action des composantes antiholomorphes L¯−ni sur φ(z, z¯) engendrent
également un module de Verma, noté V¯c,h¯ et qu’on qualifiera d’antiho-
lomorphe. Les descendants L−nk · · ·L−n1φ sont tous des vecteurs propres
de L0 :
L0(L−nk · · ·L−n1φ) = nkL−nk · · ·L−n1φ+ L−nkL0L−nk−1 · · ·L−n1φ
= . . .
= (n+ h)L−nk · · ·L−n1φ.
L’entier n = n1+· · ·+nk est le niveau du descendant et la valeur propre n+
h est son poids. À un niveau n donné, plusieurs descendants linéairement
indépendants sont possibles. Par exemple, on retrouve
L−3φ, L−2L−1φ et L−1L−1L−1φ
pour n = 3. Le nombre de descendants au niveau n est donné par Pn, le
nombre de partitions de l’entier n.
Pour des valeurs génériques de c et h, le module de Verma Vc,h est
irréductible, c’est-à-dire qu’il ne contient pas de sous-module propre. Ce-
pendant, pour certains c et h, le module Vc,h est réductible. En effet, pour
certains niveaux n, on observe l’apparition de descendants qui respectent
la définition des champs primaires. Ces derniers donnent donc lieu à un
sous-module Vc,h+n ⊂ Vc,h. Par exemple, le descendant le plus général
de φ en n = 2 est Ψ = (aL−2 + bL−1L−1)φ, a, b ∈ C. À partir de la dé-
finition 1.5.4, on déduit des deux premières conditions à respecter que
Ψ = (L−2 −
3
2+4h
L−1L−1)φ. La dernière condition, L2Ψ = 0, est satisfaite
pour
h = h± =
5− c±√(c− 25)(c− 1)
16
. (1.5.34)
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Par conséquent, pour tout module Vc,h± , il existe un champ primaire Ψ de
poids h± + 2 qui engendre un sous-module Vc,h±+2. Les champs tels que
Ψ sont appelés champs singuliers. Ceux-ci sont de première importance en
théorie des champs conformes. Grâce à eux, il est possible de déterminer
certaines fonctions de corrélation à n ≥ 4 points, notamment la formule
de Cardy en percolation.
La formulation des modules de Verma en termes de champs gagne à
être traduite dans un langage opérationnel, où les champs de la théorie de-
viennent des opérateurs agissant sur un espace de Hilbert Hc. Cet espace
correspond ici à la somme directe des modules de Verma, holomorphes et
antiholomorphes, d’une même théorie pour un c donné :
Hc =
⊕
h,h¯
Vc,h ⊗ V¯c,h¯.
(Les paires (h, h¯) intervenant dans la somme directe sont contraintes par
des conditions physiques, comme l’invariance modulaire.) Dans ce contex-
te, on identifie le module de Verma Vc,h à l’ensemble des descendants de
|h〉 = φ(0) |0〉, où φ est un champ primaire de poids h et |0〉 est l’état fon-
damental de Hc. On introduit la forme bilinéaire 〈· | ·〉 : Vc,h × Vc,h ′ → R
telle que
〈v |w〉 = 〈h|Lnp · · ·Ln1 L−m1 · · ·L−mk |h ′〉 ,
où |v〉 = L−n1 · · ·L−np |h〉 et |w〉 = L−m1 · · ·L−mk |h ′〉. Si on impose l’inva-
riance de la forme bilinéaire sous l’action de l’algèbre de Virasoro, alors on
peut montrer ([33]) que 〈v |w〉 6= 0 seulement si h ′ = h. La forme bilinéaire
est alors normalisée par 〈h |h ′〉 = δh,h ′ . On appellera 〈v | v〉1/2 la norme de
|v〉.
Le module Vc,h est dit unitaire s’il ne comporte pas de vecteurs de norme
nulle ou imaginaire. Cette condition implique que c, h ≥ 0 ([33, 56]). Le
critère h ≥ 0 est primordial pour une théorie ayant un sens physique :
si on permettait des poids h < 0, alors les fonctions de corrélation des
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champs correspondants augmenteraient avec la distance (voir éq. (1.5.23)).
Si Vc,h contient des vecteurs de norme positive et d’autres de norme
nulle, ce module de Verma peut donner lieu à un module unitaire par le
quotient du sous-espace nul ([33]). Les vecteurs de norme nulle, que nous
appellerons vecteurs singuliers, correspondent précisément aux champs sin-
guliers. Par exemple, on vérifie grâce aux relations de commutation que
〈Ψ |Ψ〉 = 0, avec |Ψ〉 = (L−2 − 32+4h±L−1L−1) |h±〉. Les descendants d’un vec-
teur singulier ont également une norme nulle. Les zéros du déterminant de
Kac,
det(c, h ;n) = an
∏
r,s= 1
1≤ rs≤n
(h− hr,s)
Pn−rs ,
où an > 0 est une constante, indiquent la présence des vecteurs singuliers
au niveau n pour un module Vc,hr,s . Cette expression est en fait le détermi-
nant de la forme bilinéaire restreinte au niveau n. L’expression de hr,s est
paramétrée par les entiers positifs r et s :
hr,s = hm−r,m−s+1 =
(
r(m+ 1) − sm
)2
− 1
4m(m+ 1)
, (1.5.35)
oùm ∈ C est tel que
c = 1−
6
m(m+ 1)
. (1.5.36)
Au niveau n = 2, alors det(c, h ; 2) = a2 h(h−h1,2)(h−h2,1). En exprimant
cette solution en termes de c, on retrouve h1,2 = h− et h2,1 = h+, les poids
(1.5.34) des champs singuliers en n = 2.
Définition 1.5.7. Les modèles unitaires minimauxM(m,m + 1) sont carac-
térisés par une charge centrale 0 ≤ c < 1 donnée par (1.5.36), avec m =
2, 3, . . . , ainsi que par un nombre fini de champs primaires de poids hr,s
donnés par (1.5.35), où 1 ≤ r ≤ m− 1 et 1 ≤ s ≤ m.
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TABLE 1.3 – Table de Kac du modèle d’Ising (c = 1/2,m = 3).
r
2 1
2
1 0 1
16
1 2 s
Ces modèles semblent être de bons candidats pour décrire les modèles sur
réseau discutés aux sections précédentes. De fait, on peut montrer que le
modèle d’Ising au point critique a une charge centrale c = 1
2
et qu’il est
bien décrit parM(3, 4). Les poids hr,s de ce modèle sont affichés à la table
de Kac 1.3. À cause de la symétrie de l’équation (1.5.35), tous les poids
sont dédoublés : une seule copie est généralement affichée dans la table de
Kac. On identifie le champ φ1,1 au champ identité10, φ1,2 à la composante
holomorphe du champ de spin σ et φ2,1 à la composante holomorphe du
champ de densité d’énergie ε. Ce dernier est une version continue de l’éner-
gie d’interaction d’un spin avec ses plus proches voisins (voir éq. (1.1.1)).
Le comportement critique des variables discrètes σi et εi est donné par
〈σiσi+n〉 ∼ |n|2−d−η et 〈εiεi+n〉 ∼ |n|2/ν−2d, où il est connu que η = 14 et ν = 1
en d = 2 par la résolution du modèle. Dans la limite thermodynamique,
〈σ(0)σ(r)〉 = |r|2−d−η
=
(
x2 + y2
)(2−d−η)/2
= z(2−d−η)/2 z¯(2−d−η)/2.
Par comparaison avec la forme générale de la fonction à 2 points (éq.
(1.5.23)), on conclut que (2 − d − η)/2 = −2hσ, donc hσ = 116 = h1,2.
De la même manière, on déduit que hε = 12 = h1,3. Les autres exposants
10Puisque h1,1 = 0, le champ φ1,1 est invariant sous toute transformation conforme
(déf. 1.5.2).
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critiques, α = 0, β = 1
8
et ν = 1, s’obtiennent à partir des lois d’échelle du
tableau 1.1.
La correspondance d’un modèle sur réseau à un modèle minimal n’est
pas facile à établir : il faut d’abord parvenir à calculer, ou à mesurer, la
valeur de c ou suffisamment de poids conformes hi. L’identification à un
modèle minimal est alors possible par (1.5.36). La liste complète des poids
autorisés hr,s pour les champs primaires est alors donnée par la table de
Kac.
La charge centrale a été présentée comme le paramètre permettant d’éti-
queter un modèle. Ceci n’est pas tout à fait exact : la charge centrale définie
une classe d’équivalence de modèles. En effet, plusieurs modèles peuvent
correspondre à une même valeur de c, mais deux modèles unitaires mini-
maux ne peuvent correspondre au même c, d’après (1.5.36). Nous verrons
au chapitre 3 des exemples de modèles appartenant à une même classe
d’équivalence.
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Chapitre 2
Théories logarithmiques
et évolution de Schramm-Loewner
L’étude numérique de l’article au chapitre 3 se concentre sur certaines ob-
servables géométriques (non locales) d’une famille de modèles de boucles
qui semblent tous correspondre, dans la limite thermodynamique, à une
théorie logarithmique des champs. La première section du présent chapitre
propose donc un rapide survol de ce concept ainsi que la présentation
d’une famille de modèles similaire à celle étudiée. La deuxième section
présente ensuite un outil mathématique, appelé évolution de Schramm-
Loewner, permettant la description efficace des observables mentionnées
ci-haut. La dernière section du chapitre explique finalement la méthode
Monte Carlo et, en particulier, le principe de l’algorithme Metropolis-Hast-
ings pour lequel une variante a été développée pour les besoins du travail.
2.1 Champs conformes logarithmiques
Dans l’étude de la limite thermodynamique de certains modèles bidimen-
sionnels sur réseau comportant des degrés de liberté non locaux, notam-
ment la percolation, ou encore les chaînes quantiques dont l’hamiltonien
n’est pas diagonalisable (voir section 4.1), des fonctions de corrélation
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présentant des termes logarithmiques sont observées. De plus, des poids
conformes hr,s ne faisant pas partie de la table de Kac du modèle en ques-
tion ont été identifiés. Par exemple, le seul modèle minimal pouvant cor-
respondre à la percolation (c = 0) est M(2, 3), un modèle comprenant
seulement deux poids conformes, h1,1 et h1,2, tous deux nuls. Ceci conduit
à une théorie triviale, où le seul champ primaire possible est le champ
identité, ce qui ne correspond pas aux observations et mène à certaines in-
cohérences dans la théorie (Mathieu et Ridout [80]). Pour pallier de tels
écarts, on peut définir une théorie logarithmique des champs conformes
(LCFT). Dans une telle théorie des champs, des partenaires logarithmiques
ψi sont associés à un champ primaire φ de poids conforme h. Les champs
partenaires sont également dotés d’un h. L’ensemble comprenant un champ
primaire et ses partenaires logarithmiques est appelé cellule de Jordan (Ras-
mussen [94]). La LCFT peut être définie comme une théorie conforme
où l’élément L0 de l’algèbre de Virasoro n’est pas diagonalisable (Gurarie
[49]), justement à cause de l’existence des partenaires logarithmiques.
Sous une transformation conforme z 7→ w(z), les champs d’une même
cellule de Jordan se mélangent entre eux. L’exemple le plus simple com-
prend deux champs, un champ primaireφ et son partenaire logarithmique
ψ, tous deux de poids h. Sous l’action de z 7→ w(z), on obtient les règles
de transformation (voir aussi la définition 1.5.3)
φ(z) 7→ φ ′(z) = (∂zw)hφ(w(z))
ψ(z) 7→ ψ ′(z) = (∂zw)h [ψ(w(z))+ ln(∂zw)φ(w(z))] .
La dépendance en z¯ a été omise, comme à l’habitude : on retrouve les
règles complètes avec les substitutions zh 7→ zh z¯h¯ et ln z 7→ ln z z¯. En appli-
quant le même raisonnement qu’à la section 1.5.4 pour une transformation
globale, on obtient la forme des fonctions à 2 points à partir des équations
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ci-haut :
〈φ(z1)φ(z2)〉 = 0, 〈φ(z1)ψ(z2)〉 = a
(z1 − z2)2h
,
〈ψ(z1)ψ(z2)〉 = b− 2a ln(z1 − z2)
(z1 − z2)2h
,
où a et b sont des constantes.
L’action du tenseur impulsion-énergie sur un champ logarithmique
d’une cellule est plus compliquée que celle donnée par l’équation (1.5.33)
puisqu’elle fait intervenir les autres champs de la cellule. Il résulte de ceci
que les modules de l’algèbre de Virasoro ont une structure plus complexe
que les modules intervenant dans une théorie conforme standard, où ceux-
ci sont irréductibles ou encore possèdent un ou plusieurs sous-modules
irréductibles. Les modules rencontrés dans les modèles minimaux sont
irréductibles et obtenus en quotientant les sous-modules engendrés par
des vecteurs singuliers. Dans les théories logarithmiques, les modules pré-
sents ne sont pas tous irréductibles : certains sont réductibles mais indé-
composables. Leur structure demeure un sujet important d’étude, mais
plusieurs pensent qu’ils pourraient ne pas être des modules de plus haut
poids (voir définition 1.5.6).
Dans Pearce, Rasmussen et Zuber [88], une famille de modèles de bou-
cles à deux paramètres est définie. Selon les auteurs, chacun de ces mo-
dèles correspond à une LCFT dans la limite thermodynamique (voir ci-
dessous). Ceux-ci sont nommés modèles minimaux logarithmiques et notés
LM(p, p ′), où p et p ′ sont deux entiers relativement premiers tels que
0 < p < p ′. Ils sont formellement définis (pour le cas isotrope) à l’annexe
C de l’article au chapitre suivant. Comme pour le problème de percolation
(et sa variable nω), l’expression de la fonction de partition d’un modèle
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LM(p, p ′) fait intervenir des degrés de liberté non-locaux :
Z =
∑
ω∈L
βNω ,
où ω est une configuration de boucles du réseau, L est l’ensemble de
toutes ces configurations, β est un paramètre, appelé « fugacité » du gaz
de boucles, qui est lié à p et p ′, et Nω est le nombre de boucles de la
configuration ω. Évidemment, c’est la dépendance en Nω qui cause ici
la non-localité de la théorie. La série principale de modèles définie par
p = m et p ′ = m + 1 est considérée comme une extension logarith-
mique des modèles minimaux. À l’instar de ceux-ci, la charge centrale
des modèles de la série principale est donnée par l’équation (1.5.36), avec
m = 1, 2, 3, . . . , mais les poids conformes sont compris dans une table de
Kac étendue dont les exposants sont obtenus par (1.5.35), où maintenant
r et s ne sont plus contraints (voir déf. 1.5.7) mais peuvent être choisis
dansN. D’après Pearce, Rasmussen et Zuber, LM(1, 2) et LM(2, 3) corres-
pondent, respectivement, aux polymères et à la percolation dans la limite
du continu. Les modèles suivants de la série sont de nouveaux modèles,
bien que ceux-ci comportent la même charge centrale et possèdent tous les
poids conformes d’un modèle minimal. Par exemple, LM(3, 4) possède la
charge centrale c = 1
2
et comprend, entre autres, les poids h1,1, h1,2 et h2,1 de
M(3, 4). Mais il ne s’agit pas pour autant du modèle d’Ising : clairement,
les représentations de l’algèbre de Virasoro seront très différentes.
Que signifie la mention « logarithmique » dans le contexte de ces mo-
dèles ? Après tout, la limite thermodynamique n’est pas explicitement cons-
truite dans [88]. Cette appellation est suggérée par quelques observations
de Pearce, Rasmussen et Zuber. Une première, fort simple mais tout de
même convaincante, est basée sur la forme de Jordan de l’hamiltonien ob-
tenu pour certains choix de p, p ′. (L’hamiltonien apparaît comme le pre-
mier terme non trivial d’un certain développement de la matrice de trans-
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fert. Voir leur équation (5.4).) Puisque cet hamiltonien devrait jouer le rôle,
dans la limite d’échelle, du générateur L0 de l’algèbre de Virasoro, la pré-
sence de blocs de Jordan dans les cas calculés montre que les représen-
tations de Virasoro intervenant dans la description des LM(p, p ′) seront
probablement des représentations indécomposables. Ceci est une caracté-
ristique des théories logarithmiques. Une seconde observation est basée
sur le calcul des produits de fusion des représentations de l’algèbre de
Temperley-Lieb qui interviennent dans ces modèles. À nouveau, le calcul
d’exemples simples montre que les représentations apparaissant dans ces
fusions sont indécomposables. Le calcul de fusion dans [88] est défini très
succinctement. Gainutdinov et Vasseur [45] ont récemment repris ce calcul
dans un cadre plus formel et leurs résultats confirment, et même étendent,
ceux de [88]. Les modèles de boucles dilués (DLM) qui sont étudiés au pro-
chain chapitre portent également l’épithète « logarithmique », octroyée ici
aussi à cause de la présence de formes de Jordan non triviales dans l’ha-
miltonien, obtenus explicitement pour des cas simples (Pearce, Rasmussen
et Saint-Aubin [87]).
2.2 L’évolution de Schramm-Loewner
Le contenu de cette section est inspiré de Kager et Nienhuis [61], Smirnov
[109], Lawler [72] et de Berestycki et Norris [13].
2.2.1 L’évolution de Loewner
Pour expliquer le concept d’évolution de Loewner, supposons d’abord un
ouvert E du plan complexe muni d’une « fente » continue K prenant nais-
sance depuis un point se trouvant sur la frontière de E. L’évolution de
Loewner est l’unique application conforme g : E \ K → E permettant de
retirer K de E, comme illustré à la figure 2.1. L’existence d’une telle trans-
formation est garantie par le théorème suivant.
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FIGURE 2.1 – La fente K est absorbée dans la frontière par l’évolution g.
Théorème 2.2.1 (Riemann). Soit E ⊂ C un ouvert simplement connexe non
vide du plan complexe. Il existe une transformation conforme bijective entre E et
le disque unité D = {z ∈ C : |z| < 1}.
En vertu de ce théorème, on peut écrire l’évolution sous la forme
g = φ−1 ◦ψ,
où φ : E → D et ψ : E \ K → D sont deux transformations conformes
bijectives.
Le problème général abordé par Loewner [75] en 1923 est celui d’une
courbe croissante γ : R+ → E débutant son parcours en z = a, sur la fron-
tière de E, et le terminant en z = b, à l’intérieur du domaine. Une telle
courbe correspond à une évolution radiale. Nous allons plutôt considérer
le problème où b se trouve également sur la frontière : dans ce cas, on
parle plutôt d’évolution chordale. Puisque la courbe croît avec un certain
paramètre, en l’occurence t, l’évolution de Loewner correspond à une fa-
mille de transformations conformes gKt de E \Kt vers E où Kt = γ(0,t] est la
trajectoire de la courbe jusqu’en t.
D’après le théorème 2.2.1, il existe une bijection entre le demi-plan su-
périeur H = {z ∈ C : Im (z) > 0} et le disque unité : celle-ci est d’ailleurs
donnée par la transformation de Möbius g : D→ H (éq. (1.5.6))
g(z) =
i(1+ z)
1− z
.
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Les transformations conformes bijectives du demi-plan supérieur f : H →
H ont la même forme que les transformations conformes globales, c’est-à-
dire
f(z) =
kz+ l
mz+ n
avec kn− lm = 1,
sauf qu’ici les paramètres k, l,m et n sont réels. Il s’ensuit que toute trans-
formation de ce type est complètement déterminée en spécifiant l’image
de trois points se trouvant sur la frontière (incluant z = ∞). Grâce à cela,
on pourra considérer, sans perte de généralité, que la courbe γ croît dans
H plutôt que dans un ouvert général E et que les points a 7→ γ0 = 0 et
b 7→ γ∞ =∞. Dans ce contexte, c’est l’axe réel qui absorbe la trajectoire Kt
sous l’action de gKt .
Avant d’aborder la définition formelle d’une évolution de Loewner,
certaines précisions doivent être apportées. Tout d’abord, la définition sui-
vante clarifie la question des courbes continues sur H auxquelles corres-
pond une évolution.
Définition 2.2.1 (Coquille). Un sous-ensemble compact K deH tel queH\
K est simplement connexe et K = K ∩H est appelé coquille.
La notation A signifie la fermeture de A, c’est-à-dire que A contient A et
les points à sa frontière. En particulier, H = H ∪ R ∪ {∞}. Une courbe
décrite par une évolution est telle que sa trajectoire, ainsi que le domaine
bordé par celle-ci, s’il y a lieu, constituent une coquille. Pour illustrer la
définition précédente, deux exemples sont affichés à la figure 2.2. En 2.2(a),
Kt = γ[0,t] ∪ D, ce qui constitue bien un sous-ensemble compact de H. De
plus, H \ Kt est simplement connexe. Finalement,
Kt ∩H = (γ[0,t] ∪D) ∩H = Kt.
La figure 2.2(b) illustre un exemple où Kt n’est pas une coquille. Soit Kt =
γ[0,t], tel qu’illustré. Alors Kt est compact etH\Kt est simplement connexe.
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0
(a) Kt = γ[0,t] ∪D
0
(b) Kt = γ[0,t]
FIGURE 2.2 – La courbe γ en (a) est associée à une coquille mais pas celle
en (b).
Par contre,
Kt ∩H = γ[0,t] ∩H = γ[t ′,t] 6= Kt.
En vertu de la définition 2.2.1 et des exemples précédents, une courbe
continue γ : R+ → H donne lieu à une coquille Kt, définie comme l’union
de sa trajectoire γ[0,t] et des domaines englobés par celle-ci, si la trajectoire
respecte ce qui suit :
(i) la trajectoire peut être tangente à elle-même en un nombre dénombrable de
points mais elle ne doit jamais pénétrer dans Kt ultérieurement ;
(ii) la trajectoire peut toucher l’axe réel en un nombre dénombrable de points
mais, après chaque contact, elle doit repartir immédiatement vers H.
Le point (i) implique que la trajectoire ne peut s’intersecter elle-même ni
être « coincée ». Par exemple, à la figure 2.2(a), une courbe de trajectoire
appropriée ne peut pénétrer à l’intérieur deD pour t > t ′ (ici t ′ désigne le
temps où la courbe « rebondit » sur sa trajectoire). L’ensemble des points
de tangence de la courbe avec elle-même et avec l’axe réel est dénombrable
et peut donc être infini.
Voici le théorème définissant formellement une évolution de Loewner.
À partir de maintenant, on abrège gKt par gt.
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Théorème 2.2.2 (Loewner). Soit une courbe γ : R+ → H décrivant une co-
quille Kt. Une évolution de Loewner est une famille {gt : t ≥ 0} de transfor-
mations conformes de H \ Kt → H satisfaisant
g˙t(z) =
2
gt(z) −Ut
, g0(z) = z,
pour tout point z ∈ H \ Kt. L’équation différentielle ci-dessus détermine complè-
tement la fonction continue U : R+ → R représentant l’image du point γt par
gt.
L’effet d’une transformation gt sur le demi-plan supérieur est illustré à la
figure 2.3. La figure 2.3(a) présente une courbe, débutant son parcours en
z = 1, qui décrit un demi-cercle de rayon |z| = 1. Deux points γt1 et γt2 tels
que t2 > t1 y sont également affichés. À la figure 2.3(b), le retrait de Kt2 est
complété par gt2 . On observe que tous les points de γ[0,t2) sont dédoublés
par la transformation. On peut imaginer que l’action de l’évolution scinde
la trajectoire en deux, en déplaçant simultanément sur l’axe réel les points
z = 1− et z = 1+ vers la gauche et vers la droite, respectivement. Sur
la figure, les deux images du point γt1 sous gt2 ont été notées g
−
t2
(γt1) et
g+t2(γt1). Seul le point γt2 de l’ensemble γ[0,t2] n’est pas scindé par gt2 : son
image correspond au nouveau point « d’entrée » de la courbe sur l’axe réel,
c’est-à-dire que gt2(γt2) = Ut2 .
Lorsque la fonction U est remplacée par un mouvement brownien, on
obtient une évolution de Schramm-Loewner (SLE).
Définition 2.2.2. Une évolution de Schramm-Loewner est l’évolution de Loew-
ner obtenue en considérant Ut =
√
κBt, où κ ∈ [0,∞) et où Bt est un
mouvement brownien.
La courbe γ, en correspondance avec U, décrit dans ce cas une trajectoire
aléatoire. Celle-ci est presque sûrement1 (p.s.) continue mais non différen-
1Cette expression signifie que l’événement en question est réalisé avec probabilité 1.
Le traitement probabiliste de cette courbe découle de sa nature aléatoire.
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0.0 0.5 1.0 1.5 2.0-0.5-1.0-1.5
(a) La courbe γ décrit un demi-cercle de rayon |z| = 1.
0.0 0.5 1.0 1.5 2.0-0.5-1.0-1.5
(b) L’image de H \ Kt2 sous l’évolution gt2 .
FIGURE 2.3 – Une partie de la courbe en demi-cercle est retirée de H par
gt2 .
tiable ; il s’agit d’une courbe fractale. Il est courant de dénommer par SLEκ
une telle courbe γ. La valeur du paramètre κ affecte le comportement de
la courbe aléatoire. Lorsque κ = 0, la courbe correspondante est γt = 2i
√
t
dont la trajectoire est une droite verticale. À mesure que κ augmente, la
courbe acquiert un comportement de plus en plus chaotique. Pour κ ≤ 4,
la trajectoire de la courbe est p.s. simple, c’est-à-dire qu’elle ne possède pas
de point d’auto-tangence. Pour 4 < κ < 8, la trajectoire est p.s. non-simple
et, pour k ≥ 8, elle remplit tout l’espace. Finalement, il a été montré par
Beffara [11] que la dimension fractale (de Hausdorff) de la trajectoire d’une
courbe SLEκ est min(1+ κ/8, 2), presque sûrement.
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2.2.2 Application aux phénomènes critiques
À la figure 1.4 de la section 1.1.4, nous avons vu que les configurations
de spins du modèle d’Ising au point critique arborent de vastes amas de
« + » et de « − ». L’invariance d’échelle des amas laisse supposer que l’in-
terface entre deux plages de spins différents est décrite par une courbe
fractale. La théorie SLE est spécialement adaptée pour traiter rigoureu-
sement ce genre de problèmes. L’interface y est alors représentée comme
la trajectoire d’une courbe aléatoire γ. Ceci permet de modéliser les dif-
férentes interfaces permises par les configurations du réseau, dans la li-
mite thermodynamique. Bien que γ soit inconnue, l’équation (2.2.2) décrit
le comportement local de l’évolution permettant son extraction du demi-
plan complexe : ceci est suffisant pour parvenir à résoudre plusieurs pro-
blèmes reliés aux modèles bidimensionnels sur réseau. Notamment, il est
possible de dériver la fameuse formule de Cardy (voir section 1.3.2), don-
nant la probabilité qu’un amas de liens ouverts en percolation permette
la traversée d’un rectangle de géométrie finie, par ces moyens. Pour réa-
liser un tel tour de force, il faut d’abord établir une correspondance entre
l’interface du modèle et une courbe SLEκ, pour un certain κ. La première
bijection de ce genre a été obtenue par Smirnov [108] en 2001. Ce dernier
a montré que les interfaces survenant en percolation critique sur réseau
triangulaire sont décrites par des trajectoires SLE6. Au même moment (et
indépendamment), Schramm [105] a obtenu la célèbre formule en suppo-
sant ce lien. Dans les lignes suivantes, quelques propriétés satisfaites par
une trajectoire SLE, dont l’invariance conforme, sont présentées dans un
langage adapté à cette théorie.
Supposons un domaine D ⊂ C simplement connexe ainsi que deux
points, a et b, se trouvant sur la frontière. Superposons à ce domaine un
réseau de N cellules de surface ε2 et considérons qu’un modèle, comme
celui d’Ising, occupe le réseau. On impose au système des conditions aux
limites de type Dobrushin : un des deux segments reliant les points a et b
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comporte des spins exclusivement « + » et l’autre « − » (voir figure 2.4).
De telles conditions aux limites force la présence d’une interface entre
FIGURE 2.4 – Un domaine D de C simplement connexe avec conditions
aux limites forçant l’existence d’une interface reliant les points a et b de la
frontière.
spins différents reliant a et b. Pour différentes configurationsω du réseau
avec les conditions aux limites précédentes, différentes interfaces sont pos-
sibles. Notons parΩab l’ensemble des configurations comprenant ces cour-
bes discrètes. Soit E ⊂ D un sous-ensemble contenant les points a et b. La
probabilité que l’interface de ω ∈ Ωab traverse D en demeurant dans E
est :
PN[E ;a, b] = (ZabN )
−1
∑
ω∈ΩE,ab
pω,
où pω est le poids de Boltzmann associé à ω, ZabN =
∑
ω∈Ωab pω et ΩE,ab ⊂
Ωab est l’ensemble des configurations où l’interface ne sort pas de E. Clai-
rement, pour que cette probabilité soit non-nulle, E doit être un ouvert
présentant un passage allant de a à b. Dans la limite thermodynamique
N → ∞, prise en gardant la surface s(D) = Nε2 constante, PN[E ;a, b] →
P[E ;a, b] donne la probabilité qu’une courbe continue relie les points a et
b de la frontière en demeurant dans E ; on admettra qu’il soit possible de
définir une telle probabilité. Physiquement, deux propriétés doivent être
satisfaites par celle-ci.
Définition 2.2.3 (Invariance conforme). Soit φ : D → D ′ une application
conforme bijective. La probabilité P est invariante conforme si, sous l’action
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de cette transformation
φ
(
P[E ;a, b]
)
= P
[
E ′ = φ(E) ;φ(a), φ(b)
]
.
La transformation conforme φ induit une transformation de l’espace Ωab
des courbes allants de a à b. L’équation ci-haut signifie que la probabilité
qu’une courbe relie les points a et b en restant dans E doit être égale à
la probabilité que la courbe image par φ relie φ(a) et φ(b) en demeurant
dans l’image E ′ ⊂ D ′ de E par φ.
On décrira maintenant l’interface par une courbe γ avec γ0 = a et γ∞ =
b. Pour la deuxième propriété, on supposera des configurations où l’inter-
face est tracée jusqu’en γt ′ = c, 0 < t ′ < ∞, comme sur la figure 2.5. La
coquille de la trajectoire jusqu’en c sera notée par Kc.
(a) La traversée est amor-
cée jusqu’en c.
(b) La coquille Kc est reti-
rée des domaines D et E.
FIGURE 2.5 – La probabilité dans les deux situations est la même.
Définition 2.2.4 (Propriété de Markov). Sachant que a et c sont reliés par
une interface γ, la probabilité que l’interface reliant a et b reste dans E est
égale à la probabilité que c relie b dans le domaine où la coquille Kc est
retirée :
P
[
E ;a, b
∣∣Kc] = P[E \ Kc ; c, b].
La probabilité conditionnelle P
[
E ;a, b
∣∣Kc] signifie qu’on restreintΩab aux
configurations où a et c sont reliés par la trajectoire γ[0,t ′] (qui doit aussi
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rester dans E). Cette propriété implique que l’interface décrite par γ ne
peut s’intersecter avec elle-même puisque la coquille de la courbe a l’ef-
fet d’une frontière en ce qui concerne l’évolution de l’interface. Schramm
[104] a montré, en 2000, qu’une courbe γ décrite par une coquille K peut
satisfaire les propriétés 2.2.3 et 2.2.4 si et seulement si elle correspond à
SLEκ, pour un certain κ ∈ [0,∞). Autrement dit, parmi toutes les possibili-
tés, seul l’ensemble des trajectoires SLEκ satisfait aux exigences physiques.
L’interface décrite par ces trajectoires constitue un exemple d’observable
physique liée à un exposant de la table de Kac étendue.
Outre la relation entre SLE6 et la percolation déjà mentionnée, quelques
autres correspondances ont été obtenues. Notamment, la marche aléatoire
avec effacement des boucles (loop-erased random walk) et SLE2, ainsi que le
contour des arbres générés uniformément (uniform spanning trees) et SLE8
(Lawler, Schramm et Werner [73]). Plusieurs rapprochements ont aussi été
suggérés : SLE8/3 pour la marche aléatoire auto-évitante, SLE3 pour le mo-
dèle d’Ising, SLE4 pour le modèle de l’explorateur harmonique, etc. De
plus, un lien avec les théories conformes des champs a été proposé. Il est
admis que la charge centrale c en théorie des champs conformes est liée
au paramètre κ par l’équation
c =
(8− 3κ)(κ− 6)
2κ
.
Notons que chaque valeur de c < 1 correspond à deux valeurs de κ : une
comprise entre 0 et 4 et une autre, κ ′ = 16/κ, « duale » à κ, plus grande
que 4. Par exemple, les valeurs κ = 2 et κ = 8 sont duales et correspondent
toutes deux à c = −2.
D’autres liens ont été tissés entre le formalisme probabiliste et les théo-
ries physiques des phénomènes critiques. Nous terminons ce paragraphe
en en citant quelques-uns. Il est rare en physique de n’étudier qu’une seule
des interfaces d’un modèle comme trajectoire SLE : il est plus commun
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de traiter les configurations dans leur ensemble, c’est-à-dire en considé-
rant toutes les interfaces pouvant se présenter. Suite au développement
de la théorie SLE, les probabilistes n’ont pas tardé à définir un espace
de probabilité décrivant la limite thermodynamique des configurations,
avec toutes leurs interfaces. Cet espace est connu sous le nom d’ensemble de
boucles conformes (conformal loop ensemble) et est noté CLEκ (Camia et New-
man [20], Werner [118]). Du côté des physiciens, plusieurs ont cherché à
incorporer les nouveaux outils probabilistes aux descriptions physiques.
Notons par exemple l’évolution simultanée de plusieurs interfaces (Bauer,
Bernard et Kytölä [9]), la construction d’un espace vectoriel basé sur SLEκ
qui pourrait former un module de l’algèbre de Virasoro (Kytölä [69]) et
les liens entre SLEκ et divers modèles physiques, comme les ensembles de
Dyson circulaires et les modèles ADE sur réseau (Cardy [22, 23]). Cette
courte liste ne se veut évidemment pas exhaustive.
2.3 Simulations Monte Carlo
2.3.1 L’intégration Monte Carlo
La méthode Monte Carlo est une technique générale permettant de résoudre
numériquement un problème à partir d’essais aléatoires. La méthode a été
développée dans les années 1940 par Stanislaw Ulam, John von Neumann
et Nicholas Metropolis, alors que ceux-ci étaient employés au Los Alamos
National Laboratory et s’affairaient sur le fameux projet Manhattan. L’ap-
pellation « Monte Carlo » est le nom de code proposé par von Neumann
lui-même pour désigner la méthode, secrète à l’époque. Celui-ci fait réfé-
rence à la ville européenne, célèbre pour ses casinos et ses jeux de hasard.
L’application la plus populaire de la méthode est sans doute l’approxi-
mation d’intégrales à plusieurs dimensions dont la solution est difficile,
voire impossible, à obtenir analytiquement ou par d’autres techniques nu-
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mériques. C’est d’ailleurs pour cette raison que nous avons employé cette
technique dans l’article au chapitre suivant. Dans ce qui suit, la théorie est
expliquée en suivant Fishman [44], Hastings [50] et Chib et Greenberg [26].
Certains résultats en théorie de la probabilité seront énoncés sans preuve.
Soit une fonction g : Rm → R et soit χ une région deRm. Par la méthode
Monte Carlo, on tente d’approximer l’intégrale
λ =
∫
χ
dmx g(x). (2.3.1)
Pour y parvenir, un nombre fini de points dans χ sont choisis aléatoire-
ment avec densité de probabilité ω, normalisée sur χ :∫
χ
dmxω(x) = 1.
Chaque point est représenté par une variable aléatoire (v.a.) X, prenant une
valeur dans χ avec une probabilité déterminée parω. Par exemple, la pro-
babilité que la valeur de X soit tirée dans δ ⊂ χ est P[X ∈ δ] = ∫
δ
dmxω(x).
La fonction de densité ω(x) est définie à la discrétion de l’utilisateur de la
méthode. La possibilité la plus simple est de choisir celle-ci uniforme sur
χ, c’est-à-dire ω(x) = 1/|χ|, où |χ| =
∫
χ
dmx est le volume de χ. Cepen-
dant, une sélection plus avisée de ω peut aider à réduire l’incertitude sur
l’approximation ou même accélérer la convergence vers la solution λ.
Selon le théorème du transfert en probabilité, une fonction h(X) d’une
v.a. X est distribuée par la même densité que X. La valeur moyenne (ou
l’espérance) de la fonction g(X)
ω(X)
s’obtient donc par
E
[
g(X)
ω(X)
]
=
∫
χ
dmx
g(x)
ω(x)
ω(x) = λ.
Supposons maintenant une suiteX1, . . . , Xn den v.a. indépendantes2 de den-
2Deux v.a. Xi et Xj, i 6= j, à valeurs dans χ sont indépendantes si et seulement si
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sitéω. D’après la loi forte des grands nombres, la somme aléatoire
λn =
1
n
n∑
i=1
g(Xi)
ω(Xi)
(2.3.2)
converge presque sûrement vers E[Xi] = λ lorsque n→∞. Par cet astuce,
on peut donc approximer (2.3.1) à partir du tirage aléatoire d’un grand
nombre de points Xi indépendants.
r
FIGURE 2.6 – Approximation de pi par la méthode Monte Carlo. Sur la
figure, 10 des 15 points tirés aléatoirement se retrouvent à l’intérieur du
cercle.
Voici maintenant un exemple classique illustrant la méthode (Kalos et
Whitlock [62], Fishman [44]). Soit C un disque de rayon r et soit χ un carré
de côté 2r contenant le cercle C, comme à la figure 2.6. L’intégrale que l’on
cherche à approximer,
λ =
∫
χ
d2x g(x),
où g(x) = 1 si x ∈ C et 0 ailleurs, est l’aire λ = pir2 du cercle. Puisque la
solution exacte est connue, le réel intérêt de ce problème est de fournir une
approximation de pi. Les n points aléatoires Xi sont déterminés à partir de
la loi uniforme sur χ, ω(x) = 1/4r2 pour tout x ∈ χ. Ainsi, g(Xi)
ω(Xi)
= 4r2
P[Xi ∈ δi, Xj ∈ δj] = P[Xi ∈ δi]P[Xj ∈ δj] pour tous δi, δj ⊂ χ.
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lorsque Xi ∈ C et 0 ailleurs. L’équation (2.3.2) prend la forme
λn =
1
n
n∑
i=1
g(Xi)
ω(Xi)
=
4r2
n
×Nb de points tirés dans C.
Puisque λ/r2 = pi, alors on approxime pi en calculant λn/r2 à partir des n
points tirés uniformément sur χ. En passant aux coordonnées polaires, on
calcule aussi la variance d’une telle approximation
Var
[
g(Xi)
ω(Xi)
]
= E
[(
g(Xi)
ω(Xi)
)2]
−
(
E
[
g(Xi)
ω(Xi)
])2
= pi(4− pi).
Ainsi, l’intervalle de confiance à 95 % sur l’approximation est donnée par
λn±2×
√
pi(4− pi)/n. À la figure 2.6, on aperçoit une expérience où 10 des
n = 15 points tirés sont tombés dans C. À cause du faible échantillonnage,
la mesure obtenue par l’expérience n’est pas précise : pi ≈ 4×10/15±0,85 =
2,67±0,85. En augmentant n, l’approximation gagne en qualité : 3,12±0,10
pour n = 1000 et 3,141± 0,015 pour n = 50 000.
2.3.2 L’algorithme de Metropolis-Hastings
La méthode Monte Carlo présentée à la section précédente n’est pas tou-
jours applicable. Dans le contexte des modèles sur réseau, on cherche à
approximer la valeur moyenne d’une observable O,
〈O〉 = Z−1
∑
x∈ χ
Oxpx, (2.3.3)
où χ est un ensemble fini de points (les configurations du modèle sur ré-
seau), px est le poids statistique (de Boltzmann) attribué à x, Z =
∑
x∈χ px
est la fonction de partition et Ox = O(x) la valeur de l’observable pour
la configuration x. Cette expression est la version discrète de (2.3.1), avec
g(x) = Z−1Oxpx, pour tout x ∈ χ. Dans l’article au prochain chapitre, on
60
SIMULATIONS MONTE CARLO
cherche à approximer certaines valeurs moyennes d’observables dans la li-
mite thermodynamique, lorsque le réseau comprend une infinité de sites3.
On réalise cela en extrapolant à partir d’un ensemble de valeurs moyennes
approximées (éq. (2.3.3)) obtenues pour des réseaux ne comportant pas la
même quantité de sites. Même pour les réseaux comprenant peu de sites,
l’ensemble χ associé comprend un nombre considérable de configurations
et il n’est pas possible de déterminer Z explicitement ; ainsi la fonction g(x)
demeure partiellement inconnue. Par conséquent, la méthode de la section
précédente est inutilisable ici.
L’algorithme de Metropolis-Hastings (MH), une méthode Monte Carlo par
chaîne de Markov (MCMC), est spécialement conçu afin d’approximer ef-
ficacement (2.3.3). Largement employé en physique statistique, cet algo-
rithme, dévoilé en 1953, est le fruit du travail de Metropolis, Rosenbluth,
Rosenbluth, Teller et Teller [81]. La version plus générale présentée ici a été
développée par Hastings [50] en 1970. Comme nous le constaterons plus
loin, l’algorithme MH est attrayant puisqu’il permet, entre autres, d’ap-
proximer 〈O〉 sans devoir connaître explicitement la densité pix = px/Z :
seul le rapport pix/piy = px/py, pour x, y ∈ χ, est nécessaire.
L’idée derrière les méthodes MCMC est la suivante. Plutôt que de choi-
sir aléatoirement des points en respectant une densité ω, on définit une
suite de variables aléatoires dépendantes,
{Xi, i ∈ N}, (2.3.4)
à valeurs dans χ. L’indice i des v.a. Xi doit être interprété comme un temps
discret : X0 est déterminée en premier, X1 en deuxième, etc. Cette suite doit
respecter certaines conditions afin de permettre l’approximation de (2.3.3).
3Ou de cellules, s’il s’agit d’un modèle de boucles comme LM(p, p ′) (section 2.1) ou
comme celui traité dans l’article.
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Définition 2.3.1 (Propriété de Markov). Une suite de variables aléatoires
{Xi, i ∈ N} est appelée chaîne de Markov si l’égalité des probabilités condi-
tionnelles suivantes est vérifiée :
P[Xi+1 = x |X0 = x0, X1 = x1, . . . , Xi = xi] = P[Xi+1 = x |Xi = xi].
Pour une telle chaîne, la valeur de Xi+1 est déterminée aléatoirement à par-
tir de celle de Xi (Xi etXi+1 sont dépendants), sans tenir compte des valeurs
obtenues auparavant. La probabilité de passer du point x au point y, à un
instant i quelconque, est définie par le coefficient Pxy de la matrice de Mar-
kov P :
Pxy = P[Xi+1 = y |Xi = x].
Si les coefficients sont indépendants de i, donc du temps, on dira que la
chaîne associée à P est stationnaire. Par cohérence, il faut s’assurer de la
normalisation ∑
y∈ χ
Pxy = 1. (2.3.5)
Ainsi, la probabilité de rejoindre un point quelconque y de χ à partir de
x ∈ χ est de 1. À l’aide de la matrice de Markov, on peut déterminer la
probabilité d’atteindre y à partir de x en exactement n étapes. En effet, si
Xj = x, alors
P[Xj+n = y |Xj = x] =
∑
z1,...,zn ∈ χ
P[Xj+1 = z1 |Xj = x]P[Xj+2 = z2 |Xj+1 = z1] ×
· · · × P[Xj+n = y |Xj+n−1 = zn]
=
∑
z1,...,zn
Pxz1Pz1z2 × · · · × Pzny
= (Pn)xy.
Définition 2.3.2 (Ergodicité). Soit x et y, deux points quelconques de χ. Si
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la probabilité (Pn)xy d’atteindre y depuis x en un nombre fini n de tran-
sitions est strictement positive, alors la chaîne de Markov correspondante
est dite ergodique.
Pour une chaîne possédant cette propriété, on peut montrer (Grinstead
et Snell [47]) que Pn → W, où W est une matrice dont les rangées sont
toutes égales au vecteur w, quand n→∞. Les composantes de ce vecteur
sont strictement positives et leur somme est 1 : w définit l’unique densité
stationnaire de la chaîne. Une telle densité a la propriété suivante.
Définition 2.3.3 (Équilibre global). Le vecteur ligne w de la matriceW =
limn→∞ Pn, où P est la matrice de Markov d’une chaîne ergodique, respecte
l’équilibre global,
wP = w. (2.3.6)
Par exemple, si Xj suit la densité stationnaire w, alors P[Xj = x] = wx =∑
y∈χwyPyx, d’après la définition précédente. L’équilibre global implique
que wPr = w pour r ≥ 0, donc toute v.a. Xj+r subséquente à Xj est aussi de
densité w :
P[Xj+r = x] =
∑
y∈ χ
P[Xj = y]P[Xj+r = x |Xj = y]
=
∑
y∈ χ
P[Xj = y] (Pr)yx
=
∑
y∈ χ
wy(P
r)yx
= wx.
L’ergodicité joue un rôle central dans l’approximation de la valeur moyenne
(2.3.3). Supposons une chaîne de Markov ergodique {Xi, i ∈ N} de densité
stationnaire w = pi, où pi est la densité de l’équation à approximer. Alors,
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on peut montrer que l’estimateur
O^n =
1
n
n−1∑
i=0
OXi
converge en probabilité vers 〈O〉 lorsque n → ∞. Lors d’expériences nu-
mériques, il est courant de rejeter les premiers Xj de la chaîne obtenus
par l’algorithme, dont la densité n’est pas « suffisamment proche » de la
densité stationnaire w, pour améliorer la convergence vers 〈O〉 : c’est la
thermalisation de la chaîne.
Pour parvenir à l’approximation de 〈O〉, il faut élaborer une méthode
construisant une chaîne de Markov ergodique de densité stationnairew =
pi. L’algorithme de Metropolis-Hastings propose un tel procédé. Le théorème
suivant servira à définir cet algorithme.
Théorème 2.3.1 (Metropolis-Hastings). Soit Xj−1 une v.a. de densité pi sur
χ, U une v.a. de densité uniforme sur [0, 1] et soit Y une v.a. sur χ de densité
conditionnelle P[Y = y |Xj−1 = xj−1] = qxj−1y. En définissant Xj par
Xj =
Y si U ≤ αXj−1YXj−1 autrement,
où αxy est tel que
0 ≤ αxy ≤ 1 et αxypixqxy = αyxpiyqyx, (2.3.7)
alors Xj a la densité pi.
Pour la preuve voir Fishman [44]. La v.a. Y propose une valeur de rem-
placement pour Xj, qui est acceptée seulement si U prend une valeur in-
férieure ou égale à la fonction d’acceptation αXj−1Y . Autrement, aucun chan-
gement n’a lieu et Xj = Xj−1. La fonction qxy est appelée loi de proposition.
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À l’instar de la densité ω de la section précédente, qxy est un paramètre
libre déterminé par le jugement de l’expérimentateur. Pour les expériences
numériques au chapitre suivant, nous avons choisi qxy constante (loi uni-
forme) et symétrique (qxy = qyx). Un choix populaire4, pour la fonction
d’acceptation αxy est
αxy = min
[
1,
piyqyx
pixqxy
]
.
Par un court calcul, on vérifie que ce choix satisfait la condition (2.3.7) ci-
dessus.
Voici maintenant l’algorithme implémentant le théorème précédent,
étape par étape, à partir d’un X0 quelconque.
(i) En j = 1, tirer aléatoirement une valeur pour Y à partir de la loi de propo-
sition qXj−1Y .
(ii) Tirer la valeur de U uniformément dans [0, 1].
(iii) Si U ≤ αXj−1Y = min
[
1,
piYqYXj−1
piXj−1qXj−1Y
]
, alors Xj = Y. Sinon, Xj = Xj−1.
(iv) Répéter les étapes (i)–(iii) pour j = 2, 3, . . . , n.
La procédure génère une chaîne de Markov ergodique de densité station-
naire pi à partir d’une v.a. X0 de densité inconnue. La valeur explicite de
pi n’est pas nécessaire puisque seul le rapport pix/piy = px/py est utilisé.
(Rappelons que, dans notre cas, le poids px est le poids de Boltzmann de
la configuration x.) Pour x 6= y, on déduit de la procédure que P[Xj =
y |Xj−1 = x] = Pxy est le produit de P[Y = y |Xj−1 = x] = qxy par P[U ≤
αxy] = αxy. La normalisation (2.3.5) fournit ensuite l’expression pour Pxx.
4Cette définition maximise la probabilité d’acceptation, c’est-à-dire la probabilité que
U ≤ αXj−1Y se réalise. Ceci est souhaitable et permet à la chaîne d’atteindre rapidement
sa densité stationnaire pi.
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Ainsi, l’algorithme MH engendre la matrice de Markov
Pxy =

αxyqxy si x 6= y
1−
∑
z∈ χ
z 6=x
αxzqxz si x = y.
On note que Pxy ≥ 0 pour tous x, y ∈ χ et aussi
pixPxy = piyPyx.
Cette dernière propriété est appelée réversibilité. Combinée à la normali-
sation
∑
y∈χ Pxy = 1, celle-ci implique l’équilibre global (éq. (2.3.6)) ainsi
que l’unicité de pi. La chaîne générée est donc bien une chaîne de Markov
ergodique de densité stationnaire pi.
2.4 Contributions à l’article
Mes contributions au projet ayant mené à l’article au chapitre suivant :
• proposition et implémentation des nombreuses optimisations du code ;
• proposition et implémentation du raffinement de l’analyse statistique ;
• clarification de la littérature sur les différentes phases des modèles
de boucles (les divers auteurs utilisent les mêmes descriptifs pour
des modèles distincts) ;
• première version du manuscrit et participation aux versions suivantes.
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Chapitre 3
Geometric Exponents
of Dilute Loop Models
Reference: G. Provencher, Y. Saint-Aubin, P.A. Pearce and J. Rasmussen.
Geometric Exponents of Dilute Loop Models. Journal of Statistical Physics,
147(2): 315–350, 2012.
Abstract
The fractal dimensions of the hull, the external perimeter and of the red
bonds are measured through Monte Carlo simulations for dilute mini-
mal models, and compared with predictions from conformal field the-
ory and SLE methods. The dilute models used are those first introduced
by Nienhuis. Their loop fugacity is β = −2 cos(pi/κ¯) where the param-
eter κ¯ is linked to their description through conformal loop ensembles.
It is also linked to conformal field theories through their central charges
c(κ¯) = 13 − 6(κ¯ + κ¯−1) and, for the minimal models of interest here,
κ¯ = p/p ′ where p and p ′ are two coprime integers. The geometric expo-
nents of the hull and external perimeter are studied for the pairs (p, p ′) =
(1, 1), (2, 3), (3, 4), (4, 5), (5, 6), (5, 7), and that of the red bonds for (p, p ′) =
(3, 4). Monte Carlo upgrades are proposed for these models as well as sev-
eral techniques to improve their speeds. The measured fractal dimensions
are obtained by extrapolation on the lattice size H,V → ∞. The extrap-
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olating curves have large slopes; despite these, the measured dimensions
coincide with theoretical predictions up to three or four digits. In some
cases, the theoretical values lie slightly outside the confidence intervals;
explanations of these small discrepancies are proposed.
3.1 Introduction
Geometric objects remain a central tool in the study of the critical behavior
of statistical lattice models. Some of the most natural ones are the hull of a
spin cluster, its mass, external perimeter and red bonds. Even though they
were investigated as early as in the 1970’s, their role has remained central
over the years. In the 1980’s, their close ties to conformal weights of the Vi-
rasoro algebra, and more generally with conformal field theory (CFT), was
revealed starting with works by Saleur and Duplantier [102]. Since then,
the fractal dimensions of geometric objects have been studied by Coniglio
[27], Vanderzande [114], Blöte, Knops and Nienhuis [15], Batchelor, Suzuki
and Yung [8], Deng, Blöte and Nienhuis [30], Ding, Deng, Guo, Qian and
Blöte [34], Adams, Sander and Ziff [1] using a variety of methods such as
Coulomb gas, transfer matrices and Monte Carlo simulations. And in the
late 1990’s, techniques from probability theory related their properties to
that of random curves grown through stochastic Loewner evolution (SLE).
The goal of this paper is to measure, using Monte Carlo simulations, the
fractal dimensions of these objects for dilute lattice models.
Recently, Saint-Aubin, Pearce and Rasmussen [101] measured these di-
mensions for a family of lattice loop models whose continuum scaling
limit is called the logarithmic minimal models (Pearce et al. [88]). Their re-
sults gave compelling evidence for the theoretical predictions of Saleur
and Duplantier [102] and others, and confirmed the rigorous result by Bef-
fara [11] for the hull fractal dimension. Their work probed the dense phase
of loop models and the present paper can be seen as completing their work
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by considering the dilute phase.
We shall do so on another family of loop models based upon the cele-
brated O(n) model. Writing the loop fugacity as n = −2 cos pi
κ¯
, these loop
models are well defined for all real κ¯ values, and our methods apply for
arbitrary values of κ¯. Focus here is on rational values, though, for which
the fractal dimensions are rational and expressible in terms of conformal
dimensions from an extended Kac table. We furthermore believe that, for
κ¯ rational, these loop models converge to logarithmic CFTs in the contin-
uum scaling limit.
In this context, exploring the dilute models can be seen to have several
goals. First, the prediction for one of the geometric objects to be consid-
ered, the external perimeter, contains a step function (see Section 3.2.3).
This has only been explored numerically in the dense phase. And the pre-
diction for a second geometric object, the red bonds, becomes negative in
the domain of dilute models; this negative fractal dimension will have to
be understood. Second, there is a duality between dilute and dense phases
that is linked to the duality between stochastic Loewner paths (SLEκ) with
different κ’s. We shall describe this duality in Section 3.2.2. Finally, our
third goal is related to the interpretation of the predicted exponents as
highest weights of the Virasoro algebra. Minimal models are built upon
irreducible representations of the Virasoro algebra whose highest weights
are confined to the Kac table. But logarithmic models such as the loga-
rithmic minimal models have conformal weights in a larger set (see also
Section 3.2.2), usually known as the extended Kac table, to which the pre-
dicted fractal dimensions belong.
Beside the intrinsic value of checking theoretical predictions through
experiments or, in the present case, Monte Carlo simulations, such checks
often lead to improvements in the techniques of (numerical) experimenta-
tion. Together with Potts models, the XXZ Hamiltonian and other spin lat-
tice models, dilute loop models are of great theoretical value. But, because
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the Boltzmann weights of loop models require the counting of the number
of loops in a configuration, a task that is highly non-local, simulations of
these loop models remain difficult. The classical algorithms, like that of
Swendsen and Wang [113], usually do not apply to them. There has been
progress to extend these cluster algorithms to larger families of models,
e.g. by Chayes and Machta [25], Deng, Garoni, Guo, Blöte and Sokal [31]
and Liu, Deng and Garoni [74] but, unfortunately, some loop models re-
main without efficient algorithms. One of the outcomes of the present pa-
per is the proposed upgrade algorithm and its variants that curtail signif-
icantly the difficulties of visiting large non-local objects, like loops whose
size is commensurate to that of the lattice.
This paper is organized as follows. The next section recalls the defi-
nition of the O(n) model and characterizes the interval of the parameter
that will lead to their dilute phase. The definition of the geometric frac-
tal dimensions for the hull, external perimeter and red bonds are given
with their theoretical predictions. Section 3 describes difficulties inherent
to measuring geometric exponents on dilute models: the area associated
to the various states of boxes, the important boundary effects and the dis-
tribution of the defect’s winding number. Section 4 presents the results
and discusses some of their shortcomings, while section 5 contains some
concluding remarks. Technical details are gathered in the appendices: the
Monte Carlo algorithms are described in appendix A, and the statistical
analysis in appendix B. Appendix C recalls the definition of the dense loop
models used in [101].
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3.2 The O(n) model and dilute loop models
3.2.1 Loop representation
of the two-dimensional O(n) model
The two-dimensionalO(n)model is a lattice spin model, whosen-compon-
ent spins sµi , for µ ∈ {1, 2, · · · , n}, are located at each site i ∈ S of the
lattice, with S being the set of sites. The spins are constrained to live
on an (n− 1)-dimensional sphere of radius
√
n, i.e. they satisfy si · si =∑n
µ=1 s
µ
i s
µ
i = s
µ
i s
µ
i = n. As indicated, no summation is implied on Latin
letters.
On the honeycomb lattice
The partition function of this model on a domain of the honeycomb lattice
is defined asZ = Tr
[∏
〈ij〉 e
xs
µ
i s
µ
j
]
where the product is taken over all lattice
edges, written 〈ij〉, and x is the inverse temperature. (See for example
Dubail, Jacobsen and Saleur [38].) The high-temperature expansion, that
is for x small, is given by
Z = Tr
[∏
〈ij〉
(
1+ xsµi s
µ
j
)]
. (3.2.1)
The trace operator
Tr
[
Λ(si1 , si2 , . . . )
]
= C
{∏
i∈S
∫
Rn
δ
(
sµi s
µ
i − n
)
dsi
}
Λ(si1 , si2 , . . . ), (3.2.2)
with C a normalization factor, allows to compute the expectation value of
an arbitrary function Λ of the spins. It may be normalized such that the
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following properties hold:
Tr [1] = 1
Tr
[
sµi s
ν
j
]
= δijδ
µν (3.2.3)
Tr [sµi ] = Tr
[(
sµi
)3]
= Tr
[(
sµi
)5]
= · · · = 0.
In this case, the normalization factor is given by C =
[
npi
2Γ(n2+1)
]−|S |
with
|S | the number of sites in the domain. With these properties, the partition
function (3.2.1) becomes a sum on all configurations with non-intersecting
loops. This is so because only cyclic terms of the form xksµ1i1 s
µ1
i2
sµ2i2 s
µ2
i3
· · · sµkik sµki1
survive the trace, yielding a weight nxk for the configuration. Applying
these rules leads to the celebrated loop partition function
Z =
∑
L
xXnN (3.2.4)
for the O(n) model on the honeycomb lattice. The sum is taken over all
lattice configurations L of non-intersecting loops. Here X and N are re-
spectively the total number of monomers (bonds) and the total number of
loops of the configuration. The parameters x and n play accordingly the
roles of bond and loop fugacity. The loop representation (3.2.4) describes a
larger family of models than the spin representation (3.2.1) because nmay
take real values, not only positive integer ones.
On the square lattice
The trace operator (3.2.2) forbids the presence of terms of odd powers in sµi ,
so diagrams of intersecting or open loops are impossible in any L on the
honeycomb lattice. But loop intersections may occur in the O(n) model
(3.2.1) on the square lattice, because terms like x4(sµi )
4 are possible there
and non-zero in general. The square-lattice O(n) model we are interested
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in is not equivalent to (3.2.1), although it is quite similar, and was first
defined by Nienhuis [84]. This model is defined on the square lattice, pos-
sesses a partition function similar to (3.2.4) and has no intersecting loops.
The spins of the model are located on the edges of the square lattice and
there is now three interaction constants: u, v, andw. These parameters are
understood to include the inverse temperature. As for the previous model,
the spins are constrained by sµi s
µ
i = n and the partition function is defined
as
Z = Tr
[∏
〈i,j,k,l〉
Q(si, sj, sk, sl)
]
(3.2.5)
where the product is taken over all lattice faces 〈i, j, k, l〉 with i, j, k and l
the spins surrounding the face in fixed order (say clockwise). The Boltz-
mann weight Q is of the form
Q(si, sj, sk, sl) = 1+ u(si · sj + sj · sk + sk · sl + sl · si) + v(si · sk + sj · sl) +
w
[
(si · sj)(sk · sl) + (sj · sk)(sl · si)
]
.
Note that all possible pairings of the face spins appear except (si · sk)(sj ·
sl), which would allow for intersecting loops. The trace operator Tr in
(3.2.5) is defined again by (3.2.2). Note that the model is given here at the
isotropic point, a simplification first given by Blöte and Nienhuis [14].
Using the properties (3.2.3) of the trace, the partition function (3.2.5)
becomes
Z =
∑
L
unuvnvwnwnN. (3.2.6)
As before, L is the set of non-intersecting loop configurations and nu, nv
and nw are respectively the numbers of u, v and w type faces (see Fig-
ure 3.1) in the configuration, and N is still the total number of loops in L.
Again, n is the loop fugacity while u, v and w are the weights of each face
type. In Blöte and Nienhuis [14], the set of critical points is divided into
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1 u v w
Figure 3.1: The Boltzmann weight of the nine possible faces.
five non-equivalent branches parametrized by n. We are interested in two
of them here, corresponding respectively to the dilute and dense phases.
They are both parametrized by
u =
sin 2λ sin 3λ
2
sin 2λ sin 3λ+ sin2 3λ
2
v =
sin2 3λ
2
sin 2λ sin 3λ+ sin2 3λ
2
w =
sin λ
2
sin 3λ
2
sin 2λ sin 3λ+ sin2 3λ
2
n = −2 cos 4λ,
(3.2.7)
with the crossing parameter λ constrained by 0 ≤ λ ≤ pi
4
or pi
4
≤ λ ≤ pi
2
for
the dilute and dense phases, respectively. Note that, in both phases, the
parameter n covers the range [−2, 2] once. The weight of the empty face is
normalized to 1 for all λ. The original weights given in Blöte and Nienhuis
[14] can be obtained by replacing λwith 1
2
(pi− θ) in (3.2.7).
It is useful to recall the full weights of the dilute loop models [84] by
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including the spectral parameter here indicated by u^ to distinguish it from
the weight u that appears in (3.2.7) and Figure 3.1. The weight of the
empty face is
1+
sin u^ sin(3λ− u^)
sin 2λ sin 3λ
while
u1 = u3 =
sin u^
sin 3λ
, u2 = u4 =
sin(3λ− u^)
sin 3λ
v =
sin u^ sin(3λ− u^)
sin 2λ sin 3λ
(3.2.8)
w1 = −
sin u^ sin(λ− u^)
sin 2λ sin 3λ
, w2 =
sin(2λ− u^) sin(3λ− u^)
sin 2λ sin 3λ
where the weights of the faces in the second and fourth columns in Fig-
ure 3.1 are labeled from below by u1, u2, u3, u4 andw1, w2, respectively. At
the isotropic point u^ = 3λ/2, these weights reduce to the ones in (3.2.7)
after rescaling them to get the weight 1 for the empty face.
Early on, Nienhuis and Blöte [14] were able to obtain the central charge
and the critical exponents of these dilute models. Since then it has been
argued that they are described by Schramm-Loewner evolution (see, for
recent accounts, [54] and [38]). But mathematical proofs of geometric ex-
ponents remain very limited. Beffara [11] has computed rigorously the
fractal dimension of an SLEκ path (see below, eq. (3.2.16)). Specifically, to
prove that lattice models are described by SLEκ for some κ, one has first to
prove that their continuum scaling limit is actually conformally invariant.
There are currently only a limited number of such proofs, including the
one by Kenyon for domino tilings (dimers) [64] and those by Smirnov for
percolation [108] and the Ising model [110]. Recent techniques might be
applicable to the family of dilute models as Duminil-Copin and Smirnov
[39] point out in the open problem section of their recent review.
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3.2.2 Dilute loop models
The descriptions of physical systems through spin, Potts and loop models
usually have different transfer matrices. One striking difference is the di-
mensions of the vector spaces upon which the spin or loop transfer matri-
ces act; these dimensions are not equal. It is therefore not surprising that
different continuum scaling limits may coexist for the same model, de-
pending on the spin or loop description under study. By studying a dense
loop representation of a family of models, different from the one used here,
Pearce et al. [88] found that some of the associated transfer matrices ex-
hibit nontrivial Jordan blocks. They subsequently argued that this gives
rise to logarithmic CFTs in the continuum scaling limit and labeled a two-
parameter family of such limits by LM(p, p ′), for logarithmic minimal mod-
els, where p and p ′ are positive coprime integers (see appendix 3.C). Simi-
larly, we believe that logarithmic CFTs arise in the continuum scaling limit
of the loop models defined by (3.2.6)–(3.2.8). We label the corresponding
two-parameter family of continuum scaling limits as DLM(p, p ′), for di-
lute loop models, where p and p ′ are as above. One way to justify the prefix
“dilute” is by the visual aspects of the loop configurations, as opposed to
those of logarithmic minimal models based on the dense loop models in
which only w-type faces are admissible. See Figure 3.2 for typical config-
urations of DLM(p, p ′) and appendix 3.C for one of LM(p, p ′).
Because loops in both the dense and dilute phases of DLM(p, p ′) are
likely to be related to conformal loop ensembles CLEκ (see Camia and
Newman [20], Werner [119], Sheffield [107]), the relationship between the
pair (p, p ′), the parameter κ (or κ¯ = κ/4) and the crossing parameter λ
needs to be given. The CFT underlying DLM(p, p ′) has central charge
c = c(κ¯) = 13− 6
(
κ¯+
1
κ¯
)
, where κ¯ =

p
p ′ in the dilute phase
p ′
p
in the dense phase
(3.2.9)
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and conformal weights
∆r,s = ∆r,s(κ¯) =
(κ¯r− s)2 − (κ¯− 1)2
4κ¯
, r, s = 1, 2, 3, . . . (3.2.10)
The usual duality κ↔ 16
κ
of CLEκ here becomes κ¯↔ 1κ¯ and implies
c
(
1
κ¯
)
= c(κ¯) and ∆r,s
(
1
κ¯
)
= ∆s,r(κ¯). (3.2.11)
The link between DLM(p, p ′) and the O(n) model is completed by the
expression of λ in terms of κ¯:
λ(κ¯) =
pi
2
(
1−
1
2κ¯
)
. (3.2.12)
This form for λ(κ¯) is due to our choice of parametrization in (3.2.7); one
can also find λ(κ¯) = pi
4κ¯
in the literature.
In terms of κ¯, the dilute and dense branches correspond to
1
2
≤ κ¯ ≤ 1, dilute phase,
1 ≤ κ¯ ≤∞, dense phase. (3.2.13)
Moreover, we shall henceforth rename the loop gas fugacity n by β:
β = −2 cos 4λ = −2 cos
(pi
κ¯
)
. (3.2.14)
The duality κ¯ ↔ 1
κ¯
and its implication (3.2.11) suggest that the dense
and dilute phases ofDLM(p, p ′) are dual to each other. There also exists a
link between DLM(p, p ′) and LM(p, p ′), which is twofold. To appreciate
these dualities and links, we say that two models belong to the same uni-
versality class if they have the same central charge and share the same Kac
table of conformal weights ∆r,s(κ¯); this is typical of what is found in the
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CFT literature. (At this point, we do not require, or even address, that the
models are based on the same set of representations with identical Jordan-
block structures.) First, it is easy to see that the dense phase ofDLM(p, p ′)
lies in the same universality class as LM(p, p ′) since, for a given pair
(p, p ′), both models have the same κ¯ (eq. (3.2.9)), and thus the same central
charge c and Kac table. Second, the dilute phase of DLM(p, p ′) belongs
to the same universality class as LM(p ′, p). This is also obvious since, by
inverting p↔ p ′ in the definition of κ¯ in the logarithmic minimal models,
one falls back to the κ¯ of the dilute phase of DLM(p, p ′). Consequently,
the conformal weights and the central charges are also equal in these mod-
els.
This equivalence has been known for a while: Duplantier [41, 42] used
the Coulomb gas picture to discover a correspondence between the loop
representation of the O(n) model and the Fortuin-Kasteleyn (FK) repre-
sentation of the n2-Potts model, which is valid for both the dilute and
dense phases, when n is in the physical regime, that is n ∈ [0, 2]. Since
LM is built upon the FK representation of the Potts model and DLM on
the O(n) model, the equivalence merely appears by inheritance.
The principal series, i.e. models with p ′ = p + 1, of the dilute loop
models are
dense phase of DLM(p, p ′) :
κ¯dense =
p ′
p
=
{
2, 3
2
, 4
3
, 5
4
, 6
5
, . . . , 1
} ↔ {polymers, percolation, Ising, tricriti-
cal Ising, 3-Potts, . . . , 4-Potts
}
dilute phase of DLM(p, p ′) :
κ¯dilute =
p
p ′ =
{
1
2
, 2
3
, 3
4
, 4
5
, 5
6
, . . . , 1
} ↔ {polymers, percolation, Ising, tricriti-
cal Ising, 3-Potts, . . . , 4-Potts
}
.
(3.2.15)
In the case ofDLM(1, 1), p and p ′ are strictly speaking not coprime. How-
ever, as indicated in (3.2.15), the model can be viewed as arising from the
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limit p → ∞ of the principal series, for which p and p ′ are coprime. For
our purposes, though, it suffices to simply set p = p ′ = 1.
The models in (3.2.15) are named according to their universality class.
For instance, it is well known that the Ising model belongs to the universal-
ity class of c = 1/2; this is why the models with κ¯dense = 4/3 (βdense =
√
2)
and κ¯dilute = 3/4 (βdilute = 1) are both called “Ising model” here. This
might be confusing however since, in the O(n) model literature, one re-
serves that name for O(n = β = 1), for both the dilute and dense phases.
The dense phase corresponds to the Fortuin-Kasteleyn description of the
Ising model where β2dense = 2 is to the number of ways to choose the iden-
tical spins within a connected component of the FK graph surrounded by
a closed loop. For comparison, a typical configuration for both phases of
DLM(3, 4) is shown in Figure 3.2.
(a) Dense phase configuration. (b) Dilute phase configuration.
Figure 3.2: Typical configurations on the 32×32 cylinder for the dense and
dilute phases of DLM(3, 4) with βdense =
√
2, βdilute = 1, and c = 1/2 for
both. Note the large loop in the dilute configuration. In both phases, such
large loops often occur.
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Figure 3.3: The three observables. This figure was created specifically for
the purpose of illustration and not randomly generated for a particular
model.
3.2.3 Geometric fractal dimensions
The hull perimeter, or simply hull, is defined as the set of all outer bound-
ary sites of a cluster (see Grossman and Aharony [48]). Since here there
are no clusters, but only loops, this interpretation has to be adapted to the
present models. To do this, we use the same trick as in [101] where it was
applied to the LM models. We thus consider that the loops present in
DLM configurations are Peierls contours of clusters of spins living on the
lattice sites. Moreover we shall choose the boundary conditions such that
at least one loop enters one of the boxes in the top row and exits in one of
the bottom rows. This “loop” must then cross vertically the whole lattice
and measurements can be done on this single object instead of taking av-
erages over loops in each configuration. Such a loop will be called a defect.
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The analogy with the spin definition can then be constructed easily. The
hull for a configuration with two defects is represented in pale (yellow) in
Figure 3.3.
The external perimeter is the set of accessible outer boundary sites of a
cluster and constitutes a subset of the hull. In loop models, the external
perimeter of a given loop can be interpreted as its contour minus the set of
fjords. For dilute models, a fjord is created each time the defect bounces on
itself by using a w-type face, entrapping an area which now becomes in-
accessible to the defect. (We have borrowed the term fjord from Asikainen,
Aharony, Mandelbrot, Rauch and Hovi [6] where fjords with various gate
sizes are considered. Ours have the narrowest gate size possible.) This is
the discrete analogue of the situation where an SLE path engulfs a domain
in its hull. It is emphasized that the definition of “hull" used here is differ-
ent from the one used in SLE. The external perimeter is shown by a darker
(green) line in Figure 3.3, sitting above the paler hull.
The red bonds, also known as singly connected bonds, were first intro-
duced by Stanley [112]. They are defined as the bonds of a cluster whose
removal splits the cluster into two. If we imagine that an electrical cur-
rent is flowing through the cluster, then the “red bonds” would be the first
bonds to become red and melt, by analogy with a fuse. For loop gases on
the cylinder, the previous definition needs to be adapted. Let us consider
two clusters, percolating from top to bottom and delimited by two defects
acting as Peierls contours, as in Figure 3.3. (The cylindrical geometry is
obtained by identifying the left side with the right one.) Flipping one of
the red colored w-type faces in Figure 3.3 will create a unique “cluster"
encircling the cylinder. More generally, a red face is any w-face which, by
flipping it to its mirror-state, creates or destroys an encircling cluster. In
other words, any w-type face formed by quarter-circles coming from both
defects, is a red face. We will continue to refer to these w-faces as “red
bonds” instead of “red faces”.
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The conjectured fractal dimensions discussed in the following are taken
from [43]. Some of these expressions had been proposed before, in [102]
and others, for the FK representation of Potts models. The hull fractal di-
mension is
dh = 1+
κ¯
2
= 2− 2∆0,±1 =

2− 2∆p ′,p±1, dilute phase,
2− 2∆p,p ′±1, dense phase,
(3.2.16)
where ∆r,s is defined as in (3.2.10) even for r or s non-positive. Beffara [11]
has shown rigorously that SLEκ paths have this dimension. The fact that
the continuum scaling limit of the hull is actually an SLEκ path is known
rigorously only for a handful of κ¯ values.
The dimension of the external perimeter is conjectured to be
dep = 1+
1
2κ¯
θ(κ¯−1)+
κ¯
2
θ(1−κ¯) =

2− 2∆p ′,p±1, dilute phase,
2− 2∆p±1,p ′ , dense phase,
(3.2.17)
where θ is the Heaviside step function for which θ(0) = 1
2
. In the dilute
phase 1
2
≤ κ¯ ≤ 1, dep = dh = 1 + κ¯2 , which can be understood in terms
of CLEκ. Indeed, the dilute interval is 2 ≤ κ ≤ 4 and, for these values of
κ, it is known that the contours (loops) are almost surely simple, implying
that there is almost surely no intersection of the contour with itself. This
was shown rigorously by Rohde and Schramm [98] (see also Kager and
Nienhuis [61]).
Finally, the fractal dimension of the red bonds is conjectured to be
drb = 1+
κ¯
2
−
3
2κ¯
= 2− 2∆0,±2 =

2− 2∆p ′,p±2, dilute phase,
2− 2∆p,p ′±2, dense phase.
(3.2.18)
This fractal dimension is negative on the dilute interval. At first, one might
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think that (3.2.18) is amiss, or that it does not hold for all 1
2
≤ κ¯ ≤ 1. But
as explained in Mandelbrot [77], negative fractal dimensions may occur in
certain physical problems. We will discuss further the issue with negative
fractal dimensions in section 3.4.3.
We gather in table 3.1 these predicted values for a selection of dilute
models. One of the main goals of this paper is to verify some of these
predictions.
model (dilute phase) κ¯ β c dh = dep drb
name, DLM(p, p ′) pp ′ −2 cos piκ¯ 13− 6
(
κ¯+ 1κ¯
)
1+ κ¯2 1+
κ¯
2 −
3
2κ¯
percolation,
DLM(2, 3)
2
3 0 0
4
3 −
11
12
Ising, DLM(3, 4) 34 1 12 118 − 58
tricritical Ising,
DLM(4, 5)
4
5
√
2 710
7
5 −
19
40
3-Potts, DLM(5, 6) 56 12
(√
5+ 1
)
4
5
17
12 −
23
60
4-Potts, DLM(1, 1) 1 2 1 32 0
DLM(5, 7) 57 12
(√
5− 1
)
11
35
19
14 −
26
35
DLM(3, 5) 35 −1 - 35 1310 − 65
polymers,
DLM(1, 2)
1
2 −2 −2
5
4 −
7
4
Table 3.1: Parameters and fractal dimensions for different dilute models.
The models with β < 0 were not simulated in this work but added here
for comparison.
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3.3 Measurements of fractal dimensions of dilute
models
3.3.1 The Minkowski fractal dimension of the defect
Let S be a subset of Rd and let  be the mesh of a hypercubic lattice drawn
onRd. The Minkowski or box-counting definition of the fractal dimension
of S is given by
dS = lim
→0
lnN()
ln 1/
, (3.3.1)
where N() is the number of boxes that intersect S. In the present case,
d = 2 and R2 is replaced by a bounded subset of area A. It is natural to
introduce a function R(H,V) that measures the linear size of A in terms
of the mesh . Here H and V are the numbers of horizontal and vertical
boxes in the lattice. The simplest definition of R is given implicitly by
A =
(
R(H,V)
)2
. (3.3.2)
The Minkowski fractal dimension is then dS = lim
H,V→∞dH×VS where
dH×VS = lnN(H,V)
/(
lnR(H,V) −
1
2
lnA
)
. (3.3.3)
Of course, the numbers H and V , the area A and the mesh  are related.
For simplicity, we will use A = 1.
The definition (3.3.2) of the linear size R(H,V) is natural for studying
the defect of LM(p, p ′) (see appendix 3.C) as in [101]. Indeed, (i) each
state of a box contains precisely two quarter-circles and (ii) each box of the
lattice of area A is accessible to the defect. Neither of these two observa-
tions holds for the dilute modelsDLM(p, p ′). Beside the states containing
two quarter-circles (w-faces), there are some that contain a line segment of
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length  (v-faces) or only one quarter-circle (u-faces) or nothing at all (the
empty face). We shall use boundary conditions on the subset S that forbid
loops to reach the boundary. In this case, not all states are available for the
boundary boxes. There are therefore two problems to resolve.
The first problem is to decide the number of boxes of side  needed
to cover each box state. Should the u- and v-faces occupy the same area?
What about the w-faces? The second problem is to make the definition of
the area A precise. One could simply decide that each box of the lattice
may contain at most two quarter-circles so that A = 2HV2, where  is
the side length of a box small enough to cover one quarter-circle. But
one might want to reduce this number of boxes due to the fact that w-
faces are not allowed along the boundary. Or one can decide to define the
area as that corresponding to the number Nmax() of -boxes necessary to
cover the largest subset of the lattice that can be occupied by the defect.
The length of the longest defect, that can be drawn on the lattice, times
2 would be the total area A that any observable could possibly occupy,
leading to a maximal fractal dimension of 2. Note that the definition of the
area usingNmax depends on the answer given to the first question. In what
follows, we choose this interpretation and explore various definitions of R
in the case of the hull.
It is hoped that all reasonable choices will lead to the same fractal di-
mension for the defects in the limitH,V →∞. Still, some choices might be
more appropriate for finite lattices and the rest of this section is devoted
to see the impact of various choices on the quality of the extrapolation.
Note that the following discussion is for a strip with the boundary con-
ditions just described. However, it can easily be adapted to lattices with
cylindrical geometry.
As a first example of the various weights given to boxes crossed by
the defect, consider boxes with only one quarter-circle or a straight line
segment as half-filled, and boxes with two quarter-circles as completely
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(a) (b)
Figure 3.4: Covering of the defect for R = R(
1
2
, 1
2)
1 of a sample 8× 8 lattice.
filled. More precisely, if 2 is the area of a tile, then su = sv = 12
2 and sw =
2, where si is the area occupied by an i-face. A graphical interpretation
of this choice is given in Figure 3.4(a). If the numbers H and V are even,
the defect with maximal Nmax() covers the lattice as follows: all boxes
not touching the boundary are w-faces, while all boundary boxes but one
are u- or v-faces. The last boundary box is necessarily the empty face. We
conclude that, for this choice, the linear size R is given by
R = (HV −H− V + 3/2)1/2 . (3.3.4)
More generally, one may define the two-parameter family
R
(a,b)
1 =
(
2a(HV −H− V + 1) + b
)1/2
, (3.3.5)
valid when H and V are even, such that su = a2, sv = b2 and sw = 2a2,
with 0 < a ≤ b < 2a. Then R in (3.3.4) is simply R(
1
2
, 1
2)
1 . Figure 3.4(b)
shows the “area” covered by a defect using this correspondence. Note
that, unless a = 1
2
, 2 is not in general the area of a box.
One might also be interested in cases where b ≥ 2a > 0. Now the v-
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(a) (b)
Figure 3.5: Covering of the defect for R = R(
1
4
, 1
2)
2 of a sample 8× 8 lattice.
faces cover a larger area than thew-faces, and defects withNmax are found
in configurations different from those leading to R1. We thus define
R
(a,b)
2 =
(
2aV + b(HV −H− 2V + 3)
)1/2
. (3.3.6)
This family of coverings contains the choice su = 14
2, sv = sw = 12
2,
or R(
1
4
, 1
2)
2 , depicted in Figure 3.5. We found this covering to be another
relevant choice since it can be argued that a quarter-circle is shorter than a
straight line segment, and thus that su should be smaller than sv. Because
the range of validity of (3.3.5) and (3.3.6) do not overlap, we might as well
define
R(a,b) =

R
(a,b)
1 , 0 < a ≤ b < 2a
R
(a,b)
2 , b ≥ 2a > 0
(3.3.7)
which is valid as above only when H and V are even numbers, and for
the strip only. Although we limited our experiments in what follows to
members of (3.3.7), one could in principle extend this definition to include
the less intuitive situations where 0 < b < a or sw 6= 2su.
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1/ln R
(1/2,1)
(2/3,1)
(5/6,1)
(1,1)
(1/4,1/2)
(1/3,1/2)
(5/12,1/2)
(1/2,1/2)
Figure 3.6: Linear fits of the hull dimension d̂h
H×V
against 1/ lnR for dif-
ferent covering definitions using the model DLM(3, 4) on the square ge-
ometry. The pair (a, b) refers to R(a,b).
Figure 3.6 shows fits of the same data obtained from various definitions
of R. To do these, the numbers of u, v and w-faces were stored separately
for every configuration measured. We see that all the linear fits of dh ex-
trapolate to about 1.362 at 1/ lnR = 0. The exact value is of no importance
right now since these measurements are imprecise and the lattices used are
relatively small. It seems clear, however, that b is the important parame-
ter and that, when b = 1, the d̂h
H×V
values are closer to their asymptotic
values. For example, the two curves with R( 12 ,1) and R( 12 , 12) are far apart,
but all those with b = 1 (or b = 1/2) are bunched together: this probably
means that the v-faces play a significant role in the length of the defect. Be-
cause the results are closer to their asymptotic values for b = 1, we choose
to work with the covering (a, b) = (1, 1).
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3.3.2 Technical issues
Simulations on the cylinder
As explained before, the convergence to the asymptotic value of the fractal
dimension of the defect is very slow. Despite the improvements made to
the algorithm (cf. section 3.A.2), lattices of linear size larger than H = 512
are difficult to reach. Let us explore the cylindrical geometry using the
model DLM(3, 4), where β = 1. Since no loop counting is required in this
case, the algorithm is simpler and thus performs more Monte Carlo cycles
per second. We measured the fractal dimension of the defect on cylinders
1/ln R
Figure 3.7: Linear fits of d̂h
H×V
as a function of 1/ lnR for cylinders of
differentV/H ratio and for the square. The horizontal line marks dh = 11/8
for DLM(3, 4).
with different aspect ratios V/H ∈ {1, 2, 4, 8, 16}, where V is the number of
boxes along the symmetry axis of the cylinder. The entry and exit points of
the defect were set in columns corresponding to the azimuthal angle being
89
GEOMETRIC EXPONENTS OF DILUTE LOOP MODELS
0 and pi. For each of these ratios V/H, the hull fractal dimensions were ob-
tained for H ∈ {4, 8, 16, 32, 64, 128, 256}. The plot of linear fits with respect
to 1/ lnR is shown in Figure 3.7. Obviously, these fits are coarse. Never-
theless, it is already clear that they converge to a narrow window around
the predicted value of equation (3.2.16), dh = 118 = 1.375 (horizontal line),
as does the curve corresponding to the measurements on the square strip.
Still, none seems to aim right at 1.375. Furthermore, the cylindrical geom-
etry might not speed up the convergence towards the asymptotic value
dh.
These results call for some discussion. First, the results for the two
geometries, that of the strip and of the cylinder, behave quite differently.
On the longest cylinder V/H = 16, the d̂h
H×V
’s are significantly higher than
dh = 1.375, as opposed to those of the square geometry which are all lower,
except for H = 4. Second, boundary effects cannot be the only reason for
the difference between the two geometries. As discussed in section 3.3.2,
significant changes in dh are seen close to the boundary only in a region
whose width is a fraction of H. Therefore, the long cylinders V/H = 4, 8
and 16 should have approximately the same d̂h
H×V
’s. What we see is prob-
ably the effect of configurations with larger and larger winding number.
The defect can indeed wrap around the cylinder as it progresses along it.
Intuitively, one would think that defects winding, say, twice around the
cylinder are longer in average than those with no winding. Because the
number of configurations with large winding numbers increases with the
ratio V/H, a longer cylinder will have defects with larger d̂h
H×V
. Third,
one might be tempted to do the measurements of dh on cylinders with
V/H = 2, because the measurements for coarse meshes are slightly closer
to the predicted value and the slope for larger meshes is small. Of course,
if the choice for these cylinders was based on this reason, this would be
cheating and it is not clear that the fit over the whole range of R would be
any better since it would also require non-linear terms.
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Boundary effects and the advantage of the cylindrical geometry
We now explore the effects of the boundary on the measurements of ob-
servables. As the lines below will show, it is possible that, in a certain
limit, dh might actually be a function of the distance from the boundary.
We shall try to give a proper definition of the fractal dimension as a func-
tion of this distance, but let us first consider the effect of joining two lat-
tices with different fractal dimensions. Suppose that two square lattices of
the same linear size H are covered by different models, DLM(p, p ′) and
DLM(q, q ′) such that p
p ′ 6= qq ′ , whose defects have dimension dh1 and dh2,
respectively, with dh1 > dh2. And consider configurations on a new lattice,
obtained by joining the two above. Which β should give the weight of the
loops that overlap the two sublattices? This is a subtle problem and, for
the sake of the present argument, it might be enough to confine loops to
either sublattices. For sufficiently large V and H, the part of the defect in
the first half will be of length c1Hdh1 and c2Hdh2 in its second half, for some
constants c1 and c2. Thus, its total length is c1Hdh1
(
1+H(dh2−dh1)c2/c1
)
and the fractal dimension in the whole region is
ln
[
c1H
dh1
(
1+H(dh2−dh1)c2/c1
)]/
lnH −→
H→∞ dh1, (3.3.8)
where R is approximated by H. Note that this argument can easily be
modified to describe two lattices of unequal sizes. This shows a simple
fact about fractal dimensions: if a geometric object S is studied on a region
D ⊂ Rd of a finite lattice, then its fractal dimension dDS overDwill be equal
to dEmaxS , that is to the fractal dimension over the subregion Emax ⊂ Dwhere
it is maximal.
The present situation is slightly more complicated as dh might be vary-
ing continuously with the distance from the boundary. What does this
mean? The definition (3.3.1) applies to a subset S ⊂ R2 or to a subset S
of the cylinder as a whole. To define a “local” fractal dimension, consider
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a cylinder of fixed ratio r = length/perimeter. Let L be the length of the
cylinder and 0 ≤ l1 < l2 ≤ L and let C12 be the annulus along (or band
around) the cylinder containing points at a distance l from one extremity
with l1 < l < l2. Then one can measure dh on C12 by replacing Rd with
C12 in the discussion leading to (3.3.1). Numerical estimates of dh can be
obtained by covering the cylinder with larger and larger H × V lattices,
with r = V/H, and counting the number of intersections of the defect in a
given C12. Note that the defect can meander out of a given annulus, come
back to it, leave again, and so on; all of its intersections with C12 must
be counted. Unfortunately this fractal dimension dh = dh(l1, l2) is diffi-
cult to measure numerically. The narrowest annulus on the small cylinder
H × V = 8 × 8 already takes up one eighth of the cylinder’s length. Since
the fractal dimension is obtained as an extrapolation over several lattice
sizes, the smallest section of the cylinder where this dh(l1, l2) can be mea-
sured effectively is of length l2 − l1 = L/8 = (V)/8. Unfortunately, some
quick explorations have shown to us that a circle at a distance L/8 from the
boundary is almost free of the boundary effects. The following experiment
allows to probe boundary effects.
Let C be a circle at a fixed distance from the boundary of the cylin-
der. This circle C has (standard or fractal) dimension one. We consider
the set c ⊂ C of intersections of the defect with C. The fractal dimen-
sion dc of this set is therefore 0 ≤ dc ≤ dC = 1. It is this definition
that is used in Figure 3.8 where dc is measured as a function of the dis-
tance from the nearest extremity, in units of H. Cylinders with (H,V) =
(32, 512), (256, 512), (64, 128) and (64, 1024) were used. All the rows of the
cylinders were measured, but only those at a distance 0 ≤ l ≤ H are
shown. Moreover, only a subset of the available data is drawn; the size of
the datasets for 64× 128 and 64× 1024was reduced by a factor of 2while
the one for 256 × 512 was by 8. Two observations clearly stand out from
Figure 3.8: the fractal dimension seems to “feel” the boundary roughly
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32 × 512
256 × 512
64 × 128
64 × 1024
Distance/(Hε)
0.20
0.25
0.30
0.35
0.0 0.2 0.4 0.6 0.8 1.0
Figure 3.8: Fractal dimension of the intersections between the defect and
circlesC on cylinders (H,V) = (32, 512), (256, 512), (64, 128) and (64, 1024)
for DLM(3, 4).
up to a distance of l/(H) = 1
3
and this distance is independent of both
the ratio V/H of the cylinder and its mesh size . The following simple
argument relates dc to the fractal dimension dh of the hull.
Let N(H,V) be the number of intersections of the defect with H rows
chosen far away from the boundaries of a long cylinder. (We use the no-
tation of section 3.3.1.) Choose the circle C to be one of these H rows. On
average, there will be N/H intersections with this circle C and the fractal
dimension dc introduced above is the limit of
ln(N(H,V)/H)
lnRC(H)
asH→∞. As before, RC(H) stands for the number of “boxes” necessary to
coverC. We choose this number to be the maximal number of intersections
with C, namely 2H− 1. However, dh is the limit of lnN(H,V)/ lnRH(H,V)
where now RH(H,V) is the square root of the maximal number of intersec-
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tions of the defect with the H rows, that is approximately
√
2H2. So, for
large H’s, dh ∼ lnN/ lnH and
dc =
ln(N(H,V)/H)
ln(2H− 1)
∼
lnN
lnH
− 1 = dh − 1 =
κ¯
2
.
Since dh ∈ [1, 2], the dimension dc lies in [0, 1] as desired and, forDLM(3, 4),
dc should be 38 , very close to the value 0.37 seen in Figure 3.8.
This result suggests yet another experiment; one in which dh is mea-
sured on the annulus Cbulk which is defined for l1/L = H/(3V) and l2/L =
1 − l1/L, that is, an annulus excluding the region where boundary effects
are felt. Figure 3.9 shows the data for the measurements of dh on Cbulk for
cylinders with ratios V/H ∈ {1, 2, 4, 8}. There are four other sets of points
all converging to the same value, around 1.35. These are the measured d̂h
on the complement Cboundary of Cbulk in the cylinder. Results remain pre-
liminary as they are limited to H ≤ 256 only. But they are striking. The
finite fractal dimensions onCbulk all converge quite close to the expected 118
and all those on the complement to another lower value. These results do
not allow us to determine whether the fractal dimension on Cboundary and
that on Cbulk are distinct. Indeed, in Figure 3.8, the points for the largest
lattice (256 × 512) clearly stand over those of the other lattices when the
circle C is chosen close to the boundary. They seem to indicate that the
limit of dc is not yet reached. But even if these two fractal dimensions on
Cboundary and Cbulk were the same, these results do allow to conclude that
the rate of convergence to their asymptotic value is different. This is the
main conclusion of this long analysis.
Figure 3.9 shows how to measure efficiently any dS in the bulk when-
ever the rate of convergence of dH×VS (l) depends on the distance l from the
boundary. If we assume that the function dH×VS (l) is approximately con-
formally invariant, then the effects of the boundary will be definitely more
important for measurements on the square. To see this, map conformally
94
MEASUREMENTS OF FRACTAL DIMENSIONS OF DILUTE MODELS
1/ln R
Bulk
Boundary
Figure 3.9: Measurements of Cboundary and Cbulk on cylinders with V/H =
1, 2, 4 and 8.
the cylinder onto the disk by the exponential. Because the circumference
of the cylinder has H sites, the annulus that is at distance H/3 from the
extremity will be sent onto a circle with radius r ∼ e−2pi/3 rdisk < 0.125 rdisk.
The Schwarz-Christoffel map that sends the disk onto the square will chan-
ge slightly the form of this inner circle close to the center, but it will not
change the fact that a minute number of boxes of the square geometry
actually lie in the bulk (see Langlands, Lewis and Saint-Aubin [71]), ap-
proximately one hundredth of the total number of boxes. This precludes
obtaining a good measurement of dS in the bulk using square geometries.
Indeed, even for a 256× 256 lattice, one would have to count the intersec-
tions of the defect with a small square at the center of the lattice of about
30× 30 boxes.
We therefore propose to restrict our study to the fractal dimension dS
in the bulk, and use the cylindrical geometry to measure it, with cylinders
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of ratio V/H = 2. For simplicity and to minimize boundary effects in our
experiments, we define the bulk as the region enclosed by the annuli at
distance l1 = H/2 and l2 = 3H/2 from one of the extremities of the cylin-
der. To extend the discussion in section 3.3.1, we must seek the maximum
number Nmax of intersections the defect can have with this bulk section.
Again we assume that faces u and v count for one intersection and w for
two. For (a, b) = (1, 1), the most dense configuration has H(2H − 1) such
intersections and we define R to be the square root of this number. This
choice of the size ratio V/H = 2 and bulk region allows to use half of the
boxes for measurements with only a reasonable increase in the total num-
ber of boxes. This seems to be a good compromise.
The distribution of the winding number
ϕ = +π
α = 0
0
π
0
π
(a) Winding number α = 0.
ϕ = -π
0
π
α = 1
0
π-π
(b) Winding number α = 1.
Figure 3.10: Sample configurations with winding numbers α = 0 and
α = 1.
Recall that the entry and exit points of the defect are chosen to be at lo-
cations corresponding to azimuthal angles equals to 0 and pi, respectively.
We define the winding number α of the defect by
α(ϕ) =
pi−ϕ
2pi
, (3.3.9)
where ϕ is the azimuthal angle of the defect. A configuration will be said
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to have winding number α = 0 if the angle of the defect ϕ has increased
by piwhile going from one extremity to the other. Note that, with this def-
inition, a variation of −pi of the angle would amount to a winding num-
ber α = 1. Two sample configurations having winding numbers 0 and 1
are shown in Figure 3.10. The definition (3.3.9) is asymmetric, and rather
unpleasant. However, as will be seen soon, this asymmetry is actually
welcome. The simulations reported in the previous paragraphs 3.3.2 and
3.3.2 were done starting the thermalization with a defect with zero wind-
ing number. This has the consequence that no configurations with odd
winding numbers are considered in the Monte Carlo integration. Indeed,
the upgrade algorithm (section 3.A.1) always changes the winding num-
ber by zero or two units. For example, in Figure 3.11, the flip of the gray
box changes the winding number from 0 to 2.
Figure 3.11: The algorithm preserves the parity of the winding number.
The exclusion of all configurations with an odd winding number is a
serious problem. One could try to overcome it by measuring separately
the distributions of the defect’s length for configurations with even and
for those with odd winding numbers. For the latter, it would amount to
start with a configuration in this set. But then the determination of the dis-
tribution of the defect length for the whole space of configurations would
raise the question of the relative probability of the two sets and this seems
extremely difficult. As it turns out, this problem does not occur! Indeed,
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the probability distribution of the winding number is obviously invariant
through a mirror containing the cylinder axis, corresponding to ϕ → −ϕ.
Due to our definition, however, this symmetry sends a configuration with
winding number 0 onto a configuration with winding number 1. More
generally, configurations with winding number α are sent onto configu-
rations with winding number 1 − α and are therefore equiprobable. Note
that, if the entry and exit points had been put in the same column, that is
with the same azimuthal angle, the problem of discarding the odd or the
even configurations would have been a serious one.
-5-10
Figure 3.12: The discrete probability density of the winding number on the
V/H = 16 cylinder for DLM(3, 4).
Figure 3.12 shows the probability density function of each winding
number within its set, either even (square dots) or odd (disks), measured
on the cylinder with ratio V/H = 16 and H = 8 for the model DLM(3, 4).
It supports quite nicely the previous observation, as the two histograms
are mapped onto one another by the symmetry α ↔ 1 − α. It is inter-
esting to note also that quite large winding numbers are reached. The
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histogram box for 10 is readable, but larger winding numbers were also
reached. Pinson [90] and Arguin [5] have considered the probability of
Fortuin-Kasteleyn configurations having a given homotopy on the torus.
Their results may be applicable to long cylinders or, at least, give a reason-
able prediction for this geometry.
3.4 Results
To estimate the fractal dimension of the hull for a given lattice size, we
took m measurements, usually with m = 10 000, of the length L of the
defect in the bulk region of the V/H = 2 cylinder. Each pair of consecutive
measurements is separated by a fixed number ∆ of Monte-Carlo iterations
which varies according to the size of the lattice and the model itself. This
procedure was carried out simultaneously on n machines, with n ≥ 20,
and for cylinders with H = 8, 16, 32, 64, 128, 256, 512. The average fractal
dimension of a given cylinder of size H is then obtained by averaging the
defect’s length N(H,V) = L of equation (3.3.3) over all them× n data:
d̂h =
1
mn
n∑
j=1
m∑
i=1
lnLi,j
lnR(H)
, (3.4.1)
where R(H) =
(
2H2 − H
)1/2 in the bulk for the cylinders with V/H = 2.
The same procedure was used for the external perimeter. A typical dataset
obtained by this method is shown in table 3.2.
The extrapolated fractal dimensions of the hull and external perime-
ter for all models studied are shown in table 3.3 with their 95% confi-
dence interval. The meaning of our confidence interval is as follows: if
the experiment was repeated many times, then an average of 5 fits out of
100 would predict an average value d̂ at 1/ lnR → 0 that lies outside the
95% confidence interval of table 3.3. We see that the extrapolations are in
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H 8 16 32 64 128 256 512
d̂h 1.2772
∣∣6 1.2923∣∣4 1.3045∣∣4 1.3143∣∣4 1.3215∣∣5 1.3279∣∣7 1.3323∣∣4
Table 3.2: Hull fractal dimension measurements for DLM(3, 4) on cylin-
ders H = 8, 16, 32, 64, 128, 256, 512 with V/H = 2. The notation 1.2772
∣∣6
means that the 95% confidence interval’s half width is 0.0006 and centered
on 1.2772.
model name,
DLM(p, p ′) κ¯ β dh = dep d̂h d̂ep
percolation,
DLM(2, 3)
2
3 0
4
3 ' 1.3333 1.3328
∣∣13 1.3332∣∣19
Ising, DLM(3, 4) 34 1 118 = 1.3750 1.3757
∣∣13 1.3751∣∣15
tricritical Ising,
DLM(4, 5)
4
5
√
2 75 = 1.4000 1.4025
∣∣14 1.3986∣∣19
3-Potts, DLM(5, 6) 56 12
(
1+
√
5
)
17
12 ' 1.4167 1.4197
∣∣11 1.4119∣∣12
4-Potts, DLM(1, 1) 1 2 32 = 1.5000 1.5021
∣∣12 1.4615∣∣10
DLM(5, 7) 57 12
(√
5− 1
)
19
14 ' 1.3571 1.3592
∣∣20 1.3586∣∣26
Table 3.3: Extrapolated fractal dimensions for the hull and external
perimeter. Fits of the form β0 + β1/ lnR + β2/ ln2 R + β3/ ln3 R were con-
sidered and model testing led us to set β2 = 0 (see section 3.B.2).
good agreement with the theoretical values given by equations (3.2.16) and
(3.2.17). Still, some of the confidence intervals do not contain the theoreti-
cal values; this is especially true for the external perimeter in DLM(1, 1).
Even though the definition of the confidence interval does not imply that it
should contain the theoretical value with 95% probability, one would like
to better understand these small departures. These discrepancies for the
hull and the external perimeter will be discussed in the next subsections.
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1/ln R
(2,3)
(3,4)
(4,5)
(5,6)
(1,1)
(5,7)
Figure 3.13: Measurements of the hull’s fractal dimension against 1/ lnR,
and the corresponding fits on the V/H = 2 cylinder. The theoretical val-
ues are designated by wedges at 1/ lnR → 0. The pair (p, p ′) refers to
DLM(p, p ′).
3.4.1 The hull
The measurements and fits of the hull’s fractal dimension are shown in
Figure 3.13 for all models. The error bars are much smaller than the sym-
bols used to depict the data. According to the statistical test used (see ap-
pendix 3.B.2), the best fits are obtained for the model Y(R) = β0+β1/ lnR+
β3/ ln3 R, where β1 and β3 are real constants, R is the linear size of the lat-
tice, and β0 is a real constant to be interpreted as the fractal dimension.
Note that the necessity of a quadratic term in 1/ ln2 R is always rejected by
the statistical analysis. We do not have a straightforward explanation for
this. The Figure underlines the quality of the match between theoretical
values (3.2.16) and measured ones and also reveals some of the possible
difficulties.
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First and foremost, the data show that the d̂h’s, as functions of 1/ lnR,
are not linear and have large slopes. The smallest lattice used in the fits
has H = 8. On the interval of H covered by our measurements, just a lit-
tle more than half the distance between d̂h
H=8
and the theoretical value is
covered. More precisely, the ratio of the data span
∣∣Ŷ(R(512)) − Ŷ(R(8))∣∣
over the distance
∣∣dh − Ŷ(R(8))∣∣, averaged over all fits, is only 0.57. Even
with data for larger lattices, say H = 1024, 2048 and 4096, this ratio would
still be under 0.7. These extrapolations are obviously difficult. Second, the
fits are extremely sensitive to the non-linear terms of Y(R). According to
table 3.3 and Figure 3.13, the fits give an extrapolated fractal dimension
that slightly overshoots the theoretical one, the only exception being the
fit forDLM(2, 3). The fit forDLM(3, 4) overshoots very slightly, by about
0.0007, and the others by about 0.002. The latter are precisely those whose
graphs are the most curved. The departure from the predicted values is
even more striking for some values of the external perimeter and we shall
propose in the next subsection an experiment to better understand the sys-
tematic error caused by the extrapolation.
Of course, better estimates of dh would require data for larger lattices.
For our algorithm, the major obstacles to reach these lattices are the fol-
lowing. First, the smaller the u, v and w weights (see (3.2.7)), the slower
the simulations. The reason is that, when the algorithm steps on an empty
3× 3 block, the probability that the block remains empty ranges from 90%
for DLM(1, 1) to over 99% for DLM(5, 7). Because the functions u, v and
w increase with β, the autocorrelation function of the Monte Carlo chain
decreases faster for larger β, as there is less emptiness. Second, the de-
pendency of dh on boundary effects favored simulations on the cylinder.
But accounting for the cyclical boundary conditions slows the algorithm
by about 5%. Third, the amount of data on the lattices up to H = 256, for
β 6= 0, 1, are easily stored in the cache of the cpus used but, as H reaches
512, more traffic between the cache and the memory is needed as seen
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by the sudden decrease in the number of Monte Carlo cycles performed
per second for these larger H values. Finally, the model DLM(5, 7) is the
hardest to measure. As seen in Figure 3.13,H = 256 is the largest lattice for
it. Its fugacity β(5,7) ' 0.6180 is the lowest among the models measured,
excluding β(2,3) = 0 that has its own algorithm anyway. The u, v and w
are small and the cost of creating a loop starts to show, leading to rather
empty configurations with the problem noted above.
3.4.2 The external perimeter
The definition we used for the external perimeter is inspired by the biased
walker of Grossman and Aharony [48] and its variant for loop models
introduced in Saint-Aubin et al. [101]. Starting at one end of the cylinder,
the walker follows the left side of the defect all the way down to the other
extremity of the cylinder and, in the meanwhile, counts a unit of length
each time it encounters a u- or v-face. When it encounters a w-face made
up of two quarter-circles coming from the defect, it still counts a unit of
length, but then it does not enter the fjord created at that point, unless the
two quarter-circles possess azimuthal angles ϕ1 and ϕ2 such that |ϕ1 −
ϕ2| = 2pi. (See section 3.3.2 for the definition of ϕi.) That is, if we interpret
the defect as a chordal SLE growing from one end of the cylinder to the
other, then its azimuthal angle as it progresses along the trajectory takes
the value ϕ1 when it first crosses the w-face and ϕ2 the second time. The
only possible differences of these two values are |ϕ1 − ϕ2| = 0 and 2pi.
When the difference is 2pi, we consider that this w-face is not the entry
point of a fjord because otherwise the walker would return to its starting
point without scanning the defect in its entirety. The external perimeter
for two distinct defects is drawn in Figure 3.3.
As observed in [101], there could be more than one definition for the
external perimeter in loop models. Thus, to confirm the validity of the one
chosen, we have compared the extrapolated value obtained for the dense
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phase of DLM(2, 3) with that of LM(2, 3), previously measured in [101].
Since the two models belong to the same universality class, as explained
in section 3.2.2, the two extrapolations should be equal. For DLM(2, 3)
with the above definition, we measured 1.3368, while one finds 1.326 for
LM(2, 3) in [101]. Both measures are fairly close to each other and to the
theoretical value of dep = 4/3. We thus conclude that there is no reason to
doubt our definition.
(2,3)
(3,4)
(4,5)
(5,6)
(1,1)
(5,7)
(2,3) dense
1/ln R
Figure 3.14: Measurements of the external perimeter’s fractal dimension,
and the corresponding fitted curves, for all the previously cited models on
the V/H = 2 cylinder. The pair (p, p ′) refers to DLM(p, p ′).
The measured dimensions d̂ep for the external perimeter are shown in
table 3.3. Again, we see that the agreement with the prediction is gener-
ally good, although the results for DLM(5, 6), and particularly the one
for DLM(1, 1), are farther away from the theoretical ones than the corre-
sponding results of the hull. Nevertheless, as visible in Figure 3.14, the
fits are good enough to confirm convincingly the theoretical predictions
of equation (3.2.17), except maybe for DLM(1, 1). The latter model is in
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the equivalence class with central charge c = 1 to which also belongs the
4-Potts model. It is known that, for many models at c = 1, the scaling
of geometric objects include logarithmic terms (see for example [2]) and
thus extrapolation is predictably difficult for DLM(1, 1). Still, one would
like to better understand the systematic undershooting for this geomet-
ric exponent and, to a lesser extent, for that of the hull. We propose the
following experiment with this goal in mind.
To the Monte Carlo data for DLM(1, 1) and DLM(5, 6) that we have,
we added the point (1/ lnR, dep) = (0, dtheoep ), i.e. the theoretical predic-
tion. (This idea is not new. For example, Asikainen et al. [6] also use
fits where the theoretical fractal dimensions appear explicitly to deter-
mine their error bars.) And we fitted the new datasets with this single
additional point. According to the F-test (see appendix 3.B.2), it is now
appropriate to keep both of the terms 1/ ln2 R and 1/ ln3 R, and the coef-
ficients of Y(R) = β0 + β1/ lnR + β2/ ln2 R + β3/ ln3 R are now all signif-
icant. Visually the two fits, with and without the theoretical value, are
barely distinguishable in the range of measurements as can be seen in Fig-
ure 3.15, but they split quickly to the left of the datum corresponding to
the largest lattice. We therefore propose the following simple interpreta-
tion for the systematic departure from the predicted values: in the range
H ≤ 512, the cubic term 1/ ln3 R is large enough to conceal the quadratic
one. Without the additional (predicted) point, the F-test says that the hy-
pothesis that β2 is zero cannot be rejected. (Actually, if one includes β2,
the d̂h is similar, but the confidence interval is larger.) The fit with only
Y(R) = β0 + β1/ lnR + β3/ ln3 R is then excellent. But, with the predicted
value added, the hypothesis that β2 is zero must be rejected and the new fit
goes through all the measured d̂h
H×V
with equal precision. We made one
further check by adding, instead of the theoretical value, a set of random
points at 1/ lnR = 0.05 and 0.10 whose averages sit on the new fits of Fig-
ure 3.15 with a variance similar to the spread of the data atH = 512. The fit
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with these random points had the same properties as the one with the the-
oretical value added. The conclusion seems to be that the sizes of lattice
we used do not allow to measure properly both β2 and β3 that describe
finite-size corrections from H ' 8 to H → ∞. The values 1/ lnR = 0.05
and 0.10 correspond to lattices of size H ' 3 × 108 and 2 × 104. They are
out of reach with our algorithms!
(5,6)
(1,1)
1/ln R
Figure 3.15: Fits and measurements for the external perimeter of
DLM(5, 6) and DLM(1, 1) as well as the fits with the additional point
dtheoep at 1/ lnR = 0.
3.4.3 The red bonds
To measure the fractal dimension of red bonds, we use two defects, instead
of just one, so that the domain between them is interpreted as a proper
“cluster”. The fractal dimension is then computed by finding the number
of w-faces visited by both defects and multiplying this number by two
(see section 3.2.3). The measurement of this observable is difficult since,
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H 8 16 32 64 128 256
d̂rb 0.1315
∣∣5 −0.0243∣∣4 −0.1262∣∣7 −0.1991∣∣9 −0.2510∣∣11 −0.2941∣∣21
Table 3.4: The measured fractal dimension of red bonds for the Ising model
DLM(3, 4) on cylinders H = 8, 16, 32, 64, 128, 256with V/H = 2.
for models in the dilute phase, not even all configurations have at least a
single red bond. Moreover, the average number of red bonds is smaller
than 1. Because of this, the fractal dimension cannot be estimated using
equation (3.4.1) and we used an alternative definition that was also used
in Saint-Aubin et al. [101]:
d̂rb =
1
n
n∑
j=1
lnNj
lnR(H)
, (3.4.2)
where Nj = 1m
∑m
i=1Ni,j and Ni,j is the number of red bonds of the i-th
datum in the j-th Markov chain. The numbers m, n and R(H) have the
same meaning as in section 3.4.1.
As the data of table 3.4 attest, there are less and less red bonds in av-
erage for each lattice configuration as H,V → ∞. Because of this, we
restricted our measurements to DLM(3, 4), as it has the most efficient al-
gorithm, and confined the lattices to H ∈ [8, 256]. The difficulty is well
illustrated by the following numbers: the average value −0.2941± 0.0021
atH = 256 in table 3.4 required a total of about 1015 Monte Carlo iterations,
excluding the number of iterations needed for an adequate thermalization
of the startup lattices. By comparison, the result 1.3323±0.0004 atH = 512
for the hull required about the same number. In other words, obtaining a
measurement for the hull at H = 256 with a similar confidence interval of
±0.002 would require only about 5.5 × 1012 iterations, i.e. approximately
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1/180 times the number required in the red bonds experiment.
0.0
-0.2
-0.4
-0.6
1/ln R
Figure 3.16: Measurements of the red bonds’ fractal dimension and its
corresponding fit, for the dilute Ising model DLM(3, 4) on the V/H = 2
cylinder.
Although some of the measurements are less precise than for the other
observables, we obtained the extrapolated d̂rb = −0.621 ± 0.004, in good
agreement with the predicted value drb = −0.625 (eq. (3.2.18)). This re-
sult is surprisingly close to the theoretical value, considering the extreme
extrapolation that had to be done: the value at H = 256 remains at about
0.33 from the theoretical prediction, that is 10 times farther than the corre-
sponding value was for dep in DLM(1, 1). However, the fit gives a good
result because the curvature is gentler, and the discrepancy from linearity
is rapidly wearing off as 1/ lnR decreases. The average values as well as
the fit for this observable have been plotted in Figure 3.16.
The negative fractal dimension drb is somewhat of a novelty here, but
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can be easily interpreted. As the lattice size grows, the average number
of times the two defects touch one another decreases toward zero, and the
rate of this decrease is measured by the negative fractal dimension drb.
3.5 Concluding remarks
The agreement between the theoretical values and the measured ones (ta-
ble 3.3) is very good. It is similar in precision to that obtained in [101] for
the dense models, or even slightly better. Note that the difficulties that
had to be overcome for the dilute models were quite different from those
encountered for the dense ones. The improved quality of the geometric
exponents obtained here might stem partially from a more systematic and
finer statistical analysis (see appendix 3.B).
The proposed upgrade algorithm for the dilute models, and its variants
for the models with β = 0 and 1, was quick enough to provide very precise
measurements for lattice sizes up to H × V = 512 × 1024. Still, one feels
that, unless willing to wait for the next or the second next generation of
cpus, the algorithm proposed here has reached its practical limits. New
methods, in the direction of those proposed by Deng et al. [31], will be
necessary to probe further these models.
Acknowledgments
This work is supported by the Canadian Natural Sciences and Engineering
Research Council (Y.S.-A.) and the Australian Research Council (P.A.P. and
J.R.). J.R. is supported by the Australian Research Council under the Fu-
ture Fellowship scheme, project number FT100100774. We acknowledge
Amelia Brennan who carried out some preliminary numerical calculations
for small lattices as part of her Summer Vacation Scholarship at Melbourne
University.
109
GEOMETRIC EXPONENTS OF DILUTE LOOP MODELS
3.A Upgrade algorithms
In this appendix, we first present the upgrade algorithm common to all
the models. The subsequent subsections sketch the ideas relevant for par-
ticular models.
3.A.1 The basic algorithm
For the dense loop models LM(p, p ′), reviewed in appendix 3.C, each
box is in either one of two faces, corresponding to the two w-faces of
DLM(p, p ′). A straightforward Metropolis-Hastings upgrade can be cho-
sen as simply changing one box at a time and checking whether the usual
Monte-Carlo condition is verified. (See [101].) For the dilute loop mod-
els DLM(p, p ′), the edges of the nine possible states are not necessarily
crossed by loop segments, as is shown in Figure 3.1. Indeed, the empty
state contains no loop segments, two edges of theu- and v-faces are crossed
by a loop segment and all four edges of the w-faces are crossed. As the
loop segment must remain continuous at box interfaces, we could refine
the previous algorithm by requiring that the edges that are crossed be-
fore the change, and only those, remain crossed after the change. But then
the only effective change would be the flipping of a w-face to its mirror
face, thus preventing the algorithm from sampling over all configuration
space. Because of this, we are forced to consider changing many contigu-
ous boxes in a single upgrade step.
The upgrade step must therefore change anm×n block of boxes, with
m,n ≥ 2. First an m × n block is chosen at random in the H × V lattice
on the cylinder. Because this block has to fit entirely in the lattice, this
amounts to placing randomly the upper left box of the block in the first
V − n + 1 rows, all possibilities being weighted uniformly. Second, the
content of the m × n block is changed for another admissible block. To be
admissible, the 2(m + n) edges of the block must be crossed by a loop
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if they were in the original block, and be free of crossing if the original
edge had none. For instance, if the chosen 3 × 3 block corresponds to
Figure 3.17(a), then an admissible replacement is shown in Figure 3.17(b),
while Figure 3.17(c) shows a forbidden replacement block. The new block
must be chosen uniformly among admissible ones. Finally, the Boltzmann
weight unuvnvwnwβN of the configuration where the m × n block is re-
placed by the new choice is computed and compared with the original
one (see (3.2.6)): the Metropolis-Hastings ratio decides whether the re-
placement is to be accepted or rejected. Note that, even though the change
is limited to the block, the computation of the weight involves counting
the number of closed loops (except when β = 1) and might therefore re-
quire exploring the configuration at a large distance of the m × n block
under consideration.
(a) The chosen block. (b) An admissible re-
placement block.
(c) A forbidden re-
placement block.
Figure 3.17: The original 3× 3 block in (a) with an admissible replacement
in (b) and a forbidden one in (c).
The requirement of uniformity of the block state among admissible
ones raises a subtle problem. One might think that it is achieved by simply
choosing the face of each of them×n boxes one after the other, respecting
at each step the conditions on the perimeter. This is not the case as the next
example shows. Suppose that the m = n = 3 block to be changed is that
of Figure 3.17(a) and that the new box states will be chosen from left to
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Figure 3.18: If we chose the face of each box sequentially, then the left block
would be more probable than the right one.
right, top to bottom. If the first box to be chosen is the upper left one, three
choices are admissible: the u-face u2 that has a single west-north crossing,
and bothw-facesw1 andw2. (As in section 3.2.1, the index of the letters u,
v and w refers to the order of Figure 3.1, the bottom box being labeled by
1.) Each of these three faces will be given probability 1
3
. It is easy to check
that there are two possible replacements for the next box, and only one for
the last box of the top row. Similarly, two faces are admissible for the left-
most box of the second row. So far, twelve different fillings are possible,
each occurring with probability 1
12
. The difficulty occurs for the box at the
center. Two of the twenty-seven possible fillings are shown in Figure 3.18.
For the filling on the left, two choices are allowed: the u4 or the empty face.
But for the filling on the right, three are possible, namely the u2,w1 andw2
faces. This means that, starting from the center box, the blocks obtained
from the filling on the left will occur with probability 1
24
, and the ones
obtained from the right filling will get probability 1
36
: this violates the re-
quirement of uniformity. To assure uniformity, one has to determine first,
for a given block, the number of allowed replacements. We found it more
efficient to count beforehand these for all the possible edge configurations
of the perimeter, or boundary state, for them× n block, and actually con-
struct a list of the admissible replacements. For m = n = 3, there is a total
of 113 361 possible replacements for the 2048 boundary states. Depending
on the boundary state, there can be as little as 18 admissible replacements
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or as many as 690.
We decided to work with 3 × 3 blocks. The list of possible replace-
ments for larger blocks would take up much more memory. Moreover,
given some boundary state on the block being changed, the variations in
probability brought by tentative replacements would likely be in a wider
range and lead to a higher rejection rate. Such an argument does not hold
for 2 × 2 blocks, the smallest that allow exploration of the whole configu-
ration space, for which the list of replacements is short and the acceptance
rate is high. However, some experimentation with this shorter list shows
that the autocorrelation between upgrades, and therefore the number of
upgrades between statistically independent measurements, is very high.
We found the 3× 3 blocks to be a good compromise.
3.A.2 Improvements
The Ising model is described by the dilute phase of DLM(3, 4). Since the
loop fugacity of this model is β = 1, there is no need to know the number
of loops crossing them×n block when computing the Boltzmann weight.
This simplification greatly speeds up the algorithm because loop counting
is by far its most time-consuming component.
It is more difficult to improve the algorithm for models with β ∈ (0, 2]\
{1}. The rest of this paragraph is devoted to this problem, while the case
β = 0 will be discussed in subsection 3.A.3. One can distinguish between
models according to whether 0 < β < 1 or 1 < β ≤ 2, because models of
the first type will tend to be filled with less loops than those of the second
type. Most configurations of both types of models have large loops, some
being of length of the same order as that of the defect.
Our first attempt to compute Boltzmann weights was rather naive. We
simply followed every connected path that crosses the m × n block until
it returns to its starting point or, if the path is part of the defect, reaches
the boundary of the lattice; that works, but it is slow, especially for large
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lattices. It is slow due to the presence of the defect and, potentially, of
long loops. The problem is particularly acute for those models with large
β, e.g. the dilute phase of DLM(1, 1), because the predicted hull fractal
dimension of the defect is large and lots of loops are present.
A way of reducing the impact of the defect crossing them× n block is
to assign a time order to each edge it crosses, starting from its entry point
down to its exiting point. Because every edge crossed by the defect is then
identified in some way as belonging to it, it is possible to distinguish the
defect from a loop during loop counting. Moreover, the time ordering
allows to identify when the defect enters first the block and when it leaves
it for good. Since these two edges cannot change when going from the
original to the replacement block, it allows for quick identification of those
situations where the defect generates a loop or absorbs one intersecting the
block.
Large loops are common, some with size commensurate to that of the
defect. When them×n block selected for the upgrade is crossed by one of
these, a slowing down of the algorithm similar to that encountered for the
defect is observed. To get over this problem, we time-ordered the edges of
each loop, starting from an arbitrary edge on its path, and also assigned a
unique number to each loop. During the loop counting phase of the former
block, the number of different loops crossing the block is now obtained
very quickly: it is simply the total of different loop numbers. The time
order is useful because it allows the algorithm to know how the different
edges of the same loop or defect are connected to each other outside the
m× n block. Like for the entry and exit points of the defect, those external
connections will not change after replacement of the m× n block. So, with
this information, during the loop counting step for the replacement block,
the algorithm does not have to follow the path of the loops (or defect)
which lies outside the block since the reentry point is now known.
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3.A.3 The case β = 0
The percolation model, as described by the dilute phase of DLM(2, 3),
needs a special algorithm to be simulated efficiently since its β = 0 loop
fugacity forbids the presence of loops. It is still possible to choose anm×n
replacement block on the sole basis that it suits the boundary conditions
of the block, but then if the chosen configuration creates a loop, this choice
will have to be rejected. To get rid of this problem, we need to know what
the external connections of the block are, as described in section 3.A.2; this
information is easily retrieved if the defect is time-ordered. All that is left
to do is to choose, with uniform probability, a replacement amongst the
blocks respecting both the boundary conditions and external connections.
In Figure 3.19, an example of a possible replacement admitting no loop is
shown for a 3× 3 block on a lattice with cylindrical geometry.
(a) The block to replace. (b) An admissible replace-
ment.
Figure 3.19: A possible transition for a 3 × 3 block on the cylinder yield-
ing no loop. The first and last boundary edges crossed by the defect are
marked by pale dots, while the remaining connected edges are marked by
black ones.
To obtain a new list of replacement blocks appropriate for this model,
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Figure 3.20: Diagrammatic representation of the external connections
shown in Figure 3.19. The points are aligned by starting from the top left
edge and following the boundary clockwise.
the external connections of them× n block have to be taken into account,
so it is necessary to be able to enumerate them all. To do so, one may
use a diagrammatic representation, an example of which can be seen in
Figure 3.20. This example of a diagram corresponds to the external con-
nections of Figures 3.19(a) and 3.19(b). Under this representation, the
connected edges are linked pairwise by arches, and the entry and exit
edges of the defect in the block, depicted by pale dots in the figures, are
linked at infinity by vertical lines. The linking arches may not cross each
other, but they may go “under” the vertical lines, that is without inter-
secting them, as the defect may wind around the cylinder without self-
intersecting. For given block boundary conditions, consisting of p con-
nected and 2m+ 2n− p unconnected edges, there are
Ep =
1
2
p(p− 1)Cp−2, (3.A.1)
different external connections, where Ci =
(
i
i/2
)
−
(
i
i/2−1
)
. To obtain the
new list of replacements, one must first fix the boundary conditions and
external connections of the m × n block and then, using the list of sec-
tion 3.A.1, check whether any of the suggested replacements yields loops;
those that do not generate loops belong to the new list. This testing has
to be repeated for all possible external connections matching these fixed
boundary conditions. Finally, repeating this process for all 2048 boundary
conditions completes the list of replacements. For a 3 × 3 block, we find,
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using equation (3.A.1), a total of
N =
12∑
i=2
i even
(
12
i
)
Ei = 144 408
different external connections, leading to a list of over 3.8 × 106 replace-
ments. This is to be compared with the 113 361 possible replacements of
the standard β > 0 list.
When the β = 0 algorithm steps on an empty m × n block, nothing
can be done since loops are not allowed, and so the algorithm skips this
block and chooses a new one. According to equation (3.2.7), the β = 0,
or λ = pi/8, model is the most diluted of all the β ≥ 0 models. That
is, the ratios of the u, v and w weights with that of the empty face are
at their smallest. Empty blocks therefore occur frequently for β = 0 and
the present algorithm takes advantage of this. Even though the β = 0
algorithm is involved and its list of replacements is heavy, it is the second
fastest algorithm, second only to the one for β = 1. By second fastest we
mean that the algorithm for β = 0 computes in average the second most
Metropolis-Hastings iterations per second.
3.B Statistics
In this section, we explain the procedures we used to obtain warm-up in-
tervals, the statistical formulas we used to obtain the confidence intervals
on measurements, and the extrapolation procedure.
3.B.1 Warm-up interval
The warm-up interval, or burn-in period, is the average number of Monte
Carlo cycles needed to attain thermalization. To find a reliable warm-up
interval for each of the models DLM(p, p ′), one may use the standard
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procedure (see Fishman [44] for instance). From anyH×V lattice configu-
ration, start the Monte Carlo algorithm for n independent Markov chains
and take m measures of the length L of the defect in the bulk. Each mea-
sure is to be separated from the next one by ∆ Metropolis-Hastings (MH)
cycles. Finally, plot the measurements, averaged on these n chains, against
m: the abscissa where the average values stabilize provides a warm-up in-
terval.
Figure 3.21: Average defect length L in the bulk as a function of the num-
ber of measures for aDLM(3, 4) 512×1024 lattice on the V/H = 2 cylinder.
This plot was realized for n = 20,m = 1000 and ∆ = 200× 106.
The approximate point of thermalization for DLM(3, 4) on the cylin-
der of size H = 512 and V = 1024 is represented in Figure 3.21 by a verti-
cal line at m = 400. After that point, the average value fluctuates around
L = 6500 which, according to equation (3.3.3) with R =
√
523 776 ' 723.7,
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corresponds to dH×Vh = 1.33. This is to be compared with the final measure-
ment of table 3.2, d̂h
H×V
= 1.3323 ± 0.0004. To illustrate the reliability of
this thermalization point, we plotted two datasets in Figure 3.21: the dark
one corresponds to a set of measures started from a configuration having
the smallest possible defect length in the bulk, that is L = Lmin = 512, while
the light one corresponds to a set started from the maximal defect length
L = Lmax = R
2 = 523 776.
3.B.2 Statistical analysis
We give the details here of the methods used for obtaining confidence in-
tervals on the different measures, on how the linear regressions, or fits, of
the data were done, and also what processes were used to discriminate
between a good and a bad linear regression. For more details on these
subjects, see Draper and Smith [36].
Confidence interval
For an experiment consisting of n independent Markov chains, e.g. n com-
puters or processes, and a total of m measurements Qi,j per chain, where
i labels the chain and j the datum, the unbiased estimator of the expected
value E[Q] = Q of an observable Q is given by the grand sample average
Q̂ =
1
n
n∑
i=1
Qi,
where Qi =
1
m
∑m
j=1Qi,j is the average value of the i-th Markov chain. To
obtain a confidence interval on Q̂, we first need to compute the unbiased
sample variance
σ̂2 =
1
n− 1
n∑
i=1
(
Qi − Q̂
)2
.
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In this work, some of the observables dH×VS were measured with a small
number n of Markov chains (n ∼ 20). In these cases, it is better to replace
the approximate 95% confidence interval 2σ̂/
√
n by the correct[
Q̂− τn−1(0.95)
σ̂√
n
, Q̂+ τn−1(0.95)
σ̂√
n
]
, (3.B.1)
where τn−1 is the inverse Student t-distribution with n− 1 degrees of free-
dom. For n = 20 observations, the factor τ19 of equation (3.B.1) equals
approximately 2.093.
Linear regression
The estimated fractal dimension of the different observables in the contin-
uum scaling limit, as R → ∞ in (3.3.3), is obtained by extrapolating the
linear regression of the measurement data acquired at finite R’s. For an
experiment of n1 +n2 + · · ·+n` ≡ n total measures (sample points) of the
observable, with ni the number of measures for the i-th lattice size (e.g.
Hi = 32,Hi+1 = 64, etc.), the most general linear model with p parameters
is:
Yi = β0 + β1Xi1 + β2Xi2 + · · ·+ β(p−1)Xi(p−1) + i, (3.B.2)
where Yi, i = 1, 2, . . . , n, are the sample points, βk, k = 0, 1, . . . , p − 1,
are parameters associated with the p independent variables Xik, and i ∼
N
(
0, σ2i
)
is the i-th random error associated with Yi. We shall be interested
in polynomial fits, for which Xij = X
j
i, with Xi = 1/ lnR(Hi, Vi). Moreover,
Yi corresponds to the measured fractal dimension dHi×ViS at R(Hi, Vi). The
equation (3.B.2) can be rewritten in matrix notation as
Y = Xβ+ , (3.B.3)
where Y and  are n×1 vectors, β is a p×1 vector, and X is a n×pmatrix.
Note that the first column of X, related to β0, is filled with 1’s. The fitted
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equation,
Ŷ = Xβ̂, (3.B.4)
is such that Ŷ = E[Y] and β̂ = E[β] are unbiased estimators of Y and β,
respectively; these are the quantities we need to evaluate.
The difficulty with the present datasets is that the observables dHi×ViS
have not been measured with the same precision, that is, their variances
depend on the size of the lattice. And when Var[] ≡ σ2V 6= σ21n, with
σ2Vij = Cov[i, j] and σ a positive constant, one cannot rely on ordinary
least squares (OLS) for obtaining an unbiased linear regression, but must
count instead on weighted least squares (WLS). In other words, if the sample
variances σ2Vii = Var[i] = Var[Yi] in (3.B.2) cannot be considered constant
throughout the dataset, one cannot use OLS. Moreover, the WLS method
may be used only if V is diagonal, i.e. if the different i are uncorrelated.
Fortunately, this is the case here as our Markov chains are independent.
The idea behind WLS is to multiply both sides of equation (3.B.3) by
the constant n × n matrix P = V−1/2, in such a way that the variance of
the transformed error P becomes constant amongst the dataset; indeed,
Var[P] = σ21n since P is symmetric. In practice, one may set σ2 = 1
since this constant is the desired variance of the transformed variable PY,
in which case V = diag
{
σ̂1
2
, σ̂2
2
, . . . , σ̂n
2}. The expressions for β̂, Var[β̂]
and Var
[
Ŷ
]
in the WLS method are obtained by replacing X with PX and
Y with PY in the usual OLS expressions. The WLS expressions are then
β̂ =
(
XᵀV−1X
)−1
XᵀV−1Y
Var
[
β̂
]
= σ2
(
XᵀV−1X
)−1
Var
[
Ŷ
]
= σ2XVar
[
β̂
]
Xᵀ.
(3.B.5)
Since we are interested in polynomial models, the last expression of (3.B.5)
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may be rewritten to yield Var
[
Ŷ
]
as a function of x:
Var
[
Ŷx
]
= σ2xᵀVar
[
β̂
]
x
= σ2
(
1, x, x2, . . . , xp−1
)
Var
[
β̂
] (
1, x, x2, . . . , xp−1
)ᵀ ≡ E(x), (3.B.6)
where Ŷx = xᵀβ̂ is the linear regression. Using (3.B.6), the 95% confidence
limits of Ŷx as a function of x is[
Ŷx − τn−p(0.95)E(x), Ŷx + τn−p(0.95)E(x)
]
, (3.B.7)
with τn−p(0.95) as in (3.B.1).
1/ln R
Figure 3.22: The sample points, the linear regression and its 95% confi-
dence limits for dh of DLM(3, 4) on the V/H = 2 cylinder.
In Figure 3.22, the results of fitting the model Yi = β0+β1Xi+β3X3i to the
dataset of the observable dh (eq. (3.2.16)) for DLM(3, 4) on the V/H = 2
cylinder are shown. The average of dh for each run at each size H × V
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is shown by a small dot. The bottom and top curves are the confidence
limits obtained by (3.B.7), and the central curve corresponds to the fit Ŷx.
The 95% confidence interval at 1/lnR = 0 is [1.3744, 1.3770], thus d̂h =
1.3757± 0.0013 (cf table 3.3).
Model testing
Once a linear regression has been obtained, it is necessary to attest its va-
lidity and quality. To do this, the popular Pearson correlation coefficient∑n
i=1
(
Ŷi − Y
)2/∑n
i=1
(
Yi−Y
)2 can be of help, but alone may lead to biased
results, as discussed in § 11.2 of Draper and Smith [36], especially if an
extrapolation from the fit is intended. To complement the correlation co-
efficient, one may use the F-test that compares different models of linear
regression for Y. To do so, we must first fix the full model that contains
all the β parameters that are sensible to use. For instance, our linear re-
gressions used a polynomial model of order 3. Higher order polynomials
would have required data on more lattice sizes. The full model is thus
Yi = β0 + β1Xi + β2X
2
i + β3X
3
i + i. (3.B.8)
Different models are then compared with the full model. The F-test is used
to verify linear hypotheses. For example, we may want to compare the qual-
ity of the fit obtained, say for a cubic model like (3.B.8) but with β2 = 0,
or an even model where β1 = β3 = 0. We might also want to test a hy-
pothesis of the form β0 + 2β1 = 4 and β0 + β1 + β3 = −1, where there are
now two relations to be satisfied at the same time. More generally, a linear
hypothesis can be written as
H0 : Rβ = r, (3.B.9)
where R is an m× p matrix providing m linear relations amongst the β’s,
where q of these restrictions are linearly independent. The m× 1 vector r
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contains the constants of them relations.
To verify such a hypothesis, both the estimator β̂r of the restricted model,
Y = Xβr + ,
β̂r = β̂+
(
XᵀV−1X
)−1
Rᵀ
[
R
(
XᵀV−1X
)−1
Rᵀ
]−1(
r − Rβ̂
)
, (3.B.10)
and the estimator β̂ of the full model are computed. Then the residual
sum of squares SSE
(
β̂r
)
and SSE
(
β̂
)
for both models are obtained. Their
estimators are defined by
SSE
(
β̂
)
=
(
Y − Xβ̂
)ᵀ(Y − Xβ̂), (3.B.11)
and similarly for β̂r. Finally, the F-test for the hypothesis (3.B.9) consists
in comparing the ratio
fH0 =
(
SSE
(
β̂r
)
− SSE
(
β̂
)
SSE
(
β̂
) )(n− p
q
)
, (3.B.12)
with the value z for which
∫z
0
F(q, n− p, x)dx = λ, where λ ∈ [0, 1] (we
chose λ = 0.95 in this work) and the F-distribution is
F(n1, n2, x) =
1
B
(
n1
2
, n2
2
) (n1
n2
)n1/2
x
n1
2
−1
(
1+
n1
n2
x
)−(n1+n2)/2
, (3.B.13)
with B(x, y) the Beta function. Now, if fH0 ≤ z then, with probability λ,
the dataset does not provide sufficient proof that H0 has to be rejected. On
the other hand, if fH0 > z, then the dataset shows that the hypothesis H0 is
implausible and should be rejected. Different scores coming from different
hypotheses concerning the same full model may be compared with each
other, the lowest score being the most plausible. We use this test to check
whether one or more of the coefficients βi could be set to zero. When this is
a possibility, we note that the estimated fractal dimension obtained from
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the restricted model is, most of the time, closer to the theoretical value
than that of the full one, and its confidence interval is also smaller. For
the dataset of the dH×Vh of DLM(3, 4), the full cubic model of (3.B.8) gives
d̂h = 1.377 ± 0.007, while it is 1.3757 ± 0.0013 for the restricted model
having the lowest score, that is the one with β2 = 0.
3.C Logarithmic minimal models
Figure 3.23: The two equally weighted faces of LM.
Here the lattice models used by Pearce et al. [88] to define the loga-
rithmic minimal models LM(p, p ′) are recalled. They were used in [101]
for simulations of the dense models. The underlying loop gas is based on
two elementary faces, illustrated in Figure 3.23. At the isotropic point, the
two faces are given an equal weight ρ1 = ρ2 which can be fixed to 1. The
partition function of the loop gas is then
Z =
∑
L
βN, (3.C.1)
where L is the set of all possible loop configurations, β the loop fugacity,
and N the number of loops in a given configuration. These models do
not correspond to a particular solution of the DLM models ((3.2.6) and
(3.2.7)) as no value of λ ∈ [−pi/2, pi/2] in any of the critical regimes found
in Blöte and Nienhuis [14] yields u = v = 0,w 6= 0 and no empty face. The
simulations in [101] were done on a cylinder. The boundary conditions
consisted in half-circles added at the extremities of the cylinder, as shown
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in Figure 3.24. Note that, with these boundary conditions, there are |L| =
2H×V possible configurations.
Figure 3.24: An example of an 8× 8 configuration on the cylinder.
It is these lattice models whose continuum scaling limit was given the
name of logarithmic minimal models LM(p, p ′). Their loop fugacity is
given by β = −2 cos
(
pi
κ¯
)
with κ¯ = p ′/p and they are believed to be de-
scribed by logarithmic CFTs whose central charge and conformal weights
are given by (3.2.9) and (3.2.10). For appropriate boundary conditions on
a strip, the logarithmic minimal model LM(2, 3) with β = 1 is equivalent
to bond percolation on the square lattice.
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Chapitre 4
La chaîne XXZ
et les algèbres de Temperley-Lieb et Uqsl2
4.1 La chaîne de spins XXZ
Le modèle d’Ising, tel que défini à la section 1.1.3, a été conçu dans le
but de décrire un système magnétique d’un point de vue classique. Un
autre modèle de grande importance, où des effets quantiques sont pos-
sibles, est le célèbre modèle de Heisenberg quantique. Défini par Heisenberg
[51] en 1928, celui-ci est constitué de n spins 1
2
plongés dans un champ
magnétique externe h et interagissant entre plus proches voisins via l’ha-
miltonien
H = −
1
2
n∑
i=1
(
Jx σ
x
iσ
x
i+1 + Jy σ
y
i σ
y
i+1 + Jz σ
z
iσ
z
i+1 − hσ
z
i
)
,
où Jx, Jy et Jz sont des paramètres d’interaction. Les états du système sont
compris dans l’espace vectoriel ⊗nC2 = C2 ⊗ · · · ⊗ C2 = C2n . Les ma-
trices σxi , σ
y
i et σ
z
i sont définies à partir des matrices de Pauli σ
x = ( 0 11 0 ),
σy =
(
0 −i
i 0
)
et σz =
(
1 0
0 −1
)
, insérées comme i-ème facteur dans le produit
tensoriel :
σx,y,zi = 12 ⊗ · · · ⊗ 12 ⊗ σx,y,z ⊗ 12 ⊗ · · · ⊗ 12.
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Les conditions du modèle d’Heisenberg sont périodiques (σx,y,zn+1 = σ
x,y,z
1 ) :
les spins de la chaîne sont disposés en un cercle.
La version du modèle de Heisenberg qui concerne cette thèse est dé-
crite par l’hamiltonien (Alcaraz, Barber, Batchelor, Baxter et Quispel [4],
Pasquier et Saleur [86])
HXXZ(q) =
1
2
(q− q−1)
(
σz1 − σ
z
n
)
+
n−1∑
i=1
(
σxiσ
x
i+1 + σ
y
i σ
y
i+1 +
1
2
(q+ q−1)σziσ
z
i+1
)
=
1
2
n−1∑
i=1
(
(q+ q−1)12n − 4Ei
)
(4.1.1)
avec Ei = 12 ⊗ · · · ⊗ 12 ⊗ E⊗ 12 ⊗ · · · ⊗ 12 et
E =

0 0 0 0
0 q−1 −1 0
0 −1 q 0
0 0 0 0
 . (4.1.2)
Ce modèle porte le nom de chaîne de spins XXZ, pour souligner l’aniso-
tropie de l’interaction en z. Les conditions aux limites de la chaîne sont
libres mais les spins σ1 et σn sont affectés par le champ de « surface »
1
2
(q−q−1)(σz1−σ
z
n). La chaîne XXZ est intimement liée au modèle de Potts
quantique (Henkel [52]), lui-même relié au modèle de Potts régulier (voir
section 1.3.1). Lorsque q est une racine de l’unité associée à l’entier p de la
forme q = eipi/p avec p > 2, de nombreux résultats numériques et théo-
riques (par exemple, Alcaraz, Barber et Batchelor [3] et Pasquier et Saleur
[86]) suggèrent que ce modèle correspond, dans la limite n → ∞, à une
théorie des champs conformes de charge centrale
c = 1−
6
(p− 1)p
.
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Une telle charge caractérise le modèle minimalM(p − 1, p) (voir section
1.5.6). Plus récemment, un lien entre les chaînes quantiques dont l’hamil-
tonien est non-diagonalisable et les théories logarithmiques de champs
conformes a été proposé (Read et Saleur [95], Bushlanov, Feigin, Gainut-
dinov et Tipunin [19]). L’hamiltonien HXXZ(q), évalué en q une racine de
l’unité, est un exemple d’une telle chaîne. L’article au chapitre 5 met ceci
en évidence. L’étude du modèle XXZ est ainsi liée à la compréhension des
phénomènes critiques bidimensionnels.
Le spectre de l’hamiltonien (4.1.1) peut, formellement, être obtenu à
partir de la méthode de l’ansatz de Bethe (Babelon, Vega et Viallet [7], Braak
et Andrei [17], Nepomechie [83]), une technique qui exprime les valeurs
propres (et vecteurs propres) en termes d’équations algébriques. En pra-
tique cependant, les solutions explicites pour ces équations demeurent in-
connues. Toutefois, des solutions numériques peuvent être obtenues effi-
cacement par cette méthode (voir par exemple Alcaraz et coll. [4]).
Lorsque le paramètre q est réel, l’hermiticité de la matrice (4.1.2) garan-
tie que le spectre de HXXZ soit réel. Mais si q est complexe, alors l’hamil-
tonien n’est plus hermitien en général. Pour q une racine de l’unité, des
expériences numériques laissent pourtant croire que le spectre est bien
réel. Cette question est importante puisqu’une théorie quantique, physi-
quement viable, doit faire intervenir des niveaux d’énergie réels. Récem-
ment, Korff et Weston [67] sont parvenus à montrer, par des considérations
purement algébriques, qu’une partie des valeurs propres de (4.1.1) sont
réelles pour une telle valeur de q, sans toutefois pouvoir conclure pour
l’ensemble du spectre.
La réalisation de l’article au chapitre 5 a été motivée par ces questions.
Dans cet article, nous nous intéressons à la décomposition en somme di-
recte de l’espace vectoriel ⊗nC2 sur lequel la chaîne XXZ agit naturelle-
ment. Ceci est possible puisque les matrices Ei, introduites en (4.1.1) et
(4.1.2), définissent la représentation d’une algèbre abstraite sur cet espace.
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La section qui suit viendra clarifier cette observation. Un condensé des
notions algébriques pertinentes à la lecture de cette section et du prochain
chapitre sont présentées à l’annexe A.
4.2 Algèbres TLn et Uqsl2
4.2.1 L’algèbre TLn et la chaîne XXZ
À la section 4.1, nous avons exprimé l’hamiltonien de la chaîne XXZ comme
une somme de matrices Ei obtenues par produit tensoriel de matrices iden-
tités 12 et de la matrice
E =

0 0 0 0
0 q−1 −1 0
0 −1 q 0
0 0 0 0
 .
Ces matrices constituent une représentation de l’algèbre de Temperley-Lieb
(TL) sur ⊗nC2, l’espace des états de la chaîne, qu’on peut alors considérer
comme un TL-module. L’algèbre abstraite est définie formellement dans
l’article. Voici un résumé de ces définitions.
L’algèbre TLn est une C-algèbre engendrée à partir d’un ensemble de
n − 1 éléments, {e1, . . . , en−1}, appelés générateurs, ainsi que de l’unité 1TL.
La multiplication des éléments ei est soumise aux règles suivantes :
e2i = βei, β = q+ q
−1,
ei ei±1 ei = ei,
ei ej = ej ei, |i− j| > 1,
(4.2.1)
où q est un paramètre complexe non nul. Tous les éléments de l’algèbre
sont obtenus en multipliant des générateurs et en ne conservant que les
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combinaisons linéairement indépendantes et non-équivalentes, par rap-
port aux règles ci-dessus. Pour n = 4 par exemple, on vérifiera qu’une
base de l’algèbre est constituée des 14 éléments
1TL, e1, e2, e3, e1e2, e1e3, e2e1, e2e3, e3e2, e1e2e3, e1e3e2, e2e1e3, e3e2e1,
e2e1e3e2.
La dimension de l’algèbre est
dim TLn =
1
n+ 1
(
2n
n
)
.
En multipliant ensemble les matrices Ei de l’hamiltonien XXZ, on s’aper-
çoit que celles-ci satisfont aux règles ci-haut. En d’autres mots, l’applica-
tion ρn : TLn → End ⊗n C2 telle que ρn(ei) = Ei définit une représen-
tation1 de TLn. Comme exemple typique, vérifions la validité de la règle
EiEi+1Ei = Ei :
EiEi+1Ei = 12 ⊗ · · · ⊗ 12 ⊗ (E⊗ 12)(12 ⊗ E)(E⊗ 12)⊗ 12 ⊗ · · · ⊗ 12,
en utilisant la propriété (A⊗B)(C⊗D) = (AC)⊗(BD) du produit tensoriel.
On vérifie explicitement que le produit des matrices 8× 8,
(E⊗ 12)(12 ⊗ E)(E⊗ 12) ?= E⊗ 12,
est vrai. Ce calcul nécessite la définition du produit tensoriel :
A⊗ B =

a11B a12B · · ·
a21B a22B · · ·
...
... . . .
 , avec (A)ij = aij.
1Les règles ei 7→ Ei et 1TL 7→ 12n définissent un homomorphisme d’algèbre.
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Évidemment, pour s’assurer que ρn est bien une représentation de TLn, il
faut également s’assurer que les autres règles (4.2.1) soient satisfaites.
4.2.2 L’algèbre quantique Uqsl2
De toutes les symétries dont dispose l’hamiltonien de la chaîne XXZ, celle
décrite par l’algèbre Uqsl2, aussi appelée algèbre quantique, est sans doute
la plus remarquable. L’indice q de cette algèbre fait référence à un para-
mètre complexe non nul qui, comme pour l’algèbre de Temperley-Lieb,
fixe la structure algébrique. Ce paramètre correspond à celui de l’hamil-
tonien HXXZ(q). La C-algèbre Uqsl2, d’identité 1U, est engendrée par les
générateurs qSz , q−Sz , S+ et S−, soumis aux règles suivantes :
qS
z
S±q−S
z
= q±1S±,
[
S+, S−
]
=
(
qS
z)2
−
(
q−S
z)2
q− q−1
et qS
z
q−S
z
= q−S
z
qS
z
= 1Uq .
(4.2.2)
Pour la suite, on définira le q-nombre par
[p] =
qp − q−p
q− q−1
= qp−1 + qp−3 + · · ·+ q3−p + q1−p.
Notons que [0] = 0 et [1] = 1. De plus, [p] → p lorsque q → 1. Pour p > 1
entier, le q-nombre [p] est nul seulement si q2p = 1, qui a pour solution
q = eipil/p avec l ∈ Z. Lorsque que le paramètre prend une telle valeur,
on dira qu’il s’agit d’une racine de l’unité associée à p. Alors [rp] = 0 pour
tout r ∈ Z. Autrement, si q n’est pas une racine de l’unité, on dira qu’il est
générique. Contrairement à TLn, les règles (4.2.2) de Uqsl2 ne permettent
pas de contraindre celle-ci à un nombre fini d’éléments : la dimension de
Uqsl2 est donc infinie.
L’élément
S2 = S−S+ +
[
Sz + 1
2
]2
−
[
1
2
]2
,
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parfois appelé Casimir dans la littérature, occupe un rôle particulièrement
important au sein de l’algèbre Uqsl2. Cet élément est central dans Uqsl2,
c’est-à-dire qu’il commute avec tous les générateurs de Uqsl2 : ceci se vé-
rifie directement avec (4.2.2). Lorsque q est générique, les puissances du
Casimir engendrent tout le centre de Uqsl2.
La représentation pin : Uqsl2 → End ⊗n C2 qui intervient dans cette
thèse est construite à partir des matrices de Pauli :
pin
(
qS
z)
= qσ
z/2 ⊗ · · · ⊗ qσz/2
pin
(
S±
)
=
n∑
i=1
qσ
z/2 ⊗ · · · ⊗ qσz/2 ⊗ σ± ⊗ q−σz/2 ⊗ · · · ⊗ q−σz/2,
où σ+ = ( 0 10 0 ) et σ
− = ( 0 01 0 ) apparaissent à la i-ème position dans la somme
ci-dessus. Par des calculs similaires à ceux rencontrés pour TLn, on vérifie
que les règles de l’algèbre sont satisfaites par pin
(
qS
z) et pin(S±). La base ca-
nonique (de spins) de⊗nC2 sur laquelle ces opérateurs agissent est engen-
drée par B = {|s1s2 · · · sn〉 |si ∈ {+1,−1}}. L’opérateur pin(qSz) est diagonal
dans cette base. On notera par Wm l’espace propre correspondant à la va-
leur propre qm de pin
(
qS
z), où −n
2
≤ m ≤ n
2
. Le nombre de symboles «+ »,
n+(m) =
n
2
+m, et de symboles «− »,n−(m) = n2−m, ne change pas au sein
d’un même espace propre : il s’ensuit que dimWm = dimW−m =
( n
n/2+m
)
.
Comme espace vectoriel, ⊗nC2 peut s’écrire comme la somme directe :
⊗nC2 ∼=Wn/2 ⊕Wn/2−1 ⊕ · · · ⊕W−n/2.
L’action des opérateurs pin(S±) sur l’espace Wm envoie les vecteurs de
celui-ci dansWm±1.
La symétrie invoquée précédemment signifie ici que les matrices de
pin(Uqsl2) commutent avec les matrices Ei, pour une même valeur de q et
donc avec l’hamiltonien XXZ. Ceci se vérifie facilement par un calcul di-
rect. Un résultat plus fort, appelé dualité de Schur-Weyl quantique, affirme
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que l’ensemble de toutes les matrices de End⊗n C2 = C2n× 2n , donc de l’es-
pace de représentation, commutant avec les Ei est donné par pin(Uqsl2).
Puisque les matrices de cet ensemble commutent avec l’algèbre TLn, celles-
ci constituent des homomorphismes de TLn-modules. À partir de là, il est pos-
sible de construire les endomorphismes et, en particulier, les idempotents
sur ⊗nC2. La dualité de Schur-Weyl est donc cruciale dans la décomposi-
tion de ⊗nC2 comme TLn-module.
À la sous-section suivante, la méthode de décomposition générale est
présentée pour le cas q générique et illustrée d’un exemple pour n = 3 en
fin de section. On considère ensuite le même exemple pour le cas q = eipi/3,
une racine de l’unité associée à p = 3. Par souci de simplicité, on omettra
l’écriture de la représentation pin.
4.2.3 Un exemple de décomposition de ⊗nC2
comme Uqsl2-module
Pour q générique
La première étape de la procédure est le classement des vecteurs de spins
de ⊗nC2 selon l’espace propre de qSz auquel ils appartiennent. Dans ce
qui suit, la valeur propre qm associée à l’espace propre Wm est appelée
poids. Par exemple, les espaces propres pour n = 3 sont engendrés par les
vecteurs suivants :
W3/2 : |+++〉
W1/2 : |++−〉 |+−+〉 |−++〉
W−1/2 : |+−−〉 |−+−〉 |−−+〉
W−3/2 : |−−−〉
Un premier Uqsl2-module de la décomposition de ⊗nC2 est obtenu par
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l’application des puissances (S−)(r) = (S−)r/[r]!, avec r ≥ 0 et [r]! = [r][r −
1] · · · [1], sur le vecteur |n
2
, n
2
〉 = |+ · · ·+〉 de Wn/2 annihilé par l’action de
S+. Puisque (S−)n |n
2
, n
2
〉 ∝ |− · · ·−〉 alors, pour r > n+(n2 ) = n, on obtient
(S−)r |n
2
, n
2
〉 = 0. On peut vérifier que l’espace vectoriel de dimension n+ 1
Un/2 = span
{∣∣n
2
, n
2
〉
,
∣∣n
2
, n
2
− 1
〉
, . . . ,
∣∣n
2
,−n
2
〉}
,
où |n
2
, n
2
− k〉 = (S−)(k) |n
2
, n
2
〉, constitue un module de Uqsl2. On observe en
effet que
q±S
z∣∣n
2
, n
2
− k
〉
= q±(
n
2
−k)
∣∣n
2
, n
2
− k
〉
, S−
∣∣n
2
, n
2
− k
〉
= [k+ 1]
∣∣n
2
, n
2
− k− 1
〉
et S+
∣∣n
2
, n
2
− k
〉
= [n− k+ 1]
∣∣n
2
, n
2
− k+ 1
〉
à partir des relations (4.2.2) de l’algèbre. Ce module est irréductible, ce
qui est clair d’après les équations précédentes, puisque l’application des
puissances de S± sur un quelconque vecteur de ce module engendre né-
cessairement tout Un/2 ou donne 0. Un vecteur |j, j〉 ∈ Wj de poids qj tel
que S+ |j, j〉 = 0, c’est-à-dire appartenant à kerS+ et qui, à l’instar de |n
2
, n
2
〉,
génère un sous-module, est appelé vecteur de plus haut poids (php). On no-
tera parUj le module de plus haut poids engendré par celui-ci. Pour le cas
q générique actuellement décrit, ces modules sont toujours irréductibles.
On poursuit la décomposition en cherchant des vecteurs de Wn/2−1
pouvant générer de nouveaux Uqsl2-modules grâce aux puissances de S−.
Puisque Un/2 comporte un vecteur de Wn/2−1, c’est-à-dire |n2 ,
n
2
− 1〉, alors
( nn−1 ) − 1 vecteurs linéairement indépendants à ce dernier sont dispo-
nibles dans Wn/2−1. Et s’il s’avérait que dim(kerS+ ∩Wn/2−1) = ( nn−1 ) − 1,
alors on pourrait exprimer ceux-ci dans la base de kerS+∩Wn/2−1 puisque
S+ |n
2
, n
2
− 1〉 6= 0. Ainsi, chacun de ces vecteurs génèrerait un module
de plus haut poids. On trouve la dimension du noyau de S+ dans Wn/2
en utilisant une variante du théorème A.2.1, où les mots « module » et
« homomorphisme de module » sont remplacés respectivement par « es-
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pace vectoriel » et « application linéaire ». Considérons l’application li-
néaire S+ :Wn/2−1 →Wn/2. D’après le théorème,
kerS+ ∩Wn/2−1 ⊆Wn/2−1, imS+ = S+Wn/2−1 ⊆Wn/2
et S+Wn/2−1 ∼=Wn/2−1/(kerS+ ∩Wn/2−1)
comme espaces vectoriels. Il découle de ceci que
dimWn/2−1 = dim(kerS+ ∩Wn/2−1) + dimS+Wn/2−1.
Posons V = Un/2. Puisque S+(V ∩Wn/2−1) = Wn/2, alors dimS+Wn/2−1 =
dimWn/2 = 1 et donc
dim(kerS+ ∩Wn/2−1) = dimWn/2−1 − dimWn/2 =
(
n
n− 1
)
− 1.
La décomposition au niveaum = n
2
−1 est complétée en trouvant ( nn−1 )−1
vecteurs engendrant kerS+∩Wn/2−1 et en appliquant les puissances (S−)(r)
sur ceux-ci. En considérant maintenant S− : W−n/2+1 → W−n/2, on obtient
que kerS− ∩ W−n/2+1 est aussi de dimension ( nn−1 ) − 1. Sous l’action de
(S−)(n−2) sur chacun des ( nn−1 ) − 1 vecteurs de php, on obtient le même
nombre de vecteurs linéairement indépendants dans W−n/2+1. On peut
donc exprimer ceux-ci dans la base de kerS− ∩W−n/2+1. On obtient ainsi
( nn−1 )−1modulesUn/2−1 irréductibles de dimension n2 −1−(−
n
2
+1)+1 =
n− 1. Il est possible de montrer que ces modules sont isomorphes.
On continue de la même façon pour l’espace Wn/2−2. En définissant V
comme la somme (vectorielle) des Uqsl2-modules Un/2 et Un/2−1, on note
que dimV ∩Wn/2−2 = ( nn−1 ) et les arguments précédents impliquent que
kerS+ ∩Wn/2−2 et, de façon similaire, kerS− ∩W−n/2+2 sont de dimension
( nn−2 )−(
n
n−1 ). Chacun des éléments d’une base de kerS+∩Wn/2−2 engendre
un module isomorphe à Un/2−2 de dimension n2 − 2 − (−
n
2
+ 2) + 1 =
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2(n
2
− 2) + 1 = n − 3. Plus généralement, pour l’espace propre Wj avec
0 ≤ j < n, on trouve ( nn/2+j ) − ( nn/2+j+1 ) modules Uj isomorphes avec
dimUj = 2j+ 1. L’action des générateurs sur ces modules est donnée par
q±S
z
|j,m〉 = q±m |j,m〉 , S± |j,m〉 = [j±m+ 1] |j,m± 1〉
et S+ |j, j〉 = S− |j,−j〉 = 0.
(4.2.3)
On poursuit la procédure jusqu’à épuiser tous les vecteurs de ⊗nC2, c’est-
à-dire jusqu’à atteindreW0, si n est pair, ouW1/2, si n est impair.
La base ainsi obtenue réalise la décomposition de ⊗nC2 en somme di-
recte de Uqsl2-sous-modules. Exprimé dans cette base, l’opérateur cen-
tral S2 est diagonal et ses valeurs propres sont associées au php du mo-
dule. En effet, considérons un vecteur quelconque |j, j− k〉 = (S−)(k) |j, j〉,
0 ≤ k < 2j+ 1, de Uj :
S2 (S−)(k) |j, j〉 = (S−)(k)(S−S+ + [Sz + 1
2
]2
−
[
1
2
]2)
|j, j〉
= (S−)(k)
([
j+ 1
2
]2
−
[
1
2
]2)
|j, j〉
=
([
j+ 1
2
]2
−
[
1
2
]2)
(S−)(k) |j, j〉
La valeur propre de S2 ne dépend pas de k, seulement de j. On peut donc
l’utiliser afin de discerner, à un isomorphisme près, à quel sous-module
appartiennent les vecteurs de même poids.
Voici l’expression explicite des vecteurs pour la décomposition de⊗3C2 :
U3/2

∣∣ 3
2
, 3
2
〉
= |+++〉∣∣ 3
2
, 1
2
〉
= q−1 |−++〉+ |+−+〉+ q |++−〉∣∣ 3
2
,− 1
2
〉
= q−1 |−−+〉+ |−+−〉+ q |+−−〉∣∣ 3
2
,− 3
2
〉
= |−−−〉
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U1/2

∣∣ 1
2
, 1
2
〉
1
= |−++〉+ q |+−+〉− q−1[2] |++−〉∣∣ 1
2
,− 1
2
〉
1
= [2] |−−+〉− q−2 |−+−〉− q−1 |+−−〉
U1/2

∣∣ 1
2
, 1
2
〉
2
= |+−+〉− q |−++〉∣∣ 1
2
,− 1
2
〉
2
= −q |−+−〉+ |+−−〉
Les indices ajoutés sur les vecteurs des modules U1/2 différencient les vec-
teurs de même poids appartenant à des modules isomorphes. On notera
que les vecteurs des deux modules U1/2 ne sont pas uniques. Par exemple
toute combinaison linéaire α | 1
2
, 1
2
〉
1
+ β | 1
2
, 1
2
〉
2
avec α 6= 0 donne lieu, par
l’action de S−, à un module irréductible qui peut remplacer la première
copie U1/2. Ainsi, on obtient la décomposition en somme directe
⊗3C2 ∼= U3/2 ⊕ 2U1/2.
À la figure 4.1, un diagramme de la structure des Uqsl2-modules obtenus
est donné.
3
2
1
2
− 1
2
− 3
2
∣∣ 3
2
,
3
2
〉
∣∣ 1
2
,
1
2
〉
1
∣∣ 1
2
,
1
2
〉
2
FIGURE 4.1 – Structure des Uqsl2-modules U3/2 et U1/2 pour n = 3 et q
générique. Une flèche vers le haut (le bas) dénote une action non nulle de
S+ (S−) sur un vecteur.
La méthode de décomposition précédente diagonalise S2. Pour l’exemple
n = 3, la matrice de passage P, composée des vecteurs colonne | 3
2
, 3
2
〉 , | 3
2
, 1
2
〉 , . . .
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donnés ci-haut est de déterminant
detP = −
(
[3]!
)2
.
En raison des facteurs [2] et [3], la matrice P n’est plus inversible lorsque
q est une racine de l’unité associée respectivement à p = 2 et p = 3. En
conséquence, la diagonalisation de S2 n’est pas assurée dans de telles si-
tuations.
Pour q une racine de l’unité
Lorsque q2p = 1, la méthode de décomposition précédente n’est plus va-
lable. On a déjà vu que la matrice de passage résultant n’est plus inver-
sible. On propose ici de voir, à travers un exemple en n = 3 pour q = eipi/3,
par quel mécanisme la décomposition échoue. Les détails de la méthode
adaptée au cas q racine de l’unité sont présentés dans l’article.
D’après (4.2.3), les vecteurs |j,m〉 tels que j ± m + 1 mod p ≡ 0 sont
annihilés par l’action de S±, puisqu’alors [j±m+ 1] = 0. Dans l’exemple,
S+
∣∣ 3
2
, 1
2
〉
= [3]
∣∣ 3
2
, 3
2
〉
= 0 et S−
∣∣ 3
2
,− 1
2
〉
= [3]
∣∣ 3
2
,− 3
2
〉
= 0.
Ces vecteurs du module U3/2 deviennent inaccessibles. La première de ces
annulations se manifeste par le fait que la base pour W1/2 trouvée dans
le cas générique devient linéairement dépendante et n’est donc plus une
base lorsque q est une racine associée à p = 3. Même si S+ | 3
2
, 1
2
〉 = 0, il
est possible de montrer que kerS+ ∩W1/2 demeure de dimension 2 et, par
conséquent, un seul vecteur de php est permis dans W1/2. La méthode de
décomposition doit nécessairement être adaptée. Dans notre exemple, un
des modules U1/2 se trouve maintenant mêlé aux vecteurs de U3/2 sous
l’action de Uqsl2 : le nouveau module est notéU3/2,1/2. L’autre moduleU1/2
demeure isomorphe au module du cas q générique.
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Voici explicitement les vecteurs menant à la décomposition en somme
directe de ⊗3C2 :
U3/2,1/2

∣∣ 3
2
, 3
2
〉
= |+++〉∣∣ 3
2
, 1
2
〉
= q−1 |−++〉+ |+−+〉+ q |++−〉∣∣ 3
2
,− 1
2
〉
= q−1 |−−+〉+ |−+−〉+ q |+−−〉∣∣ 3
2
,− 3
2
〉
= |−−−〉
∣∣ 1
2
, 1
2
〉
1
= |++−〉+ |−++〉∣∣ 1
2
,− 1
2
〉
1
= q |+−−〉+ 2 |−+−〉+ q−1 |−−+〉
U1/2

∣∣ 1
2
, 1
2
〉
2
= |+−+〉− q |−++〉∣∣ 1
2
,− 1
2
〉
2
= |+−−〉− q |−+−〉
À la figure 4.2, un diagramme sur la structures des modules indécompo-
sables est présenté.
3
2
1
2
− 1
2
− 3
2
∣∣ 3
2
,
3
2
〉
∣∣ 1
2
,
1
2
〉
1
∣∣ 1
2
,
1
2
〉
2
FIGURE 4.2 – Structure des Uqsl2-modules U3/2,1/2 et U1/2 pour n = 3 et
q6 = 1 (p = 3).
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La matrice 8 × 8 de S2 ne peut être diagonalisée ici et, par conséquent, sa
forme de Jordan comporte des blocs non triviaux :
S2 =

2
3
0 0 0 0 0 0 0
0 2
3
0 0 1 0 0 0
0 0 2
3
0 0 1 0 0
0 0 0 2
3
0 0 0 0
0 0 0 0 2
3
0 0 0
0 0 0 0 0 2
3
0 0
0 0 0 0 0 0 2
3
0
0 0 0 0 0 0 0 2
3

Cette matrice est exprimée dans la base ordonnée
{∣∣ 3
2
, 3
2
〉
,
∣∣ 3
2
, 1
2
〉
,
∣∣ 3
2
,− 1
2
〉
,
∣∣ 3
2
,− 3
2
〉
,
∣∣ 1
2
, 1
2
〉
1
,
∣∣ 1
2
,− 1
2
〉
1
,
∣∣ 1
2
, 1
2
〉
2
,
∣∣ 1
2
,− 1
2
〉
2
}
.
On obtient la décomposition
⊗3C2 ∼= U3/2,1/2 ⊕U1/2.
Le moduleU3/2,1/2 est un exemple de module indécomposable qui n’est
pas irréductible. En effet, on observe sur le diagramme 4.2 que celui-ci
comporte un sous-module propre formé des vecteurs
∣∣ 3
2
, 1
2
〉
et
∣∣ 3
2
,− 1
2
〉
.
Dans la sous-section qui suit, on propose un court exemple de décom-
position de ⊗3C2 comme TL-module pour q générique et pour q une ra-
cine de l’unité.
4.2.4 Un exemple de décomposition de ⊗nC2
comme TLn-module
Comme nous l’avons observé au paragraphe 4.2.1, les matrices Ei = 12 ⊗
· · ·⊗12⊗E⊗· · ·⊗12 génèrent une représentation de l’algèbre de Temperley-
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Lieb sur ⊗nC2. La matrice E (4 × 4) n’a des éléments non-nuls que dans
le sous-espace engendré par {|+−〉 , |−+〉} dans la base de spins usuelle.
Ainsi, la matrice E et donc tous les générateurs Ei conservent le nombre de
spins «+ » et «− » et les sous-espacesWm sont des TLn-sous-modules. Les
sous-modulesWm sont en général réductibles et nous donnons d’abord un
exemple pour le cas où q générique et, finalement, pour le cas où q est une
racine de l’unité.
Pour q générique
Si q est générique, l’algèbre de Temperley-Lieb TLn(β = q + q−1) est
semi-simple et tous ses modules (finis) sont une somme de modules ir-
réductibles (Goodman et Wenzl [46], Martin [78]). Il existe précisément
bn+1
2
c représentations irréductibles non isomorphes Vn,m avecn,m tels que
0 ≤ m ≤ n
2
et n/2 −m ∈ N. Ces modules ont une dimension dimVn,m =( n
n/2−m
)
−
( n
n/2−m−1
)
. (La section 5.2.2 en donne une construction explicite
comme modules standards.) Pour l’exemple de ⊗3C2, décomposé comme
Uqsl2-module à la sous-section précédente, les deux modules standards
non isomorphes qu’on retrouve ont comme dimension dimV3,1/2 = 2 et
dimV3,3/2 = 1. Il faut donc nécessairement queW3/2 ∼=W−3/2 ∼= V3,3/2.
À la section 4.2.2, nous avons noté que les matrices de Uqsl2 (sur⊗nC2)
commutent avec les Ei, 1 ≤ i ≤ n − 1. Ainsi S− : ⊗nC2 → ⊗nC2 est donc
un homomorphisme de TLn-modules. Puisque S− est non nul sur W3/2 et
que V3,3/2 est irréductible, étant de dimension 1, l’image S−W3/2 ⊂ W1/2
est aussi isomorphe à V3,3/2. Ainsi, puisque TL3 est semi-simple pour q
générique,W1/2 ∼= V3,3/2⊕U où U est un sous-module de dimension 2. Un
calcul direct montre que U est irréductible et isomorphe à V3,1/2. En effet,
W1/2 ∼= V3,3/2 ⊕ V3,1/2
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avec les deux sous-modules engendrés par
V3,3/2
{
q |++−〉+ |+−+〉+ q−1 |−++〉
V3,1/2
{
|+−+〉− q |−++〉
− |++−〉+ q |+−+〉 .
(4.2.4)
Similairement, le sous-moduleW−1/2 ∼=W1/2 et les bases sont
V3,3/2
{
q |+−−〉+ |−+−〉+ q−1 |−−+〉
V3,1/2
{
− |+−−〉+ q |−+−〉
|−+−〉− q |−−+〉 .
Tant pour W1/2 que pour W−1/2, le déterminant de la matrice de change-
ment de base est, à un signe près, q[3]. Ainsi, l’analyse précédente est va-
lide pour tout q, sauf pour une racine de q4 + q2 + 1 = 0, c’est-à-dire pour
une racine sixième primitive de l’unité.
Pour q une racine de l’unité
Soit q est une racine de l’unité et p le plus petit entier tel que q2p = 1.
L’algèbre TLn(β) est alors non semi-simple pour tout n ≥ p (avec l’unique
exception de p = 2 avec n impair). La théorie de la représentation est
alors plus compliquée et les mathématiciens se limitent souvent à classi-
fier et décrire les modules projectifs principaux, c’est-à-dire les modules
indécomposables qui interviennent dans la décomposition en somme di-
recte de l’algèbre TLn elle-même vue comme TLn-module sous l’action à
gauche. Ces classifications (Goodman et Wenzl [46], Martin [78]) ont mon-
tré que le nombre de ces modules projectifs principaux pour TLn est iden-
tique au nombre d’irréductibles quand le même TLn est étudié en une va-
leur de q générique. La décomposition de ⊗3C2 en q une racine sixième
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primitive de l’unité en offre un exemple.
Posons q = eipi/3. Alors W3/2 ∼= W−3/2 demeurent des sous-modules de
dimension un (noté V3,3/2) et sont donc irréductibles. Cependant, la base
proposée ci-dessus pour le cas q générique n’est plus composée de vec-
teurs linéairement indépendants lorsque q = eipi/3. Plutôt, pour W1/2, uti-
lisons la base {v1, v2, v3} suivante :
v1 = −q
−1
(
q |++−〉+ |+−+〉+ q−1 |−++〉)
v2 = |+−+〉− q |−++〉
v3 = − |−++〉 .
Les deux premiers vecteurs coïncident, à une constante près, à ceux utilisés
(4.2.4) dans le cas générique pour W1/2. Dans cette base, les deux généra-
teurs e1 et e2 de TL3(β = 1) ont une forme particulièrement simple :0 0 00 1 1
0 0 0
 et
0 1 00 1 0
0 0 0

de laquelle des sous-modules apparaissent. Tout d’abord, U1 = span {v1}
est clairement un sous-module puisque e1v1 = e2v1 = 0. De même, U2 =
span {v1, v2} est aussi un sous-module puisque e1v2 = v2 et e2v2 = v1 +
v2. (Cependant, span {v2} n’est pas un sous-module.) Ainsi, W1/2 possède
la filtration U1 ⊂ U2 ⊂ W1/2. Enfin, il est possible de montrer que W1/2
est indécomposable et isomorphe au module projectif principal P3,3/2 de
dimension 3. PuisqueW1/2 ∼=W−1/2, on obtient finalement
⊗3C2 ∼= 2V3,3/2 ⊕ 2P3,3/2 en q = eipi/3.
(À la section 5.2.2, le premier indice sera omis et nous écrirons ⊗3C2 ∼=
2V3/2 ⊕ 2P3/2.)
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Observons que, même si les modules projectifs principaux et leurs quo-
tients irréductibles sont loin d’épuiser la liste des modules indécompo-
sables de l’algèbre de Temperley-Lieb TLn en une racine de l’unité, ce sont
les seuls à apparaître dans les décompositions des modèles connus. La rai-
son profonde pour ceci demeure inconnue.
Dans l’article au prochain chapitre, la méthode de décomposition géné-
rale pour⊗nC2 comme TLn-module en somme directe d’indécomposables
est présentée. Celle-ci est très différente de la technique exposée précé-
demment pour Uqsl2. On y exploite la dualité de Schur-Weyl quantique
afin d’obtenir l’algèbre des endomorphismes sur les TLn-modules Wm. À
partir de là, il est possible de construire les idempotents primitifs condui-
sant à une décomposition systématique de l’espace tensoriel.
4.3 Contributions à l’article
Mes contributions au projet ayant mené à l’article au chapitre suivant :
• découverte de l’expression explicite des projections en q générique ;
• analyse des singularités de ces projecteurs en q une racine de l’unité ;
• découverte des idempotents en q une racine de l’unité ;
• énoncé et preuve des résultats ;
• participation à l’écriture du manuscrit.
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Chapitre 5
The idempotents of the TLn-module⊗nC2
in terms of Uqsl2 elements
Authors: G. Provencher and Y. Saint-Aubin
Abstract
The vector space ⊗nC2 upon which the XXZ Hamilonian with n spins
acts bears the structure of a module over both the Temperley-Lieb alge-
bra TLn(β = q+ q−1) and the quantum algebra Uqsl2. The decomposition
of ⊗nC2 as a Uqsl2-module was first described by Rosso [99], Lusztig [76]
and Pasquier and Saleur [86] and that as a TLn-module by Martin [79]
(see also Read and Saleur [95] and Gainutdinov and Vasseur [45]). For
q generic, i.e. not a root of unity, the TLn-module ⊗nC2 is known to be
a sum of irreducible modules. We construct the projectors (idempotents
of the algebra of endomorphisms of ⊗nC2) onto each of these irreducible
modules as linear combinations of elements of Uqsl2. When q = qc is a
root of unity, the TLn-module ⊗nC2 (with n large enough) can be written
as a direct sum of indecomposable modules that are not all irreducible.
We also give the idempotents projecting onto these indecomposable mod-
ules. Their expression now involve some new generators, whose action on
⊗nC2 is that of the divided powers (S±)(r) = limq→qc(S±)r/[r]!.
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5.1 Introduction
The XXZ Hamiltonian describing the dynamics of spin- 1
2
chains remains a
crucial laboratory for theoretical physicists, mainly because its rich alge-
braic structure allows one to hope that the limit from finite lattices to the
corresponding continuum theories can be fully understood. A common
version of these models is defined by a Hamiltonian expressed as the sum
of the generators of the Temperley-Lieb algebra TLn(β). The anisotropy
in the z-direction, as well as the boundary terms, are parametrized by a
parameter q ∈ C× with the defining constant β of TLn being β = q + q−1.
When this parameter is a root of unity of the form exp(ipi/p), p > 2, it
is agreed (Pasquier and Saleur [86], Alcaraz et al. [4]) that this spin chain
is related, in the continuum limit n → ∞, to a conformal field theory of
central charge
c = 1−
6
(p− 1)p
,
that characterizes the family of minimal models. By means of the Bethe
ansatz, algebraic equations determining the eigenvalues of the XXZ model
can be written (Babelon et al. [7], Braak and Andrei [17], Nepomechie
[83]). These may be used to gain insight about its spectrum. However
the explicit expression of the eigenvalues and the complete structure of
the spectrum are difficult to describe for finite n. (Note that, for the anti-
ferroelectric sector (β < −1), Davies, Foda, Jimbo, Miwa and Nakayashiki
[29] were able to successfully diagonalize the Hamiltonian of the chain in
the limit n→∞.) Another problem related to the Hamiltonian is whether
its spectrum is real as it is not hermitian for general q. Still, because of its
link with minimal models, its spectrum should be real at least for physi-
cally relevant values of q and, indeed, numerical investigations (Alcaraz
et al. [4, 3]) based upon Bethe ansatz relations support this claim. More
recently, some progress has been made by Korff and Weston who in [67]
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introduce an inner product with respect to which the Hamiltonian at a
root of unity is hermitian. Unfortunately, the inner product is restricted
to a proper subspace of the representation space and might not be extend-
able in a way leading to a proof of the reality of the spectrum of the full
Hamiltonian.
The decomposition of⊗nC2 as a TLn-module has been known since the
early work of Martin [79] (see also [45]). When q is generic, the Temperley-
Lieb algebra is semisimple and ⊗nC2 is then a direct sum of irreducible
modules. When q is a root of unity, the Temperley-Lieb algebra TLn is
non-semisimple for n large enough and then the decomposition of ⊗nC2
includes in general irreducible and indecomposable modules that are not
irreducible. Still, to our knowledge, no simple way to construct these sub-
modules in ⊗nC2 is known. A natural way to do so is to compute the
primitive idempotents that project onto each irreducible or indecompos-
able submodule of this space. This is the goal of the present paper. (The
objects that we shall construct are projectors ⊗nC2 → ⊗nC2 whose images
are the indecomposable submodules. They are not idempotents of TLn
per se but rather elements of the algebra of endomorphisms EndTLn ⊗n C2
that are projectors.) Of the many symmetries that the Hamiltonian enjoys,
one makes it possible to obtain these idempotents: The quantum algebra
Uqsl2 and the duality existing between this algebra and TLn, known as the
quantum Schur-Weyl duality.
The paper is organized as follows. First, we recall some definitions
and then give a brief review of the quantum algebra Uqsl2 and its repre-
sentation theory, the Temperley-Lieb algebra and Schur-Weyl duality. The
following two sections construct the idempotents, first, in the case when
q is generic and, second, when q is a root of unity. Concluding remarks
follow.
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5.2 Preliminaries
This section introduces the two algebras TLn and Uqsl2 and recalls basic
results. Standard notations are used throughout. The q-number [k]q is
[k]q :=
qk − q−k
q− q−1
= qk−1 + qk−3 · · ·q−(k−3) + q−(k−1), (5.2.1)
where q ∈ C×. We shall write [k] instead of [k]q. The q-binomial coefficient
is [
k
l
]
:=
[k]!
[l]! [k− l]!
, (5.2.2)
where [x]! = [x] [x−1] · · · [1]. We set [0] = 0, but [ k0 ] = 1 for k ≥ 0. Note that
[k] → k and [ kl ] → ( kl ) as q → 1. Like the standard binomial coefficient,
the q-analog vanishes if l > k.
Roots of unity will be characterized by an integer p. This positive in-
teger p ≥ 2 is the smallest such that q2p = 1. We then say that the root
of unity q is associated with the integer p. In other words, a root of unity
associated to p is of the form q = exp
(
ipil
p
)
, where l and p are coprime. An
important point is that, if q is such a root, then [kp] = 0 for all k ∈ Z. When
q is not root of unity, it is said to be generic.
5.2.1 The algebra Uqsl2
The algebra Uqsl2, also known as the quantum algebra, is a quasi-triangular
Hopf algebra with unit 1Uq generated by
{
S±, q±S
z} under the relations
(see, for example, [24, 66])
qS
z
S±q−S
z
= q±1S±,
[
S+, S−
]
=
[
2Sz
]
,
qS
z
q−S
z
= q−S
z
qS
z
= 1Uq ,
(5.2.3)
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where q ∈ C×. The coproduct ∆ : Uqsl2 → Uqsl2 ⊗ Uqsl2, the antipode
γ : Uqsl2 → Uqsl2 and the counit ε : Uqsl2 → C are defined respectively by
∆
(
S±
)
= qS
z ⊗ S± + S± ⊗ q−Sz ,
∆
(
q±S
z)
= q±S
z ⊗ q±Sz ,
γ
(
S±
)
= −q±1S±,
γ
(
q±S
z)
= q∓S
z
,
ε
(
S±
)
= 0,
ε
(
q±S
z)
= 1.
In the limit q → 1, the formulæ (5.2.3) reduce to the defining relations of
U(sl2). When q is generic, the center of Uqsl2 is generated by the Casimir
element1 (Jimbo [57])
S2 = S−S+ +
[
Sz + 1/2
]2
− [1/2]2.
A natural representation pi : Uqsl2 → EndC2 is given in terms of Pauli
matrices by
S± 7→ σ±, q±Sz 7→ q±σz/2,
where σz = ( 1 00 1 ), σ
+ = ( 0 10 0 ) and σ
− = ( 0 01 0 ). We label the element of the
basis for C2 by the usual |+〉 and |−〉. A representation on⊗nC2 is obtained
through the representation pi by the recursive use of the coproduct. The
generators can be explicitly written as
pin
(
qS
z)
= qσ
z/2 ⊗ · · · ⊗ qσz/2,
pin
(
S±
)
=
n∑
i=1
qσ
z/2 ⊗ · · · ⊗ qσz/2 ⊗ σ± ⊗ q−σz/2 ⊗ · · · ⊗ q−σz/2
=
n∑
i=1
S±i ,
(5.2.4)
where in the last equation the matrix S±i corresponds to the term in the pre-
vious sum where σ± appears at position i. We also define Sz = 1
2
∑
1≤i≤n σ
z
i
with σzi = 1 ⊗ · · · ⊗ 1 ⊗ σz ⊗ 1 ⊗ · · · ⊗ 1 wherein σz is at position i. This
1This is not true for q a root of unity however, as more elements are needed.
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matrix is diagonal in the usual spin basis B = { |s1s2 . . . sn〉 | si ∈ {+1,−1}}
of ⊗nC2 and the tensor product decomposes naturally into a direct sum of
its eigenspaces
⊗n C2 =
n/2⊕
m=−n/2
Wm, (5.2.5)
where Sz|Wm =
m
2
· 1. The eigenspaces are not Uqsl2-submodules, but they
will be TLn-submodules. For a given n the set J of eigenvalues of Sz is
{0, 1, . . . , n/2} if n is even or { 1
2
, 3
2
, . . . , n
2
} if it is odd. We shall write the rep-
resentation of the generators without the pin. The context will make it clear
whether we are speaking of the algebra elements or of the representation.
In what follows, a review of the representation theory for Uqsl2 is given,
for the cases when q is generic and when q is a root of unity (Pasquier and
Saleur [86]).
Finite-dimensional representations for generic q
The decomposition of ⊗nC2 as an Uqsl2-module when q is generic is ob-
tained by the same approach used for its decomposition as an U(sl2)-
module. The result is a direct sum of irreducible modules Uj:
⊗n C2 ∼=
⊕
0≤j≤n/2
(n/2−j)∈N
Γ
(n)
j Uj, (5.2.6)
where Γ (n)j =
( n
n/2−j
)
−
( n
n/2−j−1
)
is the number of isomorphic copies of
the module Uj, now to be defined.2 The modules Uj are of dimension
(2j + 1) and a basis is labeled as in the theory of angular momentum:{
|j, j〉 , |j, j− 1〉 , . . . , |j,−j〉}where the second label in each ket refers to the
eigenvalue of qSz (see (5.2.8) below). The highest weight vector |j, j〉 is an-
2Since dimUj = 2j+1, the binomial identity
∑n
k=0 (
n
k ) = 2
n leads to
∑
j(2j+1) Γ
(n)
j =
2n = dim⊗nC2.
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nihilated by S+ and is an eigenvector of qSz with eigenvalue qj, called the
highest weight. The other members of Uj are obtained from |j, j〉 by the ac-
tion of S−:
|j, j− k〉 = (S−)(k) |j, j〉 , 0 ≤ k ≤ 2j (5.2.7)
where (S−)(k) = (S−)k/[k]! is the k-th divided power of S−. The action of the
generators of Uqsl2 on Uj is given by
q±S
z
|j,m〉 = q±m |j,m〉 , S± |j,m〉 = [j±m+ 1] |j,m± 1〉 with
S+ |j, j〉 = S− |j,−j〉 = 0.
(5.2.8)
The Casimir element S2 is diagonal on those modules Uj:
S2 |j,m〉 = ([j+ 1/2]2 − [1/2]2) |j,m〉 , for allm. (5.2.9)
If j and j ′ are distinct, the values of the Casimir on Uj and Uj ′ are distinct
for q generic. Indeed the equality [j + 1
2
]2 = [j ′ + 1
2
]2 amounts to sin2(2j +
1)θ = sin2(2j ′ + 1)θ if q = eiθ with θ ∈ C. Then the equality may occur
only when θ is real and a rational multiple of pi, that is, only when q is a
root of unity.
Some information about the decomposition (5.2.6) is encoded in a Brat-
teli diagram. An example of such a diagram is shown on Figure 5.1 for
n = 5. The values of j labeling the admissible modules in the decom-
position are shown on the n-th row, starting from the top one (0-th row).
The number of downward paths starting from (0, 0) and reaching the pair
(n, j) is precisely Γ (n)j . For instance, there are Γ
(5)
3/2 = 4 such paths ending at
(n, j) = (5, 3/2). Two are drawn on Figure 5.1.
Finite-dimensional representations for q a root of unity
When q is a root of unity, several of the previous observations used to
describe the representation theory of Uqsl2 fail. To describe them, let q be
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0
1
2
0 1
1
2
3
2
0 1 2
1
2
3
2
5
2
n = 0
n = 1
n = 2
n = 3
n = 4
n = 5
Figure 5.1: Bratteli diagram for n = 5with two sample paths.
a root of unity associated to p.
A first difference is that the Casimir does no longer distinguish be-
tween modules. Indeed, its values coincide on modules Uj and Uj ′ when-
ever j and j ′ are related by either
j ′ ≡ jmod p or j ′ ≡ p− j− 1mod p. (5.2.10)
It is useful to partition the set J into orbits. If j satisfies 2j + 1 ≡ 0 modp,
it is called critical and its orbit orbj is simply {j}. For any other j, the orbit
orbj includes all elements of J that are related to j by either one of relations
(5.2.10). Orbits can be read easily from a Bratteli diagram. First draw
critical lines, that is vertical lines through the critical j’s. Then read the
orbit of a given non-critical j of the n-th row as the set of j ′ obtained from
j by (possibly multiple) mirror reflections through the critical lines. The
non-critical orbits for n = 20 and p = 5 appear on Figure 5.2 where only
the rows 19 and 20 are shown. The two orbits are represented by solid arcs
(orb0) and dotted ones (orb1). We shall often use the leftmost element to
label any given orbit.
The second difference is that (S±)p acts as zero on ⊗nC2. To see this,
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1
2
3
2
5
2
7
2
9
2
11
2
13
2
15
2
17
2
19
2
0 1 2 3 4 5 6 7 8 9 10
Figure 5.2: Last two rows of the Bratteli diagram for n = 20 and p = 5,
showing two orbits.
first observe that
S±j S
±
i = q
±2 S±i S
±
j , i < j,
with S±i as in (5.2.4). Then, using this relation, a computation shows that(
S±
)p
= qp(p−1)/2 [p]!
∑
i1<···<ip
S±i1 · · ·S±ip ,
which is zero when q = qc is a root associated with p. The divided power
(S±)(r) defined as limq→qc(S±)r/[r]! is however well-defined for all r and
(S±)(p) is nonzero on ⊗nC2 if p ≤ n. There is not necessarily an element
in Uqsl2 whose action on ⊗nC2 coincides with that of (S±)(p). One may ex-
tend Uqsl2 into a larger algebra including the elements (S±)(p) and whose
defining relations at q = qc are obtained as limits of those at generic q.
(See, for example, Martin [79], Bushlanov et al. [19], and Gainutdinov and
Vasseur [45], where this is done in a context close to physical applications.
Note that the exact definition of the divided powers differs slightly be-
tween authors.) The resulting algebra is often called the Lusztig extension
of Uqsl2. The new elements satisfy
[(
S+
)(k)
,
(
S−
)(l)]
=
k∑
i=1
[
2Sz + l− k
i
] (
S−
)(l−i)(
S+
)(k−i)
, (5.2.11)
for l ≥ k ≥ 0 (see [66]).
The decomposition of ⊗nC2 as a direct sum of modules is done orbit
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by orbit, as follows. Given orbj1 = {j1, . . . , jk} with j1 < · · · < jk, choose a
vector v ∈ Wjk ⊂ ⊗nC2, that is Szv = jkv, such that S+v = 0 and write v
as |jk, jk〉. This is a highest weight vector and it generates a module under
the action of the generators (and the divided powers (S±)(p)). Its “descen-
dants” are defined by the relation (5.2.7) and the action of S± on this mod-
ule is given by (5.2.8), as in the generic case. Here however, some vectors
become unreachable by the action of S±. For instance, if jc = 12(rp−1) is the
first critical line to the left of jk on the Bratteli diagram and jk−1 = 2jc − jk
is non negative, then jk−1 ∈ orbj1 and
S+ |jk, jk−1〉 = [jk + jk−1 + 1] |jk, jk−1 + 1〉
= [rp] |jk, jk−1 + 1〉
= 0.
Of course, the same happens for any vector |jk, jk−1 − lp〉 with l ≥ 0. A
similar situation occurs with S− on |jk, jk − lp+ 1〉.
jk−3 = jk−1−p
jk−1−p+1
jk−2 = jk−p
jk−p+1
jk−1
jk−1+1
|jk, jk〉
jk
...
|jk−1, jk−1〉
...
Figure 5.3: Tower illustration of the paired moduleUjk,jk−1 . An up or down
arrow means respectively that the action of S+ or S− is non-vanishing,
while the dotted lines mean that both actions are non-vanishing.
156
PRELIMINARIES
Let jk and jk−1 as above. For q generic, the eigenspace Wjk−1 of S
z con-
tains a subspace belonging to the direct sum of irreducibles Uj with j >
jk−1. A complement in Wjk−1 may be chosen to coincide with kerS
+|Wk−1
and its dimension is Γ (n)jk−1 . A basis {|jk−1, jk−1〉i , i = 1, . . . , Γ
(n)
jk−1
} is then con-
stituted of highest weight vectors. For q a root of unity, one can show that,
for each highest weight vector |jk, jk〉, there exists a vector w ∈ Wjk−1 such
that S+w is non-zero and equal to |jk, jk−1〉. We shall write it as |jk−1, jk−1〉.
From this w = |jk−1, jk−1〉 a subspace is generated by the action of the di-
vided powers of S−
|jk−1, jk−1 − r〉 = (S−)(r) |jk−1, jk−1〉 .
Together with the descendants of |jk, jk〉, they span a Uqsl2-submodule of
dimension 2(jk+jk−1+1) where the action is given by (5.2.8) supplemented
by the following relations:
S− |jk−1,m〉 = [jk−1 −m+ 1] |jk−1,m− 1〉
S+ |jk−1,m〉 = [jk−1 +m+ 1] |jk−1,m+ 1〉+
[
jk −m− 1
jk−1 −m
]
|jk,m+ 1〉
(5.2.12)
and
S+ |jk−1, jk−1〉 = |jk, jk−1 + 1〉
S− |jk−1,−jk−1〉 =
(
jk + jk−1 − 1
2 jk−1
)
[jk + jk−1]
[jk − jk−1]
|jk,−jk−1 − 1〉 .
(These first appeared in [86].) This Uqsl2-module will be denoted byUjk,jk−1 .
(It is projective as a module over the extended algebra described earlier.)
Its structure is depicted on Figure 5.3.
The above procedure can be repeated until every vector in a basis of
kerS+|Wjk is paired to one in Wjk−1 . The procedure described for the high-
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est vector |jk, jk〉 is then repeated for all highest vectors of weight jk−1 (that
is, vectors in a basis for kerS+|Wjk−1 ), matching each with a partner in
Wjk−2 . This pairing constructs
Ω
(n)
ji
= Γ
(n)
ji
− Γ
(n)
ji+1
+ Γ
(n)
ji+2
− Γ
(n)
ji+3
+ · · ·+ Γ (n)jk−1 − Γ
(n)
jk
modules isomorphic to Uji,ji−1 for i ≥ 2. If kerS+|Wj0 is non-zero, that is if
Ω
(n)
j1
> 0, then the highest weight vectors in Wj0 cannot be paired as there
is no j0 in the orbit. They generate, by the action of the divided powers
(S−)(r), modules whose structure is similar to the module Uj appearing in
the generic case in the sense that S+ (resp. S−) vanishes only on the highest
weight vector (resp. lowest one). They are irreducible and will also be
labeled by Uj. The procedure is repeated for each non-critical orbit.
For critical j = jc, all the highest weight vectors of weight jc lead to
modules Mjc , with action prescribed by (5.2.8). These are irreducible as
modules over the extended algebra, but not necessarily over Uqsl2 as the
action of S− on vectors |jc, jc − lp+ 1〉 vanishes for all l, as well as that of
S+ on |jc,−jc + lp− 1〉. Contrarily to the structure of the Uji,ji−1 modules
with i ≥ 2 depicted in Figure 5.3, their graphical representation is made
of a single tower as in the generic case. The decomposition of ⊗nC2 can
1
2
3
2
5
2
0 1 2 3
Γ : 5 9 5 1
Ω : 1 – 4 1
Figure 5.4: Last rows of the Bratteli diagram for n = 6, p = 3 (q6 = 1).
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−3
−2
−1
0
1
2
3
|3,3〉
|2,2〉1 |2,2〉2,3,4,5
|0,0〉1,2,3,4
|1,1〉1,...,9
|0,0〉5
Figure 5.5: Towers for n = 6, p = 3 (q6 = 1).
therefore be written as the following direct sum:
⊗nC2 ∼=
( ⊕
ji ∈ orbj,i≥2
j < 1
2
(p−1)
Ω
(n)
ji
Uji,ji−1
)
⊕
( ⊕
j < 1
2
(p−1)
Ω
(n)
j Uj
)
⊕
( ⊕
jc critical
Γ
(n)
jc
Mjc
)
.
The first sum includes all modules Uji,ji−1 constructed by the pairing pro-
cedure, the second theUj corresponding to the first element j1 of each orbit
and the last one theMjc associated to the critical jc. As an example, the de-
composition of ⊗nC2 for n = 6, p = 3 (q6 = 1) is given. The fifth and sixth
rows of the Bratteli diagram as well as the paired “towers” resulting from
the decomposition
⊗6C2 ∼= (1 ·U3,2 ⊕ 4 ·U2,0)⊕ (1 ·U0)⊕ (9 ·M1)
are shown on Figures 5.4 and 5.5 respectively. Of course the dimensions
of the indecomposables ((1 · 12 + 4 · 6) + (1 · 1) + (9 · 3)) sum up correctly
to 26 = 64.
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5.2.2 The algebra TLn
TLn and its representation theory for generic q
This section gathers basic results about the Temperley-Lieb algebra and its
representation theory.
Definition 5.2.1 (Temperley-Lieb algebra). For q ∈ C× and n ≥ 1, the
unital associative algebra over C generated by the elements {e1, . . . , en−1}
satisfying
e2i = βei, β = [2] = q+ q
−1,
ei ei±1 ei = ei,
ei ej = ej ei, |i− j| > 1,
is called the Temperley-Lieb algebra TLn(q). The case n = 1 is TL1(q) = C.
The representation theory of TLn for general q has been known since
the early work of Goodman and Wenzl [46] and Martin [78]. (See also
[45, 96].) For q generic, their fundamental result is that TLn is a semisimple
algebra and, therefore, all its (finite-dimensional) modules are direct sums
of irreducible ones. A complete set of non-isomorphic irreducible modules
is constituted of modules Vn,m with 0 ≤ m ≤ n/2 and n/2 − m ∈ N of
dimension Γ (n)m =
( n
n/2−m
)
−
( n
n/2−m−1
)
and, of course,
dim TLn =
1
n+ 1
(
2n
n
)
=
∑
0≤m≤n/2
(dimVn,m)2.
When q is generic, the irreducible modules Vn,m (or simply Vm) have a nat-
ural description in terms of standard modules. These standard modules are
defined for all q and we now recall their graphical description in terms
of connectivities and link states. The connectivities are rectangles with
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n points on each of their left and right sides, all these points being con-
nected pairwise by non-intersecting curves drawn within the rectangles.
The generators ei correspond to
i
i+1
•
•
•
•
•
•
•
•
•
•
•
•
•
•
. . .
. . .
and the multiplication in connectivities can be done by juxtaposing the
two rectangles, reading how the remaining 2n points on the left and right
are connected, and multiplying the resulting connectivity by a factor β =
q + q−1 for each closed loop. Here is an example of a product of two
elements of TL4:
•
•
•
•
•
•
•
•
•
•
•
•
= β
•
•
•
•
•
•
•
•
.
Words in TLn, that is products of generators, are in one-to-one correspon-
dence with connectivities and general elements in TLn are linear combi-
nations of them. The faithfulness of this graphical description is shown,
for example, in [96]. The standard module Vn,` is described by giving a
basis and the action of connectivities on this basis. A basis for Vn,` is the
set of link vectors whose graphical description is given by a straight verti-
cal segment with n dots, 2` of which are tied pairwise by non-intersecting
curves drawn to the right of the segment. The remaining n− 2` points are
indicated by horizontal segments. The bases for V4,2, V4,1 and V4,0 are
B4,2 =
{
,
}
, B4,1 =
{
, ,
}
, B4,0 =
{ }
.
The action of TLn on Vn,` is defined graphically as for the product in TLn
in its graphical description with the additional rule that, if the resulting
link vector has more than 2` points tied by curves, the result is set to zero.
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For example
e2
•
•
•
•
=
•
•
•
•
•
•
•
•
=
•
•
•
•
, but e3
•
•
•
•
=
•
•
•
•
•
•
•
•
=
•
•
•
•
= 0.
That this action defines TLn-modules is shown in [120, 96]. This result is
independent of whether q is generic or not.
For q generic the irreducible modules Vm are in one-to-one correspon-
dence with the Vn,`:
Vm ∼= Vn,`=n
2
−m, for q generic.
Note that, when q is a root of unity, the standard modules Vn,` are not
irreducible in general, though they are always indecomposable.
Several central elements (Casimir) can be used to distinguish the irre-
ducible modules. An element Fn ∈ TLn was shown to be central in [82].
Even though its explicit form will not be needed here, it is important to
stress that it is a linear combination of words in TLn with coefficients in
Z[q, q−1] and that, on the standard modules Vn,n
2
−m, it acts as
Fn
∣∣
Vn,n
2
−m
=
(
q2m+1 + q−2m−1
)
1.
As for the Casimir S2 of Uqsl2, the eigenvalues of the central element Fn
completely distinguishes the irreducible modules when q is generic, that
is, if its eigenvalues on Vn,` and Vn,` ′ are equal, then Vn,` ∼= Vn,` ′ .
Representation theory of TLn for q a root of unity
As for that of Uqsl2, the representation theory of the Temperley-Lieb alge-
bra TLn(q) for q a root of unity is much richer than for q generic.
At q a root of unity, the algebra TLn(q) is in general non-semisimple.
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More precisely if q is a root associated with the integer p, then TLn(q) is
non-semisimple for all n ≥ p, with one exception: For p = 2 and n odd,
the algebra TLn(±i) is semisimple.
The non-semisimplicity has an immediate consequence: There are rep-
resentations of TLn(q) that are indecomposable, but not irreducible. For
example, the standard module Vm ∼= Vn,n
2
−m is not irreducible in general,
though it remains always indecomposable. We shall denote by Ij ∼= Vj/Rj
its irreducible quotient, where Rj is its maximal proper submodule. If Rj
is non-trivial, it is irreducible. (See [78, 96].) More importantly, the alge-
bra itself, seen as a left TLn-module, is not a sum of irreducible ones. The
indecomposable modules appearing in its decomposition are called the
principal indecomposable modules. They are projective covers of the irre-
ducible modules and we shall denote by Pj the principal indecomposable
whose irreducible quotient is the module Ij. If j is critical, then the corre-
sponding projective is irreducible and the following three modules coin-
cide: Pj ∼= Vj ∼= Ij. If j ′ < j are two consecutive elements of a (non-critical)
orbit (see paragraph 5.2.1), then the projectivePj is part of a non-split exact
sequence
0 −→ Vj ′ −→ Pj −→ Vj −→ 0,
that is, Pj has Vj ′ as one of its proper submodules and Vj ∼= Pj/Vj ′ , even
though Pj is not a direct sum of the two modules Vj ′ and Vj. (For more de-
tails see [78, 46] and, for a presentation closer to the graphical description
used in paragraph 5.2.2, [120, 96].)
There are more (finite) indecomposable TLn-modules beside the prin-
cipal Pj’s and the standard Vj ones. Fortunately, as will be recalled in the
next paragraph 5.2.2, only principal and standard modules appear in the
decomposition of ⊗nC2.
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The representation of TLn on ⊗nC2
A representation on the tensor product space ⊗nC2 for n ≥ 2 is given by
the algebra homomorphism ρn : TLn → End ⊗n C2 defined on generators
by
ρn(ei) = 12 ⊗ · · · ⊗ 12 ⊗ E⊗ 12 ⊗ · · · ⊗ 12, (5.2.13)
where the matrix
E =

0 0 0 0
0 q−1 −1 0
0 −1 q 0
0 0 0 0
 (5.2.14)
takes up positions i and i + 1 in the above tensor product and there are
therefore (n − 2) factors 12. As for Uqsl2, wherever the context is clear
enough, we shall omit the writing of ρn, e.g. ei vwill mean ρn(ei) v.
The action (5.2.13) of ei on vectors of the spin basis B is “local” as it
changes only the i-th and (i+ 1)-th spins. Moreover the matrix E does not
change the number of “+” or “−” in such a vector. Therefore the eigen-
subspace of Sz = 1
2
∑
1≤i≤n σ
z
i are TLn-submodules and the decomposition
⊗nC2 = ⊕−n/2≤m≤n/2Wm introduced in (5.2.5) holds as a direct sum of TLn-
modules. Notice that the modules Wm and W−m are isomorphic. The bi-
jection is given by the spin-reversal operator R = ⊗nσx, where σx = ( 0 11 0 ),
coupled with the inversion q 7→ q−1. This operation manifestly commutes
with the action of TLn given by (5.2.14). It is therefore sufficient to restrict
the analysis to modulesWm withm ≥ 0.
The eigenspaceWm of Sz contains a subspace isomorphic to Vm as TLn-
module. A map ψn,m : Vm ∼= Vn,p=n
2
−m → Wm is constructed as follows.
For a link state in Vn,p, let {(i1, j1), (i2, j2), . . . , (ip, jp)} be the pairs of points
in {1, 2, . . . , n} with ik < jk that are pairwise connected. The link state is
mapped to
∏
1≤k≤p T(ik, jk) |++ · · ·+〉 where T(ik, jk) = q−
1
2σ−ik − q
1
2σ−jk .
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For example the link state in V4,2 is mapped to
q |++−−〉− |+−+−〉− |−+−+〉+ 1
q
|−−++〉 .
The verification that ψn,m is a TLn-homomorphism is straightforward.
The decomposition of ⊗nC2 as TLn-module is rather simple when q
is generic. (In this case, the decomposition will be given a new proof in
Corollary 5.3.1.) To our knowledge the decomposition for q a root of unity
has been worked out first by Martin [79]. To present it, we shall use the
recent description of [45]. Suppose q is a root associated to p and write
q = rmp+ sm with rm ∈ N and −1 ≤ sm ≤ p− 2. Then ⊗nC2 is isomorphic
to
( ⊕
1≤r≤rm−1
⊕
0≤s≤p−1
rp+s+N≡1mod 2
r(p−s)·P(rp+s−1)/2
)
⊕
( ⊕
0≤s≤sm+1
s+sm≡1mod 2
rm(p−s)·P(rmp+s−1)/2
)
⊕
( ⊕
sm+2≤s≤p−1
s+sm≡1mod 2
rm(p− s) · V(rmp−s−1)/2
)
⊕
( ⊕
1≤s≤sm+1
s+sm≡1mod 2
(rm+ 1)s · V(rmp+s−1)/2
)
(5.2.15)
The integer rm is the number of critical lines falling on the rightmost j = n2
or to its left. The first sum contains all principal indecomposable modules
Pj for j’s that fall to the left of the rightmost critical line and the second
those Pj’s that lie to its right. The last two sums contain standard modules
Vj with j in the window to the left of the last critical line (third sum) and
to its right (fourth sum). The integer that multiplies the principal and
standard modules in the sums, like the factor r(p − s) that appears in the
first, is the number of isomorphic copies of these modules, that is their
multiplicities in the decomposition of the⊗nC2. It is possible to rewrite this
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decomposition in terms of the orbits introduced earlier. It then reads
⊗nC2 ∼=
( ⊕
non-critical
orbits orbj
⊕
ji∈orbj
i≥2
(i− 1)(ip− 2ji − 1) · Pji
)
⊕
( ⊕
j critical
(2j+ 1) · Pj
)
⊕
( ⊕
jl∈orbj
j noncritical
l(2jl + 1− (l− 1)p) · Vjl
)
(5.2.16)
where, in the last sum, the index jl stands for the last element of the orbit
orbj. All the modules appearing in either (5.2.15) or (5.2.16) are indecom-
posable and the main objective of this paper is to find the primitive idem-
potents projecting on each. These idempotents are found by exploiting the
duality between the Temperley-Lieb algebra and the quantum algebra.
5.2.3 The quantum Schur-Weyl duality
Definition 5.2.2 (Hecke algebra). For q ∈ C×, the unital associative alge-
bra over C generated by {h1, . . . , hn−1} and satisfying
h2i = (q− q
−1)hi + 1,
hi hi+1 hi = hi+1 hi hi+1,
hi hj = hj hi, |i− j| > 1,
(5.2.17)
is called the Hecke algebra Hn(q).
This algebra is known as the q-deformation of the group algebra CSn,
where Sn is the symmetric group of degree n. In the limit q → 1, the rela-
tions (5.2.17) become those of CSn. For q generic the two algebras Hn(q)
and CSn are isomorphic [117].
The Temperley-Lieb and Hecke algebras are related by a surjective ho-
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momorphism
φ : Hn(q)→ TLn(q)
hi 7→ ei − q−11TLn and 1Hn 7→ 1TLn. (5.2.18)
There is a representation σn : Hn(q)→ End⊗n C2 such that
σn(hi) = (ρn ◦ φ)(hi) = 12 ⊗ · · · ⊗ 12 ⊗H⊗ 12 ⊗ · · · ⊗ 12, (5.2.19)
where the matrix H takes up positions i and (i+ 1) and is
H = E− q−1 =

−q−1 0 0 0
0 0 −1 0
0 −1 q− q−1 0
0 0 0 −q−1
 .
If A is an algebra and S ⊂ A, the centralizer of S is defined as CA(S) =
{a ∈ A : sa = as, ∀s ∈ S}. Now, ifM is anA-module and µ : A→ EndM is
the corresponding algebra homomorphism, then we have CEndM
(
µ(A)
)
=
Endµ(A)M. The notation Endµ(A)M stands for the algebra of endomor-
phisms ofM that commute with the action of A onM. (The mathematical
literature will drop any reference to µ, writing simply EndAM.)
Theorem 5.2.1 (Quantum Schur-Weyl duality). LetV = ⊗nC2,A = EndV ,
SU = pin
(
Uqsl2
)
and SH = σn
(
Hn(q)
)
, where pin, σn are as above. For q generic,
the two subalgebras SU and SH of A are mutual centralizers:
SU = EndSHV and SH = EndSUV. (5.2.20)
This result is sometimes called the q-Schur-Weyl duality, by analogy with
the Schur-Weyl duality between C Sn and U sl2, corresponding to q → 1.
It is due to Jimbo [58]. One immediate consequence is that pin(S+) and
pin(S
−) act on ⊗nC2 as TLn-homomorphisms.
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The set of matrices of EndV that commute with the generators gH ={
σn(h1), . . . , σn(hn−1)
}
are commuting with the full operator algebra σn(Hn).
The same is true for gTL =
{
ρn(e1), . . . , ρn(en−1)
}
. Because of the homo-
morphism φ and the fact that σn = ρn ◦ φ, the matrices in the two sets gH
and gTL are equal up to an additive multiple of the identity. The set of ma-
trices commuting with gH is therefore equal to the one for gTL. It follows
that Endσn(Hn)V = Endρn(TLn)V and the Schur-Weyl duality implies
EndTLn ⊗n C2 = pin
(
Uqsl2
)
, (5.2.21)
where EndTLn is a shorthand notation for Endρn(TLn).
The Schur-Weyl duality proved by Jimbo was extended by Martin [79]
for q a root of unity. We shall use his general result in the following case.
Let q be a root of unity and let LU the algebra Uqsl2 extended by the di-
vided powers (S±)(p). Then, if again SLU and STL stand for pin(LU) and
σn(TLn(q)), then again SLU = EndSTL ⊗n C2 and STL = EndSLU ⊗n C2.
Recall from section 5.2.2 that ⊗nC2, seen as a TLn(q)-module, decom-
poses naturally as
⊗nC2 =W−n/2 ⊕W−n/2+1 ⊕ · · · ⊕Wn/2.
The endomorphisms on Wm ⊂ ⊗nC2 that can be created out of pin
(
Uqsl2
)
must be combinations of (S−)r(S+)r or (S+)r(S−)r with 0 ≤ r ≤ n/2 −
m and of q±Sz . The latter act as a multiple of the identity on Wm and,
by an argument of the type leading to the Poincaré-Birkhoff-Witt theorem
([66, 24]), it is sufficient to restrict the linear combinations to the (S−)r(S+)r
with 0 ≤ r ≤ n/2 −m. The upper bound n/2 −m is the number of “−”
signs in each element of the basis B that also belongs to Wm. If r exceeds
this number, then (S+)r annihilates Wm. Because (S±)p = 0 if q is a root
of unity associated to the integer p, it will be useful for section 5.4 to use
instead combinations of the nonzero (and well defined) Sr = (S−)(r)(S+)(r),
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with S0 = 1. The multiplication of two of these, restricted to Wm, is given
by
SkSl|Wm =
k∑
i=0
Cmk,l,i Sl+i|Wm , for l ≥ k,
with structure constants given by Cmk,l,i =
[
l+i
k
] [
l+i
l
] [
2m+k+l
k−i
]
. (See Propo-
sition 5.A.5 in the Appendix.) The set of endomorphisms {S0, S1, . . . , Sn/2−m}
is therefore closed under multiplication and thus generates an algebra
which is found to be abelian (see Lemma 5.A.6). Finally, for all q
EndTLnWm = span
{
S0, S1, . . . , Sn/2−m
}
.
In the two following sections, we tackle the problem of finding the
primitive idempotents for ⊗nC2, viewed as a TLn-module, for any q.
5.3 Decomposition of ⊗nC2 for q generic
We start by a few observations that also indicate how the idempotents
were discovered.
When q is generic, the action of Sr, 0 ≤ r ≤ n/2−m, on a vector |j,m〉k,
wherem ≤ j ≤ n/2 and 1 ≤ k ≤ Γj, is diagonal (Proposition 5.A.7):
Sr |j,m〉k =
[
j+m+ r
r
][
j−m
r
]
|j,m〉k . (5.3.1)
Recall that an idempotent z in EndTLnWm is a nonzero endomorphism
on Wm such that z2 = z. Section 5.2.3 has shown that these endomor-
phisms are expressible as linear combinations of the Sr’s. The action of the
idempotents on Wm is therefore diagonal in the basis {|j,m〉k , j ≥ m,k =
1, . . . , Γj} and any nonzero linear combination of the Sr’s with only 0’s and
1’s on the diagonal is such an idempotent. By equation (5.3.1), Sr acts the
same way on all isomorphic copies of Uj in ⊗nC2. The smallest subspace
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upon which a linear combination z =
∑
r arSr can project must contain the
sum Vj,m of all eigensubspaces where Sz = m1 of isomorphic copies of Uj
contained in ⊗nC2. Since Uj and Uj ′ are non-isomorphic for distinct j and
j ′, the subspaceWm splits into
Wm =
⊕
j≥m
Vj,m (5.3.2)
as vector space. Therefore we look for primitive idempotents of the form
z
(n)
j,m =
n/2−m∑
i=0
ai,j,m Si. (5.3.3)
Suppose now that the idempotents for n − 2 have been constructed.
The problem of finding idempotents for n requires no new values for j
besides j = n/2. The action (5.3.1) does not depend on n and thus implies
that
z
(n)
j,m = z
(n−2)
j,m + an/2−m,j,m Sn/2−m. (5.3.4)
The new term Sn/2−m does not change the action of the projectors on sub-
spaces Vj ′,m for any j ′ that appears in ⊗n−2C2, but is necessary to describe
properly their action on the subspace Vn/2,m appearing in ⊗nC2.
Assume now that z(n)j,m projects on a subspace (containing) Vj,m for j <
n/2. It must act as 0 on |n/2,m〉:
n/2−m∑
i=0
ai,j,m Si |n/2,m〉 =
n/2−m∑
i=0
ai,j,m
[
n/2+m+ i
i
][
n/2−m
i
]
|n/2,m〉 = 0.
We may then express the coefficient an/2−m,j,m in terms of the other coeffi-
cients:
an/2−m,j,m = −
[
n
n/2−m
]−1
×
n/2−m−1∑
i=0
[
n/2+m+ i
i
][
n/2−m
i
]
ai,j,m.
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If the coefficients for n ′ smaller than n are known, then equation (5.3.4),
together with the preceding one, gives the expression of the idempotent
z
(n)
j,m. Some exploration (and guessing) allowed us to solve the recursion:
ai,j,m = (−1)
i+j−m
[
i
j−m
][
i+ j+m+ 1
i+ 1
]−1
[2j+ 1]
[i+ 1]
. (5.3.5)
The left q-binomial vanishes for i < j −m. Therefore, the summation in
(5.3.3) may be truncated to j−m ≤ i ≤ n/2−m. The next theorem proves
that the element z(n)j,m defined using these coefficients is indeed idempotent,
primitive and projects on Vj,m. The notation will be lightened up by the
omission of the superscript “(n)” whenever possible.
Theorem 5.3.1 (Primitive idempotents for q generic). Let q be generic. The
elements {zj,m}m≤j≤n/2 defined as
zj,m =
n/2−m∑
i=j−m
ai,j,m Si (5.3.6)
with coefficients (5.3.5), constitute a set of mutually orthogonal primitive idem-
potents that partitions unity in EndTLnWm, that is
∑
m≤j≤n/2 zj,m = 1Wm . Fur-
thermore, the TLn-modules Vj,m = zj,mWm are irreducible.
Proof. Acting on a vector |j,m〉 of one of the irreducible Uj’s, the element
zj,m yields
zj,m |j,m〉 =
n/2−m∑
i=j−m
ai,j,m Si |j,m〉 =
n/2−m∑
i=j−m
ai,j,m
[
j+m+ i
i
][
j−m
i
]
|j,m〉 .
If i > j−m then
[
j−m
i
]
= 0, and the last equation becomes
zj,m |j,m〉 = aj−m,j,m Sj−m |j,m〉 = |j,m〉
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after simplification. Therefore zj,m acts as the identity on Vj,m. Now, the
action of zj,m on |j ′,m〉with j ′ 6= j is
zj,m |j
′,m〉 =
n/2−m∑
i=j−m
ai,j,m
[
j ′ +m+ i
i
][
j ′ −m
i
]
|j ′,m〉 .
If j ′ < j, then i > j ′ −m for all i, and consequently zj,m |j ′,m〉 = 0. If j ′ > j,
then
[
j ′−m
i
]
= 0 for i > j ′ −m, but it is nonzero for j−m ≤ i ≤ j ′ −m. To
show that zj,m |j ′,m〉 = 0 for all j ′ 6= j, it remains to see whether
j ′−m∑
i=j−m
ai,j,m
[
j ′ +m+ i
i
][
j ′ −m
i
]
= 0
holds. Let j ′ = j+ kwith k > 0 and expand this equality as
j+k−m∑
i=j−m
ai,j,m
[
j+ k+m+ i
i
][
j+ k−m
i
]
=
[j+m]! [j+ k−m]!
[j−m]! [j+ k+m]!
×
[2j+ 1]
j+k−m∑
i=j−m
(−1)i+j−m
[j+ k+m+ i]!
[i− j+m]! [i+ j+m+ 1]! [j+ k−m− i]!
.
The inner sum takes the form of the series Ak of Proposition 5.A.2 (a) if r
is set to i− j+m:
Ak = Ak−1 + (−1)
k [2j+ 2k]!
[k]! [2j+ k+ 1]!
= (−1)k−1
[2j+ 2k]!
[k]! [2j+ k+ 1]!
+ (−1)k
[2j+ 2k]!
[k]! [2j+ k+ 1]!
= 0.
Up to now, we have shown that zj,m |j ′,m〉 = δj,j ′ |j ′,m〉 and therefore
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zj,mWm = Vj,m. Clearly the idempotence and orthogonality relations
zj,m zj ′,m = δj,j ′ zj ′,m (5.3.7)
as well as
∑
m≤j≤n/2 zj,m = 1Wm follow because of (5.3.2). Those idempo-
tents are primitive as the set {zj,m}m≤j≤n/2 is a basis of EndTLnWm. Indeed
the idempotents are linearly independent as they project onto mutually
disjoint subspaces and their number (n/2 −m + 1) coincide with the di-
mension of EndTLnWm.
Finally the submodules Vj,m are irreducible. Indeed, if Vj,m has a proper
submodule, then the endomorphism ring EndTLnVj,m must contain at least
one element linearly independent from the unit zj,m. But, by a simple di-
mensional argument (dimEndTLnWm = n/2−m+ 1), the endomorphism
algebra of Vj,m, namely zj,mEndTLnWm, is spanned by its unit zj,m.
We now present three corollaries of the previous theorem. The first one
establishes a link between Vj and Vj,m. This result is well-known, but the
idempotents provide a new simple proof.
Corollary 5.3.1. The irreducible module Vj,m = zj,mWm is isomorphic to Vj and
Wm ∼= ⊕m≤j≤n
2
Vj as TLn-modules.
Proof. The subspace Wn
2
= span {|++ · · ·+〉} is one-dimensional and all
generators ρn(ei) act on it as zero. This is precisely their action on the
one-dimensional irreducible Vn
2
∼= Vn,0. As required, equation (5.3.6) gives
z
(n)
n
2
,n
2
= 1Wn
2
. Therefore z(n)n
2
,n
2
projects on a one-dimensional subspace and
the decomposition ofWn
2
∼= Vn
2
as TLn-module follows.
Suppose now that the decomposition Wm+1 ∼= ⊕m+1≤j≤n
2
Vj holds for
some m ≥ 0 and that all Vj,m+1 = z(n)j,m+1Wm+1 are isomorphic to the corre-
sponding irreducible Vj. For q generic, the action of S− restricted to Wm+1
is injective in any Uj. Therefore, the irreducible representation Vj ⊂ Wm+1
is mapped by S− into a subspace transforming also as Vj and Wm must
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therefore contain a TLn-submodule⊕m+1≤j≤n
2
Vj. Since Vj,m+1 = z(n)j,m+1Wm+1
is isomorphic to Vj and that the non-zero TLn-homomorphism S− maps the
vector space Vj,m+1 onto Vj,m, then Vj,m = z
(n)
j,mWm is also isomorphic to Vj
as TLn-module. Finally section 5.2.2 has shown thatWm always contains a
subspace isomorphic to Vm. This module is non-isomorphic to those con-
tained in S−Wm+1 andWm must therefore contain a submodule ⊕m≤j≤n
2
Vj.
The dimension of this submodule is
∑
m≤j≤n
2
Γ
(n)
j =
( n
n
2
−m
)
and coincides
with dimWm. Since all idempotents z
(n)
j,m for m + 1 ≤ j ≤ n2 have been ac-
counted for, the last one z(n)m,m, which is non-zero, must project onto Vm.
The second corollary is an identity between q-binomials.
Corollary 5.3.2. For generic q and 2m ∈ N with j−m ∈ N
m+i∑
j=m
(−1)j−m[2j+ 1]
[
i
j−m
][
i+ j+m+ 1
i+ 1
]−1
= 0, for all i ≥ 1.
Proof. The identity
∑
m≤j≤n/2 z
(n)
j,m = 1Wm can be written as
n
2
−m∑
i=0
Si
m+i∑
j=m
ai,j,m = 1Wm ,
since ai,j,m = 0 for j > i + m. The Si are linearly independent as linear
transformations and S0 a0,j,m = 1Wm . Therefore
∑
m≤j≤m+i ai,j,m must van-
ish for i ≥ 1.
This combinatorial identity can also be proved directly. By fixing r = j−m
and using (5.3.5), one can write the sum (up to an overall factor) as
i∑
r=0
(−1)r
[2m+ r]! [2m+ 2r+ 1]
[r]! [i− r]! [2m+ r+ i+ 1]!
= Bi.
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Proposition 5.A.2 (b) then leads to the result for any i ≥ 1 :
Bi = Bi−1 + (−1)
i [2m+ i]!
[i]! [2m+ 2i]!
= (−1)i−1
[2m+ i]!
[i]! [2m+ 2i]!
+ (−1)i
[2m+ i]!
[i]! [2m+ 2i]!
= 0.
The similarity of this argument with that using the series Ak in the proof
of Theorem 5.3.1 is striking.
The last corollary relates two central elements, the first in TLn, the sec-
ond in Uqsl2. It is particularly useful as it holds for any value of q. We
exceptionally reinstate the “ρn” and “pin” to underline that the result holds
on ⊗nC2.
Corollary 5.3.3. For all q
ρn(Fn) = pin
(
(q− q−1)S2 + [2]1
)
.
Proof. The first step is to show that the relation holds when q is generic. On
a given Vn/2−j, the element Fn acts as the identity times
(
q2j+1 + q−2j−1
)
=
[2(2j+ 1)]/[2j+ 1]. (See section 5.2.2.) The proof of Corollary (5.3.1) has
shown that all copies of a given Vm are obtained from the copy that lies
in Wm by the action of S−. Since S2 commutes with S−, the action of(
(q− q−1)S2 + [2]1
)
might as well be computed on any of the vectors |j, j〉i,
i = 1, . . . , Γj:(
(q− q−1)S2 + [2]1
)
|j, j〉 = ((q− q−1)2([j+ 1/2]2 − [1/2]2)+ [2]) |j, j〉
=
[2(2j+ 1)]
[2j+ 1]
|j, j〉 .
(5.3.8)
The relation thus holds for generic q. The central element Fn is a linear
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combination of words in TLn with coefficients in Z[q, q−1]. Moreover, in
the spin basis, the generators ei are represented by matrices whose ele-
ments are also polynomials in q and q−1. So ρn(Fn) is a polynomial in q
and q−1. The matrix elements of the Casimir S2 of Uqsl2 in the spin basis
are also polynomials in q and q−1. If the two polynomials coincide on the
open set of generic q’s, they coincide everywhere and the result must hold
for all q.
5.4 Decomposition of ⊗nC2 for q a root of unity
The goal of this section is to study the behavior, when q goes to a root of
unity, of the idempotents zj,m found for generic q in the previous section.
It is known that, at q a root of unity, the Temperley-Lieb algebra TLn is
non-semisimple, at least for n large enough. Indecomposable representa-
tions exist at such values of q and some of the previous idempotents may
fail to exist. To identify the proper idempotents on ⊗nC2, we are guided
by the evaluation principle stated by Goodman and Wenzl [46]. Though ob-
vious, it allows for the identification of proper quantities in TLn at root of
unity: Any algebraic identity between elements in TLn that have as coef-
ficients rational functions whose denominators do not have a zero at qc is
an algebraic identity of TLn at qc.
For the rest of the section, the integer n appearing in TLn and ⊗nC2 is
fixed and the complex number qc is a root of unity associated to the integer
p.
5.4.1 The singularities at a root of unity qc
The present subsection gives the criteria for a coefficient ai,j,m of the idem-
potent zj,m to be singular. It is natural to write the defining indices i, j,m
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as
i = r · p+ a,
j = s · p+ b,
and m = t · p+ c,
with 0 ≤ r, s, t and 0 ≤ a, b, c ≤ p − 1. However the following variables
and their factorisation will be more useful:
i = r · p+ a,
k = j−m = u · p+ d,
and i+ l+ 1 = i+ j+m+ 1 = w · p+ g
(5.4.1)
where 0 ≤ r, u,w and 0 ≤ a, d, g ≤ p− 1. Recall that, when n is odd, both
j and m are half-integers. The labels a, d and g are however integers for
all n. The expression for ai,j,m takes the following form in terms of i, k and
l:
ai,j,m = (−1)
i+k
[
i
k
][
i+ l
i
]−1
[k+ l+ 1]
[i+ l+ 1]
.
As before the coefficient ai,j,m is zero if i < k = j −m. We now study the
behavior of those coefficients as functions of q.
Lemma 5.4.1. Let qc and p be as above.
(1) If j is critical, then the coefficient ai,j,m is regular at qc for all values of i
andm.
(2) If j is not critical, then ai,j,m is singular at qc if and only if g ≤ a and
d ≤ a.
Proof. The proof makes systematic use of the q-Lucas theorem recalled in
the Appendix as Lemma 5.A.3. A singularity in the above form for ai,j,m
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may appear only in the factors[
i+ l
i
]−1
1
[i+ l+ 1]
. (5.4.2)
With the use of (5.4.1), the q-binomial can be written as[
i+ l
i
]
=
[
w · p+ g− 1
r · p+ a
]
. (5.4.3)
Because i + l ≥ i, Lemma 5.A.3 shows that this term can be zero only
when, if g > 0, [ g−1a ] is or, if g = 0, when [ p−1a ] is. But [ p−1a ] is never zero as
a ≤ p − 1 and the term (5.4.3) is zero if and only if 0 < g ≤ a. The factor
[i + l + 1] = [w · p + g] will be zero when g = 0. Therefore the factors in
(5.4.2) are singular at qc if and only if 0 ≤ g ≤ a and the singularity in
ai,j,m, if any, is a simple pole by Lemma 5.A.3.
The term [k + l + 1] = [2j + 1] is zero when (and only when) 2j + 1 ≡
0 mod p which is precisely the definition of j being critical. In this case,
the pole in the factor (5.4.2), if any, is canceled by the zero in [k+ l+ 1] and
the first statement follows.
The second will be obtained if one can rule out the cases when the
factor [ ik ] provides a zero at qc. Again Lemma 5.A.3, with the fact that
i ≥ k, shows that this factor is non-zero if and only if [ ad ] is, i.e. if d ≤ a.
The previous lemma is simple. Still it can be cast in a diagrammatic
version that makes the identification of singular coefficients almost trivial.
Recall first that the coefficients ai,j,m of zj,m are zero when i < j −m. To
distinguish them, we shall call spurious the coefficients ai,j,m with i < j−m
and normal the others.
Definition 5.4.1. Let p and m be fixed with their meaning as above. The
allowed values for j are m ≤ j ≤ n
2
. These values are organized into
cycles as follows. A cycle is a set {j0, j1, . . .} of a maximum of p consecutive
178
DECOMPOSITION OF ⊗nC2 FOR q A ROOT OF UNITY
allowed values of j such that j0 labels a normal coefficient ai,j0,m, it satisfies
j0 ≡ m mod p, and the jl = j0 + l are included as long as 0 ≤ l < p and
jl labels a normal coefficient. The rightmost cycle on the line i is the unique
cycle that contains at least one element and such that the next value of j on
its right is either larger than n
2
or corresponds to a spurious coefficient. A
pair of allowed j and j ′ is bound if j and j ′ are distinct, belong to the same
cycle and j + j ′ ≡ p − 1 mod p. For fixed i and m, the labels (a, d, g) and
(a ′, d ′, g ′) corresponding to (i, j,m) and (i, j ′,m) through (5.4.1) are also
called bound if j and j ′ are. (Note that a ′ = a then.)
An allowed value of j is critical if 2j + 1 ≡ 0 mod p. Therefore a pair
j and j ′ can be bound only if they are both non-critical. Figures 5.6 and
5.7 give the labels (a, d, g) of the normal coefficients ai,j,m for n = 30, m =
9 and p = 4, and n = 25, m = 13
2
and p = 5, respectively. The last
line of Figure 5.6, now to be described, provides examples of the above
definition. The critical lines are indicated by dashed vertical lines. If p is
odd as in Figure 5.7, every other critical lines fall between two consecutive
j’s and every (complete) cycle contains precisely one critical j and an even
number of non-critical j’s, all of the latter bound pairwise. If p is even, all
critical lines avoid the j’s, as in Figure 5.6, or go through them. Again the
number of non-critical j’s is even, all bound pairwise. Therefore any non-
critical j in a cycle of p elements forms a bound pair with some element
j ′ in this cycle. The spurious ones are denoted by •. Each column has,
as header, the idempotent zj,m, then starts by (j − m) dots and goes on
with the labels (a, d, g) for all its (normal) coefficients ai,j,m. The cycles
are circumscribed by rounded rectangles. The heavier ones indicate the
rightmost cycles which may contain less than p (normal) elements. Bound
pairs are easily read: They correspond to pairs (a, d, g) and (a, d ′, g ′) in the
same cycle that lie symmetrically on each side of the critical line through
the cycle closest to them.
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z9,9 z10,9 z11,9 z12,9 z13,9 z14,9 z15,9
i = 0 (0, 0, 3) • • • • • •
i = 1 (1, 0, 0) (1, 1, 1) • • • • •
i = 2 (2, 0, 1) (2, 1, 2) (2, 2, 3) • • • •
i = 3 (3, 0, 2) (3, 1, 3) (3, 2, 0) (3, 3, 1) • • •
i = 4 (0, 0, 3) (0, 1, 0) (0, 2, 1) (0, 3, 2) (0, 0, 3) • •
i = 5 (1, 0, 0) (1, 1, 1) (1, 2, 2) (1, 3, 3) (1, 0, 0) (1, 1, 1) •
i = 6 (2, 0, 1) (2, 1, 2) (2, 2, 3) (2, 3, 0) (2, 0, 1) (2, 1, 2) (2, 2, 3)
Figure 5.6: The labels (a, d, g) for the coefficients ai,jm of the zj,m with n =
30, m = 9 and p = 4. The vertical (dashed) lines are the critical ones.
All cycles are circumscribed, the rightmost ones with a heavier line. The
underlined (a, d, g) correspond to singular ai,j,m.
The definition (5.4.1) constrains the labels (a, d, g) by
g− d− a ≡ 2m+ 1mod p. (5.4.4)
Moreover the condition j+ j ′ ≡ p− 1mod p on bound pairs is equivalent
to either
g ≡ a− d ′ mod p or g ′ ≡ a− dmod p (5.4.5)
on the labels (a, d, g) and (a, d ′, g ′).
Lemma 5.4.2. Let p and m be as before and suppose (a, d, g) and (a, d ′, g ′)
(corresponding to ai,j,m and ai,j ′,m respectively) are bound for these p and m.
Then the three following statements are equivalent:
(1) d, d ′ ≤ a;
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z 13
2
, 13
2
z 15
2
, 13
2
z 17
2
, 13
2
z 19
2
, 13
2
z 21
2
, 13
2
z 23
2
, 13
2
z 25
2
, 13
2
i = 0 (0, 0, 4) • • • • • •
i = 1 (1, 0, 0) (1, 1, 1) • • • • •
i = 2 (2, 0, 1) (2, 1, 2) (2, 2, 3) • • • •
i = 3 (3, 0, 2) (3, 1, 3) (3, 2, 4) (3, 3, 0) • • •
i = 4 (4, 0, 3) (4, 1, 4) (4, 2, 0) (4, 3, 1) (4, 4, 2) • •
i = 5 (0, 0, 4) (0, 1, 0) (0, 2, 1) (0, 3, 2) (0, 4, 3) (0, 0, 4) •
i = 6 (1, 0, 0) (1, 1, 1) (1, 2, 2) (1, 3, 3) (1, 4, 4) (1, 0, 0) (1, 1, 1)
Figure 5.7: The labels (a, d, g) for n = 25, m = 13
2
and p = 5. (See Figure
5.6.)
(2) ai,j,m is singular at qc;
(3) ai,j ′,m is singular at qc.
Proof. Since (a, d, g) and (a, d ′, g ′) are bound, the corresponding j and j ′
are distinct and therefore so are d and d ′.
(1)⇒ (2) and (3): Because d and d ′ (≤ a) are bound, (5.4.5) holds. It follows
from 0 ≤ a, g ≤ p − 1 that 1 − p ≤ a − g ≤ p − 1. If a − g < 0, then, by
(5.4.5), the label d ′ must be equal to a−g+p. But then g = (a−d ′)+p ≥ p,
a contradiction. Therefore a − g ≥ 0. The argument is symmetric under
the exchange (a, d, g) ↔ (a, d ′, g ′) and therefore a ≥ g ′ as well and (1)
implies (2) and (3) by the second statement of Lemma 5.4.1.
(2)⇔ (3): Indeed, if g ≤ a and d ≤ a, equation (5.4.5) gives
d ′ ≡ a− gmod p and g ′ ≡ a− dmod p
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and therefore
d ′ = a− g ≤ a and g ′ = a− d ′ ≤ a
which imply (3), again by the second statement of Lemma 5.4.1. Again the
symmetry under (a, d, g)↔ (a, d ′, g ′) gives (3)⇒ (2).
(2)⇒ (1): Since (2)⇒ (3), the inequality d, d ′ ≤ a are both automatically
satisfied.
The new condition (1) of the above lemma gives a useful criterion read-
able immediately from diagrams similar to that of Figures 5.6 and 5.7. By
the definition of a cycle, the label d grows from 0 to p−1 (if it is a complete
cycle) starting from the left. The requirement that the pair j and j ′ within a
cycle be bound has been described earlier. On the line i = r·p+a, the right-
most cycle has precisely a + 1 normal elements, the following (p − a − 1)
ones being either spurious or not allowed. The new criterion that d and d ′
be smaller or equal to a thus requires that they be among the (normal) ele-
ments of the rightmost cycle. Since, on a given line i, the labels (a, d, g) are
periodic of period p, the singularities of coefficients of all cycles of this line
can be read from the rightmost one. Figures 5.6 and 5.7 provide examples.
The labels of the singular ai,j,m’s are underlined. All others are regular. On
the top line of Figure 5.6, the label (0, 0, 3) corresponding to a0,9,9 is not
bound as it belongs to the rightmost cycle and is alone in it. On the last
line i = 6, the coefficients a6,9,9 and a6,10,9 with labels (2, 0, 1) and (2, 1, 2)
are singular because their labels belong to the rightmost cycle. However,
on the same line, the label (2, 3, 0) does not appear in the rightmost cycle
(d ′ = 3 6≤ a = 2) and the pair a6,11,9 and a6,12,9 are regular at qc.
5.4.2 The idempotents
A simple consequence of Lemmas 5.4.1 or 5.4.2 is that the limit of zj,m when
q → qc does not exist whenever j is not critical and forms a bound pair
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with some partner j ′. The search for new idempotents is based on the last
lemma, the diagrammatic criterion discussed above and the evaluation
principle.
Fix n,m and p with their usual meaning. Suppose, for the time being,
that the number of lines (n/2−m+1) of the diagram is at least p and con-
sider the rightmost cycles on the top p lines of the diagram. (Figures 5.6
and 5.7 provide good examples of the argument that follows.) These cy-
cles appear to the left of the diagram and again the coefficients ai,j,m of the
projector zj,m form one column of the the diagram. Since all non-critical j’s
in these cycles are paired in a bound pair in at least one of the p lines, the
projector zj,m with j ∈ {j0 = m, j1 = m + 1, . . . , jp−1 = m + p − 1} is either
critical (and its ai,j,m’s are all regular at qc) or has at least one singular coef-
ficient ai,j,m in these p first rightmost cycles and this singular coefficient is
paired with another singular coefficient ai,j ′,m where j and j ′ form a bound
pair. (Note that if p > n, a projector zj,m with j non-critical may remain
regular at qc and is therefore automatically an idempotent.) Since the goal
is to build well-defined projectors out of those with singular coefficients
(“well-defined” meaning with regular coefficients at qc), the only hope is
that the sum zj,m+ zj ′,m, with j and j ′ bound, has regular coefficients in the
top p lines. Indeed, note that, if one starts reasoning with the leftmost sin-
gular idempotent labeled by j, one sees that its first singularity, that is the
one with the smallest i, can be canceled only by the singularity appearing
in the idempotent labeled by j ′, its bound partner. The argument can then
be repeated by the second leftmost singular idempotent, and so on. This
possible cancellation does occur as the next theorem proves. It does not
only for one of the singular coefficients of zj,m and zj ′,m but actually for all
their singularities. Finally note that the idempotents that fall in the right-
most cycle might be regular at qc despite being non-critical. This occurs
when their label j fails to have a bound partner j ′. An example occurs in
Figure 5.6 with z15,9 (the last column).
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Theorem 5.4.3 (Idempotents at q a root of unity). Let n,m and p be as be-
fore.
(1) If j is critical, then zj,m is an idempotent at qc.
(2) If j is non-critical, falls in an incomplete rightmost cycle and does not have
a bound partner j ′, then zj,m is an idempotent at qc.
(3) If j and j ′ form a bound pair, the limit z(j,j ′),m = limq→qc(zj,m+ zj ′,m) is an
idempotent at qc.
(4) The idempotents described in (1)–(3) are orthogonal and form a partition of
unity inWm.
Proof. Before constructing the idempotents, we note that all those described
in statements (1)–(3) arise as limits of linear combinations of idempotents
for generic q (in cases (1) and (2), the limit is trivial). Thus, if the limits
exist, the limiting objects inherit the properties of being idempotent and
orthogonal from the generic case. For example, if limq→qc(zj,m + zj ′,m) ex-
ists, then
(z(j,j ′),m)
2 =
(
lim
q→qc(zj,m + zj ′,m)
)2
= lim
q→qc(zj,m + zj ′,m)2
= lim
q→qc(zj,m + zj ′,m) = z(j,j ′),m
where the third equality follows from Theorem 5.3.1. Orthogonality is
obtained similarly. Finally, since all the zj,m’s of the generic case appear
either alone in cases (1) and (2) or in a bound pair in (3), the sum of their
limits will have the same trace as that of the generic case, that is dimWm,
and they will form a partition of unity. Statement (4) is thus a trivial con-
sequence of the preceding ones and the rest of the proof is devoted to
checking that the objects described in (1)–(3) are non-singular.
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Since, by Lemma 5.4.2, the coefficients of zj,m are regular at qc for j
satisfying either (1) or (2), then it is well-defined and an idempotent by
Theorem 5.3.1.
Statement (3) is equivalent to the existence of the limit limq→qc(ai,j,m +
ai,j ′,m) for all i, 0 ≤ i ≤ n2 −m + 1. Since j and j ′ are bound, there exists
some i’s in this range such that ai,j,m is singular at qc. By Lemma 5.4.2 this
occurs if and only if ai,j ′,m is also singular. For such an i, Lemma 5.A.3 has
established that the poles of ai,j,m and ai,j ′,m at qc are simple. The goal will
therefore be to show that the sum of the two singular coefficients behaves
close to qc as
ai,j,m + ai,j ′,m ∼ f(q)/[p] (5.4.6)
and that f(q) → 0 as q → qc. (Recall that all coefficients are products
of q-numbers and therefore, if f(q) vanishes at qc, it must have a zero of
integer degree at this point.) The computation is straightforward, though
somewhat messy. Some observations are needed before proceeding.
Suppose that ai,j,m and ai,j ′,m are singular with j and j ′ a bound pair.
Without loss of generality we assume j < j ′. Let
i = r · p+ a, i ′ = i = r · p+ a,
j−m = u · p+ d, j ′ −m = u ′ · p+ d ′, (5.4.7)
i+ j+m+ 1 = w · p+ g, i+ j ′ +m+ 1 = w ′ · p+ g ′
be their labels with the usual assumption 0 ≤ a, d, d ′, g, g ′ ≤ p − 1. Since
every cycle starts with a j0 −m ≡ 0 mod p, the requirement j ′ > j implies
d ′ > d and u ′ = u. Then equation (5.4.5) gives
g ≡ a− d ′ mod p and g ′ ≡ a− dmod p
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and, because d, d ′ ≤ a by Lemma 5.4.2,
g = a− d ′ and g ′ = a− d. (5.4.8)
Therefore j ′ > j implies g ′−g = d ′−d > 0. Moreover p−1 ≥ j ′−j = (w ′−
w) · p + (g ′ − g) > 0 forces w ′ = w. Finally equation (5.4.8) together with
the fact that d, d ′ ≤ a implies that g, g ′ ≤ a. Since clearly i+ j+m+ 1 ≥ i,
then w and w ′ must be strictly larger that r.
We now simplify the various factors of
ai,j,m = (−1)
i+j−m
[
i
j−m
][
i+ j+m
i
]−1
[2j+ 1]
[i+ j+m+ 1]
using Lemma 5.A.3. The first q-binomial is[
i
j−m
]
=
[
r · p+ a
u · p+ d
]
= qe1
(
r
u
)[
a
d
]
where e1 = (a − d)up + (r − u)(up + d)p, and similarly for the triplet
(i, j ′,m). Note that, for the latter, only d is changed for its primed partner
d ′. The q-binomial stemming from this term and its primed partner are[
a
d
]
=
[a]!
[d]! [a− d]!
=
[a]!
[d ′]! [a− d]!
× ([d ′] . . . [d+ 1])[
a
d ′
]
=
[a]!
[d ′]! [a− d ′]!
=
[a]!
[d ′]! [a− d]!
× ([a− d] . . . [a− d ′ + 1]).
From now on, the dots in an expression of the form [x] . . . [y] mean
∏x
z=y[z]
and assume x ≥ y.
The next pair of factors, [2j+ 1] and [2j ′ + 1], is the simplest as
[2j ′ + 1] = −[2j+ 1]
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since j ′ + j ≡ p− 1mod p. The final factor is
[
i+ j+m
i
]−1
1
[i+ j+m+ 1]
=[
(w− 1) · p+ (p+ g− 1)
r · p+ a
]−1
1
[(w− 1) · p+ p+ g] .
The peculiar writing of i + j +m as (w − 1) · p + (p + g − 1) was chosen
because g < a but (p + g − 1) ≥ a. Since w is strictly larger than r (see
discussion following equation (5.4.8)) and at least 1when ai,j,m is singular,
the binomial ( w−1r ) is always non-zero. Lemma 5.A.3 then gives that this
term behaves as
q−e2
(
w− 1
r
)−1
[a]! [p+ g− a− 1]!
[p+ g]!
= q−e2
(
w− 1
r
)−1
[a]!
[p+ g] . . . [p+ g− a]
for q close to qc and with e2 = (p+g−1−a)rp+(w−r−1)(rp+a)p−(w−1)p.
Because
p+ g ′ > p+ g ≥ p ≥ p+ g ′ − a > p+ g− a, (5.4.9)
the q-numbers in the above expression and those in its primed version can
be written as
[a]!
[p+ g] . . . [p+ g− a]
=
[a]!
[p+ g ′] . . . [p+ g− a]
× ([p+ g ′] . . . [p+ g+ 1])
[a]!
[p+ g ′] . . . [p+ g ′ − a]
=
[a]!
[p+ g ′] . . . [p+ g− a]
×(
[p+ g ′ − a− 1] . . . [p+ g− a]
)
Due to the inequalities (5.4.9), the common denominator [p + g ′] . . . [p +
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g − a] contains (g ′ − g) + a + 1 ≥ 3 terms and one of them is [p]. It thus
contains the only singular term of both ai,j,m and ai,j ′,m. The sum of these
two coefficients can therefore be factorized as
ai,j,m + ai,j ′,m ∼
(−1)i+j−mqe1−e2
( ru )
( w−1r )
× [a]!
[d ′]! [a− d]!
· [2j+ 1] [a]!
[p+ g ′] . . . [p+ g− a]
× ( . . . )
(5.4.10)
where
(
. . .
)
= [d ′] . . . [d+1]×[p+g ′] . . . [p+g+1]−(−1)g ′−gqp((r−2u)(d ′−d)−r(g ′−g))×
[a− d] . . . [a− d ′ + 1]× [p+ g ′ − a− 1] . . . [p+ g− a]. (5.4.11)
All the factors in front of
(
. . .
)
in equation (5.4.10) exist, that is are finite,
except for the singular [p] in the last denominator. This equation (5.4.10) is
therefore of the desired form (5.4.6). Using
[p+ x] = qp[x] and [−x] = −[x],
equation (5.4.8) and g ′ − g = d ′ − d, we can write
(
. . .
)
as
[d ′] . . . [d+ 1]× qp(g ′−g)[g ′] . . . [g+ 1] − (−1)g ′−g[g ′] . . . [g+ 1] ×
(−1)d
′−dqp(d
′−d)[d ′] . . . [d+ 1]
which is clearly zero. Therefore limq→qc ai,j,m + ai,j ′,m exists for all i. State-
ment (3) follows.
It is important to stress that the idempotents of the previous theorem
were obtained only using the Schur-Weyl duality of Theorem 5.2.1 that
holds for generic q.
Our next goal will be to count how many idempotents Theorem 5.4.3
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has identified. Since the statement of the theorem is for a fixed m, the
exercise amounts to identify the number of values of m for which a given
idempotent exists.
The critical j (case (1)) provides the simplest example. If j is critical for
the root qc under study, the projector zj,m computed for the generic case
remains regular. There are therefore submodules zj,mWm for all m ≤ j,
that is (2j + 1) in total. Recall that such a subspace zj,mWm first appears
for m = j. The central element Fn can take at most two distinct values
if j is critical and Fn acting on the principal or standard modules takes
these values only if the module has a critical j as index. Recalling that Wj
contains a submodule isomorphic Vj and using a recursive argument to
rule out other Vj ′ with critical j ′ if necessary, one concludes that the module
zj,jWj is isomorphic to Vj and is irreducible. Since the Uqsl2-modules with
the corresponding value for the Casimir given by Corollary 5.3.3 are the
Mj which are cyclic for the extended algebra (they are generated by the
highest weight vector), then all subspaces zj,mWm for −j ≤ m ≤ j are
isomorphic to Vj. Note the the multiplicity of the standard Vj ∼= Pj just
found coincides with that in equation (5.2.16) (second sum).
The multiplicities of the submodules upon which the idempotents of
cases (2) and (3) project need to be computed simultaneously. If (j ′, j) is a
bound pair with j > j ′, the submodule z(j ′,j),mWm will be denoted by pmj .
All modules pmj with the same j have the same dimension, again because
of the argument on the continuity of the trace as a function of q introduced
at the beginning of Theorem 5.4.3’s proof. We shall drop the index m on
pmj as we are interested in the total number of modules. (We need to stress
that the following argument does not prove that pmj ∼= p
m ′
j .) Case (2) may
occur only for the last element jl of a non-critical orbit orbj. All other
elements ji ∈ orbj will bound to either ji−1 or ji+1 depending onm. Indeed,
due to Lemma 5.4.2, a projector zj,m will always have at least one singular
coefficient in its expansion (5.3.6) if j is not the last element of its orbit. If
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again the elements of the orbit orbj are labeled by j1 < j2 < · · · < jl, then
the submodule pj with the smallest j is p2 as we chose to keep the largest
element of the bound pair (j ′, j) as label. A submodule pj2 will appear for
eachm ≤ j1 and the number #pj2 of such modules will be (2j1+1). If there
is a third element j3 in orbj, the number #pj,3 is computed as follows. Again
a bound pair (j2, j3) may occur only if m ≤ j2. However j2 may be bound
to either j1 or j3 and therefore #pj3 = (2j2 + 1) − #pj2 . The same argument
can be repeated to give #pji+1 = (2ji + 1) − #pji for all i = 1, 2, . . . , l − 1.
Equation (5.2.10) may be used to express the ji in terms of j1 or jl (for
example j2k+1 = kp + j1 and j2k = kp − j1 − 1) and the solution of the
recursion is found to be #pji = (i− 1)(ip− 2ji− 1). These are therefore the
multiplicities associated to the idempotents of case (3). Those of case (2)
occur only when the last element jl of the orbit is not bound to the previous
element jl−1 and the multiplicity is ((2jl + 1) − #pjl). The dimension of the
submodules zjl,mWm is that of the Vjl , that is Γ (n)jl and we will denote these
modules by vjl . Their multiplicity is therefore #vjl = l(2jl + 1 − (l − 1)p).
Again we note that the multiplicities #pji and the dimension dimpji = Γ
(n)
ji
coincide with those of the first sum in (5.2.16) and those for the vj with
those of the third. Because the direct sums (5.2.15) or (5.2.16) contain only
indecomposable summands and that the number of the latter matches the
number of idempotents constructed in Theorem 5.4.3, we have proved the
following statement.
Theorem 5.4.4 (Primitivity). The idempotents constructed in Theorem 5.4.3
are primitive.
When all the pj’s and the vj’s have distinct dimensions (which is com-
mon), the above argument also proves that pmj ∼= Pj for all m and vj ∼= Vj.
Since the idempotents were our goal, we do not provide finer arguments
that would resolve cases with coincidences among the dimensions.
Still a last remark is useful to clear what might look like a conun-
drum. Martin has extended Schur-Weyl duality to the cases when q is
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a root of unity. As discussed in section 5.2.3, this has as a consequence
that EndTLnWm is spanned by {S0, S1, . . . , Sn2−m} as in the generic case. But
we found less idempotents than there are generators: Where there used
to be two idempotents zj,m and zj ′,m, only the sum survives whenever the
pair (j, j ′) is bound for the root q. This discrepancy between the num-
ber of generators of EndTLnWm and of idempotents of Wm is explained as
follows. For semisimple algebras Schur’s lemma assures that any cen-
tral element will be a multiple of the identity on irreducible modules.
For non-semisimple ones, the action of a central element need not be a
multiple of the identity on all indecomposable modules. The central ele-
ment Fn (paragraph 5.2.2) provides an example. It is shown in [96] that, if
(j − 1, j) is a bound pair, then Fn has a unique eigenvalue on Pj, namely
λj = q
2j+1−q−2j−1, and that Fn−λj1|Pj is non-zero, though nilpotent. Since
Fn is central, (Fn− λj1)|Pj must be in EndTLn ⊗nC2. Similarly, for all bound
pairs (ji−1, ji) appearing inWm, there will be such an element in EndTLnWm
whose action on Pji is nilpotent. The nilpotent elements account precisely
for the discrepancy mentioned earlier.
5.5 Concluding remarks
The explicit expressions (5.3.5–5.3.6) for the idempotents zj,m for generic q
and the linear combinations (1–3) of Theorem 5.4.3 that survive at q a root
of unity are the main result of this paper. The rules established in Lemma
5.4.2 and in Theorem 5.4.3 allows for an easy graphical decomposition of
Wm. When q is generic, the result is simple: Wm = ⊕m≤j≤n/2Vj (Corollary
5.3.1). When q is a root of unity associated to p, that is, p is the smallest
integer such that q2p = 1, then the decomposition of Wm as a TLn-module
is read from the n-th line of the Bratteli diagram with the critical lines
drawn (corresponding to the solutions of 2j+1 ≡ 0modp). Only the j ≥ m
play a role, either forming bound pairs or remaining alone. Any of these
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j’s appear only once in the linear combinations of zj,m. For example Figure
5.8 shows the decomposition ofW3 ⊂ ⊗20C2 when q is a root associated to
p = 5. Starting at m = 3 and proceeding to the right, all pairs symmetric
with respect to critical lines are bound: First the pair (3, 6), then (4, 5) and,
since 5 has already been paired, the last pair (9, 10). The critical j = 7
correspond to a regular idempotent at this q and j = 8, the last element
of the orbit of orbj=1, remains unbound. Therefore the indecomposable
modules are (z3,3+z6,3)W3, (z4,3+z5,3)W3, (z9,3+z10,3)W3, z7,3W3 and z8,3W3
to be put in relation through (5.2.15) with the explicit decompositionW3 =
P5 ⊕ P6 ⊕ P10 ⊕ V7 ⊕ V8.
0 1 2 3 4 5 6 7 8 9 10
Figure 5.8: The decomposition of W3 ⊂ ⊗20C2 when p = 5. Only linear
combinations of projectors zj,m with j ≥ m = 3may occur.
Projectors are basic tools in physical applications of representation the-
ory. The earliest example is of course the Clebsch-Gordan coefficients
and the 3-j symbols arising in the quantum theory of angular momentum.
The present expressions (5.3.5–5.3.6) are the analog for the Temperley-Lieb
algebra. They are easily coded in any symbolic manipulation program
and may be useful to investigate properties of the Hamiltonian HXXZ =∑
1≤i≤n−1 Ei or of any other object expressed in terms of the generators of
the Temperley-Lieb algebra TLn. The relatively simple form of these idem-
potents raises the question of its possible extension for the duality between
Uqsln and the Hecke algebra Hn(q) whose solution could be of significant
physical relevance.
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5.A Basic identities
Proposition 5.A.1. For b, c ∈ Z
[b][c] = [b+ c− 1] + [b+ c− 3] + · · ·+ [c− b+ 3] + [c− b+ 1].
Proof. Simply expand
(qb−1 + qb−3 + · · ·+ q−(b−3) + q−(b−1))(qc − q−c)/(q− q−1).
Proposition 5.A.2. (a) For 0 ≤ l < k and 2j, k ∈ N,
Al =
l∑
r=0
(−1)r
[2j+ k+ r]!
[r]! [2j+ r+ 1]! [k− r]!
=
(−1)l
[2j+ k+ l+ 1]!
[2j+ l+ 1]! [k− l− 1]! [l]! [2j+ k+ 1] [k]
.
(b) For 0 ≤ l < i and 2m, i ∈ N,
Bl =
l∑
r=0
(−1)r
[2m+ r]! [2m+ 2r+ 1]
[r]! [i− r]! [2m+ r+ i+ 1]!
=
(−1)l
[2m+ l+ 1]!
[2m+ i+ l+ 1]! [i− l− 1]! [l]! [i]
.
Proof. Both relations are proved by induction. The proofs are similar and
we give that forAl. When l = 0, the result above follows easily. Assuming
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the relation for Al, one gets
Al+1 = Al + (−1)
l+1 [2j+ k+ l+ 1]!
[l+ 1]! [2j+ l+ 2]! [k− l− 1]!
= (−1)l
[2j+ k+ l+ 1]!
[2j+ l+ 2]! [k− l− 1]! [l+ 1]! [2j+ k+ 1] [k]
×(
[l+ 1] [2j+ l+ 2] − [k] [2j+ k+ 1]
)
.
But [l+1] [2j+l+2] = [2j+2l+2]+[2j+2l]+· · ·+[2j+2] and [k] [2j+k+1] =
[2j+ 2k] + [2j+ 2k− 2] + · · ·+ [2j+ 2] according to Proposition 5.A.1. Thus
[l+ 1] [2j+ l+ 2] − [k] [2j+ k+ 1] = −
(
[2j+ 2k] + · · ·+ [2j+ 2l+ 4])
= −[k− l− 1] [2j+ k+ l+ 2]
again by the same proposition. Therefore the expression becomes
Al+1 = (−1)
l [2j+ k+ l+ 1]!
[2j+ l+ 2]! [k− l− 1]! [l+ 1]! [2j+ k+ 1] [k]
×(
−[k− l− 1] [2j+ k+ l+ 2]
)
= (−1)l+1
[2j+ k+ l+ 2]!
[2j+ l+ 2]! [k− l− 2]! [l+ 1]! [2j+ k+ 1] [k]
.
Lemma 5.A.3. Let qc be a root of unity and p ≥ 2 the smallest integer such that
q2pc = 1. If k, k ′ ≥ 0 and a, a ′ ≥ 0, then[
kp+ a
k ′p+ a ′
]
∼ q(a−a
′)k ′p+(k−k ′)(k ′p+a ′)p
(
k
k ′
)[
a
a ′
]
, as q→ qc. (5.A.1)
Moreover, if the rational function [ aa ′ ] of q has a zero at qc, this zero is of degree
one.
This lemma is sometimes called the q-Lucas Theorem (Désarménien [37],
Sagan [100]). Its use will be mostly for a and a ′ in the range 0 ≤ a, a ′ ≤
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p− 1. Still the more general form is useful.
Proposition 5.A.4. Let k ∈ Z and n ∈ N. Then
[
Sn,
[
2Sz + k
]]
= 0. (5.A.2)
Proof. The Uqsl2 relation qS
z
S±q−S
z
= q±1S± implies that
S±q−2S
z
= q−2S
z±2 S± and S±q2S
z
= q2S
z∓2 S±.
It follows that
S±[2Sz + k] =
(
q2S
z∓2+k S± − q−2S
z±2−k S±
)
/
(
q− q−1
)
=
[
2Sz + k∓ 2]S±.
Repeating these steps n− 1 times, we obtain
(S±)n
[
2Sz + k
]
=
[
2Sz + k∓ 2n] (S±)n.
This expression leads easily to (5.A.2):
Sn
[
2Sz + k
]
=
(S−)n
[n]!
[
2Sz + k− 2n
] (S+)n
[n]!
=
[
2Sz + k
]
Sn.
Proposition 5.A.5. If l ≥ k, the restriction of the product SkSl onWm ⊂ ⊗nC2,
m ≥ 0, is given by
SkSl|Wm =
k∑
i=0
[
l+ i
k
][
l+ i
l
][
2m+ k+ l
k− i
]
Sl+i|Wm .
Proof. Using equation (5.2.11), we first expand the product:
SkSl = (S
−)(k)(S+)(k)(S−)(l)(S+)(l)
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=
k∑
i=0
(S−)(k)
[
2Sz + l− k
i
]
(S−)(l−i)(S+)(k−i)(S+)(l).
The last three divided powers may be commuted past the q-binomial us-
ing the result (S±)(k)[2Sz+ r] = [2Sz+ r∓2k](S±)(k) (see the proof of Propo-
sition 5.A.4) or by simply evaluating Sz when the above expression acts on
Wm. We find by restricting toWm (the restriction symbol is omitted):
SkSl =
k∑
i=0
(S−)(k)(S−)(l−i)(S+)(k−i)(S+)(l)
[
2m+ k+ l
i
]
=
k∑
i=0
(S−)(k+l−i)(S+)(k+l−i)
(
[k+ l− i]!
)2
[k]! [l− i]! [k− i]! [l]!
[
2m+ k+ l
i
]
=
k∑
i=0
[
k+ l− i
k
][
k+ l− i
l
][
2m+ k+ l
i
]
Sk+l−i.
A change of the index of summation gives the statement.
Lemma 5.A.6. Letm,n ∈ N. Then
[
Sm, Sn
]
= 0. (5.A.3)
Proof. Let us first show that
[
S−S+, (S−)n(S+)n
]
= 0. (5.A.4)
For n = 0 and 1, the previous holds trivially. Now suppose that
[
S−S+, (S−)n−1(S+)n−1
]
= 0.
Using equation (5.2.11), we get
(S−)n(S+)n = S−(S−)n−1S+(S+)n−1
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= S−
(
S+(S−)n−1 − [n− 1][2Sz − n+ 2](S−)n−2
)
(S+)n−1
= (S−S+)
(
(S−)n−1(S+)n−1
)
− [n− 1]
(
(S−)n−1(S+)n−1
)
[2Sz − n]
by Proposition 5.A.4. Now each pair of S’s between parentheses commute
with S−S+ by the induction hypothesis.
We now increase the exponent of the first term in the commutator,
again by induction. To compute
[
(S−)m(S+)m, (S−)n(S+)n
]
, we express
(S−)m(S+)m using the above relation with n → m. Again induction and
equation (5.A.4) show that each pair of S’s commute with (S−)n(S+)n. The
result of the proposition follows by dividing by ([m]!)2 ([n]!)2.
Proposition 5.A.7. Let j and j ′ be the labels of the “tall” and “short” towers of
the Uqsl2-moduleUj,j ′ . The action of an element Sr of EndTLnWm, with 0 ≤ m ≤
j ′, on the vectors |j,m〉 and |j ′,m〉 is given by
Sr |j,m〉 =
[
j+m+ r
r
][
j−m
r
]
|j,m〉 , and (5.A.5)
Sr |j
′,m〉 =
[
j ′ +m+ r
r
][
j ′ −m
r
]
|j ′,m〉+
[
j−m
r
]
×
r∑
i=1
[r− i]!
[r]!
[
j−m− i
j− j ′ − 1
][
j+m+ r
r− i
]
|j,m〉 .
In particular,
S1 |j,m〉 = [j+m+ 1][j−m] |j,m〉 , and
S1 |j
′,m〉 = [j ′ +m+ 1][j ′ −m] |j ′,m〉+ [j−m]!
[j− j ′ − 1]! [j ′ −m]!
|j,m〉 .
Proof. First, we need the action of (S±)(r) on the vectors |j,m〉 and |j ′,m〉.
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Using repeatedly (5.2.8), we obtain
(S±)(r) |j,m〉 = (S
±)r−1
[r]!
[j±m+ 1] |j,m± 1〉
= · · ·
=
[j±m+ 1][j±m+ 2] · · · [j±m+ r]
[r]!
|j,m± r〉
=
[
j±m+ r
r
]
|j,m± r〉 . (5.A.6)
Similarly, using the first relation of (5.2.12), we find that (S−)(r) on |j ′,m〉
also acts diagonally:
(S−)(r) |j ′,m〉 =
[
j ′ −m+ r
r
]
|j ′,m− r〉 .
The non-diagonal action of (S+)(r) on |j ′,m〉 is found using the second re-
lation of (5.2.12) and also (5.A.6):
(S+)(r) |j ′,m〉 =
[
j ′ +m+ r
r
]
|j ′,m+ r〉+
r∑
i=0
[r− i]!
[r]!
[
j−m− i
j− j ′ − 1
][
j+m+ r
r− i
]
|j,m+ r〉 .
The action of Sr = (S−)(r)(S+)(r) on the tower vectors follows from those
equations.
Note that, if q is generic, no coupling between two towers occurs, and the
action of Sr is thus diagonal and given by (5.A.5).
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Conclusion
Les expériences numériques entreprises pour l’article [93] avaient pour ob-
jectif de mesurer la dimension fractale de trois observables géométriques
représentatives des modèles de boucles bidimensionnels en phase diluée,
soient l’interface (hull), le périmètre externe (external perimeter) et les liens
rouges (red bonds) et de vérifier les prédictions théoriques à leur sujet,
pour la plupart encore au stade de conjectures. Les simulations ont été
réalisées pour la famille de modèles DLM qui, dans la limite thermo-
dynamique, est pressentie converger vers une théorie logarithmique des
champs conformes. Ces modèles constituent, en soi, un domaine de re-
cherche en pleine effervescence. Les mesures que nous avons obtenues
à partir de ceux-ci n’avaient jamais été réalisées auparavant, en raison
de certaines caractéristiques rendant les simulations difficiles. D’abord,
la présence de degrés de liberté non locaux, intrinsèques à tout modèle
de boucles, diminue considérablement l’efficacité des algorithmes Monte
Carlo conventionnels. Ensuite, contrairement à leur cousins LM, où les
configurations sur réseau sont construites à partir de 2 facettes distinctes
mais interchangeables entre elles, les modèlesDLM comptent 9 facettes dis-
tinctes qui ne sont pas interchangeables. Les modifications substantielles
que nous avons apportées à l’algorithme Metropolis-Hastings de base, no-
tamment l’implémentation d’un ordre chronologique le long de l’interface, ont
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permis de surmonter ces deux difficultés à la fois. Le modèle DLM(2, 3),
particulier en raison de sa fugacité β nulle, a posé des problèmes supplé-
mentaires que nous sommes parvenus à surmonter en concevant un nou-
vel algorithme. Combinés à une parallélisation massive des calculs et à
une étude statistique rigoureuse et systématique des résultats, nos efforts
nous ont conduits à des mesures de qualité qui confirment les prédictions.
À la suite de ces travaux, plusieurs avenues de recherche, tant expé-
rimentales que théoriques, pourraient être envisagées. Le développement
d’un nouvel algorithme Monte Carlo plus efficace en fait partie. Ceci pas-
serait peut-être par le développement d’une transformation changeant la
représentation des configurations de boucles, à la manière de l’algorithme
Swendsen et Wang [113], et qui permettrait, à chaque itération, d’effectuer
de grands sauts dans l’espace des configurations de boucles, tout en assu-
rant un taux d’acceptation convenable. Les travaux récents de Deng et coll.
[31] ont élargi la classe des modèles candidats aux algorithmes de type
Swendsen-Wang. Même si la famille de modèles dilués étudiée ici échappe
actuellement à cette classe, de nouveaux efforts dans cette direction per-
mettraient peut-être d’améliorer les algorithmes actuels. Une autre avenue
d’intérêt à explorer serait le développement d’une expérience numérique
où la nature logarithmique des modèles DLM serait mise en évidence de
façon explicite. Les mesures que nous avons effectuées confirment celle-
ci indirectement, puisque les exposants critiques déduits des dimensions
fractales se trouvent dans la table de Kac étendue des modèles logarith-
miques. À ce sujet, la proposition de Vasseur, Jacobsen et Saleur [115],
quoique limitée à la percolation, est prometteuse. D’un côté plus théo-
rique, une étude algébrique de la famille DLM pourrait être envisagée. À
l’image du lien existant entre les modèles LM et l’algèbre TLn(q), un lien
semble exister entre les modèles dilués et une algèbre de Temperley-Lieb
diluée. Une telle analyse permettrait, peut-être, de démontrer certaines con-
jectures à propos des observables géométriques.
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L’objectif du deuxième article était la recherche d’idempotents primi-
tifs permettant la décomposition de l’espace tensoriel ⊗nC2 comme mo-
dule de l’algèbre de Temperley-Lieb TLn(q). L’expression exacte de ces
idempotents a été obtenue grâce à la dualité de Schur-Weyl quantique exis-
tant entre l’algèbre Uqsl2 et l’algèbre TLn(q). Ces résultats permettent de
retrouver la structure des TLn(q)-modules contenus dans ⊗nC2 et mon-
trent ainsi comment exploiter la richesse de la dualité. Les idempotents
sont également très utiles en pratique puisqu’ils permettent d’obtenir con-
crètement et efficacement la base, unique à un isomorphisme près, menant
à la somme directe d’indécomposables et ce, pour toute valeur de q.
L’étude des propriétés du spectre de l’hamiltonien HXXZ(q) constitue
une application évidente des résultats précédents. Il est désormais pos-
sible de les étudier directement dans les sous-modules indécomposables
plutôt que dans l’espace de Hilbert ⊗nC2 en entier. On peut se demander
si la connaissance explicite des idempotents peut faciliter une preuve de
la réalité du spectre de HXXZ(q) lorsque q est une racine de l’unité. En ef-
fet, la structure connue des modules indécomposables permet de réduire
le problème à étudier l’hamiltonien sur les modules irréductibles. Cette
simplification sera-t-elle suffisante ? Une autre avenue de recherche pro-
metteuse serait de généraliser nos résultats à la représentation sur ⊗nCN
des algèbres UqslN et Hn(q). En effet, ceci doit être possible puisqu’une
dualité de Schur-Weyl est présente pour ces algèbres également. On pour-
rait ainsi espérer étudier de plus près une version généralisée de la chaîne
de spins XXZ présentant une symétrie décrite par UqslN.
201

Annexe A
Notions d’algèbre
Nous abordons ici plusieurs définitions et résultats d’algèbre abstraite. La
présentation est inspirée de Wisbauer [121], Ringel et Schröer [97], Lang
[70], Dummit et Foote [40] et Curtis et Reiner [28].
A.1 Anneaux, algèbres et modules
Les premiers concepts élémentaires à évoquer sont ceux d’anneau, d’algèbre
et de module.
Définition A.1.1. Un anneau R est un ensemble muni de deux applica-
tions, + : R×R→ R, (a, b) 7→ a+b (addition) et · : R×R→ R, (a, b) 7→ a ·b
(multiplication), satisfaisant aux conditions suivantes :
(1) (R,+) est un groupe abélien.
(2) La multiplication est associative.
(3) L’addition et la multiplication sont distributives, c’est-à-dire que
(a+ b) · c = a · c+ b · c et a · (b+ c) = a · b+ a · c
pour tous a, b, c ∈ R.
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La première propriété indique que l’addition dans R doit être associative,
commutative et présente un élément neutre 0 ainsi qu’un inverse −a pour
tout a ∈ R. Si R possède un élément neutre 1R de la multiplication, on dit
que l’anneau est muni de l’unité 1R. Un anneau, avec une unité et où la
multiplication est commutative et telle que, pour tout a 6= 0 de R il existe
un inverse b ∈ R où ab = ba = 1R, est appelé corps. Les nombres réels et
complexes en sont des exemples.
L’ensemble Rn×n des matrices n × n réelles muni de l’addition et de
la multiplication matricielles est un exemple d’anneau avec unité (la ma-
trice identité). Ce n’est pas un corps puisque la multiplication n’y est pas
commutative et que toute matrice de Rn×n n’est pas inversible.
Pour le reste de la section, on notera le produit a ·b simplement par ab.
Définition A.1.2. Soit A un espace vectoriel sur un corps K. Si un produit
associatif A × A → A, (a, b) 7→ ab est défini et confère à A une struc-
ture d’anneau, alors A est une algèbre sur K (ou K-algèbre). Le produit doit
également respecter la règle de multiplication par un scalaire :
k(ab) = (ka)b = a(kb), pour tout k ∈ K et tous a, b ∈ A.
Une algèbre est donc simplement un espace vectoriel muni d’un produit
interne permettant de multiplier les vecteurs ensemble. Par exemple, on
peut vérifier que l’espace euclidien R3 combiné au produit vectoriel « ∧ »
est une algèbre.
Définition A.1.3. Soit un anneau R. Un module gauche sur R (ou R-module
gauche) est un ensemble M muni d’une règle d’addition + : R × R → R et
d’une action R ×M → M telle que (r,m) 7→ rm pour tous r ∈ R, m ∈ M.
Ces deux opérations doivent satisfaire aux conditions suivantes :
(1) (M,+) est un groupe abélien.
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(2) Pour tous r, s ∈ R etm,n ∈M, l’action de R surM doit respecter
(a) (r+ s)m = rm+ sm,
(b) (rs)m = r(sm),
(c) r(m+ n) = rm+ rn.
Si l’anneau R comprend une unité 1R, alors l’action doit respecter la
condition additionnelle
(d) 1Rm = m
pour toutm ∈ R.
Le concept de module est une généralisation de celui d’espace vectoriel.
En effet, si R est un corps K dans la définition précédente, alors celle-ci
coïncide avec la définition, plus familière, d’un espace vectoriel sur K. Si
l’anneau R est une algèbre A, on décrira le module comme un A-module.
Définition A.1.4. Soit un anneau R et soit M un R-module. Un R-sous-
module N de M est un sous-ensemble de M stable sous l’action de R, c’est-
à-dire tel que rn ∈ N pour tous r ∈ R et n ∈ N.
Un sous-module est donc aussi un module. On dira d’un sous-module
N de M qu’il est propre si N ⊂ M. Si un R-module M est une somme
M = N1 + · · · + Nk de sous-modules Ni de M telle que n’importe quel
m ∈M puisse s’écrire de manière unique comme m = n1 + · · · + nk, pour
des ni ∈ Ni, alorsM est la somme directe des Ni :
M = N1 ⊕ · · · ⊕Nk.
Définition A.1.5. Un module irréductible (ou simple) est un module qui ne
contient pas de sous-module propre non nul.
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Autrement dit, si M est un module irréductible, ses seuls sous-modules
sont {0} et M lui-même. Par opposition, un module comprenant un sous-
module propre non nul est appelé réductible.
Définition A.1.6. Un module indécomposable est un module qui ne peut s’é-
crire comme une somme directe de deux sous-modules non nuls.
On remarque que tout module irréductible est indécomposable, mais l’in-
verse n’est pas vrai.
A.2 Homomorphismes
Voici quelques définitions et résultats reliés aux homomorphismes qui sont
importants pour le présent travail.
Définition A.2.1. Soient R et S deux anneaux. Un homomorphisme d’anneau
est une application φ : R → S satisfaisant, pour tous a, b ∈ R, les axiomes
suivants :
(1) φ(a+ b) = φ(a) + φ(b),
(2) φ(ab) = φ(a)φ(b).
Si R comprend l’unité 1R et S l’unité 1S, alors φ doit également satisfaire
(3) φ(1R) = 1S.
Un homomorphisme φ entre deux K-algèbres A et A ′ doit respecter les
conditions précédentes, en plus de devoir demeurer compatible avec la
multiplication par un scalaire :
φ(ka) = kφ(a).
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Définition A.2.2. Soit R un anneau et soit M et N deux R-modules. Une
fonction φ :M→ N est un homomorphisme de R-modules si elle respecte les
conditions suivantes pour tous x, y ∈M et r ∈ R :
(1) φ(x+ y) = φ(x) + φ(y),
(2) φ(rx) = rφ(x).
Si l’homomorphisme φ reliantM etN est un isomorphisme, c’est-à-dire si φ
est à la fois injectif et surjectif, alorsM etN sont isomorphes ; on notera ceci
par M ∼= N. L’ensemble des homomorphismes de R-module entre deux
modulesM et N est noté HomR(M,N).
Dans le cas où M et N sont des modules de dimension finie, on peut
définir l’action de chaque élément r ∈ R, ainsi que l’homomorphisme φ,
par une matrice1. La condition (2) précédente devient alors équivalente à
exiger que la matrice φ commute avec les matrices de R :
φrM = rNφ,
où rM et rN sont les matrices représentant l’action de l’élément r sur M et
surN, respectivement. Les modules considérés dans le présent travail sont
tous de dimension finie : on prendra donc pour acquis queφ et r s’écrivent
comme des matrices.
Voici maintenant l’énoncé d’un théorème fondamental en théorie des
modules.
Theorem A.2.1. Soit R un anneau, M et N des R-modules et soit φ : M → N
un homomorphisme de R-module. Alors,
(1) kerφ est un sous-module deM,
1Si m = dimM et n = dimN, l’action des éléments de R sur M et N peut s’écrire
comme une matrice carrée d’ordre m et n, respectivement. De plus, φ prend la forme
d’une matrice de format n×m.
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(2) imφ est un sous-module de N,
(3) imφ ∼=M/kerφ.
Rappelons que kerφ = {x ∈ M : φ(x) = 0} et imφ = φ(M). La notation
M/M ′, où M ′ ⊂ M sont deux R-modules, désigne le module quotient. Les
éléments de ce module, notés [m], constituent les classes d’équivalence
[m] = {m +m ′ : m ′ ∈ M ′}. Ainsi, deux éléments m1 et m2 sont identifiés
dansM/M ′ s’ils ne diffèrent que par un élément deM ′.
A.3 L’anneau des endomorphismes
Les concepts suivants sont utilisés au chapitre 5 pour permettre la décom-
position en somme directe de l’espace ⊗nC2.
Définition A.3.1. Soit R un anneau etM un R-module. L’ensemble
HomR(M,M) = EndR(M)
est appelé anneau des endomorphismes deM.
La structure d’anneau de EndR(M) est manifeste : l’addition est donnée
par la somme des endomorphismes φ1 et φ2 de EndR(M) telle que (φ1 +
φ2)(x) = φ1(x) + φ2(x) et la multiplication est donnée par la composition
des fonctions, (φ1 ◦ φ2)(x) = φ1(φ2(x)).
Cet anneau est muni de l’unité 1(x) = x, la fonction identité. Si les
éléments de EndR(M) engendrent un espace vectoriel, on parle plutôt de
l’algèbre des endomorphismes deM. Lorsque l’on cherche à connaître la struc-
ture d’un R-module M, l’étude de l’anneau EndR(M) est importante. En
particulier, les éléments définis dans ce qui suit, lorsqu’ils existent, per-
mettent d’effectuer la décomposition d’un module M en somme directe
de sous-modules.
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Définition A.3.2. Soit R un anneau etM un R-module. Un endomorphisme
z ∈ EndR(M) tel que z2 = z est appelé idempotent. En particulier, on dira
que :
• Deux idempotents z1 et z2 sont orthogonaux s’ils sont tels que z1z2 = 0.
• Un idempotent z est primitif (ou minimal) s’il est impossible de l’ex-
primer comme la somme de deux idempotents orthogonaux.
• Deux idempotents z1 et z2 orthogonaux partitionnent l’unité si 1 =
z1 + z2.
Voyons maintenant par quels mécanismes ces objets décomposent un
module. Supposons un idempotent z ∈ EndR(M) non nul et différent de
l’unité 1. Alors 1− z est aussi un endomorphisme idempotent puisque
(1− z)2 = 1+ z2 − 2z = 1− z.
On vérifie que z et 1− z sont orthogonaux et partitionnent l’unité. D’après
le théorème A.2.1, ker z ⊂ M, im z = zM ⊂ M et im z ∼= M/ker z. Il en
découle que M = M/ker z + ker z ∼= im z + ker z. Mais puisque M =
(1)M = zM + (1 − z)M, alors ker z ∼= (1 − z)M car zM = im z. Montrons
maintenant que im z∩ker z = {0}. Supposons qu’il existe un élément x 6= 0
de im z∩ker z. Alors x = zy pour un certain y ∈M et zx = 0. Mais puisque
z2 = z, on obtient x = zy = z2y = zx = 0, une contradiction. On conclut
donc que zM ∩ (1 − z)M = {0}. Puisque tout élément x de M s’écrit de
façon unique comme x = zx + (1 − z)x, on obtient ainsi la décomposition
en somme directe
M ∼= zM⊕ (1− z)M.
Si les idempotents z et 1 − z sont primitifs, alors les modules zM et (1 −
z)M correspondant sont indécomposables. De plus, si le seul élément de
EndR(zM) ∼= zEndR(M) z est l’endomorphisme identité, c’est-à-dire z ici,
alors le module zM est irréductible.
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NOTIONS D’ALGÈBRE
À partir du résultat précédent, on déduit qu’un ensemble de k > 0
idempotents primitifs mutuellement orthogonaux z1, . . . , zk de EndR(M)
partitionnant l’identité permet la décomposition deM en somme directe
M ∼= z1M⊕ · · · ⊕ zkM
de sous-modules indécomposables ziM.
Définition A.3.3. Soit A une algèbre de dimension finie sur le corps K et
soit M un espace vectoriel sur K également de dimension finie. Une repré-
sentation de A, ayant M pour espace de représentation, est un homomor-
phisme d’algèbre
ρ : A→ End(M).
Pour les situations pertinentes à cette thèse, End(M) est l’ensemble des
matrices Kn×n.
Les concepts de module et de représentation sont souvent employés de
façon interchangeable. En effet, si M est un A-module de dimension finie,
alors une action de A sur ce module est implicitement définie par le choix
d’une base et les éléments deA peuvent s’écrire comme des matrices. Dans
l’article présenté au chapitre 5, le concept de représentation est employé
justement afin de définir l’action des éléments de l’algèbre abstraite A sur
les vecteurs de M, une opération qui, a priori, n’a pas de sens. Dans la
base permettant la décomposition en somme directe d’un A-module, les
matrices des éléments de l’algèbre deviennent diagonales par blocs. Chaque
bloc de la matrice agit sur un sous-module de la somme directe.
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