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Dark solitons of ultracold bosons in the vicinity of the Mott-insulator–superfluid phase transition
are studied. Making use of the Gutzwiller ansatz we have found antisymmetric eigenstates corre-
sponding to standing solitons, as well as propagating solitons created by phase imprinting. Near
the phase boundary, superfluidity has either a particle or a hole character depending on the system
parameters, which greatly affects the characteristics of both types of solitons. Within the insulating
Mott regions, soliton solutions are prohibited by lack of phase coherence between the lattice sites.
Linear and modulational stability show that the soliton solutions are sensitive to small perturba-
tions and, therefore, unstable. In general, their lifetimes differ for on-site and off-site modes. For
the on-site modes, there are small areas between the Mott-insulator regions where the lifetime is
very large, and in particular much larger than that for the off-site modes.
PACS numbers: 03.75.-b,03.75.Lm,05.45.Yv
I. INTRODUCTION
Ultracold atomic gases provide a perfect playground
to study nonlinear atom optics, and nonlinear structures
and textures, such as solitons [1, 2]. These studies have
led to the observations of dark [3–7] and bright [8] soli-
tons in trapped Bose-Einstein condensates, bright soli-
tons stabilized by the presence of dark ones [9] as well
as oscillating soliton/vortex rings [10]. The analogy to
nonlinear optics [2] has triggered theoretical interest in
discrete (lattice) solitons [11, 12], and has led to the sem-
inal observations of gap solitons, i.e., lattice solitons with
repulsive interactions, but with an appropriate dispersion
management [13].
While most of the studies of solitons were concen-
trated on their classical aspects, more recently, consid-
erable interest has been devoted to the effect of thermal
noise [12, 14], quantum properties of solitons, and the role
of quantum fluctuations [15]. The latter may cause fill-
ing up of the dark soliton core in the quantum detection
process, as was shown using the Bogoliubov-de Gennes
equations [16]. The same method was also employed to
study the stability of solitons [17–19], excitations caused
by the trap opening [20], and entanglement generation in
collisions of two bright solitons [21]. A noisy version of
the standing bright solitons was studied using the exact
diagonalization and quantum Monte Carlo method [22].
Bright solitons in 1D were considered in Ref. [20], where
exact Lieb-Liniger solutions were used to calculate the
internal correlation function of the particles positions.
Making use of the discrete nonlinear Schro¨dinger equa-
tion (DNSE), and the time-evolving block decimation al-
gorithm [23] it was demonstrated that quantum effects
cause the soliton to fill in, and that soliton collisions be-
come inelastic [24].
All previous studies of lattice solitons were done in the
deep superfluid phase. However, near the phase bound-
ary between superfluid (SF) and Mott insulator (MI) [25],
the propagation of matter waves becomes strongly sup-
pressed due to the enhancement of quantum fluctuations.
In addition, near the phase transition the superfluidity is
determined either by particles, or holes depending on the
lattice filling and system parameters [26]. Therefore, fun-
damental questions arise: Do the solitons of any form ex-
ist in this regime, and, if the answer is yes, what are their
properties? Evidently, the characteristics of such solitons
are expected to be very different from the ones in the
deep SF regime. The aim of the present work is to study
lattice solitons near the MI-SF phase transition. We find
that, in particular, no soliton solutions exist within the
MI regions, and that both standing and propagating soli-
tons exhibit anomalous behavior in the hole SF region. A
generalized Bogoliubov-de Gennes stability analysis indi-
cates that the solitons are sensitive to perturbations and
thereby break down over longer time periods. Our re-
sults are achieved by employing the position-dependent
Gutzwiller ansatz which gives a satisfactory description
of the quantum phases of inhomogeneous bosonic sys-
tems [27, 28] as well as their dynamical behavior [29].
We note that the same method was recently utilized to
study vortices in the vicinity of the MI-SF phase transi-
tion [26, 30].
The paper is organized as follows. In Sec. II we present
the model and the Gutzwiller method. In Sec. III we
discuss properties of the ground states of the model, ob-
tained using the Gutzwiller method, and the nature of the
SF phase (hole SF versus particle SF) is discussed. Sec-
tion IV is devoted to the numerical studies of the standing
dark solitons (kinks), i.e. stationary anti-symmetric so-
lutions of the time-dependent Gutzwiller equations. We
analyze in detail their shape and nature in different re-
2gions of the phase diagram. In Sec. V we consider the
linear and modulational stabilities of the dark solitons,
and show that generically they are unstable, but may
have quite long lifetimes. The Sec. VI concerns to the
problem of experimental generation of propagating soli-
tons using phase imprinting method. We identify here
the regimes were such generation, and the well defined
soliton propagation is possible. We conclude in Sec. VII.
II. THE MODEL
We consider a system of ultracold interacting bosons
in a d-dimensional lattice described by the Bose-Hubbard
Hamiltonian
Hˆ = −J
∑
i
d∑
α=1
(
aˆ†i aˆi+eα + h.c.
)
+
U
2
∑
i
aˆ†i aˆ
†
i aˆiaˆi − µ
∑
i
aˆ†i aˆi , (1)
where eα is a unit vector on the lattice in the direction α,
J is the tunneling matrix element, U is the on-site atom-
atom interaction energy, and µ the chemical potential.
The annihilation and creation operators at site i, aˆi and
aˆ†i , obey the bosonic commutation relations. Throughout
the paper, we will be dealing with repulsive interaction,
i.e., U > 0.
Our analysis employs the Gutzwiller ansatz. Thereby,
eigenstates of the Hamiltonian (1) are taken as products
of local states
|Φ〉 =
∏
i
|si〉 , |si〉 =
∞∑
n=0
cin|n〉i (2)
satisfying the normalization conditions
∞∑
n=0
|cin|2 = 1 . (3)
Here, |n〉i is the Fock state with n atoms at site i. The
corresponding energy functional takes the form
E = −J
∑
i
d∑
α=1
(ψ∗i ψi+eα + c.c.)
+
U
2
∑
i
〈aˆ†i aˆ†i aˆiaˆi〉 − µ
∑
i
〈aˆ†i aˆi〉 , (4)
where
ψi = 〈aˆi〉 =
∞∑
n=1
c∗i,n−1cin
√
n (5)
is the condensate order parameter. The mean num-
ber of condensed atoms in this model is given by |ψi|2
which cannot be larger than the mean occupation num-
ber 〈nˆi〉 [31] given by
〈nˆi〉 =
∞∑
n=1
|cin|2 n . (6)
Equations describing the time-dependent Guztwiller
ansatz, are then easily obtained by minimization of the
energy functional (4) with the constraint (3), and replac-
ing the contribution of the latter by the time derivative.
Such approach is equivalent to the use of time-dependent
variational principle applied to an appropriately defined
Lagrange action, as described for instance in Ref. [32].
It leads to the following equations of motion [28, 29]:
ih¯
dcin
dt
= − J (Ψi√n+ 1ci,n+1 +Ψ∗i√nci,n−1)
+
[
U
2
n(n− 1)− µn
]
cin , (7)
where Ψi =
∑d
α=1 (ψi+eα + ψi−eα). Note that Eqs. (7)
are invariant under transformation cin → (−1)ncin.
III. GROUND STATE
In the ground state, the coefficients cin do not depend
on the site index i. According to Eq. (5), ψi ≡ ψ and,
therefore, in Eq. (7) Ψi = 2dψ. The ground-state solution
has the form
cin(t) = c
(0)
n exp (−iω0t) , (8)
and the coefficients c
(0)
n can be calculated numerically us-
ing different methods. Probably the most efficient one is
to solve the single-site eigenvalue problem for the mean-
field Hamiltonian corresponding to the Gutzwiller ansatz.
This has been done also by us by means of exact diago-
nalization, in the same manner as in Refs. [33, 34]. The
results of the calculations are shown in Fig. 1. The co-
efficients |c(0)n |2 form a broad Poissonian-like distribution
in the SF phase, where ψ(0) 6= 0. In the MI phase, how-
ever, c
(0)
n = δn,n0 resulting in ψ
(0) = 0. In the mean-field
approach, the boundaries between the MI and SF are
determined by
2dJc/U =
(n0 − µ/U)(µ/U − n0 + 1)
1 + µ/U
,
where n0 is the smallest integer greater than µ/U [35].
In the numerical calculations presented in this section
and later on, n was restricted by some finite N (cn ≡ 0
for n > N). The cut-off number of atoms N was chosen
large enough such that its influence on the eigenstates is
negligible. For example, for the plots shown in Fig. 1, it
was enough to use N = 10.
We have also checked that the same results for c
(0)
n
can be obtained propagating Eq. (7) in the imaginary
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. The scaled chemical potential µ/U = 1.2 and the
tunneling rates 2dJ/U : 0.7 (i), 0.5 (ii), 0.3 (iii), 0.15 (iv), and
0.05 (v). The lines connecting the dots are to guide the eye.
time [36] starting with the initial condition cn(0) which
gives nonvanishing ψ(0). In our calculations, we used
cn(0) = 1/
√
N + 1 but other choices of cn(0) would lead
to the same results as long as the ansatz and the ground
state has a non-zero overlap. In the calculations of the
ground state of a homogeneous lattice, the imaginary-
time propagation technique is less efficient than the ex-
act diagonalization. However, it becomes more efficient
in the calculations of the states with coefficients cin de-
pending on the site index i.
As discussed in Ref. [26], near the phase boundary one
has to distinguish between particle and hole superfluid-
ity. For the hole SF, the function µ(J) at constant filling
factor 〈nˆ〉 has a positive derivative µ′(J). This is only
possible for fillings n0 − 0.5 < 〈nˆ〉 < n0 as is demon-
strated in Fig. 2 showing the corresponding hole SF re-
gions. For the particle SF, on the other hand, µ′(J) < 0.
Consequently, far away from the phase boundary, super-
fluidity has always a particle character. As we will see
in the next sections, the difference between particle and
hole superfluidity plays an essential role for the character
of the soliton modes.
IV. STANDING SOLITONS
In the present section, we study low-energy excited
states, where the coefficients cin as well as the order
parameters ψi depend only on one spatial dimension α.
Without loss of generality, we can assume that this is
α = 1. Then
ψi±eα =
{
ψi1±1 , if α = 1,
ψi1 , if α > 1.
(9)
Therefore, Ψi = ψi1−1 + ψi1+1 + 2(d − 1)ψi1 . In the
following, we shall replace i1 by l.
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FIG. 2: Dark areas bounded by the solid lines show the first
three MI zones (n0 = 1, 2, 3). The lines of constant 〈nˆ〉 are
labeled by the corresponding atomic densities. In the grey
areas, where µ′(J) > 0 at constant 〈nˆ〉 the superfluidity has
a hole character. In the rest part of the diagram, we have a
particle SF.
We are interested in the stationary solutions of Eqs. (7)
cln(t) = c
(0)
ln exp (−iωlt) ,
h¯ωl = −2J
[
ψ
(0)
l−1 + ψ
(0)
l+1 + 2(d− 1)ψ(0)l
]
(10)
+
∞∑
n=0
[
U
2
n(n− 1)− µn
] ∣∣∣c(0)ln ∣∣∣2 ,
where ψ
(0)
l is determined by the coefficients c
(0)
ln according
to Eq. (5). We require that ψ
(0)
l is an anti-symmetric
function with respect to the middle point of the lattice
l0. These are the kink states which can be treated as
standing dark solitons. In contrast to the ground state
discussed in Sect. III, all the quantities which describe
the solitons are labeled by the site index l.
In general, one has to distinguish between the two
cases: when the middle point l0 is on the lattice site
(on-site modes) and in the middle of two neighboring
sites (off-site modes). The two modes have different en-
ergies, and the difference defines the Peierls-Nabarro bar-
rier [37], which may affect the mobility of solitons. In
the present work, however, when considering propagat-
ing solitons we will be dealing only with situations where
the presence of the barrier is not relevant. Nevertheless,
the stability of the on-site and off-site modes can in gen-
eral be different, as it will be shown in the next section.
We consider first the SF phase. The computations of
the excited eigenstates in the SF regime are performed
using the imaginary-time propagation technique [36]. In
general, as long as the initial state for the imaginary-time
propagation has the required symmetry, the propagation
4will finally give the lowest-energy excited eigenstate with
the same symmetry. The initial state for the imaginary-
time propagation in Eq. (7) was chosen to be the ground
state with cln(0) ≡ c(0)n > 0 for the sites located to the
left from the middle point of the lattice. As it follows
from Eq. (5), ψl(0) are positive for these sites. For the
sites located to the right from the middle point of the
lattice, we used cln(0) = (−1)nc(0)n , which is dictated by
the symmetry of Eqs. (7). Then the ψl’s take negative
values, but their absolute values are the same as for the
sites to the left from the middle point. For the on-site
modes, we had in addition cln(0) = δn,n0 for the middle
point which gives ψl(0) = 0 for this site. Thus, ψl has the
form of a kink state and this symmetry is preserved dur-
ing the imaginary-time evolution. Stationary solutions
(10) of Eqs. (7) are worked out for a lattice with the fi-
nite number of sites L and with the boundary conditions
c0,n = c1,n, cL+1,n = cL,n, for any n. The size of the lat-
tice L as well as the cut-off number of atoms N at each
site were chosen large enough such that their influences
on the eigenstates are negligible [38].
Typical behavior of the modes is displayed in Fig. 3.
The mean occupation numbers 〈nˆl〉 calculated according
to Eq. (6) are shown in (a) and (c), while (b) and (d)
give the associated ψ
(0)
l defined by Eq. (5). The indi-
vidual curves correspond to different tunneling rates J .
Far from the middle point of the lattice, 〈nˆl〉 as well as
ψ
(0)
l tend to the same values as in the ground state. Near
the middle point, on the other hand, they have nontrivial
position dependence.
For the considered chemical potential, µ/U = 1.2, the
MI-SF transition occurs at 2dJc/U ≈ 0.0727. Much
above this value, 〈nˆl〉 has only one extremum which is
a global minimum. It is doubly degenerate in the case
of the off-site modes [Fig. 3(a), curves (i)-(iii); Fig. 3(c),
curve (i)]. Expectedly, these solutions reproduce the well-
known standing soliton of the DNSE [37]. For smaller
values of J , when we come closer to the phase boundary,
the global minimum turns into a maximum [Fig. 3(a),
curve (iv); Fig. 3(c), curves (ii)-(iv)]. For the off-site
modes, this maximum is always a global extremum. In
the case of the on-site modes, the maximum of 〈nˆl〉 is
either a global extremum [Fig. 3(c), curve (iv)] or a lo-
cal one which is accompanied by side minima [Fig. 3(c),
curves (ii), (iii)]. Contrary to the results deep in the SF
region, these types of the atomic distributions cannot be
described by the DNSE.
In order to have a better understanding of the modes
with the maxima of 〈nˆl〉, we depict in Fig. 4 a (µ, J)-
diagram identifying the various types of solutions. The
anomalous regions where 〈nˆl〉 attains a global maximum
are almost the same for the off-site and on-site modes.
They are, to a very good approximation, located in the
“hole”-areas of the (µ, J)-plane as displayed in Fig. 2,
and hence, the corresponding modes can be interpreted
as dark solitons of holes. The anomalous regions of the
on-site modes which have minima of 〈nˆl〉 near the mid-
{ {
^
l
(0
)
l
FIG. 3: Mean number of atoms 〈nˆl〉 (a) and (c), and mean-
field order parameter ψ
(0)
l (b) and (d). The scaled chemical
potential µ/U = 1.2 and the tunneling rates 2dJ/U : 0.7 (i),
0.5 (ii), 0.3 (iii), 0.15 (iv), and 0.05 (v).
dle lattice point are located in the intermediate regions
between particle and hole-areas and can thereby be inter-
preted as a mixture of dark solitons of holes and particles.
With the increase of the filling factor the size of the MI
lobes as well as of the anomalous regions decrease.
In the MI phase, the numerical procedure described
above would give ψ
(0)
l ≡ 0. This is because in the ground
state c
(0)
n = δn,n0 , i.e. ψ
(0) = 0. In this case there is no
coupling between different lattice sites in Eqs. (7) and the
initial MI state remains unchanged during the imaginary-
time evolution. In order to introduce coupling between
the lattice sites in Eqs. (7), we have taken initial condi-
tions for the same value of µ but for larger value of J cor-
responding to the SF phase. Nevertheless, the imaginary-
time evolution leads to the trivial result ψ
(0)
l ≡ 0. The
impossibility to get soliton solutions in the MI phase fol-
lows from the fact that in the Gutzwiller ansatz, the ex-
cited states of the MI are products of local Fock states,
where the occupation numbers nl can be locally differ-
ent from the homogeneous filling n0. As a consequence,
since the system state is a product of Fock states at differ-
ent sites, all ψ
(0)
l must identically vanish and no soliton
solutions are therefore possible within these parameter
regimes.
V. STABILITY OF STANDING SOLITONS
In this section we study the stability of the standing
solitons with respect to small perturbations.
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FIG. 4: (Color online) (a) Off-site modes. Dark (blue) areas
show the first three MI zones (n0 = 1, 2, 3). Grey (green)
areas indicate the regions where the off-site modes have a
global maximum of 〈nˆl〉 at the middle lattice sites around l0,
see curve (iv) of Fig. 3 (a). In the rest part of the diagram,
〈nˆl〉 has only one extremum and takes the minimal value at
the middle sites, see curves (i), (ii), (iii) of Fig. 3 (a). The
lines of constant 〈nˆ〉 corresponding to the ground-state den-
sities are shown as well and labeled by the numerical values.
(b) On-site modes. Grey (green) areas depict the regions
where the on-site modes have a global maximum of 〈nˆl〉 at
the middle lattice site l0, (in these regions 〈nˆl〉 have only one
extremum which is a global maximum), see curve (iv) of Fig. 3
(c). In the light-grey (yellow) areas, the on-site modes have
side minima near the maximum of 〈nˆl〉, see curves (ii) and
(iii) of Fig. 3 (c). In the rest part of the diagram, 〈nˆl〉 has
only one extremum and takes the minimal value at the middle
site, see curve (i) of Fig. 3 (c).
A. Linear stability
We consider small perturbation of the soliton state
determined by the coefficients c
(0)
ln as follows cln(t) =[
c
(0)
ln + c
(1)
ln (t)
]
exp (−iωlt), where ωl is given by Eq. (10)
and
c
(1)
ln (t) = ulne
−iωt + v∗lne
iωt . (11)
Substituting this expression into the Gutzwiller equa-
tions and keeping only linear terms with respect to uln
and vln, we obtain the system of linear equations
h¯ωuln =
∑
n′,l′
(
An
′l′
nl ul′n′ +B
n′l′
nl vl′n′
)
,
−h¯ωvln =
∑
n′,l′
(
Bn
′
l
′
nl ul′n′ + A
n
′
l
′
nl vl′n′
)
, (12)
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FIG. 5: Spectrum of linear excitations of the off-site (dots)
and on-site (crosses) standing solitons for the tunneling rate
2dJ/U=0.15. Nonvanishing imaginary parts ωi signal insta-
bility of the solitons. The scaled chemical potential µ/U =
1.2 (a), 1.4 (b), 2 (c).
where
An
′l′
nl =
[
U
2
n(n− 1)− µn− h¯ωl
]
δl′,lδn′,n
− J
[
ψ
(0)
l−1 + ψ
(0)
l+1 + 2(d− 1)ψ(0)l
]
δl′,l
×
(√
n′ δn′,n+1 +
√
n δn,n′+1
)
− J
[√
n+ 1
√
n′ + 1 c
(0)
l,n+1 c
(0)
l′,n′+1
+
√
n
√
n′ c
(0)
l,n−1 c
(0)
l′,n′−1
]
× [δl,l′+1 + δl′,l+1 + 2(d− 1)δl′,l] ,
Bn
′l′
nl = −J
[√
n+ 1
√
n′ c
(0)
l,n+1 c
(0)
l′,n′−1
+
√
n
√
n′ + 1 c
(0)
l,n−1 c
(0)
l′,n′+1
]
× [δl,l′+1 + δl′,l+1 + 2(d− 1)δl′,l] .
Eqs. (12) are analogous to the Bogoliubov-de Gennes
equations which were employed for the stability analy-
sis of the dark solitons governed by the DNSE [18, 19].
The stationary modes are linearly stable, if all the
eigenvalues h¯ω are real. Typical results of the solution of
the eigenvalue problem (12) are shown in Fig. 5. Most of
the eigenvalues are real but we get always few ones, which
contain nonvanishing imaginary part ωi. The magnitude
of ωi determines the inverse lifetime of the solitons, which
can be almost equal (see, e.g., Fig. 5a) or drastically dif-
ferent (like in Fig. 5c) for the off-site and on-site modes.
We did not find any principal difference between the nor-
mal and anomalous modes.
Fig. 6 shows the maximal imaginary part of the com-
plex eigenvalues ω which vanishes in the MI regions,
where solitons do not exist, but does not vanish in the
SF region. With the increase of µ and J , maximal ωi in-
creases for both types of soliton modes meaning that the
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FIG. 6: Maximal imaginary part of the complex eigenvalues
ω for the (a) off-site and (b) on-site modes.
instability grows. There is, however, one important qual-
itative difference between the off-site and on-site modes.
For the on-site modes, there are rather small regions be-
tween the MI lobes, where ωi is close to zero and much
smaller than that for the off-site modes, i.e., the on-site
solitons are much more stable. This feature has some
similarity to the stability of the standing dark solitons
governed by the DNSE, where it was found [18] that on-
site modes are stable if the tunneling J does not exceed
a certain critical value, while off-site modes are unstable
for all tunnelings.
B. Modulational stability
In order to study modulational stability of the stand-
ing solitons, we perturb the eigenmodes calculated in the
previous section by means of transformation
cln → Nlcln (1 + εln) , (13)
where εln are random numbers uniformly distributed in
the interval [−∆/2,∆/2] and Nl are normalization con-
stants which are to be introduced in order to satisfy the
normalization conditions (3). After that we solve numer-
ically Eqs. (7) in real time.
The results of these calculations are shown in Figs. 7, 8
and they are closely connected to the linear stability anal-
ysis of the previous subsection. In the example shown
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FIG. 7: Time evolution of the mean number of atoms 〈nˆl〉
(a,c) and the condensate |ψl|
2 (b,d) due to the slight per-
turbation of the off-site (a,b) as well as on-site (c,d) standing
solitons with ∆/U = 10−4. The parameters are 2dJ/U = 0.15
and µ/U = 1.2. τ = tU/h¯ is the dimensionless time.
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FIG. 8: The same as in Fig. 7 but for µ/U = 2.
in Fig. 7, the off-site and on-site solitons remain sta-
ble within the same time interval because the imaginary
parts of the spectrum of linear excitations are approxi-
mately the same for the two modes (see Fig. 5a). On the
other hand, Fig. 8 shows an example when the lifetime of
the off-site mode is much shorter than that of the on-site
one which is consistent with the fact that the imaginary
part of the complex eigenvalue is larger for the off-site
mode (see Fig. 5c).
VI. PROPAGATING SOLITONS CREATED BY
PHASE IMPRINTING
Experimentally, dark (or grey) solitons are typically
created via a phase-imprinting method [3, 4]. Initially
(t = 0) the system of atoms is assumed to be in its
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FIG. 9: Time evolution of the mean occupation numbers 〈nˆl〉
(a) and the order parameters |ψl|
2 (b) after phase imprinting
with ∆φ = pi, limp = 2. The parameters are µ/U = 1.2,
2dJ/U = 0.3, giving similar evolution for both 〈nˆl〉 and |ψl|
2.
τ = tU/h¯ is the dimensionless time.
ground state. During a short time timp one applies a spa-
tially dependent potential on top of the lattice. In the
Bose-Hubbard Hamiltonian, it is described by the term∑
l ǫlaˆ
†
l aˆl. If the time timp is much shorter than other
characteristic time scales, from Eqs. (7) we get that the
additional term induces a shift in the phase of the atomic
states
cln(timp) = c
(0)
n exp (−iφln) ,
ψl(timp) = ψ
(0) exp (−iφl) . (14)
For the creation of dark solitons we choose a hyperbolic
tangent imprinting potential, such that
φl =
ǫltimp
h¯
=
∆φ
2
[
1 + tanh
(
l − l0
0.45 limp
)]
, (15)
where l0 is the middle point of the lattice. Here, limp
is the width of the interval around l = l0 where φl/∆φ
grows from 0.1 to 0.9, and ∆φ is the amplitude of the im-
printed phase [39]. Apart from the moving grey soliton,
the phase imprinting also induces a density wave prop-
agating in the opposite direction to the soliton, which
appears due to the impulse imparted by the imprinting
potential [3, 4, 39].
Figs. 9, 10, 11 present the time evolution of 〈nˆl〉 and
|ψl|2 for two different values of J and µ, corresponding to
different regions of the diagram in Fig. 4. Scaling µ and
J by U , we work with a dimensionless time τ = tU/h¯. In
Fig. 9, J is taken relatively large but still in the regime
where the on-site modes have local maxima of 〈nˆl〉 [light-
grey (yellow) region in Fig. 4 (b)]. In this case, the dips
and the maxima of 〈nˆl〉 coincide with those of |ψl|2 but
the dips propagate slower than the maxima. This type of
dynamics is always recovered in simulations based on the
DNSE. Therefore, in this regime the usual dark solitons
can still be created by the phase imprinting, although the
standing on-site soliton modes are somewhat distorted.
In Fig. 10, the value of µ is the same as in Fig. 9 but
J is smaller such that we enter into the grey (green) re-
gion of Fig. 4, where the standing solitons have global
maxima of 〈nˆl〉. During the time evolution, the over-
all structure of 〈nˆl〉 remains as in the example shown
in Fig. 9, but here |ψl|2 behaves differently. More pre-
cisely, |ψl|2 shows a local maximum coinciding with the
propagating dip of the occupation numbers, and a local
minimum where instead 〈nˆl〉 has a local maximum. This
anomalous behavior, which is found only within the grey
(green) regions of Fig. 4 as a manifestation of the hole
superfluidity, cannot be described by the DNSE. Closer
to the boundary of the grey (green) region as in the ex-
ample depicted in Fig. 11, |ψl|2 can become oscillating
and spreading around the imprinting site, while 〈nˆl〉 still
shows similar dynamics as in Figs. 9 and 10. In the re-
maining white regions of Fig. 4, the time evolution is
qualitatively the same as in Fig. 9. The simulations for
l0 on the lattice site and in the middle of two neighbor-
ing sites do not show any noticeable difference in the time
evolution.
Since the difference in the dynamics shows up in the
behavior of ψl, it should be possible to observe it in the
time-of-flight experiments [41] which are based on the
measurement of the momentum distribution
P (k) = |W (k)|2
∑
i,j
〈aˆ†i aˆj〉 exp [ik · (i− j)] ,
whereW (k) is the Fourier transform of the Wannier func-
tion [41]. In the Gutzwiller approximation, it takes the
form
P (k) = |W (k)|2
[∑
i
(
〈nˆi〉 − |ψi|2
)
+
∣∣∣∣∣
∑
i
ψ∗i exp (ik · i)
∣∣∣∣∣
2

 .
Due to the fact that we are dealing here with infinite lat-
tices, P (k) contains singular contributions which makes
it difficult to compare different regimes. Real experi-
ments are always done in finite lattices in the presence
of the harmonic trap, where there are no singularities.
Therefore, in order to make more concrete experimental
predictions, further investigations beyond the scope of
the present work are required. In situ imaging of ultra-
cold atoms in optical lattices became also possible due to
novel techniques [42] which allow to measure individual
site occupations 〈nˆi〉 as well.
We also performed simulations with other values of
the width limp and did not find any strong influence on
the propagation velocity. Larger values of limp result
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FIG. 10: Same as in Fig. 9, but with 2dJ/U = 0.15. In this
regime, the directions of propagating maximum and minimum
of |ψl|
2 are reversed compared to those of Fig. 9. τ is the
dimensionless time.
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FIG. 11: Same as in Figs. 9 and 10, but with µ/U = 1.4,
2dJ/U = 0.15. For these parameters, |ψl|
2 oscillates and
spreads near the imprinting site. τ is the dimensionless time.
in broader propagating modes and their shapes become
more smooth. However, we did find that the interference
pattern between the modes propagating in the opposite
directions, visible in the center of Figs. 9, 10, 11, becomes
suppressed for larger limp.
Finally, the soliton velocity vsol as well as the velocity
of the density wave vdens as functions of ∆φ are shown
in Fig. 12. They are calculated making use of a linear
fit of the corresponding minimum and maximum of 〈nˆl〉
for the dimensionless time τ = tU/h¯ > 10. Although the
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FIG. 12: Dimensionless velocity of the soliton (solid line)
and density (dashed line) modes as a function of ∆φ. Here
2dJ/U = 0.3, µ/U = 1.2, and limp = 2.
dependences are very weak, it is found that the velocities
are not monotonic showing a maximum for ∆φ ≈ π/4.
This behavior is different from what was found in the
simulations based on the Gross-Pitaevskii equation in
continuum in a harmonic trap [3] or in a periodic po-
tential [17]. On the other hand, for increasing soliton
velocity, the depth of the propagating dip as well as the
height of its maxima decreases. The same was found in
continuum model [3]. However, in the continuum model,
where analytical expressions for moving grey soliton so-
lutions are known, it directly follows that in proper units
the square of the soliton depth plus the square of the
soliton velocity is a constant, i.e. increasing the velocity
makes the soliton more shallow [3]. The present analy-
sis differs in several aspects from the continuum one; the
solitons are propagating within a lattice, we consider dy-
namics beyond the regular mean-field, and the studied
moving solitons are not time-dependent solutions of the
system Hamiltonian but rather phase imprinted soliton-
like states. Thereby, not surprisingly, we have numer-
ically found that the same velocity-depth relation does
not hold in our situation. In particular, our results in-
dicate that for small-to-moderate imprinting amplitudes
∆φ (as in Fig. 12) the velocity-depth relation fails, while
for increasing amplitudes it holds better.
VII. CONCLUSION
We have investigated dark solitons of bosons in opti-
cal lattices at zero temperature. Using the Gutzwiller
ansatz, we found kink stationary states where the con-
densate order parameter ψl is an antisymmetric function
with respect to some spatial point. However, in certain
regions close to the MI-SF transition which are shown
in Fig. 4, the corresponding 〈nˆl〉 does not have a global
minimum at the point where ψl vanishes. This anoma-
lous behavior shows up near the phase boundary where
one has to distinguish between particle and hole super-
fluidity. In general, we have found three types of station-
ary states: solitons of particles, solitons of holes and a
mixture of both. A stability analysis revealed that the
9soliton solutions are sensitive to small perturbations and,
therefore, unstable. Their lifetime differs in general for
the on-site and off-site modes. For the on-site modes,
there are small regions between the MI lobes, where the
lifetime is very large and much larger than that for the
off-site modes.
The real-time dynamics of the propagating dark soli-
tons created by the phase imprinting is studied as well.
In the MI phase, the solitons cannot be created. This
can be done only in the SF phase, where there are al-
ways global minima and maxima of 〈nˆl〉 propagating in
the opposite directions and these directions are always
the same. The behavior of the condensate |ψl|2 can be
qualitatively different and this happens in the anomalous
regions of the stationary modes, where 〈nˆl〉 has a global
maximum as a manifestation of the hole superfluidity.
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