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Abstract
Multi-sentence summarization is a well stud-
ied problem in NLP, while generating image
descriptions for a single image is a well stud-
ied problem in Computer Vision. However,
for applications such as image cluster label-
ing or web page summarization, summarizing
a set of images is also a useful and challeng-
ing task. This paper proposes the new task
of multi-image summarization, which aims to
generate a concise and descriptive textual sum-
mary given a coherent set of input images.
We propose a model that extends the image-
captioning Transformer-based architecture for
single image to multi-image. A dense av-
erage image feature aggregation network al-
lows the model to focus on a coherent sub-
set of attributes across the input images. We
explore various input representations to the
Transformer network and empirically show
that aggregated image features are superior to
individual image embeddings. We addition-
ally show that the performance of the model
is further improved by pretraining the model
parameters on a single-image captioning task,
which appears to be particularly effective in
eliminating hallucinations in the output.
1 Introduction
There has been an large amount of work on ab-
stractive summarization (generating a textual sum-
mary from a text document or multiple docu-
ments) over the last years (Rush et al., 2015; Lu-
ong et al., 2015; Nallapati et al., 2016; See et al.,
2017; Paulus et al., 2017; Amplayo et al., 2018;
Gehrmann et al., 2018). However, there are other
cases for which abstractively producing a textual
summary over a set of inputs is useful. For ex-
ample, consider the task of providing a textual de-
scription for image clusters. Given multiple im-
ages of dogs, such as Collie, German Shepherd
and Australian Shepherd, we could describe these
as images of “Herding Dogs” or just “Dogs”. At
the same time, if the input cluster contains other
types of animals such as tiger or elephant, we
could say these are “Mammals” or “Animals”. In
other words, given a set of N(> 1) images that
share some common attributes, the task is to gen-
erate a concise yet most specific & descriptive text
that is applicable to all the input images. We call
this task the multi-image summarization problem.
The challenge of the multi-image summarization
problem is to find the right level of “abstraction” to
describe the given image set. In the earlier exam-
ples, depending on the other images in the set, the
same Collie image could be part of a set labeled as
either “Herding Dog”, “Dog”, or “Animal”; while
technically the last two are still correct even when
all the images are about shepherd dogs, we usually
consider the first to be the correct level of abstrac-
tion and thus desirable.
Our approach to the multi-image summarization
task is to train an end-to-end model that directly
generates the summary given the set of images. In
this approach, the main challenge for a model is to
identify the common attributes that are present in
all input images. We note here that multi-image
summarization may be seen as a generalization
of the single-image captioning task, in that multi-
image summarization needs to operate over fea-
tures of not only a single image but multiple im-
ages, and it needs to find a unified representation
over the input features from which the model can
generate textual output.
One challenge for training such a multi-image
summarization model is the availability of datasets
that have captions for multiple images, as we
are not aware of any usable dataset of this kind
(see Hossain et al. (2018) for a comprehensive re-
view of image captioning datases and models and
dataset, as it does not contain any dataset for sets
of related images with textual annotations over
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a vocabulary that spans more than 100 words1).
There are two possible venues to investigate in this
regard: build such a dataset from scratch, given
that we can exploit existing web-page annotations
to achieve our goal; and, devise a mechanism for
taking advantage of single-image caption datasets
and apply them towards the multi-image summa-
rization task.
This paper has three primary contributions.
First, we propose a new multi-image summariza-
tion task, accompanied by a detailed description
of the process by which to construct a dataset that
can be directly used to do supervised learning for
the task. Second, we study how various represen-
tations and modeling decisions impact the perfor-
mance of the resulting learned models. Third, we
show how one can take advantage of single-image
captioning annotations to further improve the per-
formance on the multi-image summarization task.
2 Related Work
As briefly mentioned in the previous section, the
present study is deeply related to multi-document
text summarization as well as single-image cap-
tioning. This section covers related work from
these two areas.
2.1 Multi-Document Summarization
One of the related tasks is a multi-document sum-
marization, which is concerned about generating
a short piece of summary text from a set of tex-
tual documents. Like multi-image summarization,
multi-document summarization tries to summarize
a group of related entities with a concise text de-
scription, where each entity itself could have an
individual text description. Our approach in aggre-
gating individual pre-trained image embeddings is
similar to that of Mani et al. (2018), which uses
the centroid vector of individual document vec-
tors. Cao et al. (2017) have similarly applied pre-
trained features learned from an individual-text
dataset to a multi-document dataset. One differ-
ence between their approach and ours is we do not
need a separate model to learn from single-caption
datasets. Others (such as Nayeem et al., 2018) ap-
ply a compositional approach to generate multiple
fusions of individual outputs and learn a ranking
of the fusions to select a final summary. This ap-
proach of aggregating caption outputs is not ideal
1The only exception is WordNet labels in ImageNet but
their label vocabulary is too coarse and not flexible enough
for the applications we target.
for our case, as the generated captions already lose
much information from the input image embed-
dings. However, we emulate the fusion and rank-
ing via an attentional approach to aggregating the
individual image embeddings.
2.2 Single-Image Captioning
Most deep learning architectures for single-
image captioning use an encoder-decoder struc-
ture where a CNN encodes the raw image bytes,
then some language model decoder such as an
RNN decodes into a caption. As detailed by Hos-
sain et al. (2018), more than 40 published image
captioning models since 2015 use some form of
CNN encoder and RNN decoder. Recent advances
in NLP have replaced the RNN with the Trans-
former (Vaswani et al., 2017) which dispenses
with recurrence and uses solely an attention mech-
anism for sequence modeling. We follow recent
image captioning work (such as Sharma et al.,
2018; Zhu et al., 2018; Zhao et al., 2019) in using
Transformer Networks to decode into captions.
3 Multi-Image Summarization Dataset
3.1 Creation Process
The process by which we construct our multi-
image caption dataset consists of a Flume (Cham-
bers et al., 2010) pipeline to processes billions of
web pages in parallel to find ones that contain the
type of annotation we need. This is similar to (and
inspired by) the work of Sharma et al. (2018), in
which they used Alt-text annotations and the cor-
responding images from a large web corpus to cre-
ate a single-image caption dataset.
Our data source is a subset of the Web pages
that meet the following criteria. First, we retain
the web pages that a document content classifi-
cation model available from the Google Cloud
API (Google Cloud, 2019) identifies as “Shop-
ping”. Web pages in the shopping category tend
to have various products of a similar type that
share multiple attributes (e.g. Han et al., 2017),
making them good candidates for this multi-image
summarization task. Second, we use the single-
product vs. multi-product page type classifier de-
scribed by Vovk et al. (2019) to retain only the
pages that are identified as multi-product. The un-
derlying assumption here is that a multi-product
page contains a variety of images for different
products that also share a common “theme”; from
this point on, we extract the images from these
pages and refer to them as “image groups”.
Figure 1: A typical example. Groundtruth is “wedding
bands”. See Table 5 for generated summaries.
In the next steps, the pipeline only keeps the im-
age groups that contain at least 5 images where all
of the images satisfy the following conditions: the
images are of JPEG format where both dimensions
are greater than 100 pixels; the aspect ratio of each
image is at most 3; not trigger pornography or pro-
fanity detectors (from the Google Cloud API).
Next, the logic of the pipeline focuses on
extracting the groundtruth labels for the image
groups. For the experiments presented here, the
pipeline only considers pages identified as con-
taining text in English, and it selects the page’s
title as the candidate for the groundtruth label.
The candidate is further processed with respects to
mentions of brands (e.g., Nike) and specific prod-
uct names (e.g., Air Jordan). Fine-grained entity
labels such as brand and product names are nu-
merous, sparse, and therefore difficult to learn.
We decided to remove such entity labels from the
candidate groundtruth, in order to decouple the
multi-image captioning task from the task of fine-
grained entities recognition. To remove the occur-
rence of these entity labels, we first locate all in-
stances of certain entity types2 using a named en-
tity recognizer, and then delete the corresponding
characters.
In a final step that ensures that the candidate
groundtruth matches the semantic content of its
2The types are: Organizations, Business Operations, In-
ventors, Employers, People, Automobile Models, Product
Lines, Websites, TV/Movie series, Company, Locations,
Events, Fashion labels, Sports teams.
image group, the pipeline filters out candidates for
which none of the groundtruth text tokens can be
mapped to Google Cloud Vision API object iden-
tification labels returned over the set of images in
the image group.
We illustrate the resulting examples in figs. 1
and 3 to 5, which show several instances of the
examples extracted by our pipeline that pass all the
filters described above.
3.2 Dataset Stats
Running the pipeline described above results in
about 2.1 Million examples. We hold out 5,000
for validation, 80,816 for test, and use the remain-
ing as training data. A tokenized version of the
groundtruth label results in a total vocabulary size
of 197,745 distinct token types over the training
set. Table 1 provides additional dataset statis-
tics such as average aspect ratio, average caption
length in bytes, average tokens per groundtruth la-
bel, etc. For the purpose of training our models
over this dataset, the groundtruth labels are tok-
enized by a Wordpiece model (Schuster and Naka-
jima, 2012), using the same algorithm as the one
in (Devlin et al., 2018).
4 Multi-image Summarization Models
4.1 Image Features
For each of the images in our dataset, we
use pretrained individual image embeddings us-
ing Graph-RISE embeddings (Juan et al., 2019).
Graph-RISE learned embeddings (for single im-
ages) are trained using a ResNet neural network
architecture with about 40 Million semantic la-
bels. Note that there is no inherent clustering or
embedding aggregation enforced by Graph-RISE.
However, CNN-based features have been shown to
cluster well for unsupervised tasks (Gue´rin et al.,
2018), which aligns well with our objective.
4.2 Models
Our models follow the encoder-decoder structure
shown in Figure 2. There are four main compo-
nents to each model:
• An externally trained image embeddings for
each image (Graph-RISE), frozen during
training.
• An optional aggregation step that outputs a
vector of aggregated image embeddings for
the image group.
Table 1: Multi-Image caption dataset statistics for train and dev+test sets. First row corresponds to train set stats
and second row corresponds to 5000 validation examples and 80,816 test examples.
Size
Average
Aspect Ratio
Average
Image Height
Average
Image Width
Average
Caption Bytes
Average
Caption Tokens
Average
Num Images
Train 2,018,239 0.957 542 494 24.53 3.85 16.80
Valid+Test 85,816 0.915 534 486 21.64 3.33 16.88
Figure 2: Multi-image Model encoder-decoder struc-
ture. The encoder may optionally take in either the in-
dividual or aggregate image embeddings.
• A BERT (Devlin et al., 2018) Encoder mod-
ule that may take in (1) the individual image
embeddings, or (2) the aggregated image em-
beddings (or both), and applies self-attention
across these features to encode them into a
tensor H.
• A BERT Decoder module that generates out-
puts conditioned on H and attentional inputs.
Our hypothesis is that if the pretrained image
embeddings are trained in such a way that similar
concepts are clustered together in the embedding
space, we should be able to generate textual
description most robustly from the centroid of
that cluster. Then our task is equivalent of finding
the centroid of each concept – we call that point
in the embedding space a “canonical embedding”
for the given concept. Since all input images are
expected to have a shared concept, the canonical
embedding point is expected to lie within the
minimum bounding box created by the set of
points from each image embedding. Furthermore,
if the concept occupies k-dimensional subspace of
the entire K-dimensional embedding space (due
to the way external embeddings was trained), dis-
tribution of embedding in each dimension should
help our model identify those k-dimensional
subspace. Thus, an important component of our
work is finding the best aggregation approach for
use in our models.
Let N be the number of images in the
group, where each image embedding, e, is a
K-dimensional float vector (K = 64 in this
study), and let E denote the individual im-
age embeddings matrix of shape (N, 64), E =[
e(0)|e(1)| · · · |e(N−1)]T , where the vertical bar |
denotes row-wise concatenation of column vec-
tors. In other words, Eij = e
(i)
j . We investigate
five different approaches.
1. No aggregation, i.e. only individual image
embeddings e(i) are fed into the encoder.
2. Element-wise standard deviation σ of the im-
age embeddings. Given N images, for each
of the K embedding dimensions, we take the
standard deviation across the N images to
get a K-dimension standard deviation vector.
Mathematically, σ is defined as
σj =
√
1
N
∑
i
(e
(i)
j − ej)2
where e(i)j represents j-th element of the
i-th image embedding vector, and ej =
1/N
∑
i e
(i)
j is an element-wise average of all
image embedding vectors.
Standard deviation of the image embeddings
are always fed into the captioning model
in combination with other (single or aggre-
gated) image embeddings. The intuition be-
hind this is that, for example, if the “cop-
per” attribute (see Fig. 4) is represented at
locations, say i . . . i + j for image 1, then
it is represented at the same locations for all
the other image representations in the image
group; therefore, the standard deviation fea-
ture will ensure that the resulting vector has a
low magnitude for shared concepts, and high
magnitude for non-shared concepts. This sig-
nal can be successfully exploited by our mod-
els, as our experimental results will indicate.
3. Fixed weight averaging (aF ) of the image
embeddings. Given N images each with a
K-dimension embedding, we average across
the N images to get a K-dimension average
embedding. Each image has a fixed averag-
ing weight of 1/N . Mathematically, aF is
defined as
aFj = ej .
4. Dense weighted averaging aD of the image
embeddings. Instead of using a fixed uni-
form weights across all images, we learn the
averaging weights via an intermediate dense
layer. We compute aD as follows. First create
64×N -dimensional column vector by taking
concatenation of all image embeddings,
ef =
[
e(0)T |e(1)T | · · · |e(N−1)T ]T .
Let H be a learned hidden matrix of shape
(N,K × N) and using ef , our image-wise
aggregation weights are
aDj =
N−1∑
i=0
wie
(i)
j ,
where w is an N -dimensional vector, w =
softmax(Hef ).
5. Self-attention weighted averaging aS of the
image embeddings. We learn the averaging
weights across the images via an interme-
diate self-attention mechanism just like the
dense layer approach except this time we use
self-attention. Specifically, we use scaled dot
product attention.
Let H1 and H2 be learned hidden matrices
of shape (K,M), where M is the desired ag-
gregation embedding dimension. With Q =
EH1, K = EH2 and V = E as query, key
and value matrix of shape (N,M), (N,M)
and (N,K) respectively, we compute aS as
follows:
W = softmax
(
QKT√
M
)
V, and
aSj =
1
N
N−1∑
i=0
WijEij .
These approaches add increasing complexity to
how the model aggregates the individual image
embeddings. Calculating the fixed weighted aver-
aging before feeding it into the encoder helps pre-
vent the model from overfitting on individual im-
age embeddings. Using a dense layer to learn the
averaging weights allows the model to put empha-
sis on certain images or ignore outliers. Replac-
ing the dense layer with a self-attention mecha-
nism makes the model order-invariant with respect
to the input images.
5 Experiments
We evaluate the effect of each aggregation ap-
proach on the model performance for our multi-
image summarization task.
5.1 Experimental Setup
We perform additional processing of the data for
our experiments, as follows. Training captions are
truncated to a maximum of 32 (word-piece) to-
kens. Each token must appear at least 10 times
in the dataset in order to be a part of the model;
all other tokens are replaced with a special token
〈UNK〉 throughout this study.
All models are trained using MLE loss and op-
timized using Adam (Kingma and Ba, 2014) with
learning rate 2 × 10−5 and batch size of 1024.
Models are trained until their maximum valida-
tion CIDEr (Vedantam et al., 2015) score does not
increase for 100K steps. Checkpoints are saved
when a model reaches a new maximum validation
CIDEr score. The final model is selected based on
the best performing checkpoint on the validation
set. We use beam search with a beam size of 4
during decoding.
5.2 Comparative Performance
Table 2 shows scores for models trained on
different input combinations using the standard
automated evaluation metrics CIDEr (Vedantam
et al., 2015), BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004)). Each row represents a dif-
ferent model, where a non-empty cell at an input
feature column signifies that the model was trained
with that input. Both model-learned weighted
averaging aggregation approaches (Self-Attn and
Dense) have achieved some of the best perfor-
mance across all automated evaluation metrics.
All forms of averaging (Fixed, Self-Attn and
Dense) outperform models with individual image
embedding features. It is worth noting that, de-
spite the fact that aggregated features work well by
Table 2: Scores for different model inputs. The “Indiv”
column denotes whether the model uses the individual
image embeddings in addition to any possible aggrega-
tion features. The σ column denotes whether the model
uses the standard deviation. The reported test set scores
correspond to the best validation model.
Indiv Averaging σ CIDEr BLEU-4 ROUGE-L
Y 1.331 0.244 0.423
Y Fixed 1.307 0.242 0.422
Y Dense 1.312 0.242 0.421
Y Self-Attn 1.313 0.243 0.424
Fixed 1.342 0.244 0.430
Dense 1.362 0.245 0.430
Self-Attn 1.356 0.245 0.430
Indiv Averaging σ CIDEr BLEU-4 ROUGE-L
Y Y 1.295 0.241 0.415
Y Fixed Y 1.267 0.238 0.408
Y Dense Y 1.251 0.236 0.407
Y Self-Attn Y 1.241 0.237 0.404
Fixed Y 1.361 0.243 0.416
Dense Y 1.382 0.247 0.431
Self-Attn Y 1.373 0.246 0.425
themselves, when combined with individual image
embedding features, the aggregated features con-
sistently make the model perform worse than just
using individual image embeddings.
When an element-wise standard deviation of
embedding vector σ is added to each of these mod-
els, this difference becomes more pronounced;
the models with aggregated features alone consis-
tently outperformed the same model without the
standard deviation feature, while the performance
of the models with individual image embeddings
(regardless of presence of aggregated embeddings
features) significantly decreases. The former is in
line with our expectation that there is canonical
embedding subspace that is easier to identify with
element-wise standard deviation features. The lat-
ter part indicates an inability of the models to learn
to correctly downgrade, using the attention mech-
anisms, the contributions of the individual image
embeddings; further investigation is needed to un-
derstand and correct this undesired outcome.
Furthermore, there is a consistent ordering of
input performance with or without the standard
deviation features. In order from best performing
to worst, we have: dense weighted average, self-
attention weighted average, fixed average, and fi-
nally individual embeddings. The ordering indi-
cates a superiority of the dense weighted average
approach for the multi-image summarization task.
It also suggests there may be other features like the
standard deviation that can help guide the weights
of the averaging to obtain a canonical representa-
tion from multiple images.
5.3 Image Ordering
Recall that the non-aggregated feature vector con-
tains the concatenation of the individual embed-
dings for each image. These embeddings are or-
dered in the vector according to their order on the
webpage HTML text. It is therefore plausible that
the order of the images might affect the model per-
formance. We investigate this by randomly chang-
ing the image order for a subset of 500 test exam-
ples, then comparing the inference results against
the original ordering.
Table 3 shows the results for each ordering. As
the numbers indicate, for some models the per-
formance gets worse while for others it improves.
The small magnitude of the differences suggests
that the models are not relying heavily on image
order. As expected, the scores for the fixed aver-
age model do not change at all as it is invariant to
the image ordering. We observe small score dif-
ferences even for the models that do not pass the
non-aggregated feature vector to the encoder. This
may be because the entire feature vector is mapped
to some aggregate space to compute the attention
scores, and changes to the image ordering may
slightly affect the corresponding mapping.
Table 3: CIDEr scores for different input image order-
ings on a sample of 500 test examples.
Indiv Averaging σ
CIDEr
Original order Randomized
Y 1.954 1.970
Y Fixed Y 1.925 1.925
Y Dense Y 1.952 1.947
Y Self-Attn Y 1.954 1.861
Fixed Y 1.956 1.956
Dense Y 1.990 2.013
Self-Attn Y 2.030 2.046
5.4 Single-Image Caption Pretraining
In this section, we investigate whether we can
improve our model’s performance by leveraging
single-image caption datasets. This is a dif-
ficult task for several reasons: (1) pretraining
of individual feature models would be done on
(1,K)-shaped single-image inputs, but finetuned
Table 4: CIDEr scores for pretrained vs non-pretrained
models. Improvements can be observed across all types
of models. Fixed Avg achieved the best performance
after pretraining while Dense Avg is almost as good.
Indiv Averaging σ
CIDEr
Not Pretrained Pretrained
Y Y 1.331 1.406
Y Fixed Y 1.267 1.372
Y Dense Y 1.251 1.345
Y Self-Attn Y 1.241 1.378
Fixed Y 1.361 1.452
Dense Y 1.382 1.443
Self-Attn Y 1.37 1.427
on (N,K)-shaped multi-image inputs; (2) aggre-
gate feature models would be “aggregating” just a
single image during pretraining, potentially anti-
learning how to properly aggregate. Despite these
concerns, we show that pretraining yields signifi-
cant improvements for both individual and aggre-
gate feature models.
Using a Flume pipeline similar to the one used
to create the multi-image caption dataset, we gen-
erate a single-image caption dataset from the same
source and using the same generic filters. Instead
of using 〈image group, page title〉 pairs, we instead
generate 〈single image, caption 〉 pairs using each
image’s Alt-text field as the caption, in a similar
manner to (Sharma et al., 2018). This approach re-
sults in about 100 million image and caption pairs.
We use this single-image caption dataset to pre-
train both the BERT encoder and decoder for each
model input configuration. First, we pretrain on
the Alt-text single-image caption dataset using the
same experimental setup as before. Next, a best
single-image caption model is selected based on
its performance on the multi-image caption vali-
dation set (adapted as a single-image dataset). We
then train a new multi-image caption model on the
multi-image caption dataset, initializing the BERT
encoder and decoder weights with the values from
the best single-image caption model for the corre-
sponding input configuration.
Table 4 shows the results for each input config-
uration. Comparing pretrained vs non-pretrained
models, we see that pretraining significantly helps
all the model configurations. As before, all forms
of averaging outperform models with individual
image embeddings.
Notably, under the pretraining condition, the
Figure 3: Groundtruth is “bags” with very different
style of images. See Table 5 for generated summaries
by various models.
Figure 4: Groundtruth is “copper gadgets”. This is a
hard case as what is common is the material. See Ta-
ble 5 for generated summaries by various models.
Figure 5: Groundtruth is “beaded choker” (The set con-
tains 2 more similar images not shown here). See Ta-
ble 5 for generated summaries by various models.
Table 5: Hand-picked examples and summaries. In some instances, model outputs present un-
grounded/hallucinated information such as “genuine sapphire” or “human hair” under the no-pretraining condition;
these are corrected after pretraining. In some other instances, more specific words such as “choker” or “hoodies”
are generated after pretraining. All predictions shown are outputs for models using the standard deviation feature.
Model Not Pretrained Pretrained
Groundtruth wedding bands (Fig. 1)
Baseline rings wedding rings
Fixed Avg men’s wedding bands rings
Dense Avg men’s wedding bands wedding bands
Groundtruth bags (Fig. 3)
Baseline handbags beaded leather bag
Fixed Avg handmade bag designs beaded bag
Dense Avg handicraft bag beaded bag
Groundtruth copper gadgets (Fig. 4)
Baseline utensils copper
Fixed Avg copper candlesticks copper
Dense Avg copper utensils metal
Groundtruth beaded choker (Fig. 5)
Baseline necklace necklaces
Fixed Avg genuine sapphire bead choker necklace beach bead choker
Dense Avg necklace choker necklaces
Groundtruth synthetic lace wigs
Baseline wigs wigs
Fixed Avg classic hair wigs
Dense Avg human hair wigs wigs
Groundtruth sweatshirts & hoodies
Baseline hoodies hoodies & sweatshirts sweatshirts
Fixed Avg sweatshirts sweatshirts
Dense Avg sweatshirts hoodies & sweatshirts
fixed average model outperforms the self-attention
average and dense average models. We hypothe-
size that this may be due to better pretraining on
the Alt-text dataset, since these conditions use dif-
ferent pretrained weights.
We show in Table 5 several sampled summary
outputs. Overall, we note that pretraining ap-
pears to help with eliminating unfounded (hallu-
cinated) information that is not inferrable from the
images, and also eliminate information that con-
tradicts the semantic content in the images. Ad-
ditionally, more specific attributes are correctly
identified by the models trained under the pretrain-
ing regime.
6 Conclusion
In this paper, we describe a new task of multi-
image summarization as the task of producing a
concise and descriptive textual summary from a
coherent set of images. We also describe a dense
average image feature aggregation network that al-
lows the model to focus on a coherent set of at-
tributes common across the input images and im-
prove performance as a result.
The model performance can be further im-
proved by pretraining on a single-image caption-
ing task, a result that indicates that single-image
captioning datasets can be useful for multi-image
summarization applications.
This is our first attempt at defining this task and
experimenting with models designed to tackle it,
and the results suggest that there is still room to
further improve these models.
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