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Abstract 
 
This work describes all stages of development (setup, optimization, performance, and first 
experimental measurements) of an acoustic sensor that can be used for range monitoring and 
dosimetry of clinical radiotherapy beams.  
 
The detection device consists of an ultrasonic transducer, a combination of preamplifiers and 
differential amplifiers with filtered outputs and a digital oscilloscope. Simulations of the 
experimental setup were carried out to study the optimal measurement geometry and choice of 
transducer. The dose distributions were calculated with the Monte Carlo code FLUKA, while the 
acoustic simulations were performed with the analytical wave transport code k-Wave. The temporal 
profiles of the dose pulses, in the order of μs, were measured with a scintillating crystal coupled to 
a photomultiplier and used as input for the acoustic simulation. Measurements were performed in 
a Cyberknife™ radiosurgery beam and a TrueBeam unit. A lead block was submerged in water and 
placed partially or totally in the irradiation field in order to increase the acoustic signal.  
 
Photoacoustic signals were detected with both beams with the expected shape and time-delay, after 
the frequency response of the detection system was taken into account. The proposed setup can 
detect photoacoustic signals originating from the penumbra of the treatment fields after being 
processed with the appropriate image analysis tools.  
 
1. Introduction 
 
When a certain amount of energy is deposited in a target material by a radiation field, the temperature in the 
material increases locally, causing a thermoelastic expansion. As a consequence of this expansion, a pressure 
wave is generated. This is known as the radiation-induced thermoacoustic effect (Sulak et al 1979). The 
amplitude of this acoustic signal is proportional to the energy deposited by the radiation (Sieger & Lefebre 
1985), and the properties of the wave depend on the geometrical and temporal energy distributions of the 
radiation field.  
 
Several applications of the thermoacoustic effect have been proposed in medical physics (Hickling et al 2018b), 
from photoacoustic imaging with non-ionizing laser (Beard 2011) and gamma-ray beams (Xiang et al 2013a, 
2013b), to dosimetry and beam localization for clinical high-energy photon beams (Sampaio et al 2015, Kim 
et al 2017, Hickling et al 2017). Indeed, a combination of radiation-induced thermoacoustic effect and 
computed tomography, named X-Ray Acoustic CT (XACT), has gained considerable attention in recent years, 
going from simulation studies (Hickling et al 2014b) to undergo tests in clinical facilities under different 
configurations (Xiang et al 2013b, Hickling et al 2017, 2018a, Lei et al 2018). 
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To solve the well-known problem of range uncertainties in particle radiotherapy (Paganetti 2012), systems 
based on protoacoustic (or ionoacoustic) effects have recently been proposed (Parodi & Assmann 2015). While 
the first experimental measurements of the protoacoustic effect were carried out decades ago (Sulak et al 1979, 
Hayakawa et al 1995, Albul et al 2001), recent works including simulation studies (Jones et al 2014, 2016a, 
2018, Alsanea et al 2015, Kipergil et al 2017) and experimental data taken at proton facilities (Jones et al 2015, 
2016b, Assmann et al 2015, Lehrack et al 2017, Nie et al 2018, Patch et al 2019) have significantly contributed 
to the possibility that such a system would achieve clinical maturity in the near future.  
 
The development of clinical devices for dosimetry or range verification based on the radiation-induced 
thermoacoustic effect faces several technical difficulties. First and most importantly, the measurable acoustic 
signals are extremely weak. The predicted intensity of the pressure wave depends on the temporal and 
geometrical properties of the deposited dose distribution, in the few mPa range for a detector placed a ~10 cm 
away from a clinical proton field in the µs range (Jones et al 2015, Kipergil et al 2017). This problem is 
aggravated by the presence of strong electromagnetic fields around medical accelerators, interfering with 
sensitive ultrasound equipment and limiting the achievable signal-to-noise ratio (SNR). 
 
Reconstruction of dose distribution from the detected waves is challenging due to the uncertainties in tissue 
composition (Fontanarosa et al 2011, Alsanea et al 2015) and the low SNR. For this reason, developing an 
accurate simulation package is vital not only for improving and understanding the experimental setup, but also 
to test and optimize the image reconstruction procedure. In previous works, acoustic simulations based on the 
wave propagator k-Wave (Treeby et al 2010) have been able to reproduce the arrival time of the signals but 
have failed to accurately describe the shape of the acoustic waves, due to noise, uncertainties in material 
properties, and detector response. Only recently the work of Nie et al (2018) has shown good progress in 
describing full waveforms for certain homogeneous materials.  
 
Finally, pulse characteristics of beams are also a strong limiting factor for the usability of these systems, since 
only pulsed beams with a duration of the order of a few µs (or less) fulfill the ‘stress confinement’ condition, 
necessary for accurate protoacoustic range determination (Ahmad et al 2015, Jones et al 2016a). Only 
synchrotrons and modern synchrocyclotrons have such a short pulse duration while, according to PTCOG 
statistics (2018), most centers are based on isochronous cyclotrons, which need additional hardware to produce 
short pulses (Jones et al 2015). Therefore, with only a few particle centers currently able to produce beams 
suitable for protoacoustic verification, the development and testing of such detection systems can be partially 
carried out in standard photon LINACs, with a µs-pulse duration, since the properties of the produced acoustic 
wave are relatively independent on the radiation type.  
 
In this work we present an experimental device composed of a large-bandwidth ultrasound transducer and a 
set of amplification electronics which is optimized for dosimetry and range verification of clinical radiation 
fields. Using lead blocks to amplify the signal (Xiang et al 2013b, Hickling et al 2014a), we tested our device 
successfully in two different clinical photon beams. The information gathered in these initial experiments has 
been used to develop a simulation package that can be easily adapted to other experimental setups.  
 
2. Materials and methods 
 
Using computational simulations and experimental measurements, we investigated pressure waves created 
upon irradiation of a water tank with a 6 × 10 cm2, 6 MV-photon beam from a TrueBeam™ linear accelerator 
(Varian Medical Systems, Palo Alto, CA) and with a 4-cm diameter, 6 MV radiosurgery beam from a 
Cyberknife™ unit (Accuray Inc., Sunnyvale, CA). A lead block with dimensions 4 × 8 × 2.5 cm3 was 
submerged in the water tank and placed in the center of the irradiation field with its broad face pointed at the 
transducer, which was placed at a varying distance d between 1.5 and 10 cm from edge of the lead block (see 
Figure 1). 
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Figure 1. Scheme of the experimental setup. Photon field enters perpendicular 
to the paper. Distance d varies between 1.5 and 10 cm. 
 
2.1. Radiation-induced thermoacoustic effect 
 
Energy deposition from a radiation source causes a heating of the target material in the order of µK, which in 
turn produces an expansion, generating an acoustic pressure wave (in the order of mPa). The local pressure 
increase psource (originated from the instantaneous dose deposition, i.e. before propagation in the medium) is 
proportional to the deposited dose D, the density of the material and the Grüneisen coefficient  of the 
medium (Lyamshev, 2004): 
 𝑝"#$%&'(𝑟, 𝑡) = Γ(𝑟) ∙ 𝜌(𝑟) ∙ 𝐷(𝑟, 𝑡),      (1) 
 
where the Grüneisen coefficient depends on the speed of sound in the material ( ) and its heat capacity (Cp) 
and volume thermal expansion coefficient ( ), 
 Γ = 345⋅789 .         (2) 
 
The dose deposited in the medium, 𝐷(𝑟, 𝑡), can be separated in two components which can be studied individ-
ually: the spatial dose distribution and the time distribution properties of the dose pulse (Jones et al, 2014): 
 𝐷(𝑟, 𝑡) = 𝐷(?⃗?) ∙ 𝐷(𝑡).      (3) 
 
The general wave equation describes how the local pressure 𝑝"#$%&'(𝑟, 𝑡) propagates across a medium, 𝑝(?⃗?, 𝑡): 
 ∇;𝑝(𝑟, 𝑡) − =345 ⋅ >5?(%⃗,@)A@5 = − =345 ∙ >?4BCDEF(%⃗,@)A@ 	,    (4) 
 
2.2. Gamma-acoustic simulation 
 
In this work, Monte Carlo particle transport and analytical photoacoustic simulation techniques were combined 
to develop a simulation workflow capable of modeling the induction of acoustic waves following irradiation 
and their subsequent propagation in the lead+water setup. 
  
The physical properties of lead and water (Haynes 2014) used in the simulations are displayed in Table 1. The 
absorption coefficient of lead (αp) due to the lack of a reference value, was derived by comparison to similar 
metals. A sensitivity study (Giza 2017) was conducted, concluding that this estimation does not affect the 
results of the simulation, where values of αp between 0.5 and 20 dB/MHz2·cm produced variations of simulated 
pressure of less than 4 % and no appreciable difference in the arrival time of the signal. 
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Table 1. Physical properties of lead and water used in the simulations. Source: (Haynes 2014).   
Material Water at 22 ºC Lead 
Density (kg/m3) 997.75 11350 
Compressional wave speed (m/s) 1488 2160 
Shear wave speed (m/s) 0 700 
Grüneisen coefficient, G  0.11 3.12 
Compressional wave absorption, αp (dB/MHz2·cm) 0.0022 8.686 
Pressure-Dose relation (eq. 1) 0.11 Pa / mGy 35.412 Pa / mGy 
 
The spatial dose distributions in the lead+water geometry, 𝐷(?⃗?), were calculated with Monte Carlo code 
FLUKA (Ferrari et al 2005, Böhlen et al 2014) for both linear accelerators. For simplicity reasons, in both 
cases the complex energy spectrum of the 6 MV photon beam was approximated by a monoenergetic beam of 
2 MeV. This approach has been used by other authors (Hickling et al 2014a) and was validated by a previous 
study (Giza 2017), where no relevant differences were found on the pulse shape or arrival times of signals 
induced by monoenergetic photon beams in the 0.5– 6 MeV energy range. 
 
Dose was scored in FLUKA using the USRBIN scorer in a Cartesian grid with 1-mm3 side cubic voxels for 
the entire region of interest, corresponding to the water tank. Each simulation comprised 106 stories, divided 
into five cycles of 200,000 primary particles. The average simulation time of each run was approximately 10 
minutes on a workstation with 4 quad-core 2.4 GHz processors and 42 GB of RAM memory.  
 
The temporal profiles of the dose pulses, 𝐷(𝑡), were measured using photomultiplier tubes (PMT) coupled 
with plastic and CeBr3 scintillators, respectively, for the TrueBeam and Cyberknife units. Both pulses are 
shown in Figure 2. The specifics of these measurements are described elsewhere (Jones et al 2014, Sánchez-
Tembleque et al 2018).  
 
Figure 2. Normalized time profiles of the dose pulses of the TrueBeam and CyberKnife units. 
Curves are filtered with a low-pass filter (maximum frequency depends on the size of the simulation grid).   
 
These 𝐷(𝑟) and 𝐷(𝑡) distributions were used as inputs for the analytical wave transport code k-Wave, a 
MATLAB toolbox for the propagation of acoustic waves in the time domain (Treeby et al 2010). We used a 
three-dimensional geometry, with a grid of 200×200×400 1-mm3 voxels and physical properties of lead and 
water as described in Table 1. The simulations were performed with the pstdElastic3D function of k-Wave, 
which simulates the propagation of compressional and shear waves in isotropic elastic and viscoelastic media 
using a method based on the pseudospectral time domain (PSTD) method. Although the detector is immersed 
in water (a fluid medium), the conversion between different wave modes in the lead+water interface makes it 
necessary to use elastic simulation method for full accuracy and despite their higher computational cost.  
 
From 𝑝(𝑟, 𝑡), the simulated pressure distribution calculated with k-Wave, we estimated the expected signal 
S(t) measured by the transducer. Let T represent the set of nT points in space conforming the transducer, then 
S(t) is calculated as the average pressure at all voxels defined as part of the transducer: 
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𝑆(𝑡) = 	 ∑ ?(%⃗,@)DJ⃗ ∈LML       (5) 
 
For the initial calculation of S(t), T was represented by a disc with a diameter of 3 cm and a flat response in 
the frequency domain. The estimated frequency response of the transducer and the amplification system was 
added in the data analysis stage as a posteriori information from the experimental measurements, as described 
in section 3.3. 
 
2.3. Description of the experimental setup 
 
 
Figure 3. Sketch of the ultrasonic signal acquisition system  
 
The experimental setup, depicted in Figure 3, consists of an ultrasonic transducer, a combination of 
preamplifiers and differential amplifiers with filtered outputs, and a digital oscilloscope. The transducer was a 
custom-built device with a diameter of 30 mm, a central frequency of 300 kHz and a bandwidth of 40%. The 
preamplifier was a Dasel Amplus-32 (Dasel Sistemas, Madrid, Spain) with a bandwidth of 30kHz – 1MHz and 
a gain of 32 dB. The signal from the preamplifier was further amplified using a differential amplifier Alligator 
USBPBP-S1 (Alligator Technologies, Costa Mesa, CA) with a band-pass filter between 1kHz and 200kHz and 
a maximum gain of 30 dB.  
 
The digitalization of the signal was performed with a 16-bit digital oscilloscope (PicoScope 4262), connected 
to a control computer via USB. Copper foil was wrapped around all devices for electromagnetic shielding, to 
minimize interference with the strong electromagnetic fields present in the treatment rooms. Before irradiation, 
the water in the tank was left to thermalize for over two hours, for a standard room temperature of 22 ºC. 
 
The TrueBeam™ measurements were carried out at the Hospital of the University of Pennsylvania 
(Philadelphia, PA). Beam energy was selected at 6 MV, and the beam collimator was used to shape a 10 × 6 
cm2 field, irradiating the full contour of the lead block plus a 1-cm margin, measured directly on the lead block 
plane, placed at the isocenter. Flattening filter mode was used, with a dose rate of 600 MU/min and a pulse 
repetition frequency of 360 Hz, which yields a maximum dose per pulse of 0.28 mGy with a duration of 6 µs 
(red line in Figure 2). The acquisition was triggered by scattered prompt gammas arriving at a plastic 
scintillator coupled with a PMT. Measurements were performed at lead block to transducer distances of 24, 58 
and 100 mm.  
 
The CyberknifeTM measurements were performed at Hospital Ruber Internacional (Madrid, Spain). A circular 
brass collimator with an aperture size of 40 mm at isocenter (reference source-axis distance of 80 cm) was 
used to shape the field. Since the surface of the water tank was placed at a distance of 60 cm from the collimator, 
the projected size of the photon field at the surface of the lead block was 3 cm. The dose pulse is approximately 
square, with a duration of about 5 µs (blue line in Figure 2) and a pulse repetition frequency of 188 Hz. The 
dose rate was kept at 600 MU/min for a maximum dose per pulse of 0.53 mGy. Lead block to transducer 
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distances used were 15, 55 and 80 mm. In this case, the acquisition was triggered using the magnetron output 
signal (MAG) from the Cyberknife™ control unit. This signal is active whenever the high-voltage magnets 
are energized, regardless of whether the beam is on or not, which allowed us to use the same trigger signal to 
acquire “dry” runs, used for background subtraction measurements (see Figure 4).  
 
Figure 4. Acoustic signals measured at the Cyberknife™ unit with a lead block to transducer distance of 80 mm, 
with radiofrequency signal on but no beam (red curve, background signal) and with beam on (blue curve).  
 
For each measurement, a batch of 1024 consecutive traces was obtained (in less than 10 s) and averaged in 
order to reduce the effect of random electromagnetic noise in the acquired signals. With this setup, signal-to-
noise ratios in the order of 250 were obtained (taking into account only random noise).  
 
3. Results 
 
3.1. Measurement of the electronic delay. 
 
For all the measurements in each batch, trigger signals were co-registered along with transducer measurements 
and used to synchronize the measured time profiles at the trigger threshold level. Moreover, the measured 
signals were affected by an electronic delay originating from the amplification hardware. To ascertain the value 
of the delay, signal arrival times for all signals were derived (setting the arrival time when the wave crossed 
50% of the value for the first peak) and plotted against the lead block to transducer distance. The slope of the 
curve was fixed at the value of sound speed in water (Table 1), thus the intersection with the y-axis 
corresponded to the time lag in the experimental measurements. Due to the small number of detection points 
and high uncertainty in arrival times caused by electromagnetic noise, we decided to fix the slope of the fit to 
that of the speed of sound in water to obtain an accurate and consistent estimation on the electronic delay. As 
displayed in Figure 5, the electronic delay was similar for both measurement setups: (11.9 ± 0.5) µs for the 
TrueBeam and (12.1 ± 0.9) µs for the Cyberknife. 
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Figure 5. Signal arrival time VS lead block to transducer distance plots, 
used to determine the electronic delay of the amplification system. 
 
3.2. Measured acoustic signals  
 
After applying corrections for trigger position and electronic delay, measured signals are shown in Figures 6 
and 7 for the Truebeam and Cyberknife accelerators respectively, together with the simulations carried out as 
explained in Section 2.1. For lead block to transducer distances above 55 mm, signal arrival time and first 
pulse duration are in agreement with the simulated waves. For shorter distances, as observed by other authors 
(Hickling et al 2014a), unfiltered electromagnetic noise and reflected waves distort the shape of the pulses. 
 
Figure 6. Unfiltered measured (red) and simulated (blue) acoustic signals at three different 
lead block to transducer distances. In black, measured dose pulse. Data taken with Truebeam unit. 
 
 
8 
 
 
 
Figure 7. Unfiltered measured (red) and simulated (blue) acoustic signals at three different 
lead block to transducer distances. In black, measured dose pulse. Data taken with the Cyberknife unit. 
 
3.3. Estimating the frequency response of the system 
While the arrival times and pulse durations of the signals are in good agreement between measurement and 
simulation, the shape of the waves is still not well-reproduced, with certain high-frequency components seen 
in the measurements that cannot be reproduced by the simulations (Caballero et al 2013). This is caused by 
the fact that the frequency response of the detection system, composed of the transducer and the amplifiers, is 
not taken into account in the simulation. In order to improve the model of the system, we performed a spectral 
analysis of the measured and simulated curves from the Cyberknife unit, with a lead block to transducer signal 
of 80 mm, after filtering out the electromagnetic noise and correcting for detection delay. Then, we performed 
a Fourier analysis of the two signals and created a complex filter by dividing them in the frequency domain. 
This filter represents the frequency response of the system. The two spectra and the obtained filter are shown 
in Figure 8. 
 
Figure 8. (Top) Fourier analysis of the Cyberknife-80 mm measured and simulated 
signal. (Bottom) Filter representing frequency response of the system. 
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Figure 9. Results of applying the frequency response filter (Figure 7) to the simulated signals 
in the Truebeam and Cyberknife units (red), compared to measured signals (blue). Note that, by construction, 
the simulated+filter of the case d=80mm with the Cyberknife matches perfectly the measured data.  
 
As seen in Figure 9, the application of the response filter significantly increases agreement between experiment 
and simulation in the clean area (above 55 mm lead block to transducer distance). The frequency response 
estimated from Cyberknife measurements was successfully applied to measurements in the Truebeam accel-
erator.  
 
4. Discussion and conclusions 
 
The proposed setup can detect acoustic waves originated from dose with µs-long pulses. As shown by other 
authors (Xiang et al 2013b, Hickling et al 2014a), lead amplification can increase detection limits and facilitate 
the developing and testing of detector setups. While the thermal noise at the transducer should not limit the 
accuracy of the system significantly (Ahmad et al 2015), the presence of strong electromagnetic and 
radiofrequency fields in a radiotherapy treatment room makes it necessary to use very low noise electronics 
(Diao et al 2015, Jones et al 2015), characterize thoroughly the background signals associated with the 
acceleration of the beam to perform a dry run for background subtraction (Hickling et al 2018a) and average 
a high number of samples to isolate the acoustic signal. In an environment with high levels of electromagnetic 
noise, digital treatment of the signals and noise subtraction techniques are vital for a successful measurement. 
In this context, the possibility to perform ‘dry’ runs to estimate the electromagnetic background synchronized 
with the dose pulse is extremely useful to obtain a clear photoacoustic signal since, when monitoring real 
patient treatments, the number of averaged samples is limited by the dose prescribed to the patient. In this 
context, the obtained SNR after 1000 samples are enough to filter out all random noise from the detected 
waves, where the dose deposited (assuming 100% pulse collection efficiency) is in the order of 0.5 Gy at the 
point of maximum dose, compatible with a 2-Gy fraction in the planning target volume of a clinical treatment. 
Also, the measurements shown were performed at room temperature; at body temperature, the intensity of 
protoacoustic waves would increase (Sulak et al 1979), which would improve the results. 
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While the proposed setup is similar to the suggested in previous works (Diao et al 2015, Hickling et al 2014, 
2017), the post-processing of the signals (background subtraction in dry run + filter by frequency response of 
the system) is novel and allows for a cleaner measurement of the acoustic waves. In systems where this dry 
run mode is not available, it could be achieved by delivering the radiation fields with the jaws closed or away 
from the volume of interest. The simulation package composed by FLUKA + k-Wave + frequency response 
filter has performed well: the calculated signals reproduce successfully the arrival times and pulse shapes for 
the first 150 µs of the signals, provided that the detector is placed at sufficient distance (>50 mm) from the 
origin of the wave front; future measurements should aim at establishing this distance with higher accuracy. 
The description of the system response by a complex filter makes it harder to derive a physical interpretation 
of the system behavior from it: the intrinsic mechanical complexity of the transducer, added to the contribution 
of the amplification and filtering electronics, create a combination of frequency-dependent delays and ampli-
tude changes that cannot be represented by a real filter. The problem is increased by the fact that we are work-
ing out of the transducer pass-band, which should be improved in the future by designing a specific transducer 
matched to the expected acoustic frequency content of the pressure wave. However, the model could success-
fully be applied in different irradiation conditions yielding coherent and repeatable results. 
 
By separating the variations in the acoustic waveform caused by detector response and geometrical distribution 
of the initial pressure wave, we could use the latter to perform a three-dimensional reconstruction of the initial 
dose maps from the detected waves using the XACT technique (Hickling et al 2014b, 2018a, Lei et al 2018). 
However, while present implementations of XACT have used relatively simple filtered back-projection (FBP) 
methods to derive the dose distribution, a full understanding of the geometrical pressure wave can facilitate 
the use of more sophisticated methods, such as Full Wave Inversion or FWI (Pérez-Liva et al 2017), to 
significantly improve reconstruction efficiency. 
 
Further developments of thermoacoustic detectors for radiation, including in-vivo dosimetry and image 
reconstruction from clinical photon and proton beams, are expected in the future. For instance, the comparison 
of repeated measurements taken at different treatment fractions can be used to identify interfractional organ 
motion affecting dose conformity, in a similar fashion as performed by some treatment centers with regard to 
PET distribution after irradiation (Bauer et al 2013). Also, the presented measurements are of interest for 
groups working on protoacoustic range verification, as we show that photon beams can be used as a test bench, 
given their wider availability and more favorable properties of the temporal pulse.  
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