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1editorial
En el año del Bicentenario (1810-2010) hacemos entrega 
del tercer número de la Revista de Investigación Multimedia del 
Área Transdepartamental de Artes Multimediales del Instituto 
Universitario Nacional del Arte.
La misma se presenta como una edición especial de los 
documentos de avance de la primera etapa del proyecto PICTO 
“Diseño y desarrollo de aplicaciones e interfases de Realidad 
Aumentada destinadas a síntesis y procesamiento de audio 
digital”, aprobado por la Agencia Nacional de Promoción 
Científica y Tecnológica - Fondo para la Investigación Científica 
y Tecnológica (Ministerio de Ciencia, Tecnología e Innovación 
Tecnológica - Presidencia de la Nación).
El proyecto parte del paradigma “continuo realidad-
virtualidad” (Milgram, Kishino y Takemura, 1994) el cual ubica a los 
entornos virtuales en diversas categorías, cuyo rango se extiende 
desde la realidad física hasta la realidad virtual. Situados en este 
paradigma, entendemos por entornos de realidad aumentada a 
aquellos que logran conjugar elementos virtuales con la realidad 
física que nos rodea. Dentro de esta clasificación se encuadra la 
mayor parte de las experiencias de multimedia escénica, como las 
instalaciones, las performances y las intervenciones interactivas 
en las cuales realidad y virtualidad se funden.
En esta entrega volcamos los resultados de siete artículos que 
avanzan sobre los tópicos planteados. “Nuevas caracterizaciones 
de la actividad musical en el aula” de Prof. Carmelo Saitta abre un 
espacio de análisis sobre la vinculación música - espacio áulico. 
“Composición asistida en entorno PD” de los Dres. Pablo Cetta y 
Oscar Pablo Di Liscia, y “Medidas de similitud entre sucesiones 
ordenadas de grados cromáticos” del Dr. Oscar Pablo Di Liscia 
presentan técnicas de composición y organización del material 
musical en el entorno de composición en tiempo real Pure data. 
“Desarrollo de un sistema óptico para interfaces tangibles (mesa 
con pantalla reactiva)” y “Diseño de interface para el desarrollo 
de una pantalla sensible al tacto con aplicación musical” del Ing. 
Emiliano Causa exponen, respectivamente, el desarrollo de una 
mesa con pantalla sensible al tacto y el diseño de una interface 
de pantalla sensible al tacto (del tipo multitacto) aplicada a un 
editor gestual de música. “Técnicas de síntesis y procesamiento 
de sonido y su aplicación en tiempo real” del Lic. Matías Romero 
Costas repasa algunas de las técnicas de síntesis y procesamiento 
de sonido más utilizadas y difundidas, desde un punto de vista 
teórico, a través de ejemplos de aplicación, implementados en 
el entorno de programación Max-MSP. Por último, el artículo 
“Técnicas de programación vinculadas a la realidad aumentada 
y a las interfaces tangibles” del DCV Tarcisio Lucas Pirotta, 
presenta las principales funciones y bloques de programación 
disponibles en los paquetes de librería ARToolKit y reacTIVision, 
para su aplicación a proyectos de realidad aumentada e interfaces 
tangibles.
Comité Editorial de RIM
… cabe tener en cuenta las posibilidades que pueden llegar a 
seguirse de los encuentros entre ciencia y las prácticas artísticas. 
En muchos casos, los artistas toman inspiración en los hallazgos 
de la ciencia, o investigan de manera creativa en algunos 
campos tecno-científicos (por ejemplo, y en estos momentos, la 
ingeniería genética, la nanotecnología, la matemática del límite, 
el software avanzado, la astronomía, la robótica, la inteligencia 
artificial, son campos en los que unos u otros artistas han 
encontrado inspiración directa y a partir de los que de hecho 
realizan alguna investigación creativa suficientemente relevante, 
cuando menos desde el punto de vista artístico).
 
(José Luis Brea, cultura _RAM, 2007)
Edición especial dedicada al proyecto PICTO “Diseño y desarrollo de 
aplicaciones e interfases de Realidad Aumentada destinadas a sín-
tesis y procesamiento de audio digital”, en el año del Bicentenario 
(1810-2010).
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Medidas de similitud entre sucesiones 
ordenadas de grados cromáticos
Pablo Di Liscia
Introducción
Este trabajo presenta una parte del proyecto de 
investigación: Desarrollo de programas informáticos 
de asistencia a la composición musical, desarrollado 
por el Dr. Pablo Di Liscia durante una estadía posdoc-
toral en el Music Technology Group de la Universidad 
Pompeu Fabra (Barcelona, España) durante el 2009 
y financiado a través de una Beca de la Fundación 
Carolina y la UNQ.
El proyecto realizado constituye un módulo del 
proyecto de Investigación Aplicaciones musicales de 
conjuntos y matrices combinatorias de grados cromá-
ticos, radicado en la UNQ para el bienio 2009-2010 y 
dirigido por el Dr. Pablo Di Liscia. A su vez, la librería PC-
SLIB desarrollada en este proyecto por Pablo Di Liscia 
y Pablo Cetta es utilizada como uno de los módulos de 
software en el Proyecto de Investigación Diseño y desa-
rrollo de aplicaciones e interfases de realidad aumen-
tada destinadas a síntesis y procesamiento de audio 
digital (IUNA, Agencia Nacional de Promoción Científica 
y Tecnológica, Director Carmelo Saitta).  
Se asume por parte del lector tanto el conocimiento 
de la teoría de los Pitch-Class Sets (en adelante denomi-
nados PCS, véase Forte, 1974) aplicada a composición y 
análisis musical (véase Morris, 1984, 1987) como de las 
particularidades y uso del entorno de programación de 
alto nivel aplicable a música, audio y gráfica Pure Data 
(Miller Puckette, 2009). Asimismo, en tanto este infor-
me es un módulo que continúa proyectos anteriores, 
es coherente con lo desarrollado en estos por lo que 
se recomienda su conocimiento por el lector (particu-
larmente, la Biblioteca de Objetos Externos Pcslib para 
Pure Data y su documentación, véase Di Liscia, 2010).
Hipótesis de trabajo y enfoque general
Se parte del supuesto teórico de que la organiza-
ción de la altura en PCS constituye un rasgo significati-
vo de la música atonal y serial. 
Partiendo de la base de los diferentes tipos de rela-
ciones planteadas por la teoría de los PCS, es posible 
generar grupos de clases de conjuntos (en adelante 
denominadas SC) o de PCS en base al cumplimiento de 
éstas y establecer diferentes afinidades y/o relaciones 
entre estos grupos que son significativas en la organi-
zación musical de este nivel.
En esta fase del proyecto se eligió la aproximación 
al problema a través de la noción de similitud entre 
PCS, partiendo del análisis de las medidas de similitud 
propuestas por varios autores (Forte, 1974, Morris, 
1984, Isaacson, 1990) en función de sus ventajas, 
limitaciones y aplicabilidad. Luego de ello se diseñó 
e implementó por software una medida que intenta 
superar las limitaciones observadas. 
Todas las implementaciones de software fueron 
integradas a la Librería de Objetos Externos Pcslib 
(véase Di Liscia, 2010), desarrollada en los proyectos 
anteriores por razones de practicidad y consistencia 
en los tipos de datos y funciones básicas empleados.
1. Relaciones de similitud entre SC y PCS
La teoría “clasica” de los PCS se basa en las llama-
das Clases de Sets (SC) producidas por la equivalencia 
o “reductibilidad” de una combinación particular de 
PC (Pitch-Classes o Grados Cromáticos) a otra por 
medio de las operaciones de Transposición o Inversión 
seguida de Transposición   (Véase Forte, 1974, Cap. I).
Pero, como es lógico de suponer, las relaciones de 
equivalencia por transposición y/o inversión no son 
suficientes para explicar la combinación de PCS en una 
composición musical, y confinar los recursos de una 
obra a estas relaciones que produce, generalmente, 
resultados limitados. Por ello, los teóricos dedicados 
a la música atonal han desarrollado diversas maneras 
de medir y utilizar las variadas similitudes que pueden 
existir entre SC y PCS.
En principio, debe trazarse claramente la distinción 
entre similitudes estructurales, que son propias de 
las SC y existen en abstracto, y aquellas relaciones 
propias de los PCS que, si bien posibilitadas por su 
estructura, son puestas de manifiesto en una versión 
específica (Tn, ITn) de los PCS y su distribución. En este 
último sentido, la similitud “percibida” entre dos PCS 
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que estructuralmente son poco parecidos puede ser 
tan o más fuerte que la similitud percibida entre otros 
dos que son muy similares estructuralmente, si se 
destacan en especial los escasos rasgos de similitud 
en los primeros a la vez que se destacan los rasgos es-
tructurales distintivos en estos últimos en un contexto 
musical determinado. Sin embargo es más lógico, 
por supuesto, trabajar con los rasgos estructurales 
para luego ponerlos de manifiesto por medio de otras 
organizaciones.
1.1. Relaciones entre SCl1
Forte (Forte, 1974), establece cuatro tipo de 
relaciones de similitud entre las SC de igual número 
cardinal. La primera se refiere a los subconjuntos en 
común, mientras que las otras tres se relacionan con 
el ICV:
1. La relación Rp: es la que se produce cuando las 
SC comparadas tienen, al menos, un subconjunto de 
cardinal n-1 (siendo n el cardinal de las SC compara-
das) de la misma SC. La relación puede manifestarse 
fuertemente (cuando el subconjunto en común man-
tiene, además, los mismos PC, o sea, es la intersección 
entre los dos PCS) o débilmente (cuando el subconjun-
to en común no está formado por PC comunes).  
2. La relación R0: esta  relación designa máximo 
contraste, dado que se cumple cuando no existe una 
sola entrada coincidente en los ICV de las SC que se 
comparan. Cuanto más bajo es el número cardinal, 
más significativa resulta. Por ejemplo:
 SC 4-Z15 ICV [111111]
 SC 4-9  ICV [200022]
Los ICV de las SC 4-Z15 y 4-9 no tienen ninguna 
entrada igual.
3. La relación R2: como ya se mencionó, no existen 
SC de cardinal mayor que tres que posean cinco entra-
das de su ICV idénticas. Por lo tanto, la mayor coinci-
dencia que puede encontrarse, es de cuatro entradas. 
Por ejemplo (las entradas iguales están subrayadas):
 
 SC 4-8  ICV [200121]
 SC 4-9  ICV [200022]
 
4. La relación R1: esta relación es como la anterior, 
pero agrega que las dos entradas no coincidentes 
tienen valores que están intercambiados. Por ejemplo: 
(las entradas iguales están subrayadas, las intercam-
biadas, se destacan con negrita)
 SC 4-2  ICV [221100]
 SC 4-3  ICV [212100]
 
Debe mencionarse que las cuatro relaciones ya tra-
tadas requieren especiales refinamientos y considera-
ciones para su aplicación en el análisis y composición. 
Entre estos refinamientos se cuentan la combinación 
de ellas (que aumenta la relación de similitud, cuan-
do ninguna es R0), la posibilidad de realizar “grupos 
transitivos”(en los que una relación se mantiene para 
todas las SC que integran el grupo) y la singularidad 
de la relación para las SC de un determinado número 
cardinal.
Como ejemplo de la combinación de relaciones se 
exponen, en la tabla siguiente, las relaciones combi-
nadas que surgen a partir de comparar la SC 4-20 con 
todas las demás SC de cardinal 4. Las SC que aparecen 
en la primera columna están en relación Rp con la SC 
4-20, pero si se observan las columnas siguientes, 
solo aquellas marcadas con asterisco están, además, 
en las relaciones que indica el comienzo de cada 
columna.
Es posible también extender el concepto de la rela-
ción Rp a subconjuntos de una cardinalidad distinta de la 
de las SC que se comparan menos 1, y aun a todas ellas.
Robert Morris (Morris, 1980) propone una medida 
de la similitud estructural de SC a partir de sus ICV 
que llama índice de similitud2. El índice de similitud 
(abreviado como SIM en el trabajo de Morris) tiene la 
ventaja de que, a diferencia de las relaciones propues-
tas por Forte (Forte, 1974), se puede aplicar a SC de 
distinta cardinalidad. La formalización es como sigue:
Sean A y B dos SC y a y b sus dos ICV.
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Si SIM(A, B) = Ø, entonces se trata de la misma 
SC o de SC en relación Z. El mínimo valor para SIM es 
equivalente a |#V(A) - #V(B)| (máxima similitud) y el 
máximo #V(A) + #V(B) (mínima similitud), en donde 
#V(A) es la suma de todas las entradas del ICV de la 
SC de A3. Morris, desarrolla ocho propiedades de esta 
relación que imponen refinamientos y restricciones 
para su consideración. 
Eric Isaacson (Isaacson, 1990) realiza un análisis 
de las diversas funciones de similitud propuestas por 
Forte y Morris, además de otros autores4 y afirma que 
ninguna de ellas satisface completamente las siguien-
tes tres condiciones:
1. Proveer un valor distintivo para cada par de SC a comparar.
2. Ser utilizable para SC de cualquier cardinalidad.
3. Proveer un rango amplio de valores discretos.
En consecuencia, propone la función IcvSIM, que 
satisface las tres condiciones y se define de la manera 
siguiente:
Donde el IdV (vector de diferencias interválicas) es:
 IdV = [(y1 - x1) (y2 - x2) ... (y6 - x6)]
X e Y son ICV y σ representa la función de desvia-
ción estándar, que definida en términos del IdV es:
Donde IdVi es el iésimo término del IdV e IdV es el 
promedio de los términos en el IdV.
Ejemplo, usando las SC 6-35 y 8-28:
 6-35 ICV = [ 0  6  0  6  0  3 ]
 8-28 ICV = [ 4  4  8  4  4  4 ]
 IdV = [ -4  2 -8  2 -4 -1 ]
  IdV = (-4 + 2 - 8 + 2 - 4 - 1) / 6≈ -2.16666….
σ ≈  (((-4 - 2.167)2 + (2 - 2.167) 2 + (-8 - 2.167) 2 + (2 - 2.167) 2 +
+ (-4 - 2.167) 2 + (-1 - 2.167) 2) / 6)0.5       3.5785
Al usar esta función, el máximo valor posible para la 
comparación de cualquier SC es aproximadamente5 de 
3.58. Este valor máximo indica mínima similitud posible 
y surge, en este caso, de la comparación IcvSIM de los 
ICV de las SC 6-35 y 8-28. Se observa, también, que esta 
función permite obtener valores cero (máxima similitud) 
≈
para SC de distinta cardinalidad, como ocurre si se 
la aplica a la comparación de los ICV de las SC 3-10 y 
6-30. A posteriori, Isaacson desarrolló cuatro tipos de 
similitudes más, que surgen de distintos escalamien-
tos de la misma función propuesta.
Para graficar de manera concisa las similitudes que 
existen entre un grupo de SC o de PCS a partir de las 
relaciones de similitud ya explicadas, es usual cons-
truir matrices. Por ejemplo, usando las SC 3-12, 4-19, 
4-28 y 6-33 y el criterio IcvSIM (Isaacson, 1990).
 
4-19 0.5
4-28 2.14 2.00
6-33 1.83 1.71 2.06
  3-12 4-19 4-28  
Para encontrar el IcvSIM entre dos de las cuatro SC 
comparadas, se busca la intersección de la fila de una 
con la columna de otra o viceversa. Por ejemplo, el 
IcvSIM entre 4-28 y y 4-19 es de 2.00 y se encuentra en 
la intersección de la fila (2) y la columna (1).
Otro enfoque de interés que involucra las rela-
ciones de similitud entre SC consiste en la ponde-
ración de determinadas cualidades aurales implíci-
tas en la estructura de un PCS, como su tendencia 
hacia la consonancia o hacia la disonancia. Sería 
posible establecer, entonces, determinadas suce-
siones de PCS desde o hacia regiones más conso-
nantes o disonantes en una composición musical 
(Cetta, 2003).
1.2. Discusión de las limitaciones y evaluación de la 
aplicabilidad de las relaciones de similitud entre SC
Don Gibson (Gibson y Hippel, 2009) presenta el 
resultado de cuatro experimentos (Bruner, 1984, 
Gibson, 1986, 1988, 1993) destinados –según sus 
autores– a la investigación sobre la percepción de 
las relaciones de similitud planteadas por Forte 
y las medidas de similitud de Morris –discutidas 
antes– por parte de sujetos. Se presenta a continua-
ción un breve resumen:
1. Bruner (1984): investigación con sujetos 
entrenados musicalmente, para determinar si se 
percibe la medida de similitud planteada en Morris 
(1980). Los sujetos fueron expuestos a pares de 
tricordios (PCS de cardinal 3) y debían proporcionar 
un número que represente la medida de similitud 
entre ambos. El número de sujetos de la experimen-
tación no se provee. Los resultados indicaron escasa 
correlación con la medida de Morris, pero una cierta 
correlación con los siguientes aspectos:
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a. Consonancia o asociaciones tonales.
b. Numero de sonidos en común entre los dos PCS.
c. Construcción armónica: en terceras versus en   
           cuartas/quintas.
2. Gibson (1986): investigación realizada con 198 
sujetos entrenados musicalmente, para determinar si 
se percibe la medida de similitud planteada en Morris 
(1980) y las relaciones de Forte (incluyendo la relación 
de “pares Z”). Los sujetos fueron expuestos alternativa-
mente a dos pares de tetracordios (PCS de cardinal 4) 
ejecutados por un sintetizador en acordes, y debían de-
terminar en cual de los dos pares escuchados se percibía 
mayor similitud entre los dos PCS que lo constituían. Los 
tetracordios con fuerte connotación tonal fueron excluí-
dos. Sobre un total de 39 pares, solo las respuestas de 
tres sujetos exibieron una significativa correlación con la 
medida de Morris y las similitudes de Forte.
3. Gibson (1988): investigación realizada con 133 
sujetos entrenados musicalmente, para determinar si la 
relación de “equivalencia de octava” (noción sobre la que 
se basa el concepto de grado cromático, o Pitch-Class 
que usa la teoría atonal) influye en la apreciación de simi-
litud entre PCS. Los sujetos fueron expuestos alternativa-
mente a dos pares de PCS ejecutados por un sintetizador 
en acordes. Uno de los pares estaba realizado con PCS 
que repetían los mismos Pitch-Classes (mismos grados 
cromáticos), mientras que el otro no. Los sujetos debían 
determinar en cuál de los dos pares escuchados se perci-
bía mayor similitud entre los dos PCS que lo constituían. 
El resultado mostró que entre el 55% y el 57% de las 
respuestas concordaban con la teoría.
4. Gibson (1993): investigación realizada con 107 
sujetos entrenados musicalmente, para determinar si la 
relación de “equivalencia de octava” (noción sobre la que 
se basa el concepto de grado cromático, o Pitch-Class que 
usa la teoría atonal) influye en la apreciación de similitud 
entre PCS. Cada uno de los 24 items a usar como estímulo 
consistía en dos pares de hexacordios complementarios. 
En un par había Pitch-Classes en común (no se especifica 
cuantos), en el otro no. En 12 de los 24 pares los Pitch-
Classes en común eran, además, sonidos comunes (tenían 
igual registro). Los resultados mostraron una cantidad de 
56%-57% de respuestas coincidentes, pero cuando se 
excluyeron los pares con Pitch-Classes en registro común, 
la coincidencia bajó al 49%-52%.
Ya se mencionó en el punto 1 que la similitud “per-
cibida” entre dos PCS que estructuralmente son poco 
parecidos puede ser tan o más fuerte que la similitud 
percibida entre otros dos que son muy similares estruc-
turalmente, si se destacan en especial los escasos rasgos 
de similitud en los primeros a la vez que se destacan los 
rasgos estructurales distintivos en estos últimos en un 
contexto musical determinado. Por lo tanto, no sorpren-
de el resultado de las investigaciones precedentes, en 
tanto no se tiene en cuenta la particular distribución 
de PC. Al respecto de esto, pueden hacerse, además, 
las siguientes consideraciones:
1-En tres de las investigaciones se demuestra la 
pertinencia de PC en común (afianzada, como parece ser 
lógico de suponer, por registro en común). El grado de 
correlación es bajo, pero no lo suficiente como para des-
cartarla. La coincidencia de la relación Rp (sub-conjunto 
de la misma SC en común) con el Conjunto Invariante 
(Intersección de PC) es considerada por Forte como un 
caso especial muy significativo6.
2. En solo una de las investigaciones se usan suce-
siones melódicas y en las otras tres, acordes. La música 
atonal utiliza frecuente, por supuesto, acordes7. Rara vez, 
sin embargo, dichos acordes se presentan en la forma 
de “coral” en donde la percepción de las relaciones de 
altura se confina, taxativamente, a la dimensión vertical 
o a la horizontal. Más bien, es característico de la música 
atonal el énfasis en un tipo de percepción que podría 
denominarse como “oblicua”, en el sentido en que se 
mezclan constantemente (a través de la orquestación8 
y los cruzamientos de registro) la dimensión vertical y 
horizontal.
3. En todas las investigaciones se usan como estímu-
lo notas tocadas por un sintetizador con un espectro y 
envolvente dinámica que no se detalla, pero se presume 
similar al de un piano. La percepción de varias notas 
simultáneas tocadas por un sintetizador es, en general, 
un estímulo empobrecido, dado que no tiene las propie-
dades de directividad en la difusión de la señal acústica y 
que las notas no poseen la riqueza en evolución espec-
tral y la decorrelación que ocurre naturalmente en un 
instrumento acústico. 
En todo caso, las investigaciones prueban que el 
translado al espacio musical de un PCS (por ejemplo, 
sus asignaciones de registro y de orden) puede producir 
una incongruencia con ciertas medidas de similitud entre 
estos, si no se ponen de manifiesto en dicho translado 
los rasgos comunes. 
1.3 Relaciones de similitud en PCS ordenados
La discusión anterior genera la necesidad de 
analizar el concepto de similitud entre PCS ordena-
dos a los efectos de evaluar y construir segmentos 
basados en estos. La teoría clásica de los PCS los 
considera no ordenados, en el sentido en que dado un 
PCS, cualquiera de sus permutaciones es considerada 
equivalente. Sin embargo, a los efectos de evaluar su 
similitud en una distribución lineal, es necesario consi-
derar el orden en que aparecen los diferentes PC, dado 
que un orden determinado puede poner de manifiesto 
o disimular similitudes o diferencias estructurales 
subyacentes.
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Los cuatro casos que se analizan a continuación 
presentan medidas para la evaluación de similitudes 
en diferentes ordenamientos de PCS, (dichas medidas 
se exponen en Morris, 1987 pp. 116-122).
 Estas son:
 1.  Inversiones de órden
 2. Desplazamiento
 3. Dispersión
 4. Correlación
Previo a su tratamiento específico, se debe men-
cionar que todas ellas comparan relaciones de orden 
y, por consiguiente, son solo apropiadas para evaluar 
la similitud entre las diferentes permutaciones de un 
mismo PCS . Sea, por ejemplo, el PCS9 {0 1 4 6}, sus 24 
permutaciones –expuestas en orden lexicográfico– son:
{0 1 4 6}{0 1 6 4}{0 4 1 6}{0 4 6 1}{0 6 1 4}{0 6 4 1}
{1 0 4 6}{1 0 6 4}{1 4 0 6}{1 4 6 0}{1 6 0 4}{1 6 4 0}
{4 0 1 6}{4 0 6 1}{4 1 0 6}{4 1 6 0}{4 6 0 1}{4 6 1 0}
{6 0 1 4}{6 0 4 1}{6 1 0 4}{6 1 4 0}{6 4 0 1}{6 4 1 0}
Asimismo, y por lo expuesto anteriormente, dichas 
medidas trabajan con segmentos de referencia. Se 
denominará segmento de referencia a la secuencia de 
números enteros que representan el orden de una de-
terminada sucesión de Pitch-Classes. El segmento de 
referencia del primer PCS será siembre una sucesión 
ascendente que comienza con “0” y termina con n-1 
siendo n el número Pitch-Classes del PCS. Los segmen-
tos de referencia de los PCS que se deseen comparar 
con este serán diferentes permutaciones del primer 
segmento, de acuerdo con los cambios de posición. 
Por ejemplo, si tomamos el ya citado PCS {0 1 4 6}, su 
segmento de referencia será: 0 1 2 3.
Si tomamos dos permutaciones cualesquiera de este 
PCS, sus respectivos segmentos de referencia son:
  {1 4 0 6} 1 2 0 3
  {6 1 4 0} 3 1 2 0   
1.3.1. Inversiones de órden
La medida OI, basada en inversiones de órden (Bab-
bitt, 1960),  pondera el número de pares en orden reverso 
que tiene un segmento de referencia con respecto a su 
versión original. Una forma sencilla de implementarla 
consiste en sumar todos los casos en que las combina-
ciones binarias de elementos en el segmento de referen-
cia NO sean ascendentes.
Siendo A=0123, B=1203 y C=3120, tres segmentos de 
referencia:
Las combinaciones binarias de B son:
12 10 13 20 23 03
De éstas, aquellas dos que han sido destacadas 
son las que constituyen inversiones de órden, dado 
que son descendentes. 
 Por lo tanto, en este caso:
OI(A,B)=2
Para el caso del segmento C, las combinaciones 
binarias son:
31 32 30 12 10 20
 Por lo tanto:
OI(A,C)=5
OI varía entre un mínimo de OI(A,A)=0, hasta un 
máximo de OI(A,RA)=np en donde RA indica la re-
trogradación del segmento A y np es el número de 
combinaciones binarias posibles entre los elementos 
de A (np=(n*n-n)/2 siendo n el número de elementos 
del segmento).
Desde el punto de vista musical, de acuerdo con 
esta medida, sería posible ordenar las diferentes per-
mutaciones de un segmento gradualmente desde la 
que posee el mínimo de inversiones de órden hasta su 
retrógrado, o viceversa. Asimismo, también sería posi-
ble agrupar diferentes permutaciones por su similitud 
de valor en OI.
1.3.2. Desplazamiento
Según (Morris, 1987, p.119),  la medida DIS(A,B) 
expresa cuánto han sido desviados de su posición 
original los Pitch-Classes de un segmento B, respecto 
de otro, A, tomado como referencia.
 
En donde: P y Q son dos permutaciones de un PCS 
y S es el segmento de referencia de uno de ellos. 
Así, entonces, siendo P={0 1 4 6}  y Q={1 0 6 4},  y 
S(Q), el segmento de referencia de Q, es 1032. 
DIS(P,Q)= ABS(0-1) + ABS(1-0) + ABS(2-3) + ABS(3-2) = 1 + 1 + 1 + 1 = 4
DIS varía entre un mínimo de OI(A,A)=0 hasta un 
máximo de X, siendo X igual a:
Es decir, para  S=0 1 2 3 , #S=4, entonces:
X= 2 + (1 + 2 + 3) = 8
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1.3.3. Dispersión
Según (Morris, 1987, pp.119-120),  la medida 
SCAT(A,B) expresa cuánto han sido dispersados res-
pecto de sus Pitch-Classes vecinos los Pitch-Classes 
de un segmento B, respecto de otro, A, tomado como 
referencia.
 )1(#),( −−= PXQPSCAT
En donde:
y:
DIST(k)=ABS(a-b) cuando Va=k  y Vb=k+1 siendo V 
el segmento de referencia de Q.
Si se calcula SCAT(P,Q) para V=10423, tenemos:
DIST(0) = ABS(0-1) V1=0, V0=1
DIST(1) = ABS(0-3) V0=1, V3=2
DIST(2) = ABS(3-4) V3=2, V4=3
DIST(3) = ABS(4-2) V4=3, V2=4
SCAT(P,Q) = (1 + 3 + 1 + 2) – 4 = 3
1.3.4. Correlación
Según (Morris, 1987, pp.120-122),  es posible usar 
el llamado coeficiente de correlación en Estadísticas10 
como medida de la similitud entre PCS con el mismo 
contenido y diferente ordenamiento. El coeficiente de 
correlación entre dos PCS A y B se calcula como:
 
En donde S es el segmento de referencia del origi-
nal y V es el segmento de referencia del PCS a compa-
rar, y  la función FSUM(X,Y) se define como sigue:
CC varía desde 1 para PCS comparado consigo 
mismo hasta -1 para la comparación con su retrograda-
ción. Por ejemplo, en la tabla siguiente se exponen los 
valores de CC(A,B), en donde A={0,1,2,3} y B corres-
ponde sucesivamente a cada una de las 24 permuta-
ciones de A ordenadas lexicográficamente. Los valores 
0, o aquellos que están cercanos son los que indican 
un grado más bajo de decorrelación (señalados con 
grisado en la tabla), mientras que los valores 1 y cerca-
nos a 1 indican mayor correlación con el orden original 
y los  valores -1 y cercanos a -1 mayor correlación con 
el retrógrado. 
∑
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1.3.5. Limitaciones y significación de las medidas 
para PCS ordenados de la misma SC
Como ya se mencionó, las cuatro medidas antes tra-
tadas (OI, DIS, SCAT y CC) son solo útiles para comparar 
diferentes ordenamientos del mismo PCS. Por defini-
ción, estas medidas se basan en nuestra habilidad para 
“recordar y comparar” el orden de diferentes Pitch-Clas-
ses (y no las clases interválicas que forman entre sí). Es 
más, si consideráramos dichas clases interválicas, se 
revelarían claramente las limitaciones de estas medi-
das, por tanto, ciertos PCS poseen simetrías internas 
que producen similitudes en la distribución sucesiva de 
clases interválicas y que, sin embargo, no serían detec-
tadas por las medidas que se trataron. 
Un ejemplo trivial servirá para ilustrar este caso. Tó-
mense las seis permutaciones posibles del PCS {0,4,8}, 
perteneciente a la SC 3-12. Sea A=0,4,8 y B equivalen-
te a cada una de las permutaciones de A. En la tabla 
siguiente es fácil advertir que, mientras la sucesión de 
IC (clases interválicas) permanece invariante en las seis 
permutaciones, el coeficiente de correlación cambia.
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Si se intentara extender la acción de tales medidas 
a las diferentes transposiciones de un PCS ordenado, 
se deberían calcular segmentos de referencia a partir 
de la reducción del PCS a comparar al PCS original por 
medio de transposición.
Sean, por ejemplo, los PCS A={0,1,4,6} y 
B={0,10,6,7}, pertenecientes ambos a la SC 4-Z15, 
el segmento de referencia de A sería, por supuesto 
{0,1,2,3} y para calcular el de B, habría que reducirlo 
por transposición a A. En este caso, el operador de 
transposición necesario es 6, dado que T6(B)=A:
B={0,10,6,7}
T6(B)={6,4,0,1}
El segmento de referencia para T6(B) ={6,4,0,1} 
respecto de A={0,1,4,6}, sería 3,2,0,1.
Es fácil deducir de los datos precedentes que 
extensión de las medidas de evaluación de orden 
a diferentes transposiciones ordenadas del mismo 
PCS están sujetas a las mismas limitaciones que se 
mencionaron, con el agravante que, en este caso, el 
oyente no tendrá la posibilidad de comparar sucesio-
nes de Pitch-Classes, sino de intervalos y, más aún, 
Pitch-Classes invariantes que pueden producirse en 
las diferentes transposiciones entregarán información 
incongruente con el resultado de la medida de orden 
que se use, cualquiera sea esta.
1.4. Similitud entre PCS de diferente SC ordenados: 
la medida OPSC
1.4.1. Discusión preliminar
En esta investigación se ha diseñado una medida 
de similitud entre PCS ordenados que intenta superar 
las limitaciones observadas en las analizadas prece-
dentemente. Esta medida, que ha sido denominada 
OPSC (Ordered PCS Similarity Coefficient), se basa en 
los siguientes supuestos teóricos:
1. La sucesión de PCS (subconjuntos adyacentes) 
puesta de manifiesto por los determinados ordena-
mientos de dos o más PCS, es relevante para evaluar 
la similitud entre estos. 
2. La Intersección entre dos o más PCS (por ejem-
plo, los PC que tienen en común) es relevante para 
evaluar la similitud entre estos. 
Ambos supuestos teóricos se basan en las dos 
habilidades principales de los oyentes en cuanto a la 
apreciación de la altura tonal: la similitud de interva-
los y la similitud de altura.
Se ofrece a continuación un ejemplo que da cuenta 
de la complejidad de la situación:
La Figura 1 muestra, en el compás de la izquier-
da, un determinado orden y transposición del PCS 
{0,6,4,1}, perteneciente a la SC 4-Z15, con el que son 
comparadas las diferentes transposiciones ordenadas: 
{6,0,A,1}, {8,2,0,3}, {2,3,8,0} y {3,2,8,0}, pertenecien-
tes todas a la SC 4-Z29. Las comparaciones son 
entonces:
{0,6,4,1} versus {6,0,A,1}
{0,6,4,1} versus {8,2,0,3}
{0,6,4,1} versus {2,3,8,0}
{0,6,4,1} versus {3,2,8,0}
En la figura, los números en itálicas entre las 
notas denotan las clases interválicas que se ponen 
de manifiesto en la sucesión. Las llaves superiores 
(en línea punteada) delimitan los PCS de cardinal 3 
adyacentes imbricados que se ponen de manifiesto 
en la sucesión. En el cuadro siguiente se puede ob-
servar el resultado de la evaluación de acuerdo con 
los criterios mencionados:
Sobre la base de lo expuesto, se diseñó la medida 
OPSC, que tiene las siguientes ventajas:
1. Se basa en las dos características de una suce-
sión de PC para las que está probada nuestra habili-
dad perceptiva en la altura tonal: los PC intervinientes 
y los conjuntos sucesivos que forman.
2. Se puede aplicar tanto a grupos de PCS de distintas SC 
como a diferentes permutaciones de un PCS de la misma SC.
3. Se puede aplicar a grupos de PCS de diferente 
cardinalidad.
4. Se puede aplicar a grupos de PCS que tengan PC 
repetidos.
1.4.2. Definición de la medida OPSC
La medida OPSC se define como sigue:
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En donde:
 A y B son PCS ordenados
 CSP(A,B) es el coeficiente de similitud de   
 Pitch-Classes entre A y B
 CSI(A,B) es el coeficiente de similitud Intervá 
 lica entre A y B
 w es un factor de escalamiento entre CSI y  
 CSP (w=1 toma en cuenta solo la similitud  
 interválica, mientras que w=0 toma en cuenta  
 solo la similitud de Pitch-Classes, w=0.5 toma  
 en cuenta tanto a CSI como a CSP por igual, etc.).
A su vez, CSP(A,B) se define como:
En donde:
 npcc(A,B) es el número de Pitch-Classes en  
 común entre A y B y s es el número de Pitch  
 Classes que contenga el conjunto de menor  
 tamaño11 .
Y CSI(A,B) se define como:
En donde:
 NSA(A) es el número de PCS adyacentes de  
 número de PC mayor que 1 de un PCS orde 
 nado. Así, por ejemplo, el PCS ordenado 0       
 A={0,6,4,1}, presenta 6 de tales PCS en suce 
 sión. Tres de dos PC ({0,6}{6,4} y {4,1}), dos  
 de tres PC ({0,6,4} y {6,4,1}) y uno de cuatro  
 PC (el mismo PCS A).
 #SAn es el número de PCs del n-ésimo PCS  
 adyacente perteneciente al PCS ordenado A.
La función SAC(SAn, B) retorna 1 si el PCS adya-
cente n de A pertenece a la misma clase que cualquier 
PCS adyacente de igual número de PC que se encuen-
tre en el PCS ordenado B y coincide con su estatus de 
inversión (si está invertido o no), retorna 0.5 si hay 
coincidencia de SC, pero no de estatus de inversión, y 
retorna 0 si no hay coincidencia de SC.
Finalmente, scal(A,B) es un factor de escalamiento 
para mantener a CSI en el rango de 0 a 1, y se define 
como sigue:
En donde:
 #A es la cantidad de PC en el PCS de   
 menor tamaño, A.
Por ejemplo, dados los PCS ordenados:
A={0,6,4,1} 
B={6,0,A,1,2}
Y el coeficiente w=0.5
OPSC(A,B,w) se calcularía de la forma siguiente:
CSP(A,B)= 3 / 4 = 0.75
Dado que npcc(A,B)=3 (los PC en comun entre A y 
B son 3: 0,1 y 6) y el número de PC del PCS de menor 
tamaño (s) es igual al número de PC de A.
Explicamos ahora el cálculo de CSI(A,B). Para ello, 
exponemos a continuación los PCS adyacentes presen-
tes en ambos PCS ordenados, A y B y sus correspon-
dientes SC:
A
{0,6,4,1}  SC= 4-Z15
{0,6,4}  SC= 3-8
{6,4,1}  SC= 3-7
{0,6}  SC= 2-6
{6,4}  SC= 2-2
{4,1}  SC= 2-3
B
{6,0,A,1,2} SC= 5-13
{6,0,A,1}  SC= 4-Z29
{0,A,1,2}  SC= 4-2
{6,0,A}  SC= 3-8
{0,A,1}  SC= 3-2
{A,1,2}  SC= 3-3
{6,0}  SC= 2-6 
{0,A}  SC= 2-2
{A,1}  SC= 2-3
{1,2}  SC= 2-1
Repetimos, por conveniencia, la ecuación para el 
cálculo de scal(A,B):
Entonces:
scal(A,B) =  (4*1) + (3*2) + (2*3) = 4 + 6 + 6 = 16
Y también la ecuación para el cálculo de CSI(A,B):
Ni la SC 4-Z15, ni la SC 3-7, presentadas de manera 
adyacente en A se encuentran entre los PCS adyacen-
tes de B. Pero las SC 2-6, 2-2 y 2-3, también presen-
tadas de manera adyacente en A, se encuentran entre 
los PCS adyacentes de B y coinciden en su estatus de 
inversión. Por lo tanto:
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CSI(A,B)=  (4*0 + 3*1 + 3*0 + 2*1 + 2*1 + 2*1) / 16
  (3 + 2 + 2 + 2) / 16
  9 / 16
  0.5625
Entonces:
OPCS(A,B,w) =  (0.75 * 0.5) + (0.5625*0.5)
  0.375 + 0.28125
  0.65625
 1.4.3. Discusión de las limitaciones y aplicabilidad 
de la medida OPSC
   
La medida OPSC presentada antes posee evidentes 
ventajas por sobre las precedentes. Sin embargo, al-
gunas de sus características que se comentarán en lo 
que sigue, son experimentales y permanecen todavía 
en evaluación.
1. La ponderación de las coincidencias de SC adya-
centes posee, de momento, una cierta arbitrariedad. 
Todo lo que se hace aquí es asignar un puntaje equiva-
lente a la cantidad de PC del PCS adyacente coinciden-
te con el PCS a comparar. Pero se podría experimentar 
con otras asignaciones de puntaje. 
Una posibilidad sería establecer porcentajes 
iguales para cada grupo de PCS de igual cantidad de 
PC, de acuerdo con su cantidad en el PCS a comparar. 
Por ejemplo, ya se mencionó antes que un PCS de 4 
PCs presenta 6 PCS imbricados de manera adyacente  
(1 PCS de 4 PC, 2 PCS de 3 PC y 3 PCS de 2 PC). Se po-
drían establecer porcentajes iguales para los PCS de 4, 
los de 3 y los de 2 PC (1/3 para cada uno de ellos). En 
este caso, las coincidencias sumarían al puntaje 
(1/3)/ns, siendo ns el número de PCS de cada número 
de elementos (en este caso 1 para los de 4, 2 para los 
de 3, etc.). Esta posibilidad favorecería a los PCS de 
mayor número de elementos, una característica que 
parece lógica, ya que la similitud se haría más signifi-
cativa en la medida en la que segmentos adyacentes 
de mayor extensión se presentan. Sin embargo, hay 
que considerar que, en la medida en que los segmen-
tos se alargan, resulta más difícil retener todos los 
detalles de la sucesión interválica que presentan. Otra 
posibilidad sería establecer escalamiento de la compa-
ración en base a una función c=f(n), siendo n el número 
de elementos de cada PCS adyacente. Pero, en cual-
quiera de los casos, resulta claro que la importancia de 
la contribución de cada coincidencia de PCS adyacente 
debería medirse en función de su número de PC.
2. Si bien la presencia de PC repetidos en los PCS 
ordenados a comparar resulta correctamente reflejada 
en esta medida,  determinados casos “extremos” que 
podrían producirse todavía están en estudio. Por ejem-
plo, la comparación del PCS A={0,0,0,0}  con el PCS 
B={0,1,2,3}  con w=0.5 daría como resultado 0.5. 
3. La medida OPSC no toma en cuenta las dis-
tintas “distancias” a las que se encuentran los PCS 
adyacentes a comparar. Dicho de otra manera, un 
PCS adyacente del PCS A recibe el mismo puntaje si 
se encuentra como adyacente al comienzo del PCS B 
como al final. No se trata aquí de cuestiones de orden 
serial, sino de la posibilidad de ejercitar la memoria 
en la comparación en la medida en que más PC son 
presentados en sucesión. Si este último fuera el caso, 
una ponderación extra de acuerdo con la “distancia” 
podría incluirse.
4. La medida OPCS no incluye las relaciones de 
complementariedad, los complejos Kh ni las de los 
“pares Z” (Forte, 1974) por considerar que son rasgos 
estructurales importantes a los fines constructivos, 
pero no necesariamente proveen criterios mediciones 
de similitud.
Por último, debe mencionarse el hecho de que no 
está garantizado que la medida OPSC produzca un nú-
mero único para cada comparación posible. Dicho de 
otra manera, distintas parejas de PCS de SC y cardina-
lidad diferentes en diferentes ordenamientos podrían 
producir coeficientes de similitud iguales. Lejos de ser 
una desventaja, ésta es una característica que podría 
ser considerada el desideratum de la organización 
musical de los compositores de música atonal: lograr 
una sensación de coherencia a través de un juego sutil 
de diferencias.
2. Implementaciones de software para aplicación de 
la teoría
Para la aplicación de los recursos teóricos expues-
tos, se desarrollaron, en el marco de la presente in-
vestigación, dos objetos externos para el programa PD 
(Pure Data, Miller Puckette et all) que se integraron a 
la Librería de Objetos Externos Pcslib (Pablo Di Liscia y 
Pablo Cetta, 2007-2008) ya desarrollada antes en este 
proyecto. La siguiente discusión asume por parte del 
lector el conocimiento del programa Pure Data (véase 
Puckette, 2009) y de la Biblioteca de Objetos Externos 
Pcslib (véase Di Liscia, 2010).
En primer lugar, a los efectos de disponer eficien-
temente de todas las permutaciones de un PCS, se 
desarrolló el objeto pcs_perm. 
El objeto pcs_perm calcula todas las diferentes per-
mutaciones posibles de un PCS. Estas permutaciones 
son almacenadas internamente en orden lexicográfico. 
Las repeticiones de PC y posiciones diferentes no se 
toman en cuenta para el cálculo de las permutaciones. 
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Por ejemplo, un PCS entregado como: 0 1 -1 0 11 -1 5 
será considerado como: 0 1 11 5. El número cardinal 
del PCS debe ser menor o igual a 7.
Entrada:
Inlet2: un puntero a una estructura PCS.
Inlet1: cualquier mensaje produce la salida de todas 
las permutaciones diferentes. Estas se entregarán en 
orden lexicográfico a través de una serie de listas. El 
mensaje “get n” siendo “n” el número de permuta-
ción, causará la salida de la permutación n solamente 
(recuérdese que el objeto almacena las permutaciones 
en orden lexicográfico).
Salida: 
Outlet1: véase la explicación de los mensajes del Inlet1 
y su efecto en la salida. 
Outlet2: el número de permutaciones diferentes del 
PCS (equivale a n siendo n el número cardinal del 
PCS).
En segundo lugar, se diseñó el objeto externo pcs_
sim212 a los efectos de implementar eficientemente los 
tipos de medidas estudiados.
El objeto pcs_sim2 evalua el grado de similitud de dos 
o más SC o PCS de acuerdo con distintos criterios.
Entrada:
Inlet2: una serie de PCS a ser mutuamente compara-
dos (deben ser al menos dos). Los PCS son acumula-
dos internamente hasta que un mensaje de “reset” es 
recibido.
Inlet1: hay varias posibilidades de mensajes, que se 
pueden clasificar en tres categorías:
 
1. El mensaje “reset” elimina la lista de PCS 
guardados, si la hubiera.
2. Cualquiera de estos símbolos producirá la 
salida del resultado de los siguientes tipos de 
similitudes:
-”r0” “r1” “r2” or “rp”:  similitudes de Forte. 
(solo para diferentes SC de la misma cardinali-
dad que debe ser >3 y <7).
”ICVSIM”  symbol: coeficiente de similitud de 
Isaacson (sin limitaciones).
”SIM” or “ASIM” symbols: coeficientes de simi-
litud de Morris (sin limitaciones).
-”OI” symbol: “inversiones de órden” de Babbitt 
(solo para diferentes permutaciones del mismo 
PCS).
-”DIS” symbol: medida de “desplazamiento” de 
Morris (solo para diferentes permutaciones del 
mismo PCS o sus trasposiciones).
-”SCAT” symbol: medida de “dispersion” de 
Morris (solo para diferentes permutaciones del 
mismo PCS o sus trasposiciones).
-”CC” symbol: coeficiente de correlación(solo 
para diferentes permutaciones del mismo PCS o 
sus trasposiciones).
-”OPSC” w(float): “Ordered PCS Similarity 
Coefficient”. Diseñado experimentalmente por 
Pablo Di Liscia. (sin limitaciones, pero nótese 
que esta medida toma en cuenta tanto los PC en 
común como la similitud en PCS adyacentes y fue 
especialmente diseñada para PCS ordenados). 
Esta medida varía desde 0 (mínima similitud) 
hasta 11(máxima similitud). Al símbolo OPSC se 
debe agregar un float (w) indicando el valor de 
ponderación de similitud de Pitch-Class versus 
la similitud interválica. W varía desde 0 a 1, en 
donde w=0 indica solo evaluación de similitud 
de Pitch-Classes (PC en comun entre los PCS 
a comparar), mientras que  w=1 indica solo 
evaluación de similitud interválica (a través de la 
ponderación de PCS adyacentes, como ya se ha 
explicado). Un valor de w=0.5 pondera ambas 
características por igual.
3. El mensaje “write” dirige la salida de la 
comparación a un archivo de texto plano. Este 
mensaje debe ser seguido de un nombre de 
archivo válido y uno de los símbolos explicados 
en el apartado 2. Por ejemplo: “write similarities.
txt r0” causará que la matriz de comparación con 
el criterio r0 se escriba en el archivo “similarities.
txt”. 
Salida:
Outlet1: La salida es una serie de listas que imitan el 
orden de una matriz triangular de comparación. Sigue 
un ejemplo de tal matriz. Siendo (A), (B), (C), (D) y (E) 
PCS entregados en ese orden, la salida será:
Así, por ejemplo, para saber el resultado de la 
comparación entre (B) y (C) se debe leer el contenido 
de la posición que sea la intersección entre la fila con 
la etiqueta (B) con la columna etiquetada (C), que 
está completa en este caso con “bc”, pero en realidad 
deberá tener un número o un símbolo que indique el 
resultado.
El ejemplo que se muestra antes presenta una serie 
de cinco PCS, por consiguiente, la salida será una lista 
de cuatro listas de N-n floats, siendo N el número de 
PCS comparados y n el número de lista de la salida. El 
contenido de cada posición de la matriz se interpreta 
como sigue:
Similitudes de Forte: un float (0 o 1). “1” significa 
que la relación se cumple, mientras que un “0” significa 
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que no. Un -100 indicará que los PCS a comparar no 
cumplen las condiciones que se establecen para la 
relación y, por consiguiente, no se pueden comparar.
Otras relaciones: un float (valor calculado de la simi-
litud). En el caso de las relaciones OI, DIS, SCAT y CC, 
un -100 indicará que los PCS a comparar no cumplen 
las condiciones que se establecen para la relación y, 
por consiguiente, no se pueden comparar.
Outlet2: en el caso de las relaciones de Forte, no hay 
salida. En los otros casos, una lista con dos floats 
indicando respectivamente el máximo y mínimo valor 
encontrado en la comparación.
En el caso del mensaje “write”, no habrá salida de 
los outlets y los datos escritos en el archivo tendrán 
el mismo formato explicado, excepto que el -100 se 
reemplaza por “NC” (no comparable) y en el caso de 
las relaciones de Forte, se usan “+” o ”-” para el cum-
plimiento o no de la relación.
En la Figura 2  se muestra un patch de PD realizado 
para demostrar la acción del objeto pcs_sim2, en este 
caso, tomando como base los cinco PCS ordenados 
que se presentaron en la Figura 1.
La salida que produce este patch en el prompt de PD 
es la siguiente:
0.65625  0.40625  0.12500        0.28125
  0.62500  0.25000        0.40625
    0.62500        0.78125
                           0.84375
min: 0.125
max: 0.84375
Si tomamos únicamente la primera línea:
0.65625  0.40625  0.12500         0.28125
Allí aparecen los valores de OPSC para la comparación 
binaria del primer PCS entregado versus los siguien-
tes, o sea:
OPSC({0,6,4,1},{6,0,A,1})   = 0.65625 
OPSC({0,6,4,1},{8,2,0,3})  = 0.40625
OPSC({0,6,4,1},{2,3,8,0})  = 0.12500
OPSC({0,6,4,1},{3,2,8,0})  = 0.28125
En el patch de PD que se ve en la Figura 3, se presenta 
un ejemplo de utilización combinada de los objetos 
pcs_perm y pcs_sim2. En primer lugar, se crea un PCS 
a través del objeto pcs_pf, luego se obtienen todas 
las permutaciones del mismo y, finalmente se envían 
en orden lexicográfico al objeto pcs_sim2. El mensa-
je “CC” causa que el objeto pcs_sim2 imprima en el 
prompt de PD la siguiente línea13:
0.8 0.8 0.4 0.4 0.2 0.8 0.6 0.4 -0.2 0 -0.4 0.4 0 0.2 -0.4 
-0.6 -0.8 -0.2 -0.4 -0.4 -0.8 -0.8 -1
que muestra el valor del coeficiente correlación (CC) 
que surge de la comparación del PCS inicial (0, 1, 3, 7) 
con cada una de sus permutaciones, en orden lexico-
gráfico.
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Notas
1. Lo expuesto en este punto pertenece a (Di Liscia, Cetta, 2008).
2. Similarity Index, véase Morris, 1980.
3. Existe, también, una manera propuesta por Morris para “normalizar” 
los valores máximos y mínimos de manera tal que sean independien-
tes de la cardinalidad de las SC que se comparan. Tal función se llama 
ASIM.
4. Teitelbaum, Lewin, Rahn y Lord.
5. El número exacto dependerá, por supuesto, de la cantidad de deci-
males usados en el cálculo, pero, el autor no usa más que tres de ellos.
6. Forte considera que, en este caso, la relación Rp puede cumplirse 
“fuertemente” o “débilmente” (“Strongly”, “Weakly”; véase Forte, 
1974, pp. 50).
7. Un caso célebre lo constituye el continuum principal de la pieza Op. 
16 Nº 3 (Farben) para orquesta de Arnold Schönberg –cuyo PCS básico 
es el 5-Z17– y en la que, sin embargo, la percepción “acórdica” o “verti-
cal” está absolutamente velada por la orquestación y la espacialidad.
8. La llamada klangfarbenmelodie (“melodía de colores y timbres”), 
típica de la Escuela de Viena.
9. Luego se tratará un intento de extender estas medidas a diferentes 
transposiciones de un mismo PCS.
10. El autor cita a Allen, Edwards C. An introduction to linear regression 
and correlation (San Francisco: W.H. Freeman, 1976), pero es posible 
encontrar abundantes referencias al respecto en textos especializados 
en Estadísticas.
11. Es decir, si #A ≤ #B s=#A y viceversa.
12. El objeto pcs_sim, ya existente, se mantuvo sin cambios por razones 
de compatibilidad.
13. Por medio del uso del objeto spigot, se evita que las demás líneas 
resulten impresas, para mayor claridad.
