We investigate the recurrence coefficients of discrete orthogonal polynomials on the non-negative integers with hypergeometric weights and show that they satisfy a system of non-linear difference equations and a non-linear second order differential equation in one of the parameters of the weights. The non-linear difference equations form a pair of discrete Painlevé equations and the differential equation is the σ-form of the sixth Painlevé equation. We briefly investigate the asymptotic behavior of the recurrence coefficients as n → ∞ using the discrete Painlevé equations.
Introduction
The past few years many semi-classical orthogonal polynomials were investigated and discrete and continuous Painlevé were found for their recurrence coefficients. In this paper we are interested in some discrete orthogonal polynomials on the integers N = {0, 1, 2, 3, . . .}. For the orthonormal polynomials one has ∞ k=0 p n (k)p m (k)w k = δ m,n , p n (x) = γ n x n + · · · and the three term recurrence relation is xp n (x) = a n+1 p n+1 (x) + b n p n (x) + a n p n−1 (x),
where, as usual, we take a 0 = 0. For the monic orthogonal polynomials P n = p n /γ n the recurrence relation becomes xP n (x) = P n+1 (x) + b n P n (x) + a 2 n P n−1 (x).
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• The Charlier polynomials C n (x; a) (a > 0) [ C n (k; a)C m (k; a) a k k! = 0, n = m.
The monic Charlier polynomials P n (x) = (−1) n a n C n (x; a) satisfy the recurrence relation xP n (x) = P n+1 (x) + (n + a)P n (x) + naP n−1 (x), hence the weights are w k = a k /k! and the recurrence coefficients are a 2 n = na and b n = n + a. These are simple polynomials expressions in n and a.
• The Meixner polynomials M n (x; β, c) (β > 0, 0 < c < 1) [2, §VI.3] , [16, §9.10] are also a family of classical orthogonal polynomials: • Generalized Charlier polynomials with weights w k = a k k!(β) k (a > 0, β > 0) were for β = 1 first considered in [12] and analyzed in [10] . The general case β > 0 was investigated in [19] where the discrete Painlevé equations are given, and [8] where the Painlevé differential equation was given. Clarkson [3] found the connection with the Painlevé equation in a different way, starting from the Hankel determinants and the special function solutions of Painlevé equations. For β = 1 the recurrence coefficients are given by a 2 n = a(1 − c 2 n ) and b n = n + √ ac n c n+1 , where c n satisfies the discrete Painlevé II equation
, with initial conditions c 0 = 1 a,d c 1 = I 1 (2 √ a)/I 0 (2 √ a), where I ν is the modified Bessel function. For β = 1 the recurrence coefficients satisfy
with initial conditions a 2 0 = 0 and b 0 = √ aI β (2 √ a)/I β−1 (2 √ a). This is a limiting case limiting case of a discrete Painlevé IV equation with surface/symmetry D • Generalized Meixner polynomials with weights
were for β = 1 investigated in [1] and for general β > 0 in [19] . The special case β = γ gives the Charlier polynomials. In [19, Thm. 3.1] is was shown that the recurrence coefficients are given by a 2 n = na
with initial conditions u 0 = 0 and
where M (a, b, z) is the confluent hypergeometric function. This system of nonlinear recurrence relations is a limiting case of the asymmetric discrete Painlevé IV equation related to d-P(E
6 /A
2 ) in [15, §8.1.15] . In [7] and [1] it was shown that v n as a function of a satisfies a Painlevé equation. See also [3] for a more direct approach. If we define a function y n (a) by
All these families of discrete orthogonal polynomials are orthogonal on the integers N = {0, 1, 2, . . .}. They were studied by Dominici and Marcellán in [6] who were investigating discrete semi-classical orthogonal polynomials of class one, which also includes the Hahn polynomials (which are orthogonal on a finite set {0, 1, 2. . . . , N }). They gave limit relations between these and other families of orthogonal polynomials. The generalized Charlier polynomials and the generalized Meixner polynomials can also be made orthogonal on the shifted lattice N + β − 1 if β < 2, and the corresponding recurrence coefficients satisfy the same Painlevé equations, but with a different initial value for b 0 . The more general setting is to consider the generalized Charlier and Meixner polynomials as orthogonal polynomials on the union of N and
There is one case of discrete orthogonal polynomials that has not been considered in much detail and which also has recurrence coefficients that satisfy discrete and continuous Painlevé equations. Take the weights
which corresponds to case 7 in [6] . The initial moment of this weight is
involving the Gauss hypergeometric function, and all the other moments are
So therefore one may expect that the recurrence coefficients of the corresponding orthogonal polynomials satisfy a Painlevé VI equation, because Painlevé VI has special function solutions in terms of hypergeometric functions, see [4, §7.5] . In this paper we will find discrete Painlevé equations for these recurrence coefficients and indeed show that they satisfy the Painlevé VI. Note that Dominici obtained non-linear recurrence relations for the recurrence coefficients in [5, Thm. 4] which he calls the Laguerre Freud equations. These are however of higher order than two and they are not identified as discrete Painlevé equations. In this paper we will find a system of two first order equations (see Theorem 3.1) which allow to deduce some asymptotic behavior as n → ∞ (Section 4). In Section 6 we make the connection with the σ-form of the sixth Painlevé equation (see Theorem 6.1).
Hypergeometric weights
We will investigate the orthogonal polynomials given by the discrete orthogonality relations
with α, β, γ > 0 and 0 < c < 1, and in particular we want to find the recurrence coefficients (a n , b n ) n∈N in the three term recurrence relation
The weights w k = w(k) can be given as the values at the integers k ∈ N of the function
Observe that for α = γ one finds the weights for the Meixner polynomials, and for c → 0 and α → ∞, in such a way that αc → a > 0, one finds the generalized Meixner weight, which in turn for β = γ gives the Charlier weight and for a → 0 and β → ∞ in such a way that βa →â > 0, gives the generalized Charlier weight. We will use the theory of ladder operators for discrete orthogonal polynomials [14] [13, §6.3]. This uses a discrete potential
, which is rational, with simple poles at x = −α and x = −β. Define
then one has the structure relation
where ∆p n (x) = p n (x + 1) − p n (x) is the forward difference of p n (x). Some straightforward calculus shows that
where (u n , v n ) and (r n , s n ) are sequences depending on α, β, γ, c. The compatibility between (2.1) and (2.3) gives the relations
In our case this gives 
Our goal is to determine the unknown sequences a n , b n , u n , v n , r n , s n from the compatibility relations (2.4)-(2.5).
Proposition 2.1. For α = β the sequences u n , v n , r n , s n are given by
and
Observe the symmetry v n (α, β, γ, c) = u n (β, α, γ, c) and s n (α, β, γ, c) = r n (β, α, γ, c), which holds because a n and b n are invariant if we interchange α and β (interchanging α and β leaves the weights w k unchanged).
Proof. The identity (2.4) gives three equations by looking what happens for x → ∞, −α, and −β. If we let x → ∞ in (2.4) then
the residue at x = −α gives 11) and the residue at x = −β gives
In a similar way we get three equations from (2.5): first let x → ∞ to find
which after summation (and using r 0 + s 0 = 0, which follows because a 0 = 0)
The residue at x = −α for (2.5) gives 14) and the residue at x = −β gives
Adding (2.11) and (2.12) while using (2.10) and (2.13) gives
Now we can solve the linear systems (2.10) and (2.16) for (u n , v n ) and this gives the required expressions (2.6)-(2.7). In a similar way, we add (2.14) and (2.15), which together with (2.10) and (2.13) gives
Summing this then gives (taking into account that a 0 = 0)
Now we can solve the linear system (2.13) and (2.17) for the unknowns (r n , s n ) to find the expressions (2.8)-(2.9).
Corollary 2.2. The recurrence coefficients (a 2 n , b n ) n∈N are given in terms of (u n , r n ) n∈N by
Proof. The formula (2.18) follows immediately from (2.6). Summing (2.18) gives
and if we use this in (2.8), then we find
from which (2.19) follows immediately.
Note that for α = γ the weights w k become Meixner weights, and if we use the recurrence coefficients in (1.1), then one finds that u n = 0 = r n for all n ∈ N. The restriction that α = β in Proposition 2.1 is not needed but is an artifact of our choice of taking u n and r n as the basic sequences.
New variables
Recall that
We already found that u n + v n = 1−c c , see (2.10), and r n + s n = −n, see (2.13), so we now take new variables
and thus use
The advantage of using the unknowns (x n , y n ) is that these are symmetric in α and β: they remain unchanged if one interchanges α and β. We are also going to use one more compatibility relation between the A n and B n . We already know
and a 2 n+1
Multiply (3.3) by A n /a n , then
A n+1 A n a n+1 a n − a 2 n A n A n−1 a n a n−1
Replace (x − b n )A n /a n by using (3.2), then
Summing from 0 to n − 1, taking into account that A −1 = 0 and B 0 = 0, gives
Use summation by parts (for a 0 = 0)
to find our third compatibility relation
Compare this with [20, Eq. (4.8) ] for the ladder operators corresponding to the differential operator. Now let us find some relations for the unknown sequences (a 2 n , b n ) n and (x n , y n ) n . If we use (3.1) in (3.2) and multiply everything by (x + α)(x + β), then we find a quadratic expression in x for which the quadratic term vanishes, so that we only have a linear term in x and a constant term. The coefficient of x gives the identity
which corresponds to (2.18) in Corollary 2.2. The constant term gives
Next we use (3.1) in (3.3) and multiply everything by (x + α)(x + β). Again this gives a quadratic equation in x in which the quadratic term vanishes. The linear term gives
Summing from 0 to n − 1 and using (3.6) gives 1 − c c a 
Multiply this by 1−c c x n and use (3.7) to eliminate b n x n , then
Summing and using summation by parts (3.4) then gives
Finally, we use (3.1) in (3.5) and multiply everything by (x + α) 2 (x + β) 2 . This gives a cubic equation in x in which the cubic term vanishes. The quadratic term gives (3.9) again. The linear term gives
and the constant term gives (3.11) again. So now we have equations (3.6) and (3.9) to express the recurrence coefficients a 2 n and b n in terms of the sequences (x n , y n ) n . Furthermore we will use (3.7), (3.11) and (3.12) to find a system of recurrence relations for (x n , y n ) n . Note that these three equations contain the sum n−1 k=0 x k which we will eliminate from these equations so that we are left with a system of two first order equations for (x n , y n ) n . Theorem 3.1. The sequences (x n , y n ) can recursively be computed using
where
Proof. Multiply (3.7) by y n to find
where from now on we write
Multiply (3.12) by x n and use (3.6) to find
Use (3.11) to remove a 2 n x n x n−1 and then (3.9) to remove the remaining a 2 n to find
Eliminate b n x n y n from (3.15) and (3.16) to find
Now use (3.7) and (3.6) to find
and use this to replace the sum S n in (3.17) . This gives an expression containing x n and the terms y n+1 + y n and y n y n+1 . Some calculus shows that it can be factored as in (3.13) . Next, use (3.9) to replace a 2 n in (3.11) and (3.12). Then one can eliminate the sum S n = n−1 k=0 x k from both equations and find
This is an equation containing y n and the sum x n +x n−1 and product x n x n−1 . Some (lengthy) calculus shows it can be factored as in (3.14).
The system (3.13)-(3.14) is a system of two first order recurrence equations for x n , y n and is a discrete Painlevé equation, similar to d-P(E (1)
2 ) in [15, 8.1.15] or [11, E δ 6 on p. 296], except for a quadratic term x 2 n on the left of (3.13) and the rational term Y n on the left of (3.14).
Asymptotic behavior
As we mentioned before, the case α = γ (or β = γ) gives the Meixner polynomials for which the recurrence coefficients are known, see (1.1). If we compare this with (3.6) and (3.9), then it follows that for this special case
The sequence (x n ) n is a constant sequence and the constant is a zero of the right hand side of (3.13). In Figure 1 we computed the (x n , y n ) n for α = 3/2, β = 3, γ = 2 and c = 1/2 for the weights w k in (1.2) on the integers N = {0, 1, 2, 3 
The calculations seem to suggest that x n converges and that y n decreases linearly. Note that the latter is a zero of the right hand side of (3.14). This asymptotic behavior seems to be confirmed by the numerical results. We believe that this is the only initial value which gives this asymptotic behavior. The calculations are very sensitive of the initial value: a slight change of x 0 gives more erratic behavior of the (x n , y n ) for large n. We can also use the weights (1.2) on the shifted lattice N+1−γ since w(−γ) = 0 for the function w in (2.2), in a similar way as was done in [19, §2.2 and §3.2]. The same recurrence relations still hold for the corresponding recurrence coefficients â n ,b n . These recurrence coefficients are related to the recurrence coefficients of the weights on N bŷ
We conjecture that in this case lim n→∞x n = 1 and then (3.13) gives lim
The corresponding initial values arê
Again we believe this is the only initial value for which this asymptotic behavior holds. An interesting question is to find out which initial values give an asymptotic behavior of the form
which are the other two zeros of the right hand side of (3.13).
The Toda lattice
If we put c = c 0 e t then the weight (2.2) is an exponential modification of the weight with c = c 0 for t = 0, and this deformation (with deformation parameter t) corresponds to a Toda flow. The recurrence coefficients a 2 n (t) and b n (t), as functions of the deformation parameter t, then satisfy the Toda equations
In the variable c, these Toda equations become
For the sequences x n and y n we then have:
Proposition 5.1. The derivatives of x n and y n with respect to the parameter c are given by
and y
where ′ denotes derivation with respect to c. Furthermore the Toda equations for (x n , y n ) are
Proof. If we take the derivative with respect to c in (3.6) then we find (5.3). In a similar way we take the derivative in (3.9) and (5.3) to find
Now use the Toda equation (5.2) to find
where we used a 2 0 = 0. This gives (5.4). If we use (5.2), then (5.3) becomes
which after using (3.9) gives (5.5). If we use (5.1), then (5.4) becomes
and (3.6) then gives (5.6).
Painlevé VI
We will now show that x n is a solution of Painlevé VI by combining the discrete Painlevé equations (3.13)-(3.14) with the Toda equations (5.5)-(5.6). Differentiate (5.5) with respect to c to find
Replace y ′ n+1 and y ′ n by using the Toda equation (5.6), then
Combining (3.8) with (3.6) and (5.5) gives
Multiply this by x n and add this to (6.1) to find
Multiply (3.10) by 1−c c and subtract this from (6.2) to find
Use (5.5) and (5.6) to replace y n+1 − y n and x n − x n−1 and collect terms to find
This equation contains only the functions x ′′ n , x ′ n , x n and the functions y ′ n , y n . Observe that the left hand side can be written as 
One can verify this, using the fact that
and it turns out that the constant is −γ. This Riccati equation gives a seed function for all the special function solutions x n . If we use (5.5) then we see that y n+1 = y n +(1−c)x ′ n −x n = y n +[(1−c)x n ] ′ . Then (3.13) becomes a quadratic equation in y n so that y n can be expressed in terms of x n and x ′ n , and by taking a derivative y ′ n can be expressed in terms of x n , x ′ n and x ′′ n . If we use these expressions in (6.4), then one obtains a (complicated) non-linear second order differential equation for x n , which we won't reproduce here. By using suitable transformations one should be able to reduce it to Painlevé VI. This approach is rather cumbersome and instead we will turn our attention to S n = n−1 k=0 x k , for which we can obtain an easier differential equation.
Theorem 6.1. If we put σ n = (c − 1)S n + Kc + L, with
with parameters
and if we replace y n and y ′ n by (6.6), then this is a non-linear second order differential equation for S n , or better forσ = (c − 1)S n :
If we now put σ n =σ + Kc + L, then a lengthy but straightforward computation gives the required Painlevé VI σ-equation.
The Painlevé σ-equations are given as equations E I -E VI in [17] and σ-equations σPII-σPVI are given in [9, (8.15 ) in §8.1 or (8.29) in §8.2]. They are equivalent to the six Painlevé equations P I -P VI . Clearly our solution σ n is a special function solution which is in terms of a Wronskian containing hypergeometric functions. If σ n is known, then also S n is known, and then from (6.6) it follows that also y n is known. For x n one can use (6.8) combined with (3.9), so that x n and y n are both given in terms of σ n using simple transformations.
Concluding remarks
The reason why we considered the hypergeometric weights (1.2) in this paper is twofold. On one hand they generalize various other discrete weights that were already analyzed in the literature (Charlier, Meixner, generalized Charlier, generalized Meixner), building up from explicit rational expressions for the recurrence coefficients to second order non-linear recurrence and differential equations (Painlevé III and Painlevé V). On the other hand, it was already known that Painlevé VI has special function solutions in terms of Wronskians with hypergeometric functions [20, §6.2.5], and such Wronskians appear naturally in formulas for the recurrence coefficients a 2 n and b n for orthogonal polynomials:
where ∆ n = det m i+j n−1 i,j=0
is the Hankel determinant and ∆ * n is obtained from ∆ n by replacing the last column (m n−1 , m n , . . . , m 2n−2 ) T by (m n , m n+1 , . . . , m 2n−1 ) T and (m n ) n∈N are the moments
The moment m 0 is a Gauss hypergeometric series and all the other moments can be obtained from them by
so that ∆ n and ∆ * n are Wronskians. The challenge was to find the discrete Painlevé equations (Theorem 3.1) and the continuous Painlevé equation (Theorem 6.1) for the recurrence coefficients of the orthogonal polynomials with these hypergeometric weights, using only standard properties of orthogonal polynomials and a number of suitable transformations. The system of discrete Painlevé equations (3.13)-(3.14) seems to be new but closely related to d-P(E and that w(−1) = 0, which gives a boundary condition for the weights on the lattice N = {0, 1, 2, 3, . . .}. One also has w(−γ) = 0 so that one can also use these weights on the shifted lattice N + 1 − γ = {1 − γ, 2 − γ, 3 − γ, . . .}, as was done for generalized Charlier and Meixner polynomials in [19] . The recurrence coefficients will satisfy the same discrete Painlevé equations but with a different initial value because m 0 is a different hypergeometric series. The same Painlevé VI σ-equation will holds, but the solution will be a different special function solution coming from a different hypergeometric seed function. The general case is obtained by taking a combination of both lattices, giving a one parameter family of special function solutions of Painlevé VI. Note that nonlinear recurrence relations for the recurrence coefficients of these orthogonal polynomials were found by Dominici in [5, Thm. 4] , but these were of higher order and were not identified as discrete Painlevé equations. Our version (3.13)-(3.14) has the advantage that one can predict the asymptotic behavior of a 2 n and b n (or x n and y n ) as n → ∞ from them, and in Section 4 we conjectured this asymptotic behavior when the weights are on the lattice N and on the shifted lattice N + 1 − γ.
