















Matemáticas especiales para ingenieros
Las matemáticas proporcionan herramientas indispensables para analizar los 
fenómenos físicos que suceden en la naturaleza. Este libro introduce algunas 
de esas herramientas. En particular, el lector podrá aprender las propiedades 
básicas de los números complejos y sus aplicaciones en el área de las funciones  
y el cálculo. Teniendo como base el análisis complejo y otras técnicas 
relacionadas, el lector podrá estudiar las funciones matemáticas a través de las 
series de potencia y las series de Fourier, así como resolver algunas ecuaciones 
diferenciales mediante las transformadas integrales. Adicionalmente, en 
este libro el lector encontrará un análisis teórico formal —–pero adaptado a 
estudiantes de ingeniería—– que incluye talleres, preconceptos y ejemplos, así como 
ejercicios aplicados a los campos de la ingeniería y la física, que incluyen algunas 
aplicaciones numéricas y ejercicios retadores. Incluso, el docente que dicte un 
curso estándar de Matemáticas Especiales también podrá encontrar en este 
texto distintas propuestas para dictar o complementar dicho curso. Anímese 
a aprender algunas de las maravillosas aplicaciones de las matemáticas en la 
ingeniería y la vida cotidiana.
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La colección CIENCIAS BÁSICAS presenta obras que 
proponen soluciones prácticas a la educación 
en ciencias, con el objetivo de llegar a una 
apropiación contextualizada del conocimiento de 
las ciencias básicas. Así es como se busca, no solo 
aproximar a los estudiantes a este conocimiento 
fundante, sino que, como valor agregado, 
ejemplificar las ciencias básicas en contextos 
de formación profesional, estableciendo marcos 
de referencia, propios de cada disciplina. De 
esta forma, se pretende contribuir a optimizar 
los procesos de enseñanza, comprensión y 
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Matemáticas Especiales para Ingenieros / Alejandro Ferrero Botero – Bogotá;
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Este libro está diseñado, principalmente, para estudiantes de ingenieŕıa que nece-
siten herramientas matemáticas avanzadas que les puedan facilitar su entendimiento
en cursos avanzados. Existen muchas referencias que pueden guiar al estudiante al
entendimiento de la gran mayoŕıa de los temas acá tratados, sin embargo, este libro
sigue un orden lógico para que el proceso de aprendizaje se desarrolle de manera
progresiva. Los caṕıtulos se complementan mutuamente y gúıan al lector para que
este pueda apreciar cómo las herramientas básicas tratadas se pueden aplicar en su
campo de estudio.
Los primeros caṕıtulos contienen a su comienzo una sección que enuncia algunos
conceptos previos que debe manejar el estudiante, por lo que se recomienda repa-
sar estos temas, en caso de no estar familiarizado con ellos, para que el proceso de
aprendizaje sea óptimo. En esta sección se propone, además, un taller de preconcep-
tos, basado en conceptos que debieron ser adquiridos en otros cursos, para que el
estudiante se dé cuenta de sus falencias y fortalezas, y las profundice si es necesario.
Se asume que el estudiante que tome un curso de Matemáticas Especiales debe en-
tender los conceptos más importantes del álgebra y el cálculo, además de tener una
noción básica de herramientas numéricas y ecuaciones diferenciales.
Sumado a la explicación de cada tema y la ilustración de estos mediante algunos
ejemplos, cada sección muestra la demostración de algunos teoremas importantes.
Aunque no es el objetivo del autor que el lector entienda a la perfección la demos-
tración de tales teoremas, estos procedimientos se muestran para que el estudiante
interesado en profundizar más en el formalismo matemático encuentre una buena
gúıa que mejore su entendimiento del tema estudiado. Por otra parte, en algunos
temas se muestran gráficas que sirven para complementar la explicación de estos o
de los ejemplos explicados, y al final de cada sección se presenta el enunciado de
algunos ejercicios para que el lector practique y fortalezca los conceptos aprendidos.
Debido al propósito principal de este libro, mencionado anteriormente, muchos











sin embargo, se muestran otros ejercicios que conectan al estudiante con situaciones
de la f́ısica, la ingenieŕıa electrónica y otras ramas del conocimiento. Otros ejercicios
que requieren un nivel avanzado para su solución se sugieren en la parte final de la
sección de ejercicios de algunos caṕıtulos bajo la etiqueta “ Ejercicios Avanzados”, y
estos se plantean para los estudiantes más experimentados en el tema o para aquellos
interesados en profundizar sus conceptos de manera voluntaria. Adicionalmente, co-
mo complemento se sugiere, para algunos casos, la implementación de herramientas
tecnológicas y computacionales con el fin de proporcionar herramientas que ayuden
en el proceso de aprendizaje; los ejercicios que requieran de este tipo de metodoloǵıa
se enunciarán aparte bajo la etiqueta “ Ejercicios Computacionales”.
Este libro también puede servir como complemento para el curso de ecuaciones
diferenciales, especialmente en la sección de transformadas de Laplace. Adicional-
mente, es una buena gúıa para el estudiante interesado en el cálculo de variable
compleja, el análisis de Fourier, el teorema de convolución y el desarrollo de series
de potencia de funciones reales y complejas, entre otros. También, se muestran los
conceptos más importantes de las funciones que requieren de un tratamiento especial
y no son muy bien estudiadas en el cálculo a pesar de su enorme importancia, como
las funciones Delta de Dirac, Escalón Unitario, Gaussiana y la función Gamma o fac-
torial, entre otras. Incluso, se sugiere la lectura de este libro como base para algunos
cursos relacionados con la ingenieŕıa electrónica, tales como señales y circuitos.
Finalmente, es importante mencionar que este libro consta de cinco partes, la
primera se dedica a todo el análisis complejo; la segunda se enfoca en el análisis
de series de Fourier, seguido por una profundización de algunas funciones especiales
y el teorema de convolución; la tercera y cuarta parte muestran las aplicaciones de
transformadas integrales, como la de Laplace y la de Fourier; y, finalmente, como una
quinta parte, al terminar cada caṕıtulo se presenta la bibliograf́ıa y las referencias
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El álgebra de los números complejos
1.1. Conocimientos previos sobre números reales
Temas previos: suma, multiplicación y las propiedades de los exponentes y los
logaritmos tanto de números enteros como racionales; ángulos en grados sexagesima-
les y radianes; solución a ecuaciones polinomiales y sistemas de ecuaciones lineales;
ecuación cuadrática; y división sintética y desigualdades.
Taller preliminar 1


















































































8 Caṕıtulo 1. El álgebra de los números complejos
















, −225◦ , π , −π
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, 120◦ .






















11 ln 2− ln 3 , e2 ; 45◦ , 5π4 , 180
◦ , 330◦ , 2π3 .
Taller preliminar 2







+ 2 , x2 + 5x+ 4 = 0 ,
3x2 − 2x+ 2 = −x2 + x+ 3 .
2. Use la división sintética para factorizar las siguientes expresiones:
2x3 + 5x2 − x− 6 , x4 − 4x3 − 2x2 + 12x+ 9 .
3. Resuelva las siguientes desigualdades:
x− 3 + 4− 2x ≥ −3x− 5 + x− 2 , x
2 − 2x− 1
x
< −2 .
4. Solucione el siguiente sistema de ecuaciones lineales:
x+ y + z = 1 , −3x− 2y + 4z = 0 , 2x− 4y − 5z = −1 .
Respuestas al taller preliminar 2
−1 , {−1,−4} , {1,−14} ; (x − 1)(x + 2)(2x + 3) , (x + 1)
2(x − 3)2 ; x ≥ −8 ,











1.2. Operaciones entre números complejos 9
1.2. Operaciones entre números complejos
Los números complejos surgen debido a la imposibilidad de resolver algunas
ecuaciones algebraicas dentro del campo de los reales. Por ejemplo, si queremos
resolver la ecuación algebraica x2 = −1, no podemos encontrar su solución dentro
de los reales debido a que cualquier número real elevado al cuadrado da positivo, lo
que imposibilita obtener un valor cuyo cuadrado sea −1. Sin embargo, la extensión
de los reales a lo complejos permite obtener dicha solución, como lo veremos. De
ahora en adelante, al conjunto de los números complejos lo simbolizaremos como C,
y al de los reales como R.
La solución a la ecuación x2 = −1 tiene solución si introducimos el número i,





De esta manera, todo número imaginario se puede escribir como iy, donde y ∈
R. Ahora, una vez introducido el concepto de la base de los números imaginarios,
podemos definir un número complejo como todo número que se puede escribir de la
forma z = x + iy, donde x y y son números reales, pues, básicamente, un número
complejo surge de la combinación entre un número real y uno imaginario. Este nuevo
conjunto de elementos cumple algunas propiedades importantes, entre ellas:
• La suma y multiplicación entre dos números complejos da como resultado otro
número complejo.
• La suma y multiplicación entre dos o más números complejos son conmutativas
y asociativas.
• Se tiene un elemento neutro bajo la suma: el elemento z = 0.
• Se tiene un elemento neutro bajo la multiplicación: el elemento z = 1.
• Si z1, z2 ∈ C y z1 + z2 = 0, se tiene que z1 = −z2.
• Si z1, z2 ∈ C y z1, z2 6= 0, entonces, si z1z2 = 1, se tiene que z1 = 1z2 .
• Los números complejos no son ordenados. Podemos decir que z1 = z2, pero si
z1 6= z2, no podemos decir que z1 > z2 o z1 < z2.
Nota importante: de ahora en adelante, la parte real de un número complejo
z = x + iy la denotaremos como Re{z} = x, y su parte imaginaria se denotará
como Im{z} = y. Notemos que tanto la parte real como imaginaria son reales por









10 Caṕıtulo 1. El álgebra de los números complejos
Suma de números complejos
Sea z1 = x1 + iy1 un número complejo y z2 = x2 + iy2 otro número complejo,
donde {x1, x2, y1, y2} son, según nuestra definición, números reales. La suma entre
z1 y z2 se define como:
z1 + z2 = x1 + iy1 + x2 + iy2 = (x1 + x2) + i(y1 + y2) . (1.2)
Notemos que, en la suma, las partes reales siempre se suman con las partes reales y
las partes imaginarias hacen lo mismo entre ellas. Es incorrecto, por ejemplo, sumar 1
y 2i, debido a que 1 es la parte real del número y 2 su parte imaginaria. No obstante,
podemos sumar la expresión 1 + 2i+ 3 + 4i = 4 + 6i, pero hasta acá podemos llegar.
Multiplicación entre números complejos
La propiedad distributiva de la multiplicación entre los números reales se sigue
aplicando acá. Hay que tener en cuenta ahora que cada vez que aparezca la expresión
i2, esta se debe reemplazar por el valor i2 = −1. De nuevo, si z1 = x1 + iy1 y
z2 = x2 + iy2, se tiene que:
z1z2 = (x1 + iy1)(x2 + iy2) = (x1x2 − y1y2) + i(x1y2 + x2y1) . (1.3)
Notemos que, una vez se multiplican los dos números, el resultado se simplifica
usando la operación de la suma.
Es importante resaltar que las potencias del número i son ćıclicas, lo que significa
que se repiten. Queda para el lector verificar que si n es un número entero positivo:
i = i5 = i9 = · · · = i4n+1 , i2 = i6 = i10 = · · · = i4n+2 = −1 ,
i3 = i7 = i11 = · · · = i4n+3 = −i , i4 = i8 = i12 = · · · = i4n+4 = 1 . (1.4)
Complejo conjugado
La operación complejo conjugado es un poco diferente a las anteriores, debido
a que no es una operación binaria —es decir, actúa sobre un elemento en vez de
dos—. Esta operación le cambia el signo a la parte imaginaria —dejando la parte
real intacta— y normalmente se denota como z∗ o z̄ —dependiendo de la referencia
consultada—. Usaremos cualquiera de las dos notaciones. Vemos que, si z = x+ iy,
entonces:









1.3. Representación gráfica y forma polar 11
Esta operación es muy útil para encontrar la parte real e imaginaria de un número
complejo —también del cociente de dos números complejos—. Podemos convertir el
denominador de un número complejo en real multiplicando por el complejo conju-
gado del denominador arriba y abajo —análogo a la operación de racionalizar en
números reales—. Por ejemplo, para el número z = 1+i2−3i la parte real e imaginaria







2 + 3i+ 2i− 3










Ejemplos de la sección 1.2
1. Usando i2 = −1 y las propiedades de la suma, podemos visualizar cómo se
simplifican las siguientes dos expresiones:
3 + i− 3i2 + 2i− 5 + 7i3 = −2 + 3i+ 3− 7i = 1− 4i ,
i+ i2 + i3 + i4 + i5 + i6 + i7 + i8 + i9
= i− 1− i+ 1 + i− 1− i+ 1 + i = i .
2. Volvemos a usar i2 = −1 y las propiedades de la multiplicación para simplificar
las siguientes tres expresiones:
(3− 5i)(4− i)(i+ 2) = (7− 23i− 20i− 5)(i+ 2) = (7− 23i)(i+ 2)
= 7i+ 14 + 23− 46i = 37− 39i ,
(2− i)(2 + i)(1− 2i)(1 + 2i) = 5·5 = 25 ,
− (1− 3i)4 = −(1− 12i− 54 + 108i+ 81) = −(28 + 96i) = −28− 96i .









(1− i)(2 + i)− (1 + i)(2 + i) + (1 + i)(1− i)
(1 + i)(1− i)(2 + i)
=
2 + i− 2i+ 1− 2− i− 2i+ 1 + 1− i+ i+ 1





















1.3. Representación gráfica y forma polar
Aśı como los números reales se pueden representar sobre una recta real, con su
origen en el valor x = 0 como punto de referencia, los números complejos se pueden









12 Caṕıtulo 1. El álgebra de los números complejos
Figura 1.1. Representaciones gráficas de las transformaciones entre las versiones cartesiana y polar
de los números complejos.
Recordemos que un número complejo z = x + iy se puede entender como una
dupla de dos números reales C→ R2 de la forma (x, y). Para graficar este número,
usamos el eje x para ubicar la parte real y el y para ubicar su parte imaginaria. Las
operaciones básicas se pueden entender de la siguiente manera:
• La suma es la misma que la suma entre vectores, donde sumamos las compo-
nentes semejantes entre śı: (x1, y1) + (x2, y2) = (x1 + x2, y1 + y2).
• La multiplicación no tiene un buen análogo, no es análoga al producto escalar
ni al vectorial entre vectores, aunque hay semajanzas en algunos casos.
• La conjugación compleja es una reflexión del vector a lo largo del eje x. Esta
reflexión cambia su dirección, pero no su magnitud. El efecto sobre un vector
es el siguiente: (x, y)∗ = (x,−y).
La analoǵıa entre vectores y números complejos se puede aprovechar de otra manera.
Para esto, necesitaremos entender la fórmula de Euler. Si φ es un ángulo real —en
radianes— la fórmula de Euler establece que:
eiφ = cosφ+ i sinφ . (1.7)
Nota importante: como se acaba de establecer, la fórmula anterior es únicamente
válida si el ángulo φ se expresa en radianes.
Un vector se puede representar en forma cartesiana —por componentes—, pero
también por medio de su magnitud y dirección (véase la Figura 1.1). La forma polar
ofrece la segunda alternativa. Si un vector tiene componentes dadas por ~v = (x, y),
su magnitud y dirección son, respectivamente, |~v| =
√
x2 + y2 y φ = tan−1( yx). El
ángulo φ se denomina el argumento del número complejo. Notemos que:
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Figura 1.2. Izquierda: representación de algunos números complejos en el plano bidimensional.
Derecha: representación gráfica de algunas operaciones.
Vemos que la primera gran utilidad de la operación conjugación compleja es
que esta determina la magnitud de un número complejo —la misma fórmula de
Pitágoras— que determina la hipotenusa —magnitud— en vectores bidimensionales.
De esta manera, establecemos que:
|z| = (zz∗)1/2 . (1.9)
Como el ángulo o argumento de un número complejo viene dado por tanφ = yx ,
usando la fórmula de Euler vemos que:
|z|eiφ = |z| cosφ+ i|z| sinφ = x+ iy . (1.10)
Lo cual está en perfecto acuerdo con las transformaciones usuales en vectores
bidimensionales, donde:
x = |z| cosφ , y = |z| sinφ . (1.11)
La notación polar es muy útil para la multiplicación, pero la suma es facilitada
en la versión cartesiana. En notación polar, la multiplicación toma la forma:
z1z2 = |z1|eiφ1z2eiφ2 = |z1||z2|ei(φ1+φ2)
= |z1||z2|
(
cos(φ1 + φ2) + i sin(φ1 + φ2)
)
. (1.12)
En la Figura 1.2 se muestran algunos números complejos en el plano bidimensio-
nal, aśı como el resultado de algunas operaciones. Basándonos en esta figura, resulta
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z Re{z} Im{z} |z| φ z Re{z} Im{z} |z| φ
z1 −3 +1
√
10 2,82 z̄2 −4 +4 4
√
2 3π4
z2 −4 −4 4
√





20 1,11 −z3 −2 −4
√
20 4,25
z4 +4 0 4 0 z1 − z2 +1 +5
√
26 1,37









13 5,70 z̄3 +2 −4
√
20 5,18
Tabla 1.1. Valores de los números complejos de la Figura 1.2. Los ángulos están en radianes, con
aproximación a dos decimales (180◦ = π ' 3,14) y se miden respecto al eje x. Los ángulos notables
se expresan en términos de π.
Una propiedad muy importante de un número complejo en su forma polar es que
si el argumento se modifica de la forma φ→ φ+ 2nπ, donde n es un número entero
(n ∈ Z), su valor no cambia.1 Esto es lógico porque es análogo a rotar un vector
un número entero de vueltas en dirección horaria (n < 0) o antihoraria (n > 0).
Note usted que después de dar una, dos, o más vueltas hacia la izquierda o hacia la
derecha, seguiŕıa mirando en la misma dirección inicial. Matemáticamente, es fácil
darse cuenta que z no cambia
z = |z|eiφ = |z|ei(φ+2nπ) = |z|eiφe2inπ = z
(
cos(2nπ) + i sin(2nπ)
)
= z , (1.13)
debido a que cos(2nπ) = 1 y sin(2nπ) = 0. Notemos que si n no es entero, el número
complejo cambia de valor, como es de esperar, porque su dirección cambia nece-
sariamente. Este concepto será de suma importancia cuando se definan en futuras
secciones los conceptos de funciones univaluadas y multivaluadas.









1.4. Ecuaciones algebraicas y desigualdades 15
Ejemplos de la sección 1.3






























































































)1/4−(eiπ)3/2+(e− iπ2 )1/2 = e iπ8 −e 3iπ2 +e− iπ4
= cos(π/8) + · · ·+ i sin(3π/4) = 1,631 + 0,678 i = 1,766e0,394i .
1.4. Ecuaciones algebraicas y desigualdades
Para resolver ecuaciones algebraicas, los mismos procedimientos utilizados en
el álgebra de los números reales se aplican acá, aunque con algunas diferencias.
Recordemos que z = x + iy y z∗ = x − iy, aśı que en ecuaciones algebraicas con
números complejos pueden aparecer combinaciones de las variables z, z∗, x y y.
Cuando en las ecuaciones solo aparece la variable z, por ejemplo, en la ecuación
lineal:
z + 3 +
1
2
− 2z = i− 1
2
z , (1.14)
el método de solución es el mismo que el utilizado en el álgebra de los números
reales. En este caso, trabajamos la variable z tal como se usa la variable x, teniendo
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No obstante, algunas ecuaciones no se escriben en términos de z únicamente, por
ejemplo, la ecuación
z − 2z∗ + 3Re{z} − Im{z∗} = 3 + i (1.15)
posee combinaciones de la variables z y z∗. En este caso, debemos escribir estas
variables en términos de x y y, y comparar las partes reales e imaginarias por aparte.
Veamos el procedimiento:
(x+ iy)− 2(x− iy) + 3Re{x+ iy} − Im{x− iy} = 3 + i . (1.16)
Primero, simplificamos lo anterior a:
x+ iy − 2x+ 2iy + 3x+ y = 3 + i⇒ 2x+ y + 3iy = 3 + i ; (1.17)
luego, se deben igualar las partes reales e imaginarias por aparte, con lo cual se
obtienen las condiciones:
2x+ y = 3 , 3iy = i . (1.18)
La segunda ecuación implica que y = 13 y, usando esta condición en la primera,





En algunos casos, aparecen las variables x y y, por ejemplo, en la relación
x− 3y + ix− iy = 1 . (1.19)
Igualando acá las partes reales e imaginarias, concluimos que:
x− 3y = 1 , x− y = 0 . (1.20)





Cuando tenemos una ecuación de segundo grado, se simplifica lo máximo posible
y luego se usa la factorización o la ecuación general de segundo grado. Por ejemplo,
cuando solo aparece la variable z y mediante simplificación llegamos a la relación
z2 + 5z + 6 = 0, deducimos que:
0 = z2 + 5z + 6 = (z + 2)(z + 3)⇒ z = −2 , z = −3 , (1.21)
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Si aparecen variables adicionales a z, el mecanismo se complica. Miremos un caso
relativamente sencillo. Queremos resolver la ecuación:
z2 + z̄2 − 2z = i . (1.23)
En términos ahora de z = x+ iy y z̄ = x− iy, encontramos que:
2x2 − 2y2 − 2x− 2iy = i . (1.24)
Ahora, igualando la parte imaginaria, vemos que y = −12 . Usando esto para encontrar
x vemos que esta variable satisface la ecuación
2x2 − 2x− 1
2
= 0 . (1.25)
Aśı, x = 12(1 ±
√
2 ), y por lo tanto podemos encontrar dos soluciones: {x = 12(1 +√




2), y = −12}. Notemos que en algunos casos no existen
soluciones; si la ecuación anterior tuviese soluciones complejas, la solución seŕıa nula,
ya que x se define real.
Para ecuaciones de tercer grado o de orden superior, debemos usar división sin-
tética hasta encontrar la factorización, aunque esto no siempre es posible anaĺıtica-
mente. Por ejemplo, inspeccionando el polinomio z3 + 3z − 4, vemos que el valor
z = 1 es una ráız —hace cero el polinomio—, aśı que z − 1 divide exactamente el
polinomio. Hacemos ahora división sintética:
z3 +3z −4 z − 1
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Es importante mencionar que el proceso de factorización es análogo a resolver
las ráıces de un polinomio. Si las ráıces de un polinomio Pn(z) de grado n son
{z1, z2, . . . , zn}, podemos asegurar que:2
Pn(z) = (z − z1)(z − z2) . . . (z − zn) . (1.28)
En la relación anterior estamos asumiendo que todas las ráıces zi son diferentes
—la multiplicidad de todas es 1—. La multiplicidad de una ráız se define como
el número de veces que esta aparece en la factorización anterior. Por ejemplo, si
P6(z) = z(z + i)
2(z − 3)3, deducimos que hay tres ráıces: z1 = 0 con multiplicidad
uno, z2 = −i con multiplicidad dos, y z3 = 3 con multiplicidad tres.
Para polinomios de grado tres o superior, las fórmulas generales que permiten
encontrar las ráıces son complicadas o no existen. Por lo tanto, el procedimiento que
se sigue regularmente es encontrar una ráız por inspección y dividir sintéticamente
hasta llegar a un polinomio de grado 2, para el cual conocemos la fórmula cuadrática
que permite encontrar sus ráıces. Desafortunadamente, encontrar la primera ráız por
inspección no siempre es posible, pero estaremos interesados en los casos en que esto
śı se puede hacer.
Un caso particular y muy útil de resolver son las ecuaciones de la forma zn = a,
donde n ∈ Z y a ∈ C. Si bien es sabido que un polinomio de esta forma debe tener
n ráıces —a menos que z = 0, en cuyo caso solamente habŕıa una, z = 0—, no todas
son reales. Para encontrar las soluciones en el plano complejo, primero debemos
escribir el número complejo a en forma polar:
a = |a|eiφ . (1.29)
Como el número a debe permanecer igual si lo rotamos un número entero de vueltas
(φ→ φ+ 2πm, m ∈ Z), vemos que
zn = |a|ei(φ+2πm) ⇒ z = |a|1/nei(φ+2πm)/n , m = 0, 1, 2 . . . n− 1 , (1.30)
donde encontramos las n ráıces, una para cada valor de m. Se termina en m = n− 1
porque de ah́ı en adelante las soluciones se repiten.
Este procedimiento es estándar y siempre sirve para solucionar ecuaciones de la
forma zn = a. Se le recomienda al lector tenerlo presente porque se usará mucho
para encontrar más adelante los polos de una función.
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Figura 1.3. Izquierda: solución a la ecuación z4 = −44. Derecha: solución a la ecuación z5 = 45. Las
soluciones son vértices que forman un poĺıgono regular de n lados que yacen sobre una circunferencia
de radio R = 4.
Ejemplo
1. Resolvamos la ecuación z4 = −256.
Solución: Vemos que a = −256 = 256eiπ, y, por tanto, que




Ahora, damos los valores correspondientes a m, m = 0, 1, 2, 3 —de 4 en ade-









































Las soluciones a esta ecuación —y a la expresión z5 = 1024— se pueden
visualizar en la Figura 1.3. Se deja al lector verificar la segunda.
En el conjunto de los complejos también podemos resolver desigualdades, sin em-
bargo, recordemos que los números complejos no son ordenados. A pesar de esto, la
magnitud de un número complejo śı se puede ordenar y por lo tanto las desigualdades
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Debemos, en el caso de las desigualdades, ser cuidadosos cuando multiplicamos
o dividimos ambos lados de la desigualdad. Si multiplicamos por un valor positivo,
la desigualdad no cambia de sentido, pero cuando se multiplica por un número
negativo, la desigualdad śı cambia de sentido. Por ejemplo, si queremos resolver la
desigualdad 2x > 1, dividimos en ambos lados por 2 —como 2 es positivo, no se
cambia el sentido de la relación— y deducimos que x > 12 . No obstante, si tenemos
la desigualdad −2x > 1, al dividir por −2 —el cual es negativo—, concluimos ahora
que x < −12 , tras cambiar el sentido de la desigualdad.
Para resolver muchas desigualdades es útil usar la sustitución z = x+iy. Veamos
dos ejemplos para ilustrar el procedimiento estándar.
Ejemplos
1. Resolvamos la siguiente desigualdad —diciendo los valores de z que satisfacen
la siguiente relación—:
|z − 1 + 2i| > 2 .
Solución: Expresamos z = x+ iy, con lo cual encontramos que:
|x+ iy − 1 + 2i| > 2 .
Como la parte real del número de la izquierda es x− 1 y la imaginaria y + 2,
deducimos que:√
(x− 1)2 + (y + 2)2 > 2⇒ (x− 1)2 + (y + 2)2 > 4 .
Como podemos observar, la solución representa los valores de z en la parte
exterior de un ćırculo de radio 2 centrado en el punto (1,−2) —sin incluir el
borde—, (véase Figura 1.4).
2. Resolvamos la siguiente desigualdad:
Re{z} − Im{z̄2} − 9 ≤ 0 .
Solución: De nuevo, bajo la sustitución z = x+ iy, encontramos que:
Re(x+iy)− Im
(
x2− 2ixy − y2
)
− 9 ≤ 0⇒ x+ 2xy − 9 ≤ 0 .
Lo cual implica que:
x(1 + 2y) ≤ 9⇒
{
y ≤ 92x −
1
2 , x > 0
y ≥ 92x −
1
2 , x < 0
.
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Figura 1.4. Izquierda: conjunto solución del ejemplo 1. Derecha: conjunto solución del ejemplo 2.
Ambos conjuntos son representados por las regiones grises.
Ejemplos de la sección 1.4
1. Usemos la división sintética para factorizar la siguiente expresión:
z4 − 5z2 + 4 .
Solución: Por tanteo, vemos que una solución es z = 1; mientras que di-
vidiendo sintéticamente z4 − 5z2 + 4 por z − 1, vemos que z4 − 5z2 + 4 =
(z− 1)(z3 + z2− 4z− 4). El polinomio de grado 3 tiene como solución el valor
z = −1; pero, después de dividir sintéticamente este polinomio por el factor
z + 1, la expresión original toma la forma (z − 1)(z + 1)(z2 − 4). Como el
último polinomio —de grado 2— posee las soluciones z = ±2, concluimos que
z4 − 5z2 + 4 = (z − 1)(z + 1)(z − 2)(z + 2).
2. Encontremos las soluciones de la ecuación z+1z+i = 2z.
Solución: Vemos que







Podemos simplificar más esta solución, pero por ahora se dejará aśı.
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Solución: Primero factorizamos la función, con lo cual encontramos que:
z(z4 + 1) = 0 .
La primera solución es z = 0. Para encontrar las otras cuatro soluciones,
resolvemos la ecuación z4 + 1, donde encontramos que:





) , con n = 0, 1, 2, 3 .
De este modo, las cuatro soluciones restantes son:
z0 = e
iπ






























4. Resolvamos la desigualdad |3z − 2| > |2z∗ + i| y hacer un bosquejo de la
solución.
Solución: De nuevo, con z = x+ iy, obtenemos que:
|(3x− 2) + 3iy| > |2x+ i(−2y + 1)| ⇒







































Ejercicios del caṕıtulo 1
1. Efectúe las siguientes operaciones entre números complejos y exprese el resul-
tado de la forma z = x+ iy:





















2. Realice las siguientes operaciones y simplificar lo máximo posible:
(x+ 3i)(x− 5i) , 5 + 3i− 8i+ 7i2 − 7i+ 4 , i4 + i3 + i2 + i .
3. Siendo z1 = 2− 3i y z2 = −5 + 4i, encuentre la parte real e imaginaria de las
siguientes expresiones:
z1z2 , 3z1 + z1z
∗
2 , z1 −
2
z∗1














5. Simplifique la siguiente expresión lo máximo posible, y encuentre su magnitud
y ángulo en radianes y grados sexagesimales:
5e3iπ/4 + 3e−iπ/4 − e−7iπ/4 .
6. Siendo z1 = |z1|eiθ1 y z2 = |z2|eiθ2 dos números complejos en forma polar,
muestre la siguiente relación:








Esta es la forma de hallar el ángulo que forman dos números complejos en un
plano.


















1 + a cosφ− ia sinφ





1− a sinφ− ia cosφ
1− 2a sinφ+ a2
.
9. Para cada número complejo en forma polar, use la siguiente tabla para escribir
su resultado al frente en la forma cartesiana:
ei0 eiπ/6 e−iπ/6 eiπ/4
e−iπ/4 eiπ/3 e−iπ/3 eiπ/2
e−iπ/2 e2iπ/3 e−2iπ/3 e3iπ/4
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10. Verifique las siguientes propiedades de los números complejos:
• La suma entre un número complejo y su conjugado siempre es real.
• La resta entre un número complejo y su conjugado es imaginaria.
• La magnitud de un número complejo y su conjugado es la misma.
• Si el argumento de un número complejo z es φ, el de −z es φ+ π.
11. Factorice las siguientes expresiones algebraicas:
z2 + 4z + 5 , z2 + 1 , z2 + 2z + 2 .
12. Resuelva la siguiente ecuación algebraica:
z2 + 2z =
√
i− 1 .
13. Resuelva las siguientes ecuaciones:
z2 + 4z + 5 = 0 , z3 = −1 , z3 = 1 , z4 + z2 + 1 = 0 .
14. Use división sintética para factorizar las siguientes expresiones:
2z3 − 9z2 + z + 12 = 0 , z4 − 5z2 + 4 .
15. Resuelva la siguiente igualdad:
|z − 3− i| = 5|2z + 3 + 5i| .




17. Resuelva la siguiente ecuación:
z2 = (1− i)1/3 .
18. Resuelva las siguientes ecuaciones y exprese las soluciones de forma polar si
la solución es compleja:
z3 + 3z2 − 8z + 4 = 0 , z4 = −81 , z2 =
√
1 + i .
19. Ubique en un plano complejo las soluciones y las ecuaciones:
z5 = 1 , z5 = −1 , z5 = i , z5 = −i .










20. Resuelva las siguientes desigualdades:
|z − 2| < |2z∗ + i| , |z − 1| = |2z + 3i| .
21. Resuelva las siguientes desigualdades:






22. Resuelva las siguientes desigualdades:
5Re
{


















z + z∗ + 3− 2i
})2 − 3Im{i(z − z∗ − 5i)2} > 48 .
23. Resuelva las siguientes desigualdades:
|z + 2− i| < 5 , |z + i| ≥ |2z − 5| , |z|2 > |1 + 3i| .
Ejercicios aplicados a la f́ısica e ingenieŕıa
24. En la ingenieŕıa electrónica se acostumbra representar la cáıda de voltaje a
lo largo de una capacitancia, resistencia e inductancia mediante un número
complejo. Este número complejo se llama fasor [1]. Básicamente, lo que hace un
fasor es escribir una señal senosoidal por medio de la representación polar. Por
ejemplo, si una señal toma la forma V (t) = V0 cos(ωt+ φ) = Re(V0e
i(ωt+φ)),
en la notación fasorial se escribe de forma abreviada como = V0∠φ, donde
V0 denota la amplitud de la señal y φ el ángulo de desfase —note que un
fasor no tiene en cuenta el término con ω, relacionado con la frecuencia de









la señal V0 sin(ωt+ φ) se escribe, en forma fasorial, como V (t) = V0∠φ− π2 .
Un fasor también se puede representar en forma cartesiana por medio de la
fórmula eiθ = cos θ + i sin θ. Teniendo lo anterior en cuenta, llene la siguiente
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Señal (coseno) Señal (seno) F. (polar) F. (cartesiana) ω













20∠ π3 10 + 10
√
3i 200
5 sin(345t) 0 + 5i 345














Figura 1.5. Circuito eléctrico donde se calcula la impedancia equivalente.
25. Nota: Para este ejercicio se deben entender previamente los conceptos básicos
de circuitos en serie y paralelo. En la notación fasorial se puede generalizar el
concepto de resistencia. Esta generalización se llama impedancia [2] —se sim-
boliza como Z— y toma la siguiente forma —para un circuito con frecuencia
angular ω—: a) para un condensador de capacitancia C, ZC =
1
iωC ; b) para
un resistor con resitencia R, ZR = R; y c) para una inductancia de valor L,
ZL = iωL. La impedancia para un circuito con capacitancias, inductancias
y resistencias se calcula reduciendo el circuito por medio de las reducciones
usuales para resistencias en serie y paralelo, y luego extrayendo la magnitud
del resultado [3]. Por ejemplo, calculemos la impedancia equivalente del circui-
to mostrado en la Figura 1.5 —nota: para que los cálculos estén bien hechos,
la resistencia debe estar dada en ohmnios (Ω), la impedancia en henrios (H),










mero que se debe hacer es pasar todo a las unidades del sistema internacional.
Aśı, R1 = 500 Ω, R2 = 250 Ω, C = 5 × 10−6 F, L = 0,8 H y ω = 1000 rad/s.
Si usted ya sabe los conceptos básicos de circuitos, puede notar que R1 y R2




o R = 167 Ω. Esta resistencia está en serie con la inductancia y la capacitan-
cia. Como las resistencias en serie se suman algebraicamente, tenemos —en
ohmnios— que:
Z = 167 +
1
i× 1000× 5× 10−6
+ 1000× 0,8i = 167 + 600i .
El resultado anterior es la inductancia compleja, pero hay que sacar la mag-
nitud para encontrar el valor buscado. La magnitud es:
|Z| =
√
(167)2 + (600)2 = 623 Ω .
Hemos hallado entonces la impedancia equivalente. Usando esto como base,
calcule la impedancia equivalente de los cuatro circuitos mostrados en la Fi-
gura 1.6 (use L1 = 0,5 H, L2 = 200 mH, R1 = 300 Ω, R2 = 0,7 kΩ, C1 = 3µF,
C2 = 2µF y ω = 800 rad/s).
Figura 1.6. Cuatro circuitos eléctricos donde se calculan las impedancias equivalentes.
26. Una onda electromagnética con frecuencia angular ω se puede propagar por
un medio que tiene una permitividad eléctrica ε, una permeabilidad magnética




















)1/4 eiθη , θη = 12 arctan(σ/ωε) .
27. Usando los resultados del ejemplo anterior, calcule la impedancia —en forma
polar— de una onda sujeta a las siguientes condiciones —no se preocupe
por las unidades, no hay que convertirlas, además ε0 = 8,85 × 10−12 F/m
y µ0 = 4π × 10−7 N/A2—: a) σ = 0, ω = 105 rad/s, ε = ε0, µ = µ0; b)
σ = 6,3 × 107 S/m, ω = 1012 rad/s, ε = 2ε0, µ = 3µ0; c) σ = 0,12 S/m,
ω = 1013 rad/s, ε = 4ε0, µ = µ0; d) σ = 10
−7 S/m, ω = 107 rad/s, ε = 6ε0,
µ = µ0.
28. Cuando una onda electromagnética cambia de un medio a otro, parte de la
onda se refleja y parte se trasmite. Para cuantificar la cantidad de la onda que
se refleja y se transmite, se definen los coeficientes complejos Γ y τ , respecti-








donde Z1 es la impedancia asociada al medio donde la onda comienza, y Z2 es
la impedancia asociada al medio donde la onda termina. Ahora, suponga que
Za = 170e
iπ/2 Ω, Zb = 50e
−iπ/4 Ω y Zc = 325e
iπ Ω, y calcule los coeficientes
de reflexión y trasmisión —en forma polar— cuando la onda: a) comienza en
el medio a y termina en el medio b, b) comienza en el medio a y termina en
el medio c, y c) comienza en el medio c y termina en el medio b.
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Funciones en el plano complejo
2.1. Conocimientos previos sobre funciones en el campo de los reales
Temas previos: dominio y rango; clases de funciones; operaciones entre funcio-
nes; gráficas de funciones de una variable; derivadas parciales; integrales de camino
y teorema de Green.
Taller preliminar 1
1. Determine el dominio y el rango de las siguientes cuatro funciones y haga un
bosquejo de cada una:
y = x2 + x− 10 , y = e2x + 2 , y = −4x+ 5 , y =
√
x+ 1 .
2. Simplifique las siguientes expresiones lo máximo posible:





, (e2x− e−x)(ex+ e−2x) .
Respuestas al taller preliminar 1
{D : x ∈ R, y ≥ −414 , es una parábola que abre hacia arriba} ,
{D : x ∈ R, y > 2, es una exponencial creciente, tal que y = 2} ,
{D : x ∈ R, y ∈ R, es una ĺınea recta decreciente con corte en y = 5} ,
{D : x ≥ −1, y ≥ 0,mitad de una parábola que abre hacia la derecha} ;
−e−x , 2 sin2x , 2x
x2−1 , e
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Taller preliminar 2




, f2(x, y) = xye
x−y sinx sin y .
2. Siendo f(x, y, z) = xyz
2−1
x+y2+2z
, evalúe fx(1, 0, 1), fy(0,−1,−1) y fz(2, 1, 0).
3. Siendo h(x, y) = x2y2 + 2xy − y2 − 3y, evalúe hxx(0, 1), hxx(1, 0), hxy(0, 1),
hxy(1, 0), hyy(0, 1) y hyy(1, 0).
Respuestas al taller preliminar 2
f1x = − 3y(x−y)2 , f1y =
3x
(x−y)2 , f2x = y sin ye
x−y((1 + x) sinx+ x cosx) ,
f2y = x sinxe
x−y((1− y) sin y + y cos y) ; {19 , −2, 29} ; {2, 0, 2, 2, −2, 0} .
Taller preliminar 3
1. Evalúe la siguiente integral por dos caminos: (a) desarrollando la integral de
camino y (b) usando el teorema de Green:∮
C
x2y dx+ 2x2y dy .
Nota: C es un triángulo con vértices (0, 0), (2, 2) y (2, 4) orientado positiva-
mente.
2. Evalúe la siguiente integral por dos caminos: (a) desarrollando la integral de
camino y (b) usando el teorema de Green:∮
C
(x− y)dx+ (x+ y)dy .
Nota: C es un ćırculo con centro en el origen y radio 2 orientado positivamente.
Respuestas al taller preliminar 3
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2.2. Funciones sobre la recta real
Las funciones con las que normalmente trabajamos en el campo de los números
reales pueden ser fácilmente generalizadas al plano complejo bajo el cambio x→ z =
x+ iy. Antes de analizar en detalle las propiedades más importantes de las funciones
en el plano complejo, recordemos algunos conceptos básicos sobre funciones en el
contexto de los números reales.
Primero que todo, una función es una relación entre un conjunto X (el dominio) y
otro conjunto Y (el codominio), de forma que a cada elemento x ∈ X le corresponde
un único elemento del codominio f(x).
En términos matemáticos, una función se representa de la forma f : R→ R. Esto
se lee de la siguiente manera: f es una función que recibe valores y reales, y como
resultado genera otro valor real. Si, por ejemplo, f(x) = x+ 1, esto quiere decir que
a todo valor de x le sumamos el valor de 1 para obtener el resultado buscado; en
este caso, f(−2) = −1, f(−1) = 0, f(0) = 1, f(1) = 2, y aśı sucesivamente.
Una función genera aśı una relación entre un conjunto de partida —el con-
junto de los posibles valores que puede tomar x, a veces llamado conjunto de las
preimágenes—, normalmente conocido como dominio, y un conjunto de llegada
—posibles valores que puede tomar la variable y, a veces llamado conjunto de las
imágenes—, denominado rango.
Dependiendo del tipo de función, el dominio y el rango de una función puede va-
riar. En la Tabla 2.1 podemos visualizar algunas indicaciones útiles para determinar
estos dos conjuntos.
Una forma muy bonita y útil de representar una función es a través de un plano
cartesiano, donde ubicamos sobre la recta horizontal los posibles valores de x —y
por lo tanto lo designamos al dominio—, y la recta vertical la restringimos para el
rango —y por lo tanto colocamos los posibles valores de y—.
La utilidad principal de las funciones es que nos permiten modelar sistemas
reales y describir, de manera aproximada, el mundo real observado. Por ejemplo, el
crecimiento de bacterias presenta al principio un comportamiento exponencial, las
señales AC describen una bonita curva sinusoidal, las leyes de la oferta y la demanda
en el mercado se modelan a través de funciones lineales, entre muchos otros ejemplos.
El campo de las funciones es enorme y no vale la pena enfocarnos tanto en
este tema en este momento. Sin embargo, es importante aclarar algunas nociones
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Función Forma Mat. Dominio D, {x} Rango R, {y}
Constante y = a x ∈ R y = a
Lineal y = ax x ∈ R y ∈ R
Cuadrática y = ax2 x ∈ R y ≥ 0
Polinomial y = axn x ∈ R y ∈
{
R , n impar ,
R+ , n par .
Radical y = x1/n x ∈
{ R , n impar ,
R+ , n par .
y ∈ R+
Racional y = x−n x 6= 0 y ∈
{
R , n impar ,
R+ , n par .
Exponencial y = eax x ∈ R y ∈ R+
Logaŕıtmica y = lnx x ∈ R+ y ∈ R
Trigonométricas y = cos(ax) x ∈ R −1 ≤ y ≤ 1
y = sin(ax)
Tabla 2.1. Dominio y rango de casos particulares de algunas funciones reales. La letra a representa
un número real, n representa un número entero positivo distinto de cero. R+ denota el conjunto de
los reales positivos.
2.3. Funciones en el plano complejo
El tratamiento de las funciones en el plano complejo no dista mucho del trata-
miento ya conocido y estudiado para las funciones sobre la recta real, aunque hay
algunas diferencias importantes. La gran diferencia con respecto a las funciones de-
finidas sobre los reales es que el dominio es ahora una dupla de números x y y,
debido a que la variable z se puede visualizar como la combinación de una parte real
y una imaginaria. Esto implica que el dominio de las funciones complejas yace sobre
regiones bidimensionales. Por otro lado, cuando la función es evaluada, esta a su vez
genera un resultado complejo y aśı una dupla —una parte real y otra imaginaria—;
cada una de estas se trata de manera independiente.
Desde el punto de vista abstracto, el efecto de una función sobre los complejos
se puede visualizar de la siguiente manera: f : C → C, que es lo mismo que decir:
f : R2 → R2. Notemos que para graficar una función compleja necesitaŕıamos ahora
cuatro ejes: dos para el dominio —uno para la variable x y otro para la variable
y— y dos para el rango —uno para la parte real de la función y otro para su parte
imaginaria—. Esto hace que graficar funciones complejas no sea viable en la práctica,
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De ahora en adelante, llamaremosu a la parte real de la función, pero notemos que
u es en realidad una función que depende de las dos variables de entrada, por lo
que a veces la escribimos como u(x, y). De manera similar, a la parte imaginaria de
la función se la denotará como v(x, y), haciendo de nuevo énfasis en la dependencia
de las dos variables de entrada. En conclusión, podemos decir que cualquier función
compleja puede escribirse de la forma
f(z) = f(x, y) = u(x, y) + iv(x, y) . (2.1)
Cabe resaltar que, de acuerdo con la definición acabada de usar, las funciones u(x, y)
y v(x, y) son reales, y que la base imaginaria i se coloca aparte para hacer la función
global compleja. El objetivo principal de esta sección es encontrar las funciones u
y v para una función f(z) arbitraria, apoyándonos para esto en el álgebra de los
números complejos estudiada anteriormente. En todos los casos que se estudiarán,
utilizaremos la convención z = x+ iy y z∗ = z̄ = x− iy.
Miremos, como primer ejemplo, cómo encontrar u y v para la función f(z) = z2.
Usando el álgebra aprendida, vemos que:
f(z) = z2 = (x+ iy)2 = x2 + 2ixy − y2 = (x2 − y2) + i(2xy) . (2.2)
Aśı, es fácil concluir que u = x2 − y2 y v = 2xy.
El ejemplo anterior es bastante simple, no obstante, en algunos casos obtener u
y v requiere de técnicas un poco más sofisticadas. Enfoquémonos ahora en hacer lo





























Hallemos ahora los cosenos y los senos de ángulos puramente imaginarios, lo cual se
obtiene evaluando cos(ix) y sin(ix) en la ecuación (2.3) —notemos que esto represen-
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Comparando el resultado anterior con la ecuación (2.4) es fácil deducir que:
cos(ix) = coshx , sin(ix) = i sinhx . (2.6)
En otras palabras, los senos y cosenos hiperbólicos no son nada más que los senos y
cosenos usuales, pero con argumento imaginario.
Identifiquemos ahora las funciones u y v para las dos funciones trigonométricas
principales, cos z = cos(x+ iy) y sin z = sin(x+ iy). Para esto, necesitaremos la
ayuda de las identidades trigonométricas:
cos(A+B) = cosA cosB − sinA sinB , (2.7a)
sin(A+B) = sinA cosB + cosA sinB . (2.7b)
Ahora, con A = x y B = iy y la ayuda de la ecuación (2.6), vemos que:
cos z = cosx cos(iy)− sinx sin(iy) = cosx cosh y − i sinx sinh y , (2.8a)
sin z = sinx cos(iy) + cosx sin(iy) = sinx cosh y + i cosx sinh y . (2.8b)
Aunque hemos verificado que f(z) se puede escribir de la forma f(z) = u(x, y) +
iv(x, y) para unos pocos ejemplos, siempre podemos hacer esta descomposición para
cualquier función, usando el álgebra apropiada.
Ejemplos de la sección 2.3




















2. Si ahora deseamos hacer lo mismo para la función f(z) = z̄ez̄, encontramos
que:
z̄ez̄ = (x− iy)ex−iy = (x− iy)exe−iy = ex(x− iy)(cosx− i sin y)
= ex(x cosx− ix sin y − iy cosx− y sin y)
= ex(x cosx− y sin y)− iex(x sin y + y cosx) .
3. En algunos casos, la función v puede ser nula, por ejemplo:
| sin z|2 = (sinx cosh y + i cosx sinh y)(sinx cosh y − i cosx sinh y)
= sin2x cosh2y + cos2x sinh2y .
La función anterior se puede dejar aśı. Sin embargo, usando las identidades
cos2x + sin2x = 1 y cosh2x − sinh2x = 1, la expresión mostrada se puede
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2.4. Funciones univaluadas y multivaluadas
Recordemos la analoǵıa entre los números complejos y los vectores bidimensiona-
les expresada en la sección 1.3. Es claro que si el argumento de un número complejo
se aumenta en 2π —en otras palabras, si a un vector le damos una vuelta entera—,
este número no debeŕıa cambiar. Este argumento se puede generalizar aún más: si
el número complejo se rota un número entero n veces en el sentido horario (n < 0)
o en el sentido antihorario (n > 0), el número z toma la forma
z = |z|eiφ = |z|ei(φ+2nπ) = |z|eiφe2inπ = z
(
cos(2πn) + i sin(2πn)
)
= z , (2.9)
debido a que cos(2πn) = 1 y sin(2πn) = 0, siempre y cuando n sea entero. Notemos,
sin embargo, que esta propiedad no funciona si n no es entero, lo cual se explica por
el hecho de que z debe cambiar cuando este no se gira un número exacto de veces,
ya que llegaŕıamos a un sitio diferente.
Todas las funciones analizadas en la sección anterior son univaluadas porque bajo
un número entero de vueltas la función no cambia. Se define entonces una función
univaluada como aquella que respeta esta propiedad. En términos matemáticos,
una función es univaluada si
f(z) = f(|z|eiφ) = f(|z|ei(φ+2nπ)) . (2.10)
Ahora, el término univaluado expresa de buena manera el concepto que se trata de
discutir. Literalmente, esta palabra hace referencia al hecho de que para el mismo
valor de z la función toma un único valor. Por ejemplo, analicemos la función z2 y
verifiquemos que es univaluada:
z2 = |z|2e2iφ → |z|2e2i(φ+2πn) = |z|2e2iφe4iπ = |z|2e2iφ = z2 . (2.11)
De hecho, cualquier función de la forma zn, con n entero es univaluada. De esta
manera, cualquier polinomio y función racional lo es. La función exponencial y las
funciones trigonométricas también lo son.
No obstante, existen dos funciones muy importantes que no cumplen esta propie-
dad: la función radical y la función logaritmo. A estas dos funciones las llamaremos
funciones multivaluadas, porque el valor de z śı puede cambiar cuando lo giramos
un número entero de veces. En términos matemáticos, una función es multivaluada
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La función radical
Sea f(z) = zm, tal que m no es entero, vemos que f(|z|eiφ) = |z|meimφ, pero
f(|z|ei(φ+2nπ)) = |z|meim(φ+2nπ) = |z|meimφe2πimn = f(z)e2πimn
= f(z)
(
cos(2πnm) + i sin(2πnm)
)
. (2.12)
Para analizar lo anterior, vemos que el producto nm no siempre es entero, y aunque
n ∈ Z, el producto nm no necesariamente lo es. Por ejemplo, si n = 2 y m = 1/3, es
claro que nm = 2/3. En este caso:






6= 1 . (2.13)
Esto claramente cambia el valor de la función f(z) en la ecuación (2.12) y por lo
tanto la función en cuestión deja de ser univaluada.
Analicemos en detalle el comportamiento de la función ráız cuadrada. Cuando
n = 1/2, vemos que f(z) = z1/2. Además, f(|z|eiφ) = |z|1/2eiφ/2, pero
f(|z|ei(φ+2nπ)) = |z|1/2eiφ/2einπ =
{
z1/2 , n par
−z1/2 , n impar
. (2.14)
Queda al lector verificar que cuando n es par e impar, einπ = 1 y einπ = −1,
respectivamente. ¿Cuál opción entonces tomar? Depende si el número complejo se
gira un número par o impar de veces.
Aunque a veces se omite o no se estudia en detalle, lo mismo sucede en el cálculo
de las funciones reales. Esto es el análogo a la función —sobre la recta real— y2 = x
o y = ±
√
x que es doblevaluada, ya que y puede tomar valores positivos o negativos,
dependiendo de la solución que se decida tomar.
La función logaritmo
La función f(z) = ln z es el otro caso donde una función compleja es multiva-
luada —este hecho, no obstante, no tiene un análogo con el álgebra de las funciones









= ln |z|+ i(φ+ 2nπ) = f(z) + 2πin . (2.15)
El valor de la función logaritmo siempre cambia cuando z se gira un número entero de
veces —nunca llegamos al mismo valor inicial a menos que, por supuesto, giremos
al revés para regresar—. Esto tiene enormes consecuencias, como brevemente se
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Este“ inconveniente” se puede evitar usando siempre el valor n = 0 en los cálculos
con la función logaritmo. De esta manera, evitamos dar una vuelta completa cuando
trabajamos con dicha función. Bajo esta escogencia, podemos siempre escribir el
logaritmo como
Log z = ln |z|+ iφ . (2.16)
Note la notación en mayúscula usada para el logaritmo en la expresión anterior.
Cuando esta notación es usada, llamamos a la función anterior el valor principal del
logaritmo; como requisito, el argumento del logaritmo —su parte imaginaria— cae
dentro del intervalo (−π, π].
Otra forma de estudiar la multivaluación de la función logaritmo es a través de
la construcción de Riemann [1]. Aunque no se discutirá en detalle la construcción de
Riemann en este libro, podŕıamos imaginarnos esta construcción como una escalera
de caracol donde se sube un piso con cada vuelta dada —a cada piso se le denomina
formalmente una rama— (véase Figura 2.1). Mientras que las funciones univaluadas
se quedan siempre sobre el mismo piso al girar en el plano complejo, las multivaluadas
cambian de ramas. Las funciones radicales regresan a la rama inicial cuando mn ∈ Z,
pero la función logaritmo nunca regresa al valor inicial, a menos que se descienda
a lo largo de la escalera —se gire en el sentido contrario hasta volver al punto de
partida—.
Figura 2.1. Izquierda: bosquejo de las ramas de la función logaritmo. Derecha: ĺınea de corte para
la función f(z) = z1/3, conectando los puntos z = 0 y z = +∞.
¿Qué hacer cuando una función es multivaluada?
Las dos funciones multivaluadas que acabamos de describir se deben tratar con
especial cuidado para evitar el problema de multivaluación. Como fue indicado en
la función logaritmo, existen posibles construcciones donde se estudian las funciones
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una vuelta entera sobre el plano complejo. No obstante, lo que normalmente se hace
es crear una ĺınea de corte sobre el plano complejo. Esta ĺınea se introduce con el fin
de evitar de que se complete una vuelta entera, ya que al hacerlo nos encontraremos
en otra rama de la función. La forma de estas ĺıneas depende de la función que
estemos estudiando.
Aunque no es nuestro propósito estudiar este tema en detalle, la Figura 2.1
muestra una posible ĺınea de corte para la función f(z) = z1/3.1 Esta ĺınea
conecta los puntos z = 0 y z = +∞. La función z1/3 no es anaĺıtica en z = 0 y en
z =∞ —véase la subsección 2.7.1 para más detalles sobre una función anaĺıtica—,
razón por la cual estos puntos fueron escogidos para definir la recta. Notemos que
esta ĺınea introduce una especie de obstáculo que impide cruzarla. De esta manera,
nuestro dominio se restringe para valores del argumento θ dentro del dominio 0 ≤
θ < 2π, siempre dentro de la primera rama.
2.5. Derivación de funciones complejas
Como vimos, toda función compleja se puede escribir de la forma f = u+ iv, y
la derivación compleja se puede escribir de la forma dfdz . Ahora, usando derivación
















No obstante, para que la derivada en un punto exista, el ĺımite anterior debe coincidir
al acercarse a este tanto por la derecha como por la izquierda. Esto no se respeta,
por ejemplo, en las funciones discontinuas o que poseen picos agudos en el punto
donde la derivada se desea calcular —por ejemplo, la función f(x) = |x| en x = 0—.
Esta condición en el plano complejo es más excluyente, debido a que el dominio
ya no es una recta, sino un plano. En un plano podemos tener un número infinito
de direcciones posibles a lo largo de una circunferencia de ángulo 2π —en contraste
con la recta real donde solamente distinguimos entre derecha e izquierda—.
De esta manera, para que la derivada compleja esté bien definida, debemos acer-
carnos a un punto z0 por cualquier dirección y encontrar el mismo ĺımite. Tomemos,
1La función z1/3 posee tres ramas: la primera para valores del argumento θ dentro del dominio
0 ≤ θ < 2π, la segunda para el dominio 2π ≤ θ < 4π, y la tercera en el dominio 4π ≤ θ < 6π. Al
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por ejemplo, el caso donde nos acercamos horizontalmente a z0, el punto donde la























Figura 2.2. Posibles formas de acercarse al punto z0 por medio de ĺıneas rectas.
Como las derivadas calculadas por cualquier dirección deben coincidir, las ecua-
ciones (2.19) y (2.20) deben coincidir tanto en sus partes reales como imaginarias.












Las dos relaciones anteriores se conocen como las Condiciones de Cauchy Rie-
mann (CCR). Toda función compleja que satisface estas condiciones es derivable; si
alguna de las dos condiciones no se satisface, no lo es. Por ejemplo, para la función











= 2y . (2.22)
De esto se puede deducir, entonces, que f(z) = z2 es derivable.
En este momento se podŕıa pensar que el resultado no es muy general porque
tan solo se verificó la coincidencia de las derivadas en las direcciones verticales y
horizontales. No obstante, es fácil verificar que eso se aplica en cualquier dirección.
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1 + i dydx
. (2.24)
Acá, dydx representa una dirección arbitraria de aproximación. Si la expresión anterior
no depende de esta dirección, demostramos la unicidad en la derivada. En este caso,





(1 + i dydx)
∂u













De esta manera concluimos nuestra verificación. Hasta ahora tenemos dos maneras
diferentes de calcular la derivada de la función f(z) —ecuaciones (2.19) y (2.20)—
donde ambas generan el mismo resultado. Es fácil ver que cuando las CCR se cum-
plen, esto coincide con el resultado obtenido usando las reglas usuales del cálculo
diferencial, donde tratamos z —para efectos de su derivada— como cualquier varia-









= 2z = 2(x+ iy) , (2.26)
lo cual coincide con los resultados obtenidos por medio de las ecuaciones (2.19) y
(2.20).
Una función que, por ejemplo, no es derivable en los complejos es la función




= 1 6= ∂v
∂y
= −1 . (2.27)
Afortunadamente, toda función de la forma zn, n ∈ Z, es derivable [2], lo que nos
permite concluir que cualquier polinomio complejo lo es —siempre y cuando no
aparezca la expresión z∗ en el polinomio—. Esto también funciona incluso cuando
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Aśı, como u = x
x2+y2




















Ejemplos de la sección 2.5
1. Verifiquemos que la función f(z) = eiz
2
es derivable y encontremos su derivada.





























































2. Para verificar que la función f(z) = z−2z∗ no es derivable, vemos que u = −x
y v = 3y. Ahora,
∂u
∂x
= 1 6= ∂v
∂y
= 3 .
3. La función sin(x+ 2iy) tampoco es derivable. De este modo, podemos ver
fácilmente que u = sinx cosh(2y) y v = cosx sinh(2y), por lo que:
∂u
∂x
= cosx cosh(2y) 6= ∂v
∂y
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2.6. Integración sobre el plano complejo
El cálculo de integrales de funciones complejas también presenta varias diferen-
cias con respecto al cálculo de integrales de funciones reales.
Primero que todo, la integral de una función real de una variable y = f(x), tal
que f(x) > 0 —consideraremos este caso por simplicidad en la interpretación—, está
limitada por cuatro fronteras: hacia la izquierda un valor inicial de x (xi), hacia la
derecha un valor final de x (xf ), hacia abajo el eje x —o la función f(x) = 0, que
es lo mismo—, y hacia arriba la función f(x). Bajo la condición entonces de que
f(x) > 0 en todo momento, la integral se define como el área limitada por estas










puede definirse de un número infinito de formas, dependiendo de la manera como
unimos el punto inicial zi con el final zf .
2 Esto contrasta con la ecuación (2.30), en
la cual la única forma posible de conectar xi y xf es a lo largo del eje x.
Este argumento implica que la integral mostrada en la ecuación (2.31) necesaria-
mente depende de la trayectoria que conecta los puntos zi y zf . En otras palabras,
para evaluar una integral compleja se debe especificar la trayectoria recorrida para
conectar los puntos iniciales y finales, y por lo tanto es una integral de camino. Esta
se escribirá de manera general como:∫
C
f(z)dz . (2.32)
Acá, C se refiere al camino que usa la función f(z) para hacer su recorrido comen-
zando en el punto inicial zi y finalizando en el punto final zf . Cuando los puntos
iniciales y finales coinciden (zi = zf ), notamos que el camino se cierra, y por lo tanto
la integral de camino es cerrada, para lo cual la denotaremos como:∮
C
f(z)dz . (2.33)
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2.6.1. Integrales sobre caminos abiertos
Para entender cómo evaluar integrales con caminos abiertos, comencemos por
evaluar la función f(z) = z usando el camino mostrado en la parte izquierda de la
Figura 2.3, iniciando en el punto P (zi) y finalizando en el punto Q (zf ). Para este
tipo de integrales, siempre será necesario definir un conjunto de parametrizaciones.
Figura 2.3. Dos contornos abiertos usados para realizar una integración compleja. El de la derecha
muestra dos contornos: (a) el que conecta directamente los puntos P y Q mediante una ĺınea recta,
y (b) aquel que los conecta pasando antes por R —combinación de una ĺınea horizontal y una
vertical—.
Primero, notemos que las coordenadas de los puntos dados son zi = (−4, 0)
y zf = (0, 2). Notemos también que, como el camino se compone por un único
segmento, hay una única parametrización necesaria. En este caso, usaremos la pa-
rametrización y =
√
x+ 4, como se indica en la figura. Notemos que si usamos a t
como parámetro de integración, de manera que x = t y y =
√
t+ 4, encontramos que
z = x+ iy = t+ i
√




. Vemos que si x comienza
en xi = −4 y finaliza en xf = 0, la variable t toma los mismos ĺımites debido a que



















Ahora, haciendo la sustitución u = t+ i
√










= −10 . (2.35)
Esta no seŕıa la única forma de evaluar esta integral, ya que podŕıamos haber tomado
la parametrización y = t, para lo cual x = y2−4 = t2−4, y por lo tanto z = t2−4+it
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− 10 . (2.37)
Justo el mismo resultado encontrado bajo la otra parametrización, como debeŕıa ser.
Supongamos ahora que deseamos evaluar la integral de la función f(z) = z2− z̄2.
La evaluaremos usando cada uno de los dos contornos mostrados en la parte derecha
de la Figura 2.3, asumiendo las siguientes coordenadas: P = (0, 0), Q = (2, 4) y
R = (2, 0). Primero, notemos que f(z) = 4ixy. Acá, el contorno (a) está compuesto
por una única ĺınea recta descrita por la relación y = 2x. Usamos el parámetro
x = t, y aśı, z = t + 2it y dz = (1 + 2i)dt. Como t comienza en 0 y termina en 2,
















Ahora, usemos el contorno (b), que está compuesto por el camino 2a —ĺınea hori-
zontal que conecta los puntos P y R— y el camino 2b —ĺınea vertical que conecta
los puntos R y Q—. En este caso, aparecen dos integrales, cada una asociada a un
pedazo del contorno. En el camino 2a vemos que x = t y y = 0, lo que imṕlica que
z = t (dz = dt), comenzando t en 0 y finalizando en 2. En el segundo camino, x = 2























= −64 . (2.39)
Notemos que la evaluación de una integral a partir de contornos diferentes no tiene
por qué dar el mismo resultado, aunque en algunos casos esto śı sucede.
2.6.2. Integrales a lo largo de caminos cerrados
Como vimos, los caminos cerrados son aquellos que comienzan y finalizan en
el mismo punto. Estos caminos son de mucho interés debido a su gran utilidad, y
van a ser nuestro principal enfoque en lo que sigue de este caṕıtulo, puesto que
algunos teoremas de mucha importancia se pueden deducir para integrales cerradas
que tienen enormes consecuencias f́ısicas y matemáticas.
Para comenzar nuestro análisis, notemos primero que un contorno cerrado se
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2.4 se muestran, por ejemplo, un camino cerrado recorrido en sentido horario y
otro en sentido antihorario—. De ahora en adelante, a las integrales orientadas en
sentido horario se las llamará integrales orientadas negativamente —simbolizadas
como C−—; a las integrales orientadas en sentido antihorario se las llamará integrales
orientadas positivamente —simbolizadas como C+—.3 Debido a que el orden de los
ĺımites en las integrales orientadas negativamente es opuesto con respecto al orden






Figura 2.4. Dos contornos cerrados usados para la evaluación de integrales complejas.
Usemos ahora el camino izquierdo en la Figura 2.4 para evaluar una primera
integral; este contorno está descrito por la composición de tres ĺıneas. Evaluemos
entonces la integral de la función f(z) = z2 usando este camino. Comenzando por
el pedazo de la parábola, las tres parametrizaciones son:
1. x = t, y = −t2, z = t− it2, dz = (1− 2it)dt, ti = 0, tf = 2.
2. x = t, y = −t− 2, z = t− i(t+ 2), dz = (1− i)dt, ti = 2, tf = 0.
3. x = 0, y = t, z = it, dz = idt, ti = −2, tf = 0.
3 Esto coincide con la regla de la mano derecha, la cual define el signo positivo y negativo del
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(2− 4i)3 + (−2i)3 − (2− 4i)3 − (−2i)3
)
= 0 . (2.41)
Ahora, el contorno de la derecha de la Figura 2.4, que está orientado positivamente,





z∗ dz . (2.42)













2 ). Comenzando desde el primer punto establecido —el superior
de la derecha— y siguiendo en orden antihorario, las cuatro parametrizaciones co-
rrespondientes son:
1. x = t, y = L2 , z = t+ i
L
2 , dz = dt, ti =
L
2 , tf = −
L
2 .
2. x = −L2 , y = t, z = −
L
2 + it, dz = idt, ti =
L
2 , tf = −
L
2 .
3. x = t, y = −L2 , z = t− i
L
2 , dz = dt, ti = −
L
2 , tf =
L
2 .
4. x = L2 , y = t, z =
L
2 + it, dz = idt, ti = −
L
2 , tf =
L
2 .
































(−t− ib) + i(b− it) + (t− ib) + i(b+ it)
)
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= 8ib2 = 2iL2 = 2iA , (2.44)
donde A es el área del cuadrado.
Ahora, notemos que las dos primeras integrales cerradas dieron cero, pero la
última no. Estos resultados son casos espećıficos de un teorema muy poderoso del
cálculo de variable compleja. Notemos que en las dos primeras integrales las funciones
integradas fueron, en orden respectivo, f(z) = z2 y f(z) = z. Ahora bien, cabe
resaltar que ambas funciones son derivables porque satisfacen las CCR, y que, por
el contrario, la función f(z) = z∗, que fue integrada en nuestro tercer ejemplo, no es
derivable.
Algo importante que se puede notar en cualquier integral de camino cerrada es
que el contorno cerrado define dos regiones: una parte interna dentro del contorno,
y la parte externa fuera de este —notemos que esto no sucede cuando el camino es
abierto—. Estos ingredientes nos permitirán formular el siguiente teorema.
Teorema de Cauchy-Goursat
Siendo f(z) una función derivable dentro de un contorno cerrado arbitrario
C orientado positiva o negativamente, podemos asegurar entonces que:∮
C
f(z)dz = 0 . (2.45)
Es importante mencionar que este teorema solamente se aplica si f(z) es derivable en
todos los puntos dentro del contorno C. Si la función no es derivable en al menos
un punto, no podemos asegurar que su integral cerrada se anule. Por ejemplo, la
función f(z) = z−1, cuya derivada es f ′(z) = −z−2, satisface las CCR, pero en el
punto z = 0 diverge —el resultado en infinito—, por lo tanto, no es derivable en
z = 0. Esto implica que si el contorno C encierra el punto z = 0, el teorema anterior
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Para demostrar el teorema anterior nos apoyaremos en el teorema de Stokes,
usado en campos vectoriales. El teorema de Stokes dice que si C es un camino cerrado
orientado positivamente y encierra una superficie S, entonces, para cualquier campo
vectorial ~B, ∮
C
~B · d~r =
∫
S
(~∇× ~B) · n̂ dA . (2.46)
Acá, n̂ representa un vector unitario paralelo a la orientación de la superficie, que no
será relevante para nuestra demostración. En nuestro caso, usaremos a una función
compleja de la forma f = u+ iv como nuestro campo vectorial ~B; donde u se puede
visualizar como la primera componente del campo vectorial y v como la segunda.
















(u+ iv)(dx+ idy) =
∮
(udx− vdy) + i
∮
(udy + vdx) . (2.48)
Entonces, calculamos cada integral por aparte —la real y la imaginaria— comparan-
do cada una con la relación dada por la ecuación (2.47), y vemos que en la integral











Por otro lado, para la integral imaginaria Bx = v y By = u, aśı:
i
∮










Ahora, si las CCR —ecuación (2.21)— se satisfacen —lo que significa que f es






∂y , quedando aśı demostrado el teorema.
Notemos que si f no es derivable dentro de C, no podemos asegurar la cancelación
de las dos integrales anteriores y no tendŕıamos entonces un forma general para
calcular la integral resultante. No obstante, la integral de Cauchy nos mostrará un
método fácil para evaluarla.
Ahora, existe una analoǵıa entre este resultado y un concepto en f́ısica mecánica
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definir en términos de un potencial, y el trabajo hecho por la fuerza únicamente
dependeŕıa de la diferencia entre el potencial inicial y el final; y cuando damos una
trayectoria cerrada, el trabajo es nulo. Por tanto, si la fuerza no es conservativa, no
la podemos definir en términos de un potencial, y el trabajo hecho por la fuerza en
una trayectoria cerrada no necesariamente se anula.
Ejemplos adicionales de la sección 2.6
En estos ejemplos nos enfocaremos en calcular integrales de camino en coordena-
das polares, que serán de bastante utilidad en futuros caṕıtulos. Para realizar esto,
supongamos que tenemos un ćırculo de radio R centrado en el origen. Usando la
forma polar de los números complejos vista en la sección 1.3, podemos ver que, si φ
representa el ángulo de un número complejo respecto al eje x, entonces:
z = x+ iy = R cosφ+ iR sinφ = Reiφ . (2.51)
De esta manera, se puede decir que cualquier porción de arco centrada en el origen se
puede parametrizar de la forma z = Reiφ. Ahora, los ĺımites estaŕıan proporcionados
por los valores iniciales y finales del ángulo φ; y, bajo la misma parametrización, se
encuentra que dz = iReiφdφ.
1. Como primer ejemplo, evaluemos la integral de la función f(z) = z+3z̄2−z3,
tomando como contorno un cuarto de ćırculo de radio R = 4 centrado en el
origen, orientado negativamente y partiendo del punto zi = (0, 4).
Figura 2.5. Dos contornos circulares usados para la evaluación de integrales.
Solución: Este contorno está mostrado en la parte izquierda de la Figura 2.5;
notemos que, dadas las condiciones del problema, φi =
π
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usamos la parametrización z = 4eiφ, y por lo tanto la integral da:∫
C
(z + 3z̄2 − z3)dz =
∫ 0
π/2




















− 12− 4− e
iπ
2











= −176− 192i .
2. Ahora, verifiquemos que la función f(z) = (z+2i)2, al ser integrada mediante
el contorno derecho de la Figura 2.5, es igual a cero.
Solución: Esto se espera porque la función indicada es derivable dentro del
ćırculo indicado en el contorno. Observemos, sin embargo, que como el ćırculo
no está centrado en el origen, la parametrización que debe ser usada ahora es
z = eiφ − 1 —le restamos el valor 1 para trasladarla al nuevo centro—. En
este caso, la integral da:∮
C
(z + 2i)2dz =
∫ 2π
0


















+ (e4iπ − 1)(2i− 1) + (2i− 1)2(e2iπ − 1) = 0 ,
debido a que e6iπ = e4iπ = e2iπ = 1.
2.7. Integrales de Cauchy
2.7.1. Definiciones
Función anaĺıtica
Una función es anaĺıtica en un punto z0 si la función es derivable en z0 y en una
pequeña vecindad abierta a su alrededor. Por ejemplo, la función f(z) = 1z+i , cuya
derivada es f(z) = − 1
(z+i)2
, es anaĺıtica para todos los valores de z, excepto cuando
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Punto singular
Para una función f(z), el punto z0 es singular si la función f(z) no es anaĺıtica





En la última ecuación, se asume que g(z0) 6= 0 y g(z0) es anaĺıtica en z0 —de lo
contrario, el valor de n en el denominador se puede cambiar bajo factorización—. Si
f(z) se puede escribir de la forma (2.52), concluimos que z0 es una singularidad
de orden n . A una singularidad de este tipo también la llamaremos polo de una
función. Por ejemplo, la función f(z) = z
(z−1)2 posee una singularidad de orden
n = 2 en z = 1 —acá, g(z) = z y z0 = 1—. La función f(z) =
z2−1
(z−1)2 tiene,





Cuando una función tiene una singularidad, pero f(z) no se puede escribir de la
forma (2.52), decimos que la singularidad es esencial. Por ejemplo, la función
f(z) = sin(1/z) (2.53)
tiene una singularidad esencial en z = 0 —el polo no se puede eliminar bajo
multiplicación—. En este caso, no se usará el término polo para referirse a la singu-
laridad.
Figura 2.6. Izquierda: la función f(z) = z
(z+3i)2(z−3i)(z+1)3(z−2)4 tiene polos en z = −3i (orden 2),
z = 3i (orden 1), z = −1 (orden 3) y z = 2 (orden 4). La función es holomorfa con respecto a los
contornos C1 y C3, pero es meromorfa con respecto a los contornos C2 y C4. Derecha: la función real
sin(1/x) con una singularidad esencial en x = 0. Note el comportamiento patológico de la función
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Función meromorfa
Una función es meromorfa cuando es anaĺıtica en un conjunto abierto S, excepto





tiene singularidades en los puntos aislados z = ±i, y es aśı meromorfa en un ćırculo
cerrado de radio 2 centrado en el origen. La función f(z) = sin(1/z) no es meromorfa
en el mismo conjunto porque encierra el punto z = 0, que no es un polo, sino una
singularidad esencial.
Función holomorfa
Una función es holomorfa en un conjunto abierto S cuando es anaĺıtica en todo





tiene polos en los puntos aislados z = ±i. Por lo tanto, f(z) es holomorfa, por
ejemplo, fuera de un ćırculo de radio 3 centrado en el origen —dentro de este ćırculo
no es holomorfa—.
Función entera
Una función es entera cuando es anaĺıtica en todo el plano complejo. En otras
palabras, la función es holomorfa en todo el plano complejo y no posee singularidades
en ningún punto. Por ejemplo, la función f(z) = z es entera.
2.7.2. La integral de Cauchy
Cuandounafunción f(z)esholomorfadentro de laregiónencerrada por el contorno
C, el teorema de Cauchy-Goursat, —ecuación (2.45)— implica que
∮
C f(z)dz = 0.
Sin embargo, este teorema ya no aplica cuando la función es meromorfa en la
misma región —tiene polos aislados en la región encerrada por C—. En esta sección
aprenderemos a calcular este tipo de integrales.
Siendo S el conjunto encerrado por un camino cerrado C orientado positivamente
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Figura 2.7. Izquierda: contorno inicial que aparece en la integral de Cauchy. Centro: el contorno
se deforma para no encerrar la singularidad, de tal manera que
∮
C
f(z)dz = 0 por el teorema de
Cauchy-Goursat. Derecha: acercamiento a la singularidad, donde ε→ 0.
Para demostrar el resultado anterior, comenzaremos definiendo el contorno de la
parte izquierda de la Figura 2.7, en el cual se define la integral que se quiere evaluar.
Este camino lo deformamos definiendo el contorno en la parte central de la misma




















porque la singularidad no se está encerrando —teorema de Cauchy-Goursat—. Ob-













Es claro que, bajo el mismo ĺımite, las integrales sobre los caminos 2 y 4 se cancelan
mutuamente —una es la negativa de la otra—. El contorno 3 lo parametrizamos
de la forma z = z0 + εe
iφ, 0 ≤ φ ≤ 2π —notemos que el camino está orientado
negativamente, aśı que se introduce un signo negativo para orientarlo positivamente
























Ahora, usamos este resultado en la ecuación (2.57) —recordemos que las integrales























iφ)dφ = 0 . (2.60)








f(z0)dφ = 2πif(z0) . (2.61)
El resultado anterior es válido si el orden del polo es n = 1, deduzcamos ahora el





Para demostrar esto, vemos que la ecuación (2.56) puede escribirse como:






z − z0 − dz0
. (2.63)
Por lo tanto,


















(z − z0 − dz0)(z − z0)
. (2.64)
Dividiendo por dz0 y luego tomando el ĺımite dz0 → 0, encontramos que:
ĺım
dz0→0









(z − z0 − dz0)(z − z0)
. (2.65)
Ahora, notamos que el lado izquierdo de la expresión anterior es por definición la









= 2πif ′(z0) . (2.66)
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Cuando el contorno usado en el resultado anterior se orienta negativamente, el re-












f (n−1)(z0) . (2.68)
Nota importante: 0 ! = 1. Además, f (0)(z) = f(z) representa la función inicial
—sin derivar—.
Ejemplos de la sección 2.7






















Solución: En la primera, notamos que la singularidad está en z = 1. Compa-
rando con la ecuación (2.67), vemos que z0 = 1, n = 1 y f(z) = z
2 + 1. Como








En el segundo caso, la singularidad está también en z = 1. Comparando con
la ecuación (2.68), vemos que z0 = 1, n = 3 y f(z) = z
2 + 1. Como z0 está















Notemos, sin embargo, que en el tercer caso z0 = −4i y se encuentra por fuera




dz = 0 .
En el último caso, z0 = 0, n = 2 y f(z) = e
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2. Evaluemos la siguiente integral:∮
C
(z2 − 4)dz
z3 − z2 + z − 1
, (2.69)
tomando los siguientes tres caminos: (a) un ćırculo de radio 1 centrado en el
punto z = 1 y orientado positivamente; (b) un rectángulo con vértices en los
puntos z1 = −2 − i2 , z2 = 2 −
i
2 , z3 = 2 − 2i y z4 = −2 − 2i —la orientación
del camino es este orden respectivo—; (c) un cuadrado de lado 2 centrado en
el punto z = −2 + 2i y orientado negativamente.
Solución: Para resolver el ejercicio, vemos que el denominador de la función
a integrar se factoriza como (z − 1)(z + i)(z − i). Tenemos singularidades en
z = 1, z = −i y z = i.




(z − 1)(z + i)(z − i)
= 2πi
(z2 − 4)







(b) En este caso, el contorno únicamente encierra la singularidad en z0 = −i.
Como el contorno está orientado negativamente, encontramos que:∮
C
(z2 − 4)dz
(z − 1)(z + i)(z − i)
= − 2πi(z
2 − 4)










(c) En este caso, la integral da 0 porque no se encierra ninguna singularidad.
3. Si C es un cuadrado de lado 10 centrado en el origen y orientado negativa-
mente, evaluemos la siguiente integral:∮
C
z cos z dz
z2 + 4iz
.
Solución: La integral toma la forma de:∮
C







= −2πi cos z
∣∣∣
z=−4i











Ejercicios del caṕıtulo 2




(eix + e−ix) , sinx =
1
2i




(ex + e−x) , sinhx =
1
2
(ex − e−x) ,
muestre las siguientes dos relaciones:
cos2x+ sin2x = 1 , cosh2x− sinh2x = 1 .
2. Exprese las siguientes dos funciones de la forma f(x, y) = u+ iv:
f(z) = eiz
2
, f(z) = 2z2 − (z∗)2 + |z|2 .
3. Escriba las siguientes funciones de la forma f = u+ iv:
f1(z) = (z + i)|z|2 , f2(z) = eiz
2
.
4. Escriba las siguientes funciones de la forma f = u+ iv:
f3(z) = z
−2 , f4(z) = sin(2z
∗) .
5. Usando las condiciones de Cauchy-Riemann, explique por qué la función e−z̄
no es derivable.
6. Usando las condiciones de Cauchy-Riemann, explique por qué la función eiz/2
es derivable. Encuentre la derivada y exprésela de la forma u+ iv.






, w(z) = z3 + z∗ , w(z) = |z| − |z|2 .
8. Verifique cuáles de las siguientes funciones son derivables. Si son derivables,
calcule la derivada:
f1(z) = z
2|z|2 , f2(z) = ez
2
, f3(z) = cos(z
∗) .
9. Evalúe la siguiente integral de camino:∫
C
z(z − 1)dz ,
donde C es una ĺınea recta que conecta el punto zi = 1 − 3i con el punto
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10. Evalúe la siguiente integral de camino:∫
C
z2dz ,
donde C es una ĺınea recta que conecta el punto z = 1+i con el punto z = −2i.
11. Evalúe la siguiente integral de camino:∫
C
(z4 − z)dz ,
donde C es una semicircunferenica de radio 3 entre los ángulos 0 y π.
12. Evalúe la siguiente integral de camino:∫
C
z̄2dz ,
donde C es una ĺınea que une el punto zi = 2 con el punto zf = −i.
13. Desarrolle la siguiente integral de camino:∫
C
(z + 1)3dz ,
donde C es un cuarto de circunferencia de radio 3 centrada en el origen, que
conecta el punto 3 con el punto 3i .
14. Evalúe la siguiente integral de camino:∮
C+
(z3 − iz∗)dz ,
donde C es un cuadrado de lado 6 centrado en el origen.
15. Desarrolle la siguiente integral de camino:∫
C
(z − 3i)dz ,
donde C es la parábola y = x2 que conecta el origen con el punto 2 + 4i,
seguido por la recta que conecta el punto 2 + 4i con el punto 4i.















17. Evalúe la siguiente integral sobre un contorno circular de radio 1 centrado en
el punto z = −2 + i y orientado positivamente:∮
C
(z − i) dz
z2 + 4z + 5
.
18. Resuelva la integral: ∮
C−
dz
(z − 4)(z2 + 2z + 1)
,
donde C es un ćırculo de radio 2 centrado en el origen.
19. Resuelva la siguiente integral de Cauchy:∮
C+
(z2ez − z3)dz
z3 + 3z2 + 3z + 1
,
donde C es un ćırculo de radio 3 centrado en el origen.
20. Analicemos la función f(z) = (1− cos3z)/z3. (a) Explique por qué el polo de
la función es de orden 1. (b) Calcule∮
C+
f(z)dz ,
donde C es un ćırculo unitario centrado en el origen.
21. Consideremos la función f(z) = sin(z/2)/(z2 − π2). (a) Encuentre todos los
polos de la función y diga de qué orden es cada polo. (b) Calcule∮
C+
f(z)dz ,
donde C es un semićırculo cerrado de radio 10 que encierra los cuadrantes 2
y 3, y está orientado positivamente.
22. Use la fórmula de Cauchy para calcular la siguiente integral sobre una circun-
ferencia de radio R = 2 centrada en el origen:∮
C+
dz
(z + 1)2(z2 + 6z + 9)
.
23. Considere la función g(z) = (e−z−1)/z2. (a) Explique por qué el polo de g(z)




donde el contorno C esté en forma de un ćırculo de radio 3 centrado en el










24. Use la fórmula de Cauchy para calcular las siguientes integrales sobre una










25. Calcule las siguientes integrales usando la integral de Cauchy, siendo C un
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3.1. Conceptos previos sobre series de potencia
Temas previos: ĺımites, convergencia y derivada enésima de una función.
Taller preliminar
1. Calcule los siguientes ĺımites, si existen. Si el ĺımite diverge y su ĺımite coincide
por derecha e izquierda, especifique — si aplica, decir si el ĺımite tiende a +∞
o −∞—. Si el ĺımite diverge y además vaŕıa por derecha y por izquierda, diga





























2. Calcule las primeras cuatro derivadas de las siguientes cuatro funciones:
lnx , x5 , sinh(2x) , e−3x .
3. Si f (n)(x0) denota la enésima derivada de la función f evaluada en x0 (f
(0) =
f), evalúe las siguientes expresiones para la función indicada (Nota: n! indica
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Respuestas al taller preliminar
2 , 0 , 1 , NE , NE , −∞ , +∞ , 0 ; {x−1, −x−2, 2x−3, −6x−3} ,
{5x4, 20x3, 60x2, 120x} , {2 cosh(2x), 4 sinh(2x), 8 cosh(2x), 16 sinh(2x)} ,









3.2. Secuencias o sucesiones
Antes de entender una serie es importante definir el concepto de una secuencia o
sucesión. Una secuencia la podemos definir como una sucesión de términos ordenados
que siguen una regla general. Por ejemplo, el conjunto de números {1, 2, 3, 4, 5, . . . }
forma una sucesión; intuitivamente, la regla general nos dice que el siguiente término
que debemos colocar es 6.
Las posiciones de los números en una secuencia se enumerarán de manera usual,
utilizando los números naturales. En algunos casos, la primera posición se denota
con el 0, aunque en este libro se comenzará a partir del número 1. De manera general,
una secuencia será escrita de la forma:
{a1, a2, a3 . . . , an, . . . } , (3.1)
donde la expresión an se refiere al término localizado en la enésima posición de la
secuencia. Supongamos ahora que tenemos la siguiente secuencia de números:
{1,−4, 9,−16, 25,−36, 49, . . . } . (3.2)
Nos podemos ahora preguntar ¿qué significa la expresión a6? Si miramos la secuen-
cia anterior, esto se refiere al sexto término de la secuencia, el cual es −36; de esta
manera, podemos escribir a6 = −36. Similarmente, a1 = 1, a2 = −4, y aśı sucesiva-
mente. Notemos, sin embargo, que la octava posición no aparece escrita de manera
expĺıcita. Con un poco de análisis, podŕıamos concluir que el siguiente término debe-
ŕıa ser a8 = −64. La razón es que cada posición representa el cuadrado del número
correspondiente. Por ejemplo, para la posición 4 elevamos el cuadrado y obtenemos
16. No obstante, hay que tener en cuenta que los signos se alternan, dando positivos
para los impares y negativos para los pares. Si tenemos en cuenta esta deducción,
podŕıamos también concluir que a9 = 81, y aśı en adelante.
Resulta ahora importante encontrar una expresión general que nos permita pre-
decir el término asociado con una posición arbitraria. Preguntémonos ahora: si es-
tamos en la posición n de la sucesión, ¿cómo escribimos una fórmula matemática en
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ejemplo anterior, vemos que si la posición n se eleva al cuadrado, tenemos la asocia-
ción n → n2. No obstante, esto no tiene en cuenta el cambio de signo mencionado,
aśı que es importante encontrar una relación adicional que aplique esto. Vemos aśı
que la relación n → (−1)n+1 se encarga de esto; aśı, es fácil verificar que si n es
impar, el número −1 se eleva a una potencia par para dar un resultado positivo; por
el contrario, si n es par, la potencia resultante es impar y el resultado es negativo.
Combinando estos resultados, podemos ahora decir que el enésimo término se
calcula con la regla n → (−1)n+1n2, o, en otras palabras, an = (−1)n+1n2. Acá, el
término an nos define la regla que nos permite predecir qué número se debe colocar
en cualquier posición. Una vez se conozca la regla asociada a la posición, se pueden
calcular sin ningún problema tantos coeficientes como se necesiten.
Ahora, algunas secuencias son finitas, lo que significa que el número de términos
que se colocan en el arreglo es finito, es decir, que la secuencia finaliza; y otras
sucesiones son infinitas, lo que quiere decir que la secuencia nunca termina, estando
aśı compuesta por un número infinito de términos. La secuencia de los números
pares menores o iguales a diez {2, 4, 6, 8, 10} es, por ejemplo, finita —compuesta por
5 términos—; mientras que la sucesión de los números primos {2, 3, 5, 7, 11, . . . } es
infinita. Notemos que cuando una secuencia es finita, la última posición del arreglo
carece de puntos suspensivos, con lo cual se indica su fin. Los puntos sucesivos al
final de una sucesión infinita indican su no finalización.
Ahora, un concepto importante en el tema de las sucesiones es el de convergencia.
Se dice que una sucesión es convergente si para valores muy grandes de n los
términos se acercan tanto como se desee a cierto valor; mientras que una sucesión es
divergente, por el contrario, cuando esto no sucede y no podemos decir a qué valor
los términos de la sucesión se aproximan cuando n toma valores grandes. Notemos
que esta definición es realmente aplicable a secuencias infinitas, ya que las finitas
poseen un último término.




an = c . (3.3)




4 , . . . } converge a 1, ya que la regla viene dada por
an =
n














= 1 . (3.4)
Aunque la teoŕıa detrás de las sucesiones es mucho más completa, hasta el mo-
mento hemos visto lo más importante para lo que necesitamos, y por lo tanto no
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Ejemplos de la sección 3.1
1. Determinemos los primeros seis términos de cada una de las siguientes suce-


























(−1)n : −2, 12 , −120 , 1680 , −30240 , 665280 ;
an = ne
i(n+1)π : 1 , −2 , 3 , −4 , 5 , −6 .
2. Para las sucesiones anteriores, determinemos cuáles son convergentes y cuáles
divergentes.
Solución: La primera es convergente y converge a 0, mientras que la segunda
y la tercera son divergentes.


















− 1 , 4 , −9 , 16 , −25 : an = (−1)nn2 ,
1 , i , −1 , −i , 1 : an = in−1 .
3.3. Series
3.3.1. Definición y notación de suma
Una serie es la suma de los elementos de una sucesión. Para mirar los detalles
de una serie, primero recordemos una notación de bastante utilidad: la notación
de suma. La notación de suma se simboliza con la letra griega sigma mayúscula
“ Σ”. Cuando trabajemos con esta notación, usaremos las siguientes convenciones,
explicadas a partir del siguiente ejemplo:
kf∑
k=ki
ak = aki + aki+1 + · · ·+ akf . (3.5)
Acá, estamos sumando los términos dados por la regla ak; comenzamos a partir del










incrementamos cada término, aumentando el valor de k en una unidad. Por ejemplo,






(−1)n(n+ 1) = a0 + a1 + a2 + · · ·+ a10
= 1− 2 + 3− 4 + 5− 6 + 7− 8 + 9− 10 + 11 = 6 . (3.6)
El concepto de convergencia también se adapta fácilmente a una serie. Una serie
converge si la suma de todos los términos tiende a un número en particular. Por
ejemplo, la serie anterior converge a 6. No obstante, hay demasiadas series que no












La primera diverge porque cuando k = 0, tenemos una expresión infinita. La segunda
tampoco es convergente porque la suma se alterna entre 1 y 0 (1− 1 + 1− 1 + . . . );
aunque la suma al final no va a dar infinito —o menos infinito—, no tenemos forma
de saber si el resultado final es 1 o 0. Y en la tercera es claro que la suma tiende a
infinito porque a medida que sumamos 1 + 2 + 3 + 4 + 5 + . . . esta se hace cada vez
más grande, dando al final un resultado divergente.
Ahora, hay muchas series infinitas, series que suman una cantidad infinita de
términos, que convergen a un número en particular —son convergentes—. Aunque




























= ln 2 . (3.8)
Nota importante: la letra usada en la suma (k, l, m, n, etc.) es irrelevante. Son
relevantes, eso śı, los ĺımites inferiores y superiores de la suma, aśı como la regla de
la sucesión que origina la serie. Normalmente, se usa una letra latina en minúscula
para definir la suma.
3.3.2. Definición de una serie de potencia
Para introducir el concepto de una serie de potencia, primero recordemos la defi-
nición de un polinomio. Un polinomio de grado n se define de la forma:
Pn(x) = a0 + a1x+ . . . akx
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donde los coeficientes ak son —por ahora— números reales. Notemos que el k-ésimo
coeficiente va asociado a la potencia que aparece en la variable x. Por ejemplo,
el coeficiente a3 es aquel que multiplica a la potencia x
3. Podemos notar también
que estos coeficientes pueden ser organizados como una sucesión —en este caso
comenzando con el término a0— de la forma {a0, a1, . . . , ak, . . . , an−1, an}. Es
interesante notar que un polinomio de grado n también puede ser escrito usando la






De esta manera, los coeficientes ak determinan el polinomio Pn(x). Es importante
mencionar que estos coeficientes no tienen por qué seguir una regla en particular,
pueden ser aleatorios. Por ejemplo, los coeficientes {1, 0, −3, 4, 0, π, 3} determinan
un polinomio de grado 6 que toma la forma:
P6(x) = 1− 3x2 + 4x3 + πx5 + 3x6 , (3.11)
no existiendo una regla clara que relacione los siete números que determinan dicho
polinomio.






donde los coeficientes ak son los miembros de una sucesión —puede o no existir
una regla general, como fue estudiado en la sección 3.2—. Más adelante nos da-
remos cuenta de que la gran mayoŕıa de funciones utilizadas en el cálculo pueden
ser escritas como series de potencias. Adicionalmente, aprenderemos cómo calcular
los coeficientes ak para muchas funciones —de hecho, la familia de coeficientes ak
determina la serie de potencias de una función—. Cuando una serie como la mos-
trada en la ecuación (3.12) es usada para describir una función, diremos que la serie
representa una expansión de la función respecto al punto x = 0. Cuando, por el con-




ak(x− x0)k . (3.13)
Ahora, aquellas series que se expanden alrededor de x0 = 0 se denominarán series
de McLaurin, mientras que aquellas series que se expanden alrededor de un valor
arbitrario de x0 se denominarán series de Taylor
1.










Notemos que cualquier polinomio también se puede escribir de la forma (3.12),
a pesar de haber sido definido como una serie finita. En este caso, un polinomio
de grado n se puede ver como una serie infinita cuyos coeficientes son todos cero
cuando k ≥ n+1. Por ejemplo, el polinomio P4(x) = −1+x−x2 +3x3−2x4 tiene la
siguiente sucesión de coeficientes {−1, 1, −1, 3,−2, 0, 0, . . . , 0, . . . }. Notemos que,
a partir de k = 5, en adelante todos los coeficientes son nulos: a5 = 0, a6 = 0 y aśı
sucesivamente.
3.3.3. La serie geométrica
El objetivo principal de esta y las siguientes secciones es aprender a expresar una
función como una serie de potencias —es decir, calcular los coeficientes ak que la
determinan—. Las aplicaciones y utilidades de hacer esto son enormes. Comenzare-
mos con un caso sencillo, que normalmente se conoce como la serie geométrica. La
serie geométrica es la primera serie importante que será estudiada en detalle, y la
razón de esto radica en su simplicidad y su gran utilidad.
Aśı, siendo x tal que −1 < x < 1, podemos asegurar que:







Además, si la suma es infinita (N →∞), vemos fácilmente que, debido a que |x| < 1,







Es importante enfatizar que las relaciones (3.14) y (3.15) solamente son válidas si
|x| < 1. Para |x| ≥ 1, la serie no converge y deja de ser válida. Este dominio, en el
cual la serie de una función es válida, se denomina normalmente como el radio de
convergencia.
La gran utilidad de las relaciones anteriores es que nos permiten, en el dominio
|x| < 1, escribir una gran familia de funciones como series de potencia. Ahora,
comparando las ecuaciones (3.12) y (3.15), podemos concluir que —en el mismo
dominio acabado de mencionar— la serie geométrica es un caso muy particular,
donde ak = 1.
Ahora bien, miremos cómo a partir de la serie geométrica se puede encontrar la
serie de potencias de otra función. En este caso, supongamos que f(x) = x2+5x , con
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Comparando la ecuación anterior con la ecuación (3.15), vemos que la parte derecha
de la función se puede escribir como una serie geométrica para el valor −52x. No
obstante, como el valor absoluto de esta variable debe ser menor a 1, la serie seŕıa
ahora solamente válida si | − 52x| = |
5
2x| < 1. Esto es lo mismo que |x| <
2
5 o
−25 < x <
5






























Ahora, en la serie anterior queremos dejar el exponente de la variable x de una
forma distinta. Para lograr este propósito, debemos hacer un cambio en el ı́ndice de
la suma. Anteriormente, el ı́ndice era k, pero ahora introduciremos un nuevo ı́ndice
n que satisface la simple relación n = k+ 1. Esto es análogo a hacer una sustitución
en una integral.2 Notemos, sin embargo, que la variable k en la suma anterior toma
la forma k = n− 1. Además, los ĺımites de la suma se deben cambiar: la suma antes
comenzaba en k = 0, y vemos que para este valor n = 1, cuando k =∞, n también










Identificamos ahora el término que acompaña a la potencia xn, an = (−1)n−1 5
n−1
2n ,
para n ≥ 1. Esta es la regla de la sucesión que da origen a la serie que determina la
función, siempre y cuando el radio de convergencia satisfaga la relación |x| < 25 .
La serie geométrica tiene un mayor alcance y puede ser usada para establecer
otras series a partir de un análisis basado en el cálculo diferencial e integral. Ahora,
supongamos que queremos evaluar la serie de la función ln(1− x) usando la serie
geométrica, aśı como determinar su radio de convergencia. La clave para realizar




= − ln(1− x) . (3.19)




1−x , podemos integrar la serie geométrica para obtener la
serie del logaritmo. Con esto, vemos que:























2Aśı como una integral no depende del nombre que usemos para la variable de integración, una










Antes de seguir, podemos comentar algunas cosas. Primero, el radio de convergencia
de la serie del logaritmo es |x| < 1, debido a que debe ser el mismo radio de conver-
gencia de la serie que la origina, la geométrica. Segundo, la serie se puede reescribir
de nuevo en términos de otro ı́ndice para que el exponente que acompaña a la varia-
ble x no esté corrido en una unidad, como en el caso anterior. Esto lo hacemos de
nuevo bajo el cambio de variable m = n+ 1, con lo cual obtenemos que:






De esta manera, podemos deducir que am = − 1m para m ≥ 1. Las series de muchas
otras funciones, dentro del radio de convergencia apropiado, pueden ser deducidas a
partir de la serie geométrica, otro ejemplo es la función (1 + x)−2 (ver ejemplos de
la sección 3.3).
3.3.4. La serie binomial
La serie binomial es otra forma de escribir la serie de potencias de una fami-
lia de funciones. Para introducir esta serie, recordemos algunos productos notables
relevantes:
(A+B)2 = A2 + 2AB +B2 , (3.22a)
(A+B)3 = A3 + 3A2B + 3AB2 +B3 , (3.22b)
(A+B)4 = A4 + 4A3B + 6A2B2 + 4AB3 +B4 . (3.22c)
Notemos que tales productos notables siguen un patrón establecido. En la expresión
(A+B)3, por ejemplo, la potencia de A comienza en 3, y a medida que escribimos los
demás términos, va disminuyendo en 1 hasta llegar a la potencia 0; por el contrario,
la potencia de B hace lo opuesto: comienza a partir de la potencia 0 y termina en
la potencia 3. Ahora, notemos que sea cual sea el término que analicemos —hay
cuatro—, los exponentes siempre suman 3. Algo similar sucede con los otros dos:
en el caso del producto (A + B)4, los exponentes de los cinco términos siempre
suman 4, el exponente de A disminuye de 4 hasta 0 y el de B aumenta de 0 hasta 4.
No obstante, cada término va multiplicado por un factor que por ahora parece ser
aleatorio —aunque no lo es—. En el caso del producto (A+B)4, por ejemplo, estos
números son, en orden respectivo, (1, 4, 6, 4, 1).
Aunque los números mostrados pueden ser calculados a partir del triángulo de
Pascal [1], este procedimiento es largo y en algunos casos no es práctico. Apren-
deremos a continuación una forma general de calcular tales números. Por ejemplo,
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por ahora, n será un número entero positivo. De los productos notables mostrados
anteriormente, podemos inferir que la expansión tendrá n + 1 términos, lo cual es
cierto. Ahora, si ordenamos los términos de acuerdo con las expresiones mostradas,
podemos inferir que el primer término será de la forma a0A
n, el segundo de la forma
a1A
n−1B, el tercero de la forma a2A
n−2B2, y aśı hasta el último, que toma la forma
anB
n. En este caso, la secuencia de números (a0, a1, . . . , an) es la que queremos
calcular. Hasta el momento, sabemos que para n = 2, n = 3 y n = 4 esas secuencias
son, respectivamente, (1, 2, 1), (1, 3, 3, 1) y (1, 4, 6, 4, 1). Pero, ¿cuál será la sucesión
para un valor arbitrario de n?













De esta manera, el coeficiente en la posición k de la secuencia (a0, a1, . . . , an), al
cual llamaremos a
(n)















es tan solo una forma abreviada de representar el número n!(n−k)!k! .
Ahora, determinemos, por ejemplo, el sexto término en la expansión del producto







A3B6 = 84A3B6 . (3.25)
Estamos ahora a punto de expresar una fórmula para la expansión (A + B)n. Lo






















No obstante, en algunos casos es conveniente expandir la función (1 + x)n, donde x
satisface la condición |x| < 1. La serie anterior puede ser usada para realizar dicha
expansión. Notemos que si |A| > |B|, podemos decir que (A+B)n = An(1 + BA )
n =
An(1+x)n, tomando a x como x = BA , que claramente satisface |
B










si por el contrario |B| > |A|, factorizamos B, con lo cual obtenemos (A + B)n =
Bn(1 + x)n, con x = AB . La ecuación (3.26) nos dice ahora que:








Aunque hasta acá se menciona lo más importante sobre la serie binomial, es impor-
tante tomar en cuenta algunas consideraciones adicionales —y se reserva lo siguiente
para el estudiante avanzado—. Nos podŕıamos ahora preguntar qué sucedeŕıa si n no
es un número entero o incluso si es un número negativo. La fórmula anterior también
se puede adaptar a tales casos. Antes de avanzar, es importante mencionar que la
función factorial solo se define para números enteros y positivos, pero existe una
generalización a partir de la función gamma [2] (ver caṕıtulo 6 para más detalles)
para valores no enteros tanto positivos como negativos —el factorial de números












n(n− 1)(n− 2) . . . (n− k + 1)
k!
. (3.28)




n! = 1. Sin embargo, cuando k toma valores mayores a n, por ejemplo, k = n + 1,
el coeficiente asociado seŕıa an+1 =
n(n−1)(n−2)...(1)(0)
(n+1)! = 0. Esto quiere decir que
cuando k > n, todos los coeficientes asociados a la expansión seŕıan nulos. Esto
es consistente con el hecho de que la suma en ecuación (3.26) termina en k = n
—cuando n es entero—, ya que de ah́ı en adelante no se aporta nada adicional a la
suma. Concluimos entonces que la serie binomial es finita si n es entero positivo.
Esto no sucede, sin embargo, cuando n no es un entero positivo. De ahora en ade-
lante, usaremos la notación α para denotar la potencia que aparece en la expansión
binomial cuando n no es entero positivo. Primero que todo, no existen productos
notables para expresiones como (A + B)−1 o (A + B)3/2. Ahora veremos cómo re-
formular la serie geométrica para casos como los anteriores. Notemos, primero que





α(α− 1)(α− 2) . . . (α− k + 1)
k!
(3.29)
nunca se hace cero, porque justo esto ocurre cuando α − k + 1 = 0, o k = α + 1.
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un entero positivo—, nunca podrá tomar el valor indicado. Aśı, podemos concluir




























podemos definir la serie general:








Por ejemplo, determinemos los primeros 5 términos de la serie (1−x)−1/2. Aśı, vemos




































(k − 12)(k −
3
2) . . . (k −
1
2 − k + 1)
k!
=
(k − 12)(k −
3





De tal manera que el último término en la multiplicación de números descendentes








































































x4 + . . . (3.34)
Ahora, notemos que la expansión anterior es una aproximación de (1− x)−1/2, pues
la expansión exacta contiene un número infinito de términos.




















Ejemplos de la sección 3.3
1. Usando la serie geométrica, determinemos la serie de la función (1 + 7x)−2 y
su radio de convergencia.



























Como | − 7x| < 1, el radio de convergencia es x < |17 |. Comparando, vemos
que:














(−1)k+17 k−1k xk−1 .
La suma se corrió de k = 0 a k = 1 porque el término con k = 0 da cero y
no aporta a la suma. Podemos en este momento reescribir la suma definiendo
m = k − 1. De esta manera, al correr los ı́ndices, encontramos que:




2. Determinemos los primeros seis términos de la serie anterior.
Solución: Para esto, truncamos la expresión anterior hasta k = 5. Por lo
tanto:
(1 + 7x)−2 =
5∑
m=0
(−1)m7m(m+ 1)xm + . . .
= (−1)07 0 x0 + (−1)17(2)x1 + (−1)27 2(3)x2 + (−1)37 3(4)x3
+ (−1)47 4(5)x4 + (−1)57 5(6)x5 + . . .
= 1− 14x+ 147x2 − 1372x3 + 12005x4 − 100842x5 +O(x6) .
La expresión O(x6) significa que la corrección que se realiza a la serie es del
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3. Si queremos, en este caso, expandir la serie (x−y)6, usamos la fórmula (3.26),














































Ahora bien, usando la ecuación (3.24), encontramos que:



















= x6 − 6x5y + 15x4y2 − 20x3y3 + 15x2y4 − 6xy5 + y6 .
4. Ahora, usemos la serie binomial para determinar los 6 primeros términos de
la serie (1− 13x
2)2/3.
Solución: Usamos la fórmula (3.31) con x → −13x






































3 − 1) . . . (
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3.4. La serie de Taylor
Las series geométrica y binomial son muy útiles para expresar algunas funciones
como series de potencias. No obstante, estas presentan algunas limitaciones. Primero
que todo, hay un número limitado de funciones cuyas series de potencias pueden ser
expresadas en términos de estas dos series. Segundo, la serie geométrica solo es útil
en un radio de convergencia muy pequeño, lo cual es a veces inconveniente.
No obstante, la serie de Taylor se considerará como una fórmula general utilizada
para encontrar la serie de potencias de cualquier función, alrededor de un punto
espećıfico. Hasta ahora no se ha mencionado qué quiere decir que la serie se calcule
alrededor de un punto, pero pronto se explicará. Por ahora, escribiremos la serie de
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Sin embargo, esta serie es únicamente válida cuando expandimos la función alrededor
del punto x0 = 0 —el supeŕındice “ (0)” en el término a0 enfatiza esto—. Lo cual
quiere decir que la aproximación es válida para valores cercanos a x = 0, pero
cuando nos alejamos de forma significativa de este valor, la aproximación es cada
vez menos exacta. Si, por el contrario, queremos aproximar la serie alrededor de un




a(x0)n (x− x0)n . (3.36)




n en las ecuaciones (3.35) y (3.36) no toman
















El cálculo de los coeficientes a
(0)
n es un caso particular del cálculo de los coeficientes
a
(x0)
n para el caso x0 = 0; en una gran mayoŕıa de los casos, estaremos interesados







significa derivar n veces la función f con respecto a la variable x; este
resultado debemos evaluarlo en x0 y depués dividirlo por n!. Recordemos que 0! = 1
y f (0) = f .
Ahora, utilicemos la ecuación (3.35) para calcular la serie de la función sinx
alrededor del valor x = 0. Comencemos calculando sus coeficientes —lo haremos
para los ocho primeros—:
n 0 1 2 3 4 5 6 7
dnf

















Como la serie es infinita, debeŕıamos calcular un número infinito de coeficientes,
pero no hay necesidad, ya que a partir de los coeficientes recién calculados podemos
deducir un patrón: vemos que cuando n es par, el coeficiente es 0, mientras que para
los valores impares el coeficiente no es 0. Resulta entonces conveniente separar los
coeficientes en dos grupos: los pares y los impares. Notemos que, si k es un número
entero, 2k siempre es par, igual que 2k + 1 es siempre impar. Hacemos entonces un
cambio de ı́ndice, donde usaremos k en vez de n. Aśı, vemos que a2k = 0 y a2k+1 6= 0.
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15! . . .
(−1)k
(2k+1)! . . .
En la tabla anterior hemos inferido el valor de los coeficientes para k = 4 en adelante,
que no fueron expĺıcitamente encontrados, pero su valor se puede anticipar.
La serie para el seno es, partiendo en contribuciones pares e impares, y cancelando















Como segunda ilustración, calculemos la serie de la función ex alrededor de x = 1.
Analicemos los coeficientes en una tabla:
n 0 1 2 3 4 . . . n . . .
dnf
dxn e
















4! e . . .
1
n! e . . .














(x− 1)n . (3.39)
Es importante mencionar que la serie de potencias de una función puede no existir.
Por ejemplo, si queremos expandir la serie del logaritmo natural lnx alrededor de
x = 0, tenemos un gran inconveniente, ya que en el punto x = 0 tanto la función como
sus derivadas divergen —no se pueden evaluar—. Por tanto, debeŕıamos evaluarla
alrededor de otro punto donde sus coeficientes śı se puedan calcular.
Para entender el significado de una serie de potencias, consideremos las dos
series calculadas previamente. Como se ha mencionado, la serie de Taylor es infinita,
aśı que formalmente no hay cómo calcularla, ya que evaluar un número infinito de
términos no es posible. Sin embargo, podemos aproximarnos a la función tanto como
queramos, y entre más términos de la serie sean tenidos en cuenta, más aproximada
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Primero que todo, supongamos que queremos evaluar el número de Euler e con
alguna herramienta numérica. Para esto, podemos deducir que la serie de potencias







Ahora, si evaluamos la función anterior en x = 1, encontramos que:














+ . . . . (3.41)
A continuación mostramos una tabla donde sumamos cierta cantidad de términos
de la serie anterior y el resultado lo comparamos con el valor calculado de e usando











N 1 4 7 10 16 e∑N
n=0
1
n! 1,0000000 2,6666666 2,7180555 2,7182815 2,7182818 2,7182818
Se puede concluir que, a medida que sumamos más términos, el valor calculado se
parece más al esperado. Es más, cuando sumamos 16 términos ya alcanzamos el
valor exacto de e requerido por nuestro grado de exactitud. Por supuesto, si usamos
más cifras decimales en el valor de e, necesitaŕıamos probablemente incluir más
términos para alcanzar el grado de exactitud requerido. De hecho, una calculadora
está programada para hacer cálculos a partir de este método.
Ahora utilicemos la fórmula (3.38) para calcular los senos de x = π2 , x =
π
3 y
x = π4 —tenga en cuenta que se debe usar el valor en radianes—. Usando de nuevo
siete cifras decimales y denotando como N el número máximo de términos tenidos
en cuenta en la suma, encontramos que:
N 1 3 5 7 9
sin(π/2) 1,5707963 1,0045248 1,0000035 1,0000000 1,00000000
sin(π/3) 1,0471975 0,8662952 0,8660254 0,8660254 0,8660254
sin(π/4) 0,7853981 0,7071430 0,7071067 0,7071067 0,7071067
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Para visualizar cómo las series se aproximan a sus respectivas funciones, anali-
cemos la Figura 3.1. En esta figura se grafican las funciones seno y exponencial, y
se comparan con las gráficas obtenidas a partir de la expansión de sus respectivas
series. Dependiendo del grado de aproximación que se requiere, se tienen en cuenta
cierta cantidad de términos.
Figura 3.1. Aproximación de las series a sus respectivas funciones. Lado izquierdo: se muestra la
función sinx y cuatro aproximaciones hechas de acuerdo con la ecuación (3.38) alrededor de x0 = 0;
f1(x) = x y tiene en cuenta un único término en la aproximación, f2(x) = x− x
3
3!
y tiene en cuenta
















en cuenta cuatro términos. Notemos que f4(x) es prácticamente indistinguible de la función sinx.
Lado derecho: algo similar para la función ex alrededor de x0 = 1; sus aproximaciones se grafican
de acuerdo con la ecuación (3.40). Análogamente, f2(x) = e+ e(x− 1) representa la aproximación
a dos términos y aśı sucesivamente. La función f4(x) también es prácticamente indistinguible de la
función ex.
Ejemplos de la sección 3.4
1. Calculemos la serie de potencias de la función e−3x alrededor de x = 0.
Solución: Para esto, podemos usar la serie encontrada en la ecuación (3.40)












Este ejemplo muestra que no siempre se requiere calcular los coeficientes de
una función desde el principio; se puede aprovechar el resultado de una serie
conocida para obtener el de otra.
2. Usemos el método de Taylor para calcular los cuatro primeros coeficientes de
la función f(x) = (1 + 7x)−2 —alrededor de x = 0— y comparemos con los
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Solución: Primero, vemos que:
f (0)(x) = (1 + 7x)−2 , f (1)(x) = −14(1 + 7x)−3 ,
f (2)(x) = 294(1 + 7x)−4 , f (3)(x) = −8232(1 + 7x)−5 .































lo cual concuerda con los resultados previamente obtenidos.
3. Expliquemos por qué la función x lnx no posee una representación de series
de potencias alrededor de x = 0.
Solución: Primero, vemos que el primer coeficiente śı se puede calcular, y
aplicando la regla de L’Hospital, este es:
a
(0)


















x = 0 .
Sin embargo, a partir de n = 1 los coeficientes divergen —se requiere que















(lnx+ 1)→ −∞ .
4. Aunque la función x lnx no tiene un desarrollo en series de potencias alrededor
de x = 0, hagamos el desarrollo alrededor de x = 1.
Solución: En este caso, se deben calcular los seis primeros términos e intentar
deducir un patrón. Las primeras derivadas son:
f (1) = lnx+ 1 , f (2) =
1
x
, f (3) = − 1
x2
, f (4) =
2
x3






0 = x lnx
∣∣∣
x=1
= 0 , a
(1)
1 = (lnx+ 1)
∣∣∣
x=1
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El patrón acá es un poco más dif́ıcil de deducir. Notamos que los coeficientes
importantes se definien a partir de n = 1, ya que el término con n = 0 es
nulo. El término con n = 1 lo aislamos porque no sigue un patrón establecido














Por lo tanto, la serie buscada es:






3.5. Series de Laurent
Las series de Laurent son más generales que las series de Taylor y tienen gran
aplicabilidad en el cálculo de variable compleja. Recordemos que en la expansión en
serie de Taylor de una función f(x) alrededor del punto x0 exiǵıamos como requisito
que la función f(x) y sus derivadas estuviesen bien definidas en x0 —de lo contrario,
algunos de sus coeficientes no se pueden calcular—.
La serie de Laurent ofrece la oportunidad de permitirnos calcular la serie de
potencias de una función alrededor del punto x0, inclusive cuando es singular en este
punto —esto se traducirá, como se verá más adelante, a la inclusión de términos de
grado negativo en la expansión—. De ahora en adelante, generalizaremos el cálculo
de series al plano complejo, haciendo el cambio de variable x → z = x + iy. Por
ejemplo, si ya conocemos la expansión de la función sinx alrededor de x0 = 0 ––véase
la ecuación (3.38)––, su respectiva serie para la variable compleja se tomará la forma







Recordemos de la subsección 2.7.1 que si una función compleja f(z) no es anaĺıtica en





= g(z)(z − z0)−m . (3.43)
En este caso, como m es un número positivo, claramente la función f(z) deberá
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Laurent incluirá, por lo tanto, términos negativos de n en su expansión. Aśı, siendo
f(z) una función compleja, su expansión en series de Laurent alrededor del punto




a(z0)n (z − z0)n . (3.44)
Para entender este resultado y aprender a calcular los coeficientes a
(z0)
n —ya tenemos
una fórmula, de acuerdo con la ecuación (3.37), para los términos positivos— en el
contexto del cálculo de variable compleja,4 inclusive los negativos, realicemos el
siguiente análisis.
Supongamos que la función f(z) es anaĺıtica en el interior del contorno anular C
mostrado en la Figura 3.2.
Figura 3.2. Contorno anular utilizado en la evaluación de la serie de Laurent, la ĺınea punteada
representa una circunferencia de radio z centrada en z0. En este caso, f(z) es anaĺıtica en el interior
del contorno anular, y evaluamos la integral de la función f(z′)(z − z′)−1 a lo largo del mismo
mediante la fórmula de Cauchy —la función f(z′)(z−z′)−1, no obstante, posee una singularidad en
z′ = z—. En el contorno 1, z está dentro del radio de convergencia de f(z′) —región A mostrada
a la derecha donde |z′ − z0| > |z − z0|, con radio de convergencia |z−z0||z′−z0| < 1—, por lo cual su
serie asociada debe proporcionar términos convergentes. En el contorno 3, z está fuera del radio
de convergencia —región B mostrada a la derecha, donde |z′ − z0| < |z − z0|—, proporcionando
términos divergentes.
Usando el teorema de Cauchy —ecuación (2.56)— bajo las identificaciones z = z0









4A veces escribiremos a
(z0)
n simplemente como an, sobreentendiendo el hecho de que la serie se
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Podemos cancelar las integrales 2 y 4 mutuamente si hacemos la separación entre
sus caminos lo suficientemente pequeña —una es la negativa de la otra—. Notemos
que al hacer esto, los caminos 1 y 3 se cierran. Por lo tanto —introduciendo un signo















Ahora, para expandir alrededor del punto z = z0, sumamos y restamos el valor z0













z′ − z0 − z + z0
. (3.48)
Notemos de la parte derecha de la Figura 3.2 que en el contorno 1 |z0−z| < |z0−z′|,
mientras que en el contorno 3, por el contrario, |z0 − z′| < |z0 − z|. Factorizamos






















































Suprimimos los sub́ındices 1+ y 3+ entendiendo que son contornos cerrados orienta-
dos positivamente. Cambiamos ahora el ı́ndice de la segunda suma, usando la relación
5Notemos que al hacer la factorización apropiada se puede aplicar la serie geométrica, que solo
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m = −n − 1. Renombramos luego el ı́ndice sobre esta suma como n de nuevo, con































a(z0)n (z − z0)n . (3.51)

















donde C+ es cualquier contorno cerrado. Aśı, tenemos una forma de calcular los
coeficientes de la serie de Laurent. En este momento, es importante hacer una acla-
ración porque el lector se podŕıa estar preguntando acerca del significado de los
coeficientes con ı́ndice negativo, ya que de acuerdo con la fórmula anterior se cal-
culan derivando un número negativo de veces. Para aclarar esto, recordemos que
hasta el momento no hemos especificado nada sobre la función f(z), si es holomorfa
o meromorfa en el contorno angular.
Supongamos que f(z) es holomorfa dentro del contorno anular. En este caso,
f(z) no tendŕıa puntos singulares, por lo que se espera que todos los coeficientes con
ı́ndice negativo sean nulos. Matemáticamente, esto se puede ver porque el factorial



















= 0 . (3.53)
De esta forma, la operación de derivar un número negativo n veces carece de sentido,
siendo totalmente irrelevante.
La situación cambia, sin embargo, cuando la función f(z) no es holomorfa dentro
del contorno anular. En este caso, decimos que f(z) tendŕıa un polo de orden m en
z = z0, razón por la cual podemos escribir f(z) como f(z) = g(z)(z−z0)−m. Cuando
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En este caso, existen coeficientes con ı́ndice negativo que no son nulos y están correc-
tamente definidos, estos son los coeficientes a−m, , am−1, . . . a−1. Usando la fórmula
anterior, el término a−m, por ejemplo, se calcula de acuerdo con la expresión:




el cual está perfectamente definido porque el término (z− z0)m elimina la singulari-
dad. Es fácil darse cuenta, además, que cuando f(z) tiene un polo de grado m, los
coeficientes a−∞ , . . . , a−m−1 se anulan, debido a que el factorial en el denominador
de la ecuación (3.54) se vuelve infinito.





alrededor del punto z = 0 en todo el plano complejo. Para resolver esto, usaremos
la serie geométrica, sin embargo, debemos ser bastante cuidadosos con los valores
que toma z, debido a los criterios de convergencia propios de la serie geométrica
—ecuación (3.15)—. Calcularemos la serie en las regiones |z| < 1 y |z| > 1. Aśı, en








Como estamos dentro de la región comprendida por la condición |z| < 1, notemos








(−i)n+1zn ⇒ a(z0)n =
{
0 , n ≤ −1
(−i)n+1 , n ≥ 0
. (3.58)
En la segunda región, donde |z| > 1, debemos hacer un tratamiento totalmente








Ahora, vemos que |−iz | = |
1
z | < 1, porque |z| > 1. Aśı, la serie geométrica se aplica,
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(−i)−n−1zn ⇒ a(z0)n =
{
(−i)−n−1 , n ≤ −1
0 , n ≥ 0
. (3.61)
Cada una de las series encontradas es válida para cada una de las regiones difinidas.
Ejemplos de la sección 3.5
1. Encontremos los primeros tres términos de la serie de Laurent de la función
f(z) = (ez − 1)−1 alrededor del origen, z = 0.
Solución: Nos damos cuenta de que hay un polo de orden uno en z = 0.6 De













1 + z2! +
z2
3! + . . .
,
para usar la serie geométrica —ecuación (3.14)—, con lo cual obtenemos, con
x = z2 +
z2





















+ . . .
)2
























z + . . .
Los términos adicionales no se han tenido en cuenta porque solamente nos
interesa calcular los tres primeros términos.
Si el lector es riguroso, podrá darse cuenta de que existe un problema con
el resultado anterior. El problema surge porque solo podemos aplicar la serie
geométrica cuando |z| < 1, lo cual no se puede garantizar. La forma válida




zg(z), con g(z) = z/(e
z−1) anaĺıtica
en z = 0, y calcular cada término de la serie de Laurent utilizando la fórmula
















6Aunque la función no posee un término expĺıcito de la forma z−1 que indique la existencia de
un polo de orden 1 en z = 0, como se indica en el ejercicio, una sencilla manipulación matemática
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Ahora, notemos que cuando n ≤ −2, a(0)n = 0, porque g(z) es anaĺıtica en
z = 0. El primer término no nulo es entonces a
(0)
−1. Aśı, aplicando la regla de




































































































z + . . .
Ambas expresiones coinciden, aunque el segundo método es formalmente el
correcto.
2. Encontremos la serie de Laurent de la función f(z) = 1z(z−1) alrededor del
punto z = 1 cuando |z − 1| < 1 y cuando |z − 1| > 1 —de nuevo, se incluyen
las dos regiones de interés para el estudio de la serie—.







= (z − 1)−1 − 1
z
.
Ahora, cuando |z − 1| < 1, escribimos la expresión anterior de la forma:
f(z) = (z − 1)−1 − 1
1 + (z − 1)
.
El segundo término se puede expandir con la serie geométrica, porque |z−1| < 1
por definición, aśı,
f(z) = (z − 1)−1 −
∞∑
n=0
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con lo cual encontramos nuestra serie de Laurent. En el caso |z − 1| > 1,
escribimos la función como:
f(z) = (z − 1)−1 − 1
1 + (z − 1)





Como | 1z−1 | < 1, porque ahora |z− 1| > 1, aplicamos de nuevo la serie geomé-
trica, con lo cual encontramos que:












= (z − 1)−1 +
−1∑
m=−∞
(−1)m(z − 1)m .
En el último paso volvimos a hacer un cambio de ı́ndice de la forma m =
−n− 1. El paso final es separar el término n = −1 de la suma, que cancela el




(−1)n(z − 1)n .
Teniendo entonces una serie para cada región.
3.6. Ejercicios
Ejercicios del caṕıtulo 3

























, . . . } , {−1 , 4 ,−9 , 16 , . . . } , {1 , i , −1 , −i , . . . } .
3. Diga si cada una de las sucesiones mostradas convergen o no. En caso afirma-




, an = (−1)n , an = nei(n+1)π .
4. Para x 1, use la relación (3.20) para verificar que:
ln
(











+ . . .





y diga su radio de convergencia.
6. Usando la serie geométrica, encuentre una serie para la función f(x) = (1 −
2x)−3 cuando |x| < 12 .
7. (a) Use el resultado ddx tan
−1x = (1 + x2)−1 para verificar, con ayuda de la








(b) Use este resultado para expresar π como una suma infinita de términos.
(c) Explique por qué no podemos encontrar la serie de Taylor de la función
cotx alrededor de x = 0.
8. Para |x|  12 , use la serie binomial para verificar que:











+ . . .

























92 Caṕıtulo 3. Series de potencia
10. Cuando |x| ≥ 1, la función (1 + x)−3 no tiene un buen desarrollo en serie
binomial debido al radio de convergencia. Explique cómo se puede aliviar
este problema mediante una factorización, para luego demostrar que, cuando
x ≥ 1,













+ . . .















(b) Use ahora este resultado para encontrar las series de las funciones coshx =
1
2(e
x+ e−x) y sinhx = 12(e
x− e−x). (c) Compare estas dos series con las series
de las funciones cosx y sinx, y comente las diferencias y similitudes.
13. La función seno se define como sinx = e
ix−e−ix
2i . Use la serie de potencias de




n! para verificar la serie comunmente usada para
el seno.
14. La función coseno se define como cosx = e
ix+e−ix
2 . Use la serie de potencias de




n! para verificar la serie comunmente usada para
el coseno.
15. Usando el método de Taylor, calcule los cuatro primeros coeficientes an (n =
0, 1, 2, 3) para la función f(x) = e2x sinx alrededor de x = 0.
16. Use el método de Taylor para calcular la serie de la función cos2x alrededor
de x = 0.
17. Halle la serie de Laurent, alrededor de z = 0, de la función e2/z.
Ejercicios computacionales
18. La tabla de abajo muestra el valor de la función f(x) = (1 − x)−1 para
distintos valores de x, tales que −1 < x < 1, y su respectiva aproximación con










Valor f(x) Aprox. Aprox. Aprox. Aprox.
de x (valor exacto) 2 términos 3 términos 5 términos 7 términos
0,1 1,111111 1,100000 1,110000 1,111100 1,111111
−0,3 0,769231 0,700000 0,790000 0,771100 0,769399
0,5
−0,9
Complete la tabla anterior, teniendo en cuenta que a medida que se usan más
términos, la aproximación es más exacta.
19. Como bien sabemos, no todas las funciones se pueden integrar utilizando las
herramientas aprendidas en el curso de cálculo integral. Un ejemplo particular
es la famosa función gausiana g(x) = e−x
2
. (a) Usando los resultados del
caṕıtulo, exprese la función e−x
2
como una suma infinita de potencias de x.
(b) Exprese la función dada como la suma de los primeros 4 términos no





dx. (c) Con base en el resultado anterior, encuentre expresiones




















20. Haga lo mismo del ejercicio anterior para la función e2x
2
.




22. Use la serie de la función tan−1x encontrada en el ejercicio 7 para comparar
la gráfica de la función exacta y la obtenida mediante sus primeras cuatro
aproximaciones, tal como se mostró en la Figura 3.1. Use un dominio que
corresponda con su radio de convergencia.
23. Haga lo mismo para la función mostrada en el ejercicio 8.
24. Haga lo mismo para la función mostrada en el ejercicio 9.
Ejercicios avanzados
25. Consideremos la función f(z) = 1/(z3 +4z2 +3z). (a) Descomponga la función
anterior en fracciones parciales. (b) Encuentre la serie de Laurent de la función
indicada alrededor de z = 0 para la región —radio de convergencia— 0 < |z| <
1. (c) Haga lo mismo para los dominios 1 < |z| < 3 y |z| > 3. (d) Identifique
el residuo —coeficiente a−1— de la función en cada una de las tres regiones.
26. Use el método de Taylor para encotrar la serie de la función secx alrededor










27. Use el método de Taylor para encotrar la serie de la función sin−1x alrededor
de x = 0.
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El teorema del residuo
4.1. Conceptos previos sobre residuos
Temas previos: ráıces de una función, integrales impropias, integrales de camino
cerradas, series de Laurent.
Taller preliminar
1. Encuentre las ráıces de las siguientes funciones:
f1(z) = z
3 + 6z2 + 12z + 8 , f2(z) = z
4 − 2iz3 − z2 , f3(z) = z4 + 1 .




























Respuestas al taller preliminar
−2 , {0 , i} , {eiπ/4 , e3iπ/4 , e5iπ/4 , e7iπ/4} ; π , 0 , 364 ; La función
lnx diverge cuando x → ∞ , Hay una divergencia en x = 1 , La función cosx
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4.2. Residuos
En esta sección empezaremos a juntar algunos de los conceptos explicados en
caṕıtulos anteriores, con el fin de explicar uno de los teoremas más poderosos del
cálculo de variable compleja. Para esto, resumamos las ideas más importantes pre-
viamente explicadas:
1. En la subsección 2.7.1 se introdujeron los conceptos de singularidad y polo
de orden n. Recordemos que si una función f(z) posee un polo de orden n
en z = z0, esto quiere decir que la función se puede escribir como f(z) =
g(z)(z − z0)−n, donde g(z) es otra función que no tiene ni ceros ni polos en
z = z0.
2. La integral de Cauchy, definida en la ecuación (2.67), nos permite calcular
el valor de la integral de una función no holomorfa dentro de un dominio.
Por ahora, solo sabemos cómo hacer el cálculo cuando la función f(z) posee
únicamente un polo de orden n en z = z0.
3. La sección 3.5 nos proporcionó una manera de escribir f(z) como una descom-
posición de potencias de z − z0, incluyendo aquellas potencias negativas.
Ahora, vamos a probar el siguiente resultado, que conectará las tres ideas que se
acabaron de describir: siendo C un ćırculo de radio R centrado en z = z0 orientado
positivamente, entonces, si n ∈ Z, entonces:∮
C+
(z − z0)ndz =
{
0 , n 6= −1
2πi , n = −1
≡ 2πiδn,−1 . (4.1)
La expresión δm,n normalmente se conoce como la delta de Kronecker [1]. Esta es
una función de dos variables —m y n— que toma el valor de 1 si m = n, pero que
siempre da 0 cuando m 6= n.
Para demostrar el resultado anterior, parametrizamos el contorno usando la pa-
rametrización z = z0 +Re
iφ, aśı:∮
C+







Aśı, si n 6= −1, integramos y obtenemos:∮
C+
















= 0 . (4.3)
Acá, usamos el hecho de que n es entero, en cuyo caso n + 1 también es siempre














entonces demostrado. No obstante, si n = −1, vemos que la integral en la ecuación
(4.2) toma la forma de: ∮
C+
(z − z0)−1dz = i
∫ 2π
0
dφ = 2πi , (4.4)
con lo cual completamos el resultado.
Aunque no se ha enfatizado, es claro que el punto z0 está necesariamente encerra-
do por el contorno tomado. Si usáramos un contorno que no encerrara el valor de z0,
la integral siempre daŕıa 0. Lo sorprendente del resultado anterior es que es válido
para cualquier contorno, lo único que se debe tener en cuenta es si z0 está adentro o
afuera, ya que el resultado siempre es 0 si z0 está por fuera, y siempre vale 2πiδn,−1
si z0 está por dentro. No obstante, cuando el contorno se orienta negativamente, el
resultado es −2πiδn,−1.
¿Qué hay de especial en el valor n = −1? Notemos que para cualquier valor
distinto a n = −1, la integral de la función (z − z0)n es una función polinómica
—univaluada—, de grado n + 1. No obstante, cuando n = −1, la integral de la
función (z − z0)−1 es ln(z − z0), la cual es multivaluada —véase la sección 2.4—.
Esto implica que, al dar una vuelta entera, llegamos a una rama distinta. Como
ln z = ln |z| + iφ + 2imπ, al dar una vuelta, m toma el valor m = 1, añadiendo el
factor adicional 2πi.
Este resultado es muy importante; para mostrar su importancia, escribamos la
función f(z) como una serie de Laurent alrededor del punto z = z0 usando la relación












a(z0)n (z − z0)ndz . (4.5)
Como los coeficientes a
(z0)
n son números que no dependen de z, los podemos sacar








(z − z0)ndz = 2πi
∞∑
n=−∞
a(z0)n δn,−1 . (4.6)
En la última ĺınea usamos el resultado (4.1). Recordemos que la expresión δn,−1
siempre es 0 a menos que n = −1. Por lo tanto, en la suma anterior solo el término




· · ·+ a(z0)−2 δ−2,−1 + a
(z0)
−1 δ−1,−1 + a
(z0)
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El número a
(z0)
−1 se llama residuo de la función en z = z0 y determina el valor de la
función f(z) integrada a lo largo de cualquier contorno que encierre la singularidad
en z = z0.
El resultado anterior es de una enorme utilidad, ya que la integral
∮
C f(z)dz se
calcula simplemente identificando el residuo encerrado. Muchas funciones pueden
contener más de un residuo encerrado dentro del contorno; cuando esto sucede, se
deben tener en cuenta las contribuciones de todos los residuos que aparecen dentro
del contorno. Más adelante mostraremos cómo se implementa esto. Por ahora, nos
interesaremos en cómo calcular los residuos de una función.
Notemos primero que una función va a tener residuos si tiene polos. Una función
tendrá igual número de residuos que de polos. De hecho, a cada polo se le asocia
un residuo. Recordemos que el residuo asociado al polo z0 es el coeficiente a
(z0)
−1 , que
aparece en la serie de Laurent. Para calcularlo, simplemente hagamos el reemplazo
n = −1 en la ecuación (3.54); aśı, notamos que si z0 es un polo de orden m asociado













A continuación calcularemos los residuos de algunas funciones. Para hacerlo, es in-
dispensable factorizar primero la función que estamos estudiando, como veremos.
Ejemplos de la sección 4.2
Todos los residuos a continuación serán calculados por medio de la ecuación (4.8).
1. Para la función
f(z) =
1
z(z3 + 2z2 + 4z)
,
(a) Encontremos todos los polos de la función y decir el orden de cada uno.
(b) Calculemos los residuos de los polos de orden más bajo. (c) Calculemos
los residuos de los polos de orden más alto.
Solución: (a) La función anterior se escribe como:
f(z) =
1

























(b) Los residuos de orden más bajo son los de orden uno, asociados a los polos
en z+ = −1 + i
√
3 y z− = −1− i
√




z + 1− i
√
3


































z + 1 + i
√
3













































z2 + 2z + 4
∣∣∣∣
z=0
= − 2z + 2






2. Evaluemos todos los residuos de las siguientes dos funciones —es posible que
una función contenga varios residuos—:
f1(z) =
zez − 2ze−z + 8z
z5
, f2(z) =
z2 + 12 cos(πz)
z3 + 2z2 + z
.
Solución: La primera función se escribe como:
f1(z) =
ez − 2e−z + 8
z4
.































Por otra parte, la segunda función se escribe como:
f2(z) =
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donde encontramos un polo de grado 1 en z = 0, y otro polo de orden 2 en





































z(2z − π2 sin(πz))− z








3. Evaluemos ahora todos los residuos de las siguientes dos funciones:
f1(z) =
1
(z − 1)(z + 2)(z − i)(z + 2i)
, f2(z) =
z2
(z − 1)2(z + 2i)2
.
Solución: La primera función ya está factorizada, por lo que podemos fá-
cilmente concluir que tiene cuatro polos de orden 1, uno en z = 1, otro en




















































































Los residuos de la segunda función, z = 1 y z = −2i, cada uno de orden 2,






































































4.3. El teorema del residuo
Siendo f(z) una función meromorfa dentro del dominio encerrado por el contorno
cerrado C orientado positivamente, supongamos que la función encierra un total de








De acuerdo con la fórmula anterior, es importante tener en cuenta —véase la Figura
4.1 para más detalles— que:
1. Si el contorno se encierra negativamente, la fórmula es la misma, pero debe
introducirse un signo negativo en el lado derecho.
2. Notemos que esto solo se aplica a los residuos encerrados, aquellos por fuera
del contorno no contribuyen a la integral.
3. Cada uno de los polos se calcula de acuerdo con la ecuación (4.8).
4. Esto se aplica para cualquier contorno, lo único importante son los residuos
que se encierran.
En la siguiente sección se mostrará cómo el teorema del residuo se puede usar pa-
ra calcular una gran cantidad de integrales. Por ahora, apliquemos el teorema del
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Figura 4.1. Aplicación del teorema del residuo a una función f(z), la cual se integra a lo largo de
cuatro contornos cerrados diferentes.
Ejemplos de la sección 4.3
1. Calculemos la integral
∮
C f(z)dz, donde f(z) es la función mostrada en el
ejemplo 1 de la sección 4.2 y C es uno de los siguientes tres contornos: (a)
un ćırculo de radio 1 centrado en el origen y orientado positivamente, (b)
un rectángulo con vértices en los puntos (0, 0), (0, 1), (−2, 1) y (−2, 0) reco-
rrido en este mismo orden, y (c) un rectángulo con vértices en los puntos
(0, 0), (0,−1), (−2,−1) y (−2, 0) recorrido en el orden respectivo.
Solución: (a) Para este caso, notamos que el contorno únicamente encierra el
polo en z = 0 —le queda al lector verificarlo—. Su residuo ya fue calculado y
su valor es −1/8. Como el contorno está orientado positivamente, la ecuación

















(b) Este contorno encierra los residuos en z = 0 y z+ = −1 + i
√
3. También





























3 + 3i ) . (4.11)










































3− 3i ) . (4.12)
2. Calculemos
∮
C+ f1(z)dz, donde f1(z) es la primera función definida en el ejem-
plo 3 de la sección 4.2 y C es un ćırculo de radio 10 centrado en el origen.



































4.4. Aplicaciones del teorema del residuo
Acá veremos cómo el teorema del residuo puede ser usado para evaluar varios
tipos de integrales que no se pueden calcular con los métodos tradicionales. Clasifi-
caremos estas integrales de acuerdo con el tipo de funciones que se van a integrar y
los contornos que deben ser tomados para evaluarlas.
4.4.1. Integrales de funciones racionales





donde P1(x) y P2(x) son polinomios no reducibles —no se pueden simplificar bajo
factorización—, tal que el grado de P2(x) es al menos dos grados mayor que el
grado de P1(x). Todas estas integrales se solucionan con uno de los dos contornos
mostrados en la Figura 4.2.
Aunque cualquiera de los dos contornos mostrados —el de la izquierda o el de la
derecha— puede ser utilizado para evaluar la integral, dando el mismo resultado, es
preferible usar el de la izquierda, ya que está orientado positivamente.
Veamos cómo se evalúa una integral del tipo (4.13) mediante el contorno seleccio-
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lo podemos descomponer en dos pedazos: la recta horizontal y la parte superior de
la semicircunferencia. El primer camino lo parametrizamos a través de la sustitución
z = x, mientras que en el segundo tomamos la sustitución z = Reiθ.
Figura 4.2. Contorno usado para evaluar las integrales de funciones racionales. Acá, R es el radio
del semićırculo; y estaremos interesados en el ĺımite R → ∞. Los puntos z+1 , . . . z
+
M son los polos
de la función, localizados en la parte superior del plano complejo, y z−1 , . . . z
−
N son los polos de la
función que yacen sobre la parte inferior del mismo.
Es claro que para la primera integral x comienza en −R y termina en R, y que
en la segunda θ comienza en 0 y termina en π. Como el camino tomado es cerrado y
está orientado positivamente, aplicamos el teorema del residuo encerrando los polos














La idea ahora es mostrar que la integral sobre la semicircunferencia se anula cuando
R→∞. Para esto, es clave recordar que el polinomio P2(x) es al menos dos grados
mayor que el polinomio P1(x). Supongamos que el grado de P2(x) es n y que el de



















donde el śımibolo “∼” significa que se ha tomado el término de mayor orden en cada
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Como p ≥ 0, la expresión anterior claramente se anula. Notemos que bajo el








Concluimos entonces que el cálculo de la integral se traduce a calcular los residuos
que yacen sobre el plano imaginario positivo.
Ejemplo




, a > 0 .
Solución: Usamos el contorno indicado y comenzamos definiendo la función
compleja f(z) = (z2 +a2)−2 = (z+ ia)−2(z− ia)−2, con lo cual notamos que el
único polo sobre la región superior es z = ia. Como el polinomio del numerador
es de orden 0 y el del denominador es de orden 4, podemos garantizar que la



























Si se tomara el contorno derecho de la figura 4.2, el resultado seŕıa igual.
En este caso, se encerraŕıa el residuo en −ia y apareceŕıa un signo negativo
adicional, porque el contorno estaŕıa orientado negativamente.
4.4.2. Integrales con término de la forma eiax
Ahora, estamos interesados en evaluar integrales de la forma∫ ∞
−∞
f(x)eiaxdx , (4.17)
donde a es un número real positivo —el tratamiento para a real y negativo se
mostrará tras explicar el primer caso—. La función, con argumento complejo, f(z),
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1. f(z) debe ser una función meromorfa en el plano superior, Im(z) > 0.
2. f(z) debe cumplir el siguiente criterio de convergencia:
ĺım
|z|→∞
f(z) = 0 , 0 ≤ arg z ≤ π . (4.18)
Figura 4.3. Contorno usado para evaluar la integral (4.17). El contorno izquierdo se usa cuando
a > 0, y el derecho cuando a < 0.
Para realizar esta integral, empleamos el contorno mostrado en la parte izquierda de
la figura 4.3, donde R→∞ es el radio de la semicircunferencia mostrada. Empleando
el teorema del residuo, definiendo la integral sobre la variable compleja z, y usando la
parametrización apropiada para cada uno de los dos caminos que aparecen —similar



















−1 representa los polos sobre el plano superior. Notemos que en el
ĺımite R → ∞, en el cual estamos interesados, la primera integral se convierte en
la que deseamos evaluar. Sin embargo, para poder relacionarla de manera directa
con la suma de residuos, debemos demostrar que la segunda integral se anula. Esto
normalmente se conoce como el Lema de Jordan [2]. Para hacerlo, notemos que





iRf(Reiaθ)eia(R cos θ+iR sin θ)eiθdθ . (4.20)
Por supuesto, la integral anterior no se puede resolver, a excepción de unos muy
pocos casos. La buena noticia es que no hay necesidad de evaluarla directamente;
para esto, usaremos una herramienta comunmente utilizada, que es acotarla por su
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la siguiente idea: si b y c son números no negativos, tal que b ≤ c y c = 0, entonces
b = 0.
Figura 4.4. Izquierda: claramente, el área encerrada por la función |f(x)| —ĺınea gris punteada
larga— es mayor que el área encerrada por la función f(x) —ĺınea negra punteada más corta—,
mientras que el área de cada subregión generada por la primera función siempre está por encima
del eje y —por lo tanto, cada porción siempre contribuye de manera positiva al área total—, las
subregiones generadas por la segunda función no presentan la misma propiedad —por lo tanto, hay
regiones que contribuyen negativamente al área total—. Derecha: se ve claramente que la función
sin θ es mayor o igual que la función 2
π
θ en el intervalo 0 ≤ θ ≤ π
2
.










|f(x)dx|, b ≤ c. Por lo tanto, si demostramos que c = 0,
comprobamos que IR = 0.
Notemos que, por la condición 2 sobre la función f(z), podemos asumir que si

















e−aR sin θdθ . (4.22)
El último paso se puede entender por medio de la figura 4.4. La última integral
tampoco la podemos evaluar, pero la seguimos acotando. Notemos que cuando 0 ≤
θ ≤ π/2, la función sin θ satisface la condición sin θ ≥ 2πθ —véase la figura 4.4—. De
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Como asumimos que a > 0, vemos que, tomando el ĺımite R → ∞, c ≤ πa ε. Final-
mente, dado que ε→ 0, concluimos que c = 0.
El Lema de Jordan será utilizado para evaluar muchas integrales del tipo (4.17),
dado que nos ayuda a determinar el contorno apropiado que se debe utilizar para
resolverlas.
Notemos que cuando a < 0, el ĺımite en la ecuación (4.23) diverge, pero esto
se soluciona encerrando el contorno por debajo, tal como se muestra en la parte
derecha de figura 4.3. Los pasos se siguen de manera similar para este caso, llegando
de nuevo al resultado que necesitamos.















−1 , a < 0 . (4.24b)
El signo negativo en la segunda ecuación se introduce porque el contorno tomado
cuando a < 0 está orientado negativamente.
Ejemplo




dx , m ∈ R .
















































Usamos de nuevo uno de los dos contornos mostrados en la figura 4.3,
siendo cuidadosos con el signo de m. Si m > 0, encerramos el contorno por
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derecho—. Escogemos los contornos aśı para poder cancelar la integral sobre
el arco, usando el Lemma de Jordan. En el primer caso, encerramos el polo
en z = i; mientras que en el segundo caso se encierra el polo en z = −i. En








dx = ±2πia−1(±ia) = ±
2πi
0!




















Las integrales que acabamos de estudiar son de suma importancia, especialmente
porque son la base principal para evaluar muchas transformadas de Fourier, un tema
que se verá más adelante.
4.4.3. Valor principal de una función
Notemos que hasta el momento no hemos mencionado la posibilidad de que un
contorno pase directamente por encima de un polo. Los contornos estudiados, hasta
el momento, encerraban o dejaban por fuera los polos de manera total. El lector ya
se podŕıa haber dado cuenta de que siempre que una integral con ĺımites (−∞,∞)
quiera ser evaluada mediante el teorema del residuo, el contorno estudiado debe
poseer una recta horizontal que cubra todo el eje x. Si los polos de una función no
son reales, esta recta horizontal nunca pasará por encima de las singularidades. No
obstante, si los polos son reales, estarán en el camino de esta recta horizontal.
Cuando esto sucede, el tratamiento de los residuos debe ser levemente modificado.
Además, si los polos son ahora reales, se debe tener cuidado con la convergencia de
las funciones que vamos a integrar. Por ejemplo, la función f(x) = 1/(x2 + 1) tiene
polos en x = ±i; si esta función es integrada entre−∞ < x <∞, la función no tendrá
divergencias para valores reales de x. Por lo tanto, esta integral converge al valor de π
y puede ser integrada mediante el formalismo descrito para las funciones racionales.
No obstante, la función f(x) = 1/(x2 − 1), por ejemplo, posee singularidades reales
en x = ±1, por lo cual se genera una integral divergente sobre el mismo dominio.
A pesar del argumento anterior, algunas funciones con polos sobre el eje real
śı convergen y pueden ser evaluadas mediante el teorema del residuo. Para hacer
esto, supongamos primero que deseamos evaluar la integral
∫∞
−∞ f(x)dx y que f(x)
posee un polo sobre el eje real. Para evaluarla, escogemos el contorno mostrado en
la parte izquierda de la Figura 4.2 con una leve modificación, tal como se muestra
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Figura 4.5. Contornos usados para evaluar integrales con polos que yacen sobre el eje real. Mientras
que el contorno de la izquierda esquiva el polo sin encerrarlo, el derecho śı lo encierra. Ambos
contornos generan el mismo resultado.
En la figura mencionada, la pequeña semicircunferencia alrededor de z0 posee un
radio ε, que lo haremos suficientemente pequeño tomando el ĺımite ε→ 0. Si usamos















f(z)dz = 0 .
(4.25)
Si la función cumple los criterios de convergencia apropiados, la segunda integral
se anula —tal como sucedió con los dos tipos de integrales anteriores—. Para
realizar la cuarta integral, hacemos la sustitución z = εeiφ, en este caso, recogemos
el residuo en z0, pero no lo encerramos totalmente, ya que el ćırculo no da la vuelta
entera —únicamente la mitad—. Vemos que, a diferencia con la integral de Cauchy
—sección 2.7—, donde el pequeño ćırculo de radio ε introducido daba la vuelta
entera introduciendo un factor de 2πi, acá introducimos un factor de iπ al recorrer
la mitad de la trayectoria. Notando que esta integral está orientada negativamente,













f(εeiφ)iεeiφdφ = 0 . (4.26)
Tomando el ĺımite ε → 0, el primer término en la relación anterior lo denotamos
como P
∫∞








Por otro lado, la escogencia del contorno derecho daŕıa el mismo resultado; la integral
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un factor de 2πia
(z0)
−1 al encerrar el residuo. Tras un sencillo despeje, se encuentra el
resultado enunciado en la ecuación (4.27).
Ejemplo





Solución: Como vemos, el polo de la función está en x = 0, siendo real. Antes

















































Finalmente, usando ahora la ecuación (4.27), concluimos que —debemos en-





















4.4.4. Integral trigonométrica sobre ćırculo unitario
Ahora estudiaremos integrales de la forma (a, b ∈ R):∫ 2π
0
dθ





(a+ b sin θ)n
; |a| > |b| y n > 0 . (4.28)
La condición |a| > |b| es indispensable porque de lo contrario las integrales divergen
al tener polos sobre el eje real. Para profundizar en esto, vemos que el denominador
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el seno y el coseno de argumentos reales siempre toman valores entre −1 y 1, las
ráıces serán reales si |a| < |b|. Si |a| > |b| también existen ráıces, pero complejas
—evitando aśı la existencia de divergencias—.
Para resolver este tipo de integrales siempre funciona la sustitución z = eiθ. No-
temos que bajo esta sustitución, cos θ = 12(z + z
−1) y sin θ = 12i(z − z
−1). Además,
como |z| = 1, la integral se convierte en una integral sobre un ćırculo unitario orien-
tado positivamente. Usando un poco de álgebra, podemos convertir las integrales
anteriores a —C es un ćırculo unitario orientado positivamente—:∫ 2π
0
dθ
























bn(z2 + 2iab z − 1)n
. (4.29b)
De aqúı en adelante, las integrales anteriores se pueden resolver directamente a través
del teorema del residuo. En cualquiera de los dos casos, hay dos polos de orden n,
pero únicamente se encierra uno —véase la Figura 4.6—.
Figura 4.6. Bosquejo de la localización de los dos polos para las funciones estudiadas para el caso
a, b ∈ R, tal que a/b > 1. Acá, z± denotan las soluciones a la ecuación cuadrática resultante, tomando
la ráız positiva y negativa, respectivamente. Izquierda: polos de la función (4.29a). Derecha: polos
de la función (4.29b).
Ejemplo
1. Resolvamos la integral ∫ 2π
0
dφ
1 + ε cosφ
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Solución: Comparando con la ecuación (4.29a), vemos que a = 1, b = ε y
n = 1. Por lo tanto:∫ 2π
0
dφ












(z − z+)(z − z−)
,




1− ε2 son las raices que surgen al igualar a cero el
polinomio que aparece en el denominador de la ecuación anterior.
Notando que el contorno encierra z+, pero no z−, aplicamos el teorema del


















Claramente, z+−z− = 2ε
√
1− ε2. Notemos que si ε < 1, la integral es real. Sin
embargo, si ε ≥ 1, la integral es compleja —o infinita, si ε = 1—, lo que genera
una contradicción, ya que la integral original se define sobre el conjunto de los
reales. Esto es simplemente una consecuencia del hecho de que cuando ε ≥ 1,
la integral original diverge, por lo tanto, estaŕıa mal definida.
4.4.5. Integrales de funciones multivaluadas
Aunque no existe un método general para evaluar las integrales de funciones
multivaluadas, discutiremos un ejemplo en particular que puede ayudar al lector a
desarrollar otros ejercicios similares. Recordemos que una función multivaluada posee
puntos de ramificación —véase la sección 2.4 para más detalles—. El inconveniente
que surge cuando se consideran funciones con puntos de ramificación es que al dar
una vuelta entera al plano complejo llegamos a una rama diferente, cambiando el
valor de la función. Este problema se puede solucionar introduciendo una ĺınea de
corte, la cual no debemos cruzar.
Para trazar correctamente una ĺınea de corte, escogemos una singularidad de la
función y trazamos una ĺınea recta que conecte este polo con el infinito. Aunque la
dirección de esta recta es arbitraria, generalmente estas ĺıneas apuntan en la dirección
tanto positiva o negativa del eje x o y. El contorno que se escoge debe ser formulado
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Figura 4.7. Contorno escogido para evaluar la integral de la función multivaluada. Este contorno
posee ocho caminos y está parametrizado por el ángulo θ. Este no es el único contorno posible;
se podŕıa haber definido otro que encierre directamente la singularidad en z = −a, fusionando los
caminos 2 y 6 —evitando los recorridos 3, 4 y 5—. Ese contorno estaŕıa compuesto únicamente por
4 caminos y daŕıa el mismo resultado. La ĺınea punteada de rojo es la ĺınea de corte. Notemos que
este contorno no encierra residuos. La figura de la derecha muestra expĺıcitamente los valores de θ
a lo largo de la trayectoria.
Ejemplo





dx , a > 0 ,
usando el contorno mostrado en la Figura 4.7.
Solución: La función posee un punto de ramificación en z = 0, porque la
función z−1/2 es multivaluada. Notemos, además, que cuando z = 0, la función
diverge debido a la presencia de una singularidad, pero de orden m = 1/2,
lo cual no está bien definido. Para encontrar un contorno adecuado, trazamos
una ĺınea que parta desde z = 0. Aunque hay varias posibilidades con respecto
a la dirección que esta recta debe tomar, la única que nos serviŕıa en este caso
seŕıa aquella que va en la dirección θ = 0. La recta tomada, por lo tanto,
conectaŕıa el punto z = 0 con el punto z = +∞. El contorno que escojamos
no debe atravesar esta ĺınea, asegurándonos de no dar una vuelta completa
y aśı quedándonos sobre la misma rama. La figura 4.7 muestra un posible
contorno. Definimos la función f(z) = z
−1/2
z+a y para cada camino usamos las
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Camino 1 2 3 4 5 6 7 8
Param. xei0 Reiθ xeiπ εeiφ − a xeiπ Reiθ xe2πi εeiφ
Ĺım. Inicial ε 0 −R 2π −a− ε π R 2π
Ĺım. Final R π −a− ε 0 −R 2π ε 0
Primero que todo, las integrales 3 y 5 se cancelan mutuamente cuando ε→ 0
—una es la negativa de la otra—. Las integrales 2 y 6, por otro lado, se
cancelan en el ĺımite R → ∞. Verifiquemos esto para la integral 2 —algo
similar se hace para la integral 6—:∫
2




























































Notemos que, de no haber sido por los puntos de ramificación —en particular,
el término e−iπ adicional que apareció en la segunda integral—, ambas integra-
les se cancelaŕıan mutuamente. De ahora en adelante, estaremos interesados
en el ĺımite ε → 0, donde la integral anterior, que salvo un factor de 2, se
convierte en la integral que deseamos evaluar.










εeiφ − a+ a










dφ = −2πie−iπ/2a−1/2 = − 2π√
a
.
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Las cinco clases de integrales que acabamos de mencionar son apenas un pequeño
grupo de integrales que se pueden evaluar a través del teorema del residuo. Aunque
existen muchos otros tipos de integrales, estas son las más utilizadas y con mayores
aplicaciones. En los ejercicios mostrados a continuación se introducen algunas inte-
grales diferentes donde se deben escoger contornos más exóticos cuya escogencia no
es evidente; en estos casos, el contorno será proporcionado.
4.5. Ejercicios
Ejercicios del caṕıtulo 4









, a > 0 .





4. Siendo P (x) = ax2 + bx+ c un polinomio de grado 2, tal que b2 < 4ac, evalúe





Explique por qué se requiere la condición b2 < 4ac.
5. Siendo P (x) = ax2 + bx+ c un polinomio de grado 2, tal que b2 < 4ac, evalúe
























dx , b > 0 .
8. Evalúe la siguiente integral:∫ ∞
−∞
cos(mx)dx
x2 − 4x+ 5
, m ∈ R .




dx , m ∈ R .




, k ∈ R .









, |ε| < 1 .
13. Evalúe: ∫ 2π
0
dθ
3 + cos θ
.
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, |a| > 1 . (4.31)














Ayuda: Para hacer la integral,
use un contorno en forma
de un sector circular de radio
R→∞ con un ángulo θ = π/4,
como se muestra a la derecha.
Ejercicios aplicados a la f́ısica e ingenieŕıa
17. Una de las aplicaciones del teorema del residuo es el cálculo de transformadas
de Fourier y sus inversas. Si f̂(ω) es una transformada de Fourier, su inversa







Si f̂(ω) = ω/(ω2 + a2), con a > 0, use el teorema del residuo para calcular
f(t).
18. La trayectoria de un cuerpo celeste alrededor de otro cuerpo está descrita por
las tres leyes de Kepler. Supongamos que un objeto orbita en torno a una
estrella; su trayectoria en función del ángulo θ está descrita por la ecuación
r(θ) =
r0
1 + ε cos θ
, (4.33)
donde r0 es una constante que depende de los parámetros de la órbita y ε es la
excentricidad. Para una trayectoria circular ε = 0, para una eĺıptica 0 < ε < 1,
para una parabólica ε = 1, y para una hiperbólica ε > 1.
En coordenadas polares, el área de una sección circular entre ángulos θ1 y





r2(θ)dθ. Siguiendo los parámetros
dados:
a) Encuentre el área de una trayectoria circular entre ángulos iniciales y










b) Explique por qué para las trayectorias parabólicas e hiperbólicas el área
no se puede calcular usando el teorema del residuo. ¿Podŕıa ser calculada
usando algún otro método? Encuentre una interpretación f́ısica para su
resultado.
c) Evalúe el área de una trayectoria eĺıptica utilizando el teorema del re-
siduo.
d) Si la excentricidad de una elipse es ε =
√
a2−b2
a , donde a es el eje mayor
de la elipse y b el eje menor, use el resultado anterior para hallar r0 para
una elipse.







que aparece en fenómenos de dispersión en mecánica cuántica. Teniendo esto
en cuenta:
(a) Descomponga el sin t como una suma de exponenciales complejas para
escribir I como la suma de dos integrales. Exprésela como I = I+ + I−.
(b) Para los casos p < −1, −1 < p < 0, 0 < p < 1 y p > 1, describa el
contorno que debe ser usado para calcular cada integral (I+ e I−). Tenga
mucho cuidado con las condiciones que debe satisfacer p para cerrar el
contorno por arriba o por debajo —para poder usar el Lema de Jordan—.
(c) Evalúe cada integral para los casos p < −1, −1 < p < 0, 0 < p < 1 y
p > 1.
(d) Junte los resultados anteriores y diga el valor de I cuando |p| > 1 y
cuando |p| < 1.
(e) Explique qué sucede con I cuando p = ±1.
Ejercicios avanzados
20. Evalúe las siguientes dos integrales, donde n representa un número entero
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Ayuda: Para hacer la integral, use un
contorno en forma de un sector circular
de radio R→∞ con un ángulo θ = π/2n,
como se muestra a la derecha.
Explique por qué el caso n = 1 no se puede
resolver.










usando el teorema del residuo.
Ayuda: Use la transformación
x = et para convertir la integral.
Luego, use el contorno mostrado
a la derecha tomando el ĺımite
R→ 0.
Explique por qué el t́ıpico
contorno normalmente usado para funciones racionales no es conveniente en
este caso.




, n ≥ 1 , n ∈ N , a > 0 . (4.37)







dz , a > 0 , t ∈ R . (4.38)
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5.1. Conceptos previos sobre series de Fourier
Temas previos: integración por partes, integrales con funciones trigonométricas.
Taller preliminar





x2 cos(2x) dx ,
∫ π
0
ex sinx dx .
2. Realice las siguientes integrales trigonométricas:∫ 0
−1
cos2(πx) sin(πx) dx ,
∫ 2π
−2π
cos2x sin2x dx ,
∫ π
0
sin3x cos2x dx .
Respuestas al taller preliminar
2− 5e−1 , 2π , 12(1 + e





5.2. Introducción a las series de Fourier
5.2.1. Funciones pares e impares
Aunque el concepto sobre funciones pares e impares se debe haber adquirido en
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para discutir los conceptos más importantes. La razón es que este concepto ayuda
a entender más fácilmente el concepto de series de Fourier y simplifica su análisis
significativamente.
Una función par es aquella que respeta la propiedad f(−x) = f(x). En otras
palabras, si a la variable x le cambiamos su signo, la función no cambia en absoluto su
valor. Existen un sinnúmero de ejemplos de funciones pares. Por ejemplo, la función
f(x) = −5x4+30x2 es par debido que f(−x) = −5(−x)4+30(−x)2 = −5x4+30x2 =
f(x).
Una función impar, por el contrario, es aquella que obedece la propiedad
f(−x) = −f(x). En otras palabras, si a la variable x le cambiamos su signo, hay
un cambio de signo global en toda la función. También existe un conjunto inmenso
de funciones impares —infinito, de hecho—. Una función impar, por ejemplo, es la
función f(x) = x5 − 15x, debido a que f(−x) = (−x)5 − 15(−x) = −x5 + 15x =
−(x5 − 15x) = −f(x).
No todas las funciones, sin embargo, se pueden clasificar de acuerdo con estas
dos categoŕıas. Hay muchas funciones que no son pares ni impares. Por ejemplo, la
función f(x) = x + 1 no tiene paridad definida, ya que f(−x) = −x + 1. Es claro
que la función −x+ 1 ni es la función original, f(x), ni su simétrica, −f(x).
A pesar de esto, toda función se puede descomponer como la suma de una parte
par y una impar, donde cada parte respeta la propiedad asociada que fue indicada.













≡ fP (x) + fI(x) , (5.1)











es la parte impar.
De manera gráfica resulta sencillo reconocer cuándo una función es par y cuándo
una es impar. En el primer caso, podemos notar que el eje y actua como una especie
de espejo que proyecta la imagen de un lado al otro, dejándola en la misma dirección.
En el segundo caso, por el contrario, el eje y proyecta la imagen de un lado al otro,
dejándola invertida —véase el ejemplo 2 de la sección 5.2—.
Ahora, los nombres asignados, funciones pares e impares, obedecen cierta lógica,
que se relaciona con algunas propiedades de los números naturales tanto pares como
impares. Si multiplicamos dos funciones pares, el resultado siempre es una función
par, al igual que si dos funciones impares son multiplicadas. Por otro lado, la multi-
plicación de una función par por una impar —o vicerversa, por supuesto— da como
resultado una función impar.1
1La suma de dos números pares o impares siempre da un número par, mientras que la suma de









5.2. Introducción a las series de Fourier 125
Las funciones pares e impares poseen muchas propiedades. No obstante, la pro-
piedad más importante que satisfacen, y en la cual estaremos particularmente in-
teresados en este caṕıtulo, es aquella que concierne a su integración. Siendo fP (x)


















fP (x)dx . (5.2)
En la expresión anterior usamos el cambio de variable x→ −x en la primera integral
y usamos el hecho de que fP (−x) = fP (x). Para las integrales impares, sin embargo,















= 0 . (5.3)
El lector también puede verificar que usando la descomposición f(x) = fP (x)+fI(x)






fP (x)gP (x) + fI(x)gI(x)
)
dx . (5.4)
Suponiendo que el desarrollo de una función en series de potencias alrededor de x = 0
exista, uno puede concluir que una función par únicamente tendrá potencias pares
de x en su expansión, mientras que una función impar únicamente tendrá potencias
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5.2.2. Relaciones de ortogonalidad
Las relaciones de ortogonalidad son relaciones important́ısimas entre ciertos ob-
jetos que forman una base para un conjunto de elementos. Por ejemplo, se sabe
que cualquier vector en R3 se puede expresar como una expansión de unos números
—denominados componentes— y unos vectores base. Normalmente, a estos vectores
los denominamos ı̂ = (1, 0, 0), ̂ = (0, 1, 0) y k̂ = (0, 0, 1).2 Usando una notación más
compacta, a estos vectores los denotaremos como êm, donde m = 1, 2 y 3, y ê1 = ı̂,
ê2 = ̂ y ê3 = k̂. De esta forma, cualquier vector tridimensional con componentes




Vmêm = V1ê1 + V2ê2 + V3ê3 . (5.7)
Ahora, denotando “ ·” como el producto escalar entre dos vectores, los vectores base
satisfacen la siguiente propiedad:
êm · ên = δm,n =
{
1 , m = n
0 , m 6= n
. (5.8)
De nuevo, δm,n es conocida como la función delta de Kronecker:
δm,n =
{
1 , m = n
0 , m 6= n
, (5.9)
una función que da 1 cuando m y n son iguales y 0 cuando m y n son distintos.
La relación (5.8) implica que el producto entre dos elementos da 1 si estos son
iguales y 0 si son distintos. Cuando el producto entre dos elementos base distintos
da 0, decimos que estos elementos son ortogonales, pero si además el producto de
un elemento base por śı mismo da 1, decimos entonces que los elementos base son
ortonormales.
Ahora, resulta que las funciones seno y coseno poseen también unas relaciones de
ortogonalidad, aunque con leves variaciones. Aśı, siendo m y n dos números enteros,
podemos asegurar que:∫ 1
−1
cos(mπx) cos(nπx)dx = δm,n + δm,−n , (5.10a)∫ 1
−1
sin(mπx) sin(nπx)dx = δm,n − δm,−n , (5.10b)∫ 1
−1
cos(mπx) sin(nπx)dx = 0 . (5.10c)
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Esta última relación se puede deducir fácilmente de la ecuación (5.3), debido a que
la función integrada es impar. Para verificar las dos primeras relaciones, podemos
usar la ecuación (5.2), donde encontramos que:∫ 1
−1
cos(mπx) cos(nπx)dx = 2
∫ 1
0
cos(mπx) cos(nπx)dx , (5.11a)∫ 1
−1
sin(mπx) sin(nπx)dx = 2
∫ 1
0
sin(mπx) sin(nπx)dx . (5.11b)
La forma más sencilla de resolver las integrales anteriores es a través de ciertas identi-
dades trigonométricas; en particular, usamos las relaciones cos(A±B) = cosA cosB
∓ sinA sinB y sin(A±B) = sinA cosB ± sinB cosA. Queda al lector verificar que,



















































































= 0, dado que m − n es un número entero. Por el contrario,
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dx = δm,−n. Finalmente, concluimos que:∫ 1
−1
cos(mπx) cos(nπx)dx = δm,n + δm,−n , (5.16a)∫ 1
−1
sin(mπx) sin(nπx)dx = δm,n − δm,−n . (5.16b)
Ahora, si nos restringimos al caso en que m y n sean positivos —incluyendo cero—,




2 , m = n = 0






0 , m = n = 0
δm,n , m , n ≥ 1
, (5.17b)∫ 1
−1
cos(mπx) sin(nπx)dx = 0 . (5.17c)
Estas relaciones son conocidas como las relaciones de ortogonalidad de los senos y
los cosenos, y son claves para encontrar la serie de Fourier de una función periódica.
Finalmente, con un proceso similar, también podemos concluir que:∫ 1
−1
eiπ(m−n)xdx = 2δm,n . (5.18)
5.2.3. Función periódica
Antes de describir el desarrollo de una función en términos de una serie de Fou-
rier, es importante definir el concepto de una función periódica. La razón radica en
que la serie de Fourier solo se puede encontrar para funciones periódicas.
Primero que todo, la palabra periódica se refiere a algo que se repite, por lo tanto,
una función periódica es una función que se repite indefinidamente. Si definimos como
T —conocido como el peŕıodo— el lapso que debe transcurrir para que la función
se repita, una función periódica satisface la propiedad:
f(x+ nT ) = f(x) , n ∈ Z . (5.19)
Por ejemplo, el peŕıodo de las funciones sinx y cosx es 2π, porque cada 2π estas fun-
ciones toman el mismo valor. En algunas ocasiones, resulta más conveniente definir














De hecho, esta relación se usa también en la f́ısica para describir movimientos de
rotación. La frecuencia angular mide qué tan rápido una función se repite, tomando
el valor de 1, por ejemplo, para las funciones sinx y cosx. Teniendo esto en cuenta,
las relaciones de ortogonalidad mostradas en las ecuaciones (5.17a)–(5.18) fueron
calculadas para T = 2, sin embargo, estas también se pueden generalizar para cual-
quier peŕıodo. En particular, bajo la sustitución y = πωx en las ecuaciones indicadas,




T , m = n = 0
T






0 , m = n = 0
T




cos(mωy) sin(nωy)dy = 0 . (5.21c)
Y que: ∫ T/2
−T/2
eiω(m−n)ydy = Tδm,n . (5.22)
Ejemplos de la sección 5.2
1. Para la función g(x) = x cosx+sin2x, (a) Determinemos su parte par e impar.






























x cosx+ sin2x+ x cosx− sin2x
)
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(b) Para la primera integral, notamos que la parte impar no contribuye a esta.



























Ahora, para la segunda integral, vemos que xg(x) = x2 cosx + x sin2x. En
este caso, x2 cosx es par, pero x sin2x es impar —recordemos las reglas sobre











x2 cosx dx+ 0
= 2
[




2. A continuación se muestran tres gráficas de funciones periódicas. Determine-
mos: (a) Si cada función es impar, par o no tiene paridad. (b) El peŕıodo y
frecuencia angular de cada una.
Solución: La función h(x) no tiene paridad definida, pues al reflejarla respecto
al eje y no se ve igual ni invertida. El peŕıodo de esta función es T = 2 y ω = π.
Por otra parte, la función f(x) es par, pues el reflejo la deja igual, además,
T = π y ω = 2. Por el contrario, g(x) es impar, porque el reflejo la invierte.
De esta manera, concluimos que T = 2 y ω = π.
5.3. Series de Fourier
Tras haber estudiado algunos conceptos previos, ahora estamos preparados para
definir una serie de Fourier. Hay básicamente dos tipos de series de Fourier, las cuales
son totalmente equivalentes. La primera usa una expansión en términos de senos y
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5.3.1. Descomposición como senos y cosenos
Siendo f(t) una función periódica con peŕıodo T y frecuencia angular ω, entonces,
f(t) posee una representación en términos de senos y cosenos de la forma






bn sin(nωt) , (5.23)
donde a0, an y bn son coeficientes por determinar. Es importante decir que estos
coeficientes dependerán únicamente del ı́ndice n, pero no pueden depender de la
variable t. Ahora bien, este libro se restringirá al estudio de las funciones reales.
Una comparación entre las ecuaciones (5.7) y (5.23) nos permite concluir que las
funciones cos(nωt) y sin(nωt) forman una base para las series de Fourier, por lo cual
se satisfacen las relaciones de ortogonalidad (5.21a) (5.21c).
La principal idea detrás del método de series de Fourier es encontrar los co-
eficientes que acabamos de mostrar, estudiar sus propiedades, y entender cómo la
expresión anterior nos ayuda a entender y analizar diversos sistemas que aparecen
en la ingenieŕıa y la f́ısica.
Para encontrar estos coeficientes, usaremos las relaciones (5.21a) (5.21c), descri-
tas previamente. El proceso es el siguiente: para encontrar a0, integramos primero























bn sin(nωt)dt . (5.24)
Como los coeficientes no dependen de t, los podemos sacar de la integral; intercam-


































Como se indicó, y de acuerdo con la ecuación (5.21a), la segunda integral se cancela
—también se puede verificar por simple integración—. Asimismo, la tercera integral
también es nula, porque la función integrada es impar. Como la primera integral da








f(t) dt . (5.26)
Ahora, para encontrar los coeficientes an, debemos multiplicar la ecuación (5.23)











































sin(nωt) cos(mωt) dt . (5.27)
De manera similar al caso anterior, la primera integral se cancela por ortogonalidad,
y la tercera se cancela por la relación (5.21c). Aśı, como, de acuerdo con la relación













En la parte derecha podemos notar que la expresión δm,n únicamente sobrevive
cuando m = n, lo que hace que el único término que no se anula en la suma sea,









f(t)cos(nωt) dt . (5.29)
Por otra parte, el término bn se encuentra multiplicando la ecuación (5.23) por la
expresión sin(mωt) y luego realizando la integral sobre el mismo dominio. Con ayuda








f(t)sin(nωt) dt . (5.30)
Una vez la función f(t) y su peŕıodo T sean conocidos, las relaciones (5.26), (5.29)
y (5.30) pueden utilizarse para calcular los coeficientes que describen la serie.
Nota importante: es importante mencionar que las integrales (5.26), (5.29) y
(5.30) que decriben los coeficientes a0, an y bn, respectivamente, también se pueden
realizar entre los ĺımites [0, T ]. Acá se usaron los ĺımites [−T2 ,
T
2 ], porque es más
fácil usar las propiedades de paridad de la función para simplificar los cálculos. Las
condiciones de paridad de la función f(t) permiten que esto sea posible.
Notemos que, por los resultados de la subsección 5.2.1 y las expresiones encon-
tradas para calcular los coeficientes, algunas relaciones se pueden deducir entre los
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• Como estamos asumiendo que f(t) es real, a0, an y bn son reales.
• El término a0 representa el valor promedio de la función.
• Si f(t) es par, podemos asegurar que bn = 0.
• Si f(t) es impar, podemos concluir que a0 = 0 y an = 0.
• Aunque el término a−n no se utiliza porque n ≥ 1 en la ecuación (5.23),
podemos concluir de la ecuación (5.29) que an = a−n. Esto implica que el
término an únicamente puede tener potencias pares de n.
• Por un motivo similar al anterior, el término bn únicamente tendrá potencias
impares de n.
• Si f(t) no tiene paridad definida, no podemos asegurar que algunos de sus
coeficientes se anulen —se deben calcular expĺıcitamente—. Es de esperarse,
además, que la serie tenga tanto potencias pares como impares de n.
5.3.2. Descomposición como exponenciales complejas
Recordemos que los senos y cosenos se pueden expresar en términos de la ex-
ponencial compleja mediante la relación eiθ = cos θ + i sin θ. De esta manera, uno
esperaŕıa que la relación (5.23) también pueda expresarse como una suma de expo-















; por lo tanto, en la
expansión como senos y cosenos la inclusión de las contribuciones negativas de n ya
está expĺıcita. De nuevo, una comparación con la ecuación (5.7) nos permite concluir
que las funciones einωt son los elementos base para nuestra expansión anterior, donde
la expresión (5.22) describe las relaciones de ortogonalidad.
Ahora, vamos a demostrar que las expresiones (5.23) y (5.31) no solo son dos
formas correctas de expandir una función periódica, sino que son, además, dos for-
mas equivalentes. Para hacer esto, partimos la ecuación (5.31) en tres términos: los












inωt + c0 . (5.32)
Ahora, en la primera suma cambiamos el ı́ndice de n a m = −n, con lo cual obtene-
mos, como los nuevos ĺımites de la suma, [1,∞). Ahora, en la segunda suma renom-
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Agrupando los términos con coseno y seno, y renombrando el ı́ndice m de nuevo
como n, concluimos que:
f(t) = c0 +
∞∑
n=1
(cn + c−n) cos(nωt) +
∞∑
m=1
i(cn − c−n) sin(nωt) . (5.34)
Ahora, comparando esta relación con la ecuación (5.23), deducimos que:
a0 = c0 , an = cn + c−n , bn = i(cn − c−n) . (5.35)
De esta forma, concluimos que las dos expansiones indicadas son equivalentes; en
otras palabras, que contienen la misma información.
Queda al lector verificar que las relaciones mostradas en la ecuación (5.35) tam-
bién se pueden invertir para encontrar













Ahora bien, notemos que, como a0, an y bn son reales —debido a que f(t) es real—,
tenemos la relación c−n = c
∗
n. No hay por qué esperar que los coeficientes cn y c−n
sean reales, aunque toda la expansión (5.31) śı debe ser real.
La forma de calcular los coeficientres cn también se basa en las relaciones de
ortogonalidad. Para hallarlos, primero multiplicamos la ecuación (5.31) por e−imωt,









Ahora, usando la condición (5.22), reducimos la expresión anterior a:∫ T/2
−T/2
e−imωtf(t) dt = T
∞∑
n=−∞
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Aqúı, el término c0 se escribió de manera independiente. De hecho, normalmente
se calcula por aparte. Recordemos que las integrales anteriores también se pueden
realizar en el intervalo [0, T ], con lo cual se obtienen los mismos resultados.
Teniendo en cuenta las relaciones (5.35) y (5.36) y el hecho de que la función
f(t) es real, podemos concluir lo siguiente:
• Los coeficientes cn y c−n son complejos y satisfacen la condición c−n = c∗n.
• El término c0 representa el valor promedio de la función.
• Si f(t) es par, podemos asegurar que cn = c−n. Como, adicionalmente, c−n =
c∗n, los elementos cn serán puramente reales.
• Si f(t) es impar, podemos concluir que cn = −c−n. Como, adicionalmente,
c−n = c
∗
n, los términos cn serán puramente imaginarios.
• Como consecuencia de lo anterior, mientras que las potencias pares que apa-
recen en cn siempre serán reales, las impares serán imaginarias.
• Si f(t) no tiene paridad definida, los coeficientes cn serán complejos y existirán
tanto potencias pares como impares de n.
Ejemplos de la sección 5.3
1. Calculemos la serie de Fourier, en términos de senos y cosenos, de cada una
de las dos señales periódicas mostradas en la Figura 5.1.
Figura 5.1. Señales correspondientes a dos voltajes periódicos. El voltaje está dado en voltios y el
tiempo en segundos.
Solución: Comencemos con la señal mostrada en la parte izquierda. Primero,
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Además, vemos que la función toma el valor V1 = 6 V para el intervalo [−2, 0)
y V1 = −6 V para el intervalo [0, 2). Omitiremos las unidades por facilidad,
pero recordemos que el voltaje estará dado en voltios y el tiempo en segundos.
Ahora, para encontrar los coeficientes, usamos las relaciones (5.26), (5.29)
y (5.30). Sin embargo, podemos notar que, como la función es impar, a0 =
an = 0 —el lector puede confirmar estos resultados, se deja como ejercicio—.
Únicamente hay que calcular los coeficientes bn, cuya relación viene dada por


















A continuación, partimos la integral para poder introducir el valor de V1(t) = 6





























Ahora, como n es un número entero, el término cos(nπ) vale −1 cuando n es
impar y +1 cuando n es par. Esto lo podemos escribir de la forma (−1)n. De









− 24nπ , n impar
0 , n par
.
Con este resultado, podemos usar la relación (5.23) para expresar la serie
buscada restringiendo la suma a valores impares de n. No obstante, podemos
simplificar un poco el resultado usando el siguiente análisis: como los valores
pares de n se anulan, solo incluiremos los valores impares usando el cambio
de variable n = 2k+ 1 —esto asegura que n siempre sea impar para cualquier
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Para desarrollar la serie de Fourier de la segunda señal nos damos cuenta de
que el peŕıodo y la frecuencia son los mismos de la función anterior. Aśı, es
fácil notar que la función V2(t) es par, y, entonces, que bn = 0. Usando la


















Finalmente, para calcular los coeficientes an, usamos la ecuación (5.29) y apro-


















De nuevo, los coeficientes pares —n par— se anulan, pero los impares —n
impar— dan an = − 8n2π2 . Reemplazando nuestros resultados en la ecuación











2. Usando los resultados anteriores, expresemos V1(t) y V2(t) como una serie de
la forma (5.31).
Solución: Para resolver este ejercicio, en vez de calcular los coeficientes me-
diante las fórmulas que involucran las integrales, usamos las relaciones (5.36).
Aśı, para V1(t), encontramos que:
































Dejaremos el resultado aśı, aunque un cambio de variable de la forma n =
2k+ 1 y subsecuentes simplificaciones permiten escribir la serie encontrada en
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Ahora, para V2(t), encontramos:
















3. Encontremos las series de Fourier, en términos de exponenciales complejas, de
las siguientes dos funciones:
f(x) = x− 1 , −0,5 ≤ x < 0,5 ; g(x) = e
1
3
x , 0 ≤ x < 2π .
Las funciones de ah́ı en adelante se repiten con el peŕıodo dado.
Solución: Para la primera función, aplicamos las relaciones (5.31), donde






































Entonces, de acuerdo con ecuación (5.31), podemos escribir f(x) de la siguiente
manera:








n6=0 . . . significa que sumamos todos los posibles valores
enteros de n con excepción del término n = 0.
Ahora, para la segunda función, vemos que T = 2π y ω = 1. Sin embargo,
en este caso es más conveniente hacer la integración entre 0 y T , lo cual










































































4. Usemos las relaciones (5.36) para encontrar los coeficientes a0, an y bn de las
dos funciones anteriores.
Solución: Para estos casos, vemos que:
a0(f) = c0(f) = −1 ,





























y, por tanto, que:







(1 + 3in) +
3(e2π/3 − 1)
2π(1 + 9n2)

















5.4. Propiedades de las series de Fourier
En esta sección veremos algunas relaciones importantes entre los coeficientes que
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deben tomar las series estudiadas y simplificar el análisis. Además, veremos varias
propiedades matemáticas que nos permitirán extraer información importante sobre
las funciones que estamos estudiando.
5.4.1. Relaciones entre los coeficientes
Como se mencionó anteriormente, existen ciertas relaciones entre los coeficientes
que determinan las series de Fourier. Aunque las relaciones más importantes fueron
mencionadas en la sección anterior, vale la pena recordarlas y utilizar los ejemplos de
la sección 5.3 para ver cómo se aplican estas relaciones a los coeficientes de algunas
funciones particulares.
En los ejemplos 1 y 4 de la sección 5.3 calculamos los coeficientes que describen
las expansiones en series de Fourier de cuatro funciones en forma de senos y cosenos.
Las propiedades más importantes que satisfacen sus coeficientes fueron descritas en
la página 132. Miremos cómo estas propiedades se aplican a estas cuatro funciones:
• Vemos que los coeficientes de todas las funciones son reales.
• Es de esperarse que el coeficiente a0 de V1(t) sea 0, porque, al ser impar, su valor
promedio debe ser nulo. Por otro lado, de la figura 5.1 se ve claramente que
el valor promedio de V2(t) es 1. Además, los valores promedio de las funciones
f(x) y g(x) son −1 y 3(e
2π/3−1)
2π , respectivamente.
• Como V2(t) es par, bn = 0.
• Como V1(t) es impar, a0 = an = 0.
• Podemos verificar que los coeficientes an de V2(t) solo tienen potencias pares
de n —inversamente cuadráticas, en este caso—.
• Además, los coeficientes bn en V1(t) son inversamente lineales en n —con po-
tencias impares exclusivamente—.
• Notemos que en los coeficientes de las fuciones f(x) y g(x) aparecen tanto
potencias pares como impares de n.
Además, podemos usar los ejemplos 2 y 3 de la sección 5.3 para mirar cómo las
propiedades establecidas en la página 135 se aplican a los coeficientes de funciones
expandidas como exponenciales complejas:
• Todos los coeficientes son complejos y satisfacen la condición c−n = c∗n.
• El término c0 representa el valor promedio de cada función, tal como en el
análisis anterior.
• Como V2(t) es par, podemos asegurar que cn = c−n, siendo estos puramente
reales.
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• Consecuentemente, los coeficientes de V2(t) solo tienen potencias pares de n.
• En los coeficientes de V1(t), solo aparecen potencias impares de n.
• En las funciones f(x) y g(x), sin paridad definida, los coeficientes cn son com-
plejos y existen tanto potencias pares como impares de n.
Otra propiedad importante entre los coeficientes de Fourier se aplica a las derivadas
de una función periódica f(t). No obstante, esta propiedad es más clara para la
expansión en forma de exponenciales complejas. Usando la ecuación (5.39), vemos







f ′(t)e−inωtdt . (5.40)




























Aqúı, el primer término es cero, y para verificarlo vemos que, como f(t) es periódica,









2 = f(T/2)(e−inπ − einπ)
= −2if(T/2) sin(nπ) = 0 . (5.42)
Por otro lado, el segundo término implica que:
cn(f
′) = inωcn(f) . (5.43)
De forma general, integrando por partes varias veces, se puede concluir que:
cn(f
(m)) = (inω)mcn(f) . (5.44)
El término c0(f
(m)) se recomienda hacerlo por aparte.
Ahora, las relaciones entre los coeficientes an y bn para las derivadas de f(t) no
son tan claras. Sin embargo, se pueden obtener los siguientes resultados —se deja la













+(nω)mbn(f) , m = 1, 5, 9, . . .
−(nω)man(f) , m = 2, 6, 10, . . .
−(nω)mbn(f) , m = 3, 7, 11, . . .





−(nω)man(f) , m = 1, 5, 9, . . .
−(nω)mbn(f) , m = 2, 6, 10, . . .
+(nω)man(f) , m = 3, 7, 11, . . .
+(nω)mbn(f) , m = 4, 8, 12, . . .
. (5.45b)
Nota importante: notemos que una función f(t) y sus derivadas f (m)(t) poseen el
mismo peŕıodo. Por este motivo, las relaciones entre los coeficientes de una función
y sus derivadas son únicamenete válidas si todas son definidas dentro del mismo
peŕıodo.
5.4.2. Convergencia
Aunque ya tenemos un conjunto de fórmulas válidas para calcular los coeficientes
de Fourier, no tenemos ninguna garant́ıa de que la suma de todos sus coeficientes, de
acuerdo con las sumas establecidas en las ecuaciones (5.23) y (5.31), converjan a la
función. En esta subsección estudiaremos brevemente algunas condiciones importan-
tes para que estas sumas converjan hacia las funciones que pretenden representar.
Convergencia uniforme
Siendo f(t) una función periódica de peŕıodo T definida a través de la ecuación






Ahora, la serie de Fourier de la función f(t) es uniformemente convergente si
podemos encontrar un entero m tal que
|SN (t)− f(t)| < ε (5.47)
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En otras palabras, la serie
∑
n cne
inωt converge uniformemente si, después de
sumar cierto número de términos, la diferencia entre la función y su serie siempre es
menor a cierto valor.
Adicional a esto, la convergencia uniforme de una serie de Fourier está asociada
a otras propiedades de la función f(t). Algunas de ellas son:
• Si la segunda derivada de f(t) es continua, entonces la serie de Fourier de la
función f(t) es uniformemente convergente [1].
• Si la serie de Fourier de f(t) es uniformemente convergente, sus coeficientes
cn, para n > 0, satisfacen la propiedad |cn+1| ≤ |cn|. En otras palabras, sus
coeficientes son cada vez más pequeños.




′(t)|dt es finita), entonces su serie de Fourier converge uniformemente
en el intervalo [a, b] [2].
Semiconvergencia







es semiconvergente si converge a la función f(t), pero puede ocurrir que la suma
para n < 0 y para n > 0 diverjan por separado.
Muchas de las funciones periódicas que hemos considerado presentan disconti-
nuidades, especialmente en la frontera —justo cuando un nuevo ciclo comienza—.
En este caso, podemos definir la variación de una función entre un intervalo [a, b],




|f(xi+1)− f(xi)| , (5.49)
donde a = x0 < x1 < . . . < xN+1 = b es una partición arbitraria del intervalo [a, b].
Una partición significa, como su nombre lo indica, que el intervalo [a, b] es dividido
en varias partes —en este caso N—. La Figura 5.2 muestra la partición de una
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Figura 5.2. Variación de una función en el intervalo [−3, 3].





= |f(−3)− f(−2,2)|+ |f(−2,2)− f(−1−)|+ |f(−1−)− f(−1+)|
+ |f(−1+)− f(0−)|+ |f(0−)− f(0+)|+ |f(0+)− f(1)|
+ |f(1)− f(2)|+ |f(2)− f(3)|
= | − 2,2 + 1,4|+ |1,4 + 2|+ |2− 0|+ |0− 1,6|+ |1,6 + 1,4|
+ | − 1,4− 1,6|+ |1,6− 0|+ |0− 1|
= 0,8 + 3,4 + 2 + 1,6 + 3 + 3 + 1,6 + 1 = 16,4 . (5.50)
Ahora, si una función f(t) posee variación acotada a lo largo de su peŕıodo —su
variación tiene una cota superior que es finita—, podemos asegurar que la serie







en todo punto t sobre la recta real [2]. Recordemos que t+ y t− denotan, de manera
respectiva, los valores de la función al acercarse por la derecha y por la izquierda.
Notemos que cuando la función es continua en t = t0, f(t
+
0 ) = f(t
−
0 ). Sin embargo,
bajo la presencia de una discontinuidad en t0, f(t
+
0 ) 6= f(t
−
0 ).
Como caso particular, si la función f(t) posee variación acotada, y además es
continua a lo largo de su peŕıodo, la semiconvergencia de f(t) se traduce a conver-
genica uniforme [2]. Claramente, la convergenica uniforme es un criterio mucho más
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5.4.3. Relación de Parseval
Existe una relación de bastante aplicabilidad entre los coeficientes de una serie
de Fourier y la función a la cual están asociados. Siendo f(t) una función de peŕıodo
T y cn sus coeficientes —complejos— que aparecen en su expansión como exponen-
ciales complejas —ecuación (5.31)—, la función y sus coeficientes están relacionados









Ahora, aunque nos hemos enfocado en analizar las series de Fourier de funciones
reales, esta relación se puede generalizar a funciones complejas. Recordemos que
la expresión |z|2 denota zz∗. Cuando f es real, la expresión |f(t)| denota el valor
absoluto de la función.
Usando las relaciones (5.35) entre los coeficientes, también podemos escribir la













Finalmente, es importante mencionar que las expresiones que acabamos de mostrar
representan la potencia media de una señal, lo cual es de suma importancia para el
análisis de señales. En general, si tenemos una señal periódica χ(t) con una expansión












Nota importante: como es usual, las integrales en las relaciones (5.52) y (5.53)
también se pueden realizar dentro del intervalo [0, T ].
Ejemplos de la sección 5.4
1. Para verificar cómo la suma de los coeficientes se aproxima cada vez más a la
función representada, analicemos la señal, denotada por V1(t), estudiada en el
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Acá, N representa el máximo número de coeficientes que se tienen en cuenta
en la suma. Claramente, en la práctica no podemos sumar un número infinito
de términos, pero nos podemos aproximar a V1(t) tanto como queramos; aśı,
cuando N → ∞, tenemos que V1(t,N) = V1(t). De este modo, la Figura 5.3
muestra cómo la función V1(t,N) se aproxima cada vez más a V1(t) cuando
incrementamos el valor de N . Acá, la serie que describe la señal V1(t) es semi-
convergente —se puede notar en la gráfica, ya que la función posee variación
acotada—; no obstante, no es uniformemente convergente porque es discon-
t́ınua en su peŕıodo —la segunda derivada no existe en todos los puntos a lo
largo del peŕıodo—.
Figura 5.3. Podemos visualizar cómo la función V1(t,N) se aproxima cada vez más a V1(t) a medida
que aumentamos el valor de N —comparar con la Figura 5.1—.
2. La función g(x) = e
1
3
x del ejemplo 3 de la sección 5.3 es uniformemente con-
vergente en el intervalo [0, 2π). Veamos cómo es que las tres propiedades es-
tablecidas en la página 143 se cumplen:
• La segunda derivada de g(x) es g′′(x) = 19e
1
3
x, la cual es continua en el
intervalo [0, 2π).












• Como g(x) es continua en el intervalo [0, 2π) y su derivada g′(x) = 13e
1
x















= e2π/3 − 1 ,
g(x) converge uniformemente. La Figura 5.4 muestra cómo la suma g(x,N) =∑N
n=−N cne










5.4. Propiedades de las series de Fourier 147
Figura 5.4. Podemos visualizar cómo la función g(x,N), de peŕıodo T = 2π, se aproxima cada vez
más a g(x) a medida que aumentamos el valor de N .
3. Consideremos la función f(t) = t2 definida entre−1 y 1 con peŕıodo T = 2. Sus
coeficientes de Fourier son c0 =
1




A partir de esto: (a) Usemos este resultado para calcular los coeficientes de la
función g(t) = t definida en el mismo intervalo con el mismo peŕıodo.
Solución: La frecuencia de la función es ω = π. Es fácil anticipar que c0(g) =
0, debido a que la función es impar. Ahora, para calcular los coeficientes
cn(g), aprovechamos la ecuación (5.43), ya que ambas funciones poseen el




dt ; y usando














Un cálculo expĺıcito de cn(g) a través del método tradicional muestra que esta
relación se mantiene —se deja como ejercicio verificarlo—.
4. Al considerar la función f(x) periódica definida en el intervalo (0, 2π] como
f(x) =
{
1/2 , 0 < x ≤ π
−1/2 , π < x ≤ 2π
,
(a) Discutamos brevemente el tipo de señal que representa. (b) Calculemos su
serie de Fourier —usar cualquiera de las dos representaciones—. (c) Calcule-










Solución: (a) La función representa una señal cuadrada, con amplitud 1/2,
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(b) Aunque es más conveniente utilizar la expansión como senos y cosenos, cal-




























































Además, usando senos y cosenos, vemos que a0 = c0 = 0; y los términos an se
anulan porque f(x) es impar. Aunque podemos utilizar las relaciones (5.35)
para encontrar bn, lo haremos directamente a través de la integral. Ahora, con

































Ahora bien, es fácil verificar que las relaciones (5.35) reproducen correctamente
las relaciones entre los coeficientes que describen las dos representaciones.










2 sin[(2k + 1)x]
(2k + 1)π
.
En la última relación volvimos a hacer el cambio de ı́ndice n = 2k + 1 para
sumar únicamente sobre los coeficientes impares de n, ya que los pares no

















Por lo tanto, tenemos tres formas distintas y equivalentes de calcular la po-












































































Y tercero, a través de los coeficientes a0, an y bn, obtenemos el mismo resultado
anterior:































Ahora, utilizamos el cambio de ı́ndice n = 2k + 1, bajo el cual la expresión


















Ejercicios del caṕıtulo 5
1. Verifique mediante integración que los coeficientes a0 y an de la señal V1(t)
mostrada en el ejemplo 1 de la sección 5.3 son nulos.
2. Verifique las relaciones (5.45a) y (5.45b). Puede hacer una integración por
partes de los coeficientes, aunque es más fácil usar las relaciones (5.35) e
implementarlas en la ecuación (5.44).
3. Encuentre la serie de Fourier de la función f(x) = x2, 0 ≤ x < 2π, y de ah́ı









150 Caṕıtulo 5. Series de Fourier
4. Teniendo en cuenta que para la función f(x) = |x|, −3 ≤ x < 3, y que de ah́ı
en adelante se repite con peŕıodo 6, calcule la serie de Fourier de la forma de
exponenciales complejas.
5. Encuentre la serie de Fourier —en forma de senos y cosenos y en forma
exponencial— de la función descrita por la siguiente gráfica:
6. La forma de ángulo fase de una serie de Fourier para una función f(x) es una
forma alternativa de expresar una serie de Fourier y se define como:
f(x) = a0 +
∞∑
n=1





n, φn = arctan(−bn/an) y ω = 2π/T . Halle la serie en forma




1 , 0 ≤ x < 1
0 , 1 ≤ x < 2
f(x+ 2n) , x ≥ 2, x < 0, n ∈ Z
b) La función descrita por la figura:
7. Calcule la serie de Fourier en forma de ángulo fase de la función definida por
trozos f(t) = 0, 0 ≤ x < 1 y f(t) = x − 1, 1 < x < 2 —y de ah́ı en adelante










8. Definamos la función g(x) como g(x) = x4, −π ≤ x < π con peŕıodo 2π. A
partir de esto:
(a) Encuentre los coeficientes de Fourier para expresar g(x) como una serie
de Fourier.






con N = {2, 5, 20}, y dese cuenta de que la función converge a gN (x) =
g(x) = x4 cuando N →∞.













Ejercicios aplicados a la f́ısica y la ingenieŕıa










cos(nπ). ¿Cuál es el peŕıodo de la función? (b) Evalúe la función en









10. Definamos la función g(x) como g(x) = x3, π ≤ x < π con peŕıodo 2π. Ade-







A partir de esto: (a) Encuentre los coficientes de Fourier para expresar g(x)






con N = {2, 5, 20} y dese cuenta de que la función converge a gN (x) = g(x) =
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(−1)n y bn = 0, demuestre que ζ(2) = π
2
6
y ζ(4) = π
4
90 . Ayuda: para demostrar la primera expresión, evalúe h(x) en
x = π; para la segunda, considere la relación de Parseval en la misma función.
(d) Use los resultados anteriores para demostrar que ζ(6) = π
6
945 .
11. En un osciloscopio se registra una señal peŕıodica. La señal muestra la va-
riación del voltaje en función del tiempo, donde la función mostrada, en el
intervalo −t0 ≤ t ≤ t0, está dada por la función V (t) = V0(t/t0)2 —V0 y
t0 son constantes—, repitiéndose hacia la izquierda y hacia la derecha con el
mismo periodo. Interprete el significado de V0 y t0 y exprese el voltaje como
una serie de Fourier usando la forma exponencial y en términos de senos y
cosenos.
12. Cuando se resuelve la ecuación de Laplace en simetŕıa ciĺındrica, aparecen
unas funciones especiales llamadas las funciones de Bessel. Una de estas es







ex cos tdt .
Para encontrar la serie de Taylor de esta función con ayuda de las series de





, α ∈ R .
Como f tiene periodo de 2π, puede ser expresada como una serie de Fourier.
(a) Integrando por partes, demuestre la relación de recurrencia entre los coefi-
cientes cn de Fourier de f(t): cn+1 =
α
n+1cn, n 6= −1. (b) Muestre que c−1 = 0,
calculándolo directamente. (c) Deduzca que para n ≤ −1, cn = 0. (d) Usando





(e) Calcule c0 —puede utilizar los métodos aprendidos en variable compleja—.





















13. Una caja bidimensional de dimensiones 0 ≤ x ≤ a y 0 ≤ y < ∞ está aislada
térmicamente. La temperatura dentro de la caja satisface la siguiente relación:





donde Bn son unos coeficientes por determinar.
(a) Encuentre la temperatura dentro de la caja si T (x, 0) = T0 para 0 < x < a.
(b) Encuentre la temperatura dentro de la caja si T (x, 0) = T0x
2/a2 para
0 < x < a.
14. Repita lo mismo del ejercicio anterior cuando T (x, 0) = T0.
15. Haga lo mismo cuando T (x, 0) = T0x/a. Analice además la temperatura en el







16. Haga lo mismo cuando T (x, 0) = T0 sin(9πx/a).
Aplicaciones numéricas
17. Consideremos la siguiente función: f(x) = x/(x4 + 4), 0 ≤ x < 2π —y se
repite de ah́ı en adelante con peŕıodo 2π—. Desafortunadamente, si aplicamos
las fórmulas usuales para los coeficientes, las integrales no se pueden calcular
usando las herramientas del cálculo integral. Se deben implementar entonces
métodos numéricos para desarrollarlas. Teniendo esto en cuenta:
a) Determine numéricamente los términos c−15, c−14, . . . , c15 —son 31 en
total— que aparecen en la serie en forma de exponenciales complejas.
Escŕıbalos en una tabla. En la tabla también incluya los coeficientes an
y bn que aparecen en la expansión, como senos y cosenos, usando las
relaciones entre los coeficientes. Use cuatro cifras decimales.
b) ¿Qué relación hay entre los términos positivos y negativos en cn? Por
ejemplo, ¿entre c−5 y c5?
c) Calcule la magnitud de cada coeficiente, |cn| =
√
cnc∗n. Añada esta infor-
mación a su tabla. ¿Qué sucede a medida que n se hace más grande? ¿Por
qué no hay necesidad de calcular los términos |c−n|? ¿Cómo se relacionan
|cn| y |c−n|?
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Grafique las funciones S(x, 2), S(x, 5), S(x, 10) y S(x, 15). ¿Se aproxi-
man cada vez más las series a la gráfica original cuando aumentamos el
número de términos? Explique por qué. Tenga en cuenta sus resultados
anteriores. Nota: se puede usar la gráfica usando la versión exponencial
o en términos de senos y cosenos; la gráfica debe ser la misma.
18. Haga lo mismo del punto anterior para la función con peŕıodo T = 2π, definida
como f(t) = 100t/(t2 sin t+ 4t− 10) en el intervalo [−π, π).
19. Haga lo mismo usando la función de peŕıodo T = 2, definida como f(y) = e−y
2
en el intervalo 0 ≤ y < 2.
Ejercicios avanzados
20. Encuentre la serie de Fourier de la función h(x), definida como:
h(x) = x cosx , −π ≤ x ≤ π ,
con peŕıodo T = 2π, usando exponenciales complejas. Use la relación entre
cn y {an, bn} para encontrar bn y verificar que an = 0. Sugerencia: expanda
e−inωx en términos de senos y cosenos, y luego aplique propiedades de paridad.
Considere además los casos n = ±1 por separado.
Nota: Para realizar los siguientes ejercicios se necesitan técnicas para resol-
ver ecuaciones diferenciales parciales mediante separacion de variables, aśı
como conceptos de electrostática. En el último ejercicio se deben conocer las
propiedades de la función delta de Dirac —véase la subsección 6.2.2—.
21. En ausencia de cargas eléctricas, el potencial electrostático en una caja bidi-







con las siguientes condiciones de frontera: φ(0, y) = φ(L, y) = 0, φ(x,∞) = 0 y



























22. En ausencia de cargas eléctricas, el potencial electrostático en una caja bidi-







con las condiciones de frontera: φ(−L/2, y) = φ(L/2, y) = 0, φ(x,∞) = 0 y
φ(x, 0) = V0 + E0x, −L/2 ≤ x ≤ L/2. Demuestre que los campos eléctricos















































23. Nota: Para este ejercicio se requiere el concepto de la función Delta de Dirac
—véase el caṕıtulo 6—. Una cuerda está sujeta por sus dos extremos x = 0 y









donde v representa la velocidad de propagación. La cuerda se hace vibrar
mediante un impulso agudo en x = a (0 < a < L). Por lo tanto,





= Lv0δ(x− a) .
Resuelva la ecuación diferencial con estas condiciones iniciales, y muestre,
además, que la velocidad transversal está dada por
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Funciones especiales y el teorema de convolución
6.1. Conceptos previos
Temas previos: funciones por trozos, función valor absoluto, integrales impropias.
Taller preliminar
1. Grafique las siguientes funciones definidas por trozos:
f1(x) =

1 , x < −1
x , −1 ≤ x ≤ 1
x2 , x > 1
, f2(x) =
{
x , x ≥ 0




0 , x+ 5 ≥ 0





, −3 ≤ x ≤ 3
0 , x > 3 o x < −3
.
2. La función f2(x) definida en el punto anterior se conoce como la función valor
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Respuestas al taller preliminar





Existen muchas funciones que merecen un tratamiento particular debido a su
gran utilidad y propiedades. En esta sección se estudiarán algunas de ellas. Es im-
portante entender estas funciones porque serán utilizadas más adelante. Si el lector
ya está familiarizado con algunas de ellas, puede omitir su estudio, aunque se reco-
mienda realizar los ejercicios.
6.2.1. Función valor absoluto
Aunque ya fue introducida en el taller preconceptos, vale la pena dedicarle aten-
ción especial a esta función. La función valor absoluto de x se define de esta manera:
|x| =
{
x , x ≥ 0
−x , x < 0
. (6.1)
Figura 6.1. Izquierda: función valor absoluto. Derecha: su derivada.
En otras palabras, lo que hace la función valor absoluto es tomar siempre el
valor positivo del argumento —x en este caso—. Ahora, para obtener la derivada,






1 , x ≥ 0
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Ahora, de las definiciones y la Figura 6.1 se puede concluir lo siguiente:
• La función valor absoluto es par, mientras que su derivada es impar.
• La función |x| siempre es continua, pero |x|′ es discontinua en x = 0.
• La función valor absoluto satisface la propiedad |x| = | − x|.
Lo que más nos interesa sobre la función valor absoluto es cómo realizar integrales que
contengan esta función. Comencemos con un ejemplo sencillo, evaluando la integral∫ a
−a |x|dx, donde a es un número positivo. Una forma sencilla de realizarla es dán-
donos cuenta de que, como |x| es par, podemos asegurar que
∫ a
−a |x|dx = 2
∫ a
0 |x|dx.
Ahora, notemos que el dominio de integración implica que 0 ≤ x ≤ a. Como x siem-
pre es positivo en este dominio, podemos deducir, a partir de la ecuación (6.1), que
|x| = x. Por lo tanto,
∫ a
−a |x|dx = 2
∫ a






1. Evaluemos la integral ∫ 4
−4
e|x−2|x dx .
Solución: Antes de realizarla, es importante aclarar que, aunque |x − 2| =
|2−x|, esta función no es par, aśı que no podemos partir la integral de 0 a 4 y
multiplicarla por 2. Lo primero que se debe hacer es entender lo que significa
la expresión |x− 2|. Aśı, de la definición, concluimos que:
|x− 2| =
{
x− 2 , x− 2 ≥ 0
−(x− 2) , x− 2 < 0
=
{
x− 2 , x ≥ 2
−x+ 2 , x < 2
.










Usando la definición de |x − 2|, reescribimos cada una de las 2 integrales, y,
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De aqúı en adelante, las integrales se hacen de la manera habitual aplicando
la integración por partes. Se deja al lector verificar que el resultado es −3e6 +
3e2 − 4.




|x− 1|| − 3x− 6| dx .
Solución: Esta integral es más complidada por la aparición de dos funciones
valor absoluto. Lo primero que hacemos es identificar que |−3x−6| = |3x+6|.
Ahora, usando la definición del valor absoluto, se deja al lector verificar que
|x− 1| =
{
x− 1 , x ≥ 1
−x+ 1 , x < 1
, |3x+ 6| =
{
3x+ 6 , x ≥ −2
−3x− 6 , x < −2
.
Al contrario que en la integral anterior, hay dos puntos de interés en vez de
uno, los puntos x = −2 y x = 1. Entonces, la integral se debe partir con




|x− 1|| − 3x− 6| dx =
∫ 10
−6










. . . .
Ahora, reemplazamos cada función valor absoluto por su respectivo valor en




(−x+ 1)(−3x− 6) dx+
∫ 1
−2








(3x2 + 3x− 6)dx−
∫ 1
−2
(3x2 + 3x− 6)dx+
∫ 10
1
(3x2 + 3x− 6)dx .
De nuevo, la integral se hace de la manera usual, y el resultado es I = 1243.
6.2.2. La función Delta de Dirac
La función Delta de Dirac es una de las funciones más importantes de este caṕı-
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una esfera de radio R posee una masa m. Si la masa está distribúıda de manera uni-




es el volumen de la esfera. Sin embargo, como no existe masa fuera de la esfera, la





, r ≤ R
0 , r > R
, (6.3)
donde r es la distancia radial al centro de la esfera. Ahora, imaginémonos que la esfera
la hacemos cada vez más pequeña, conservando, por supuesto, la misma masa. Es
fácil notar que cuando R es cada vez más pequeño, la densidad toma valores más
grandes. En particular, cuando R → 0, la densidad es infinita. No obstante, sin
importar el tamaño de la esfera, hay algo que no cambia, y es el valor de su masa.
Como la masa se obtiene integrando la densidad, se concluye que m =
∫
ρ(r)dV .
Esto es particularmente extraño, porque una función que es infinita —la densidad,
en este caso, cuando R→ 0— da un valor finito —la masa— cuando es integrada.
La función Delta de Dirac surge como una forma de modelar este tipo de sis-
temas, por ejemplo, part́ıculas puntuales masivas. En particular, cuando se trabaja
exclusivamente en una dimensión, definimos la función Delta de Dirac como:1
δ(x) =
{
∞ , x = 0
0 , x 6= 0 ,
(6.4)
con la propiedad ∫ ∞
−∞
δ(x) dx = 1 . (6.5)
Otras propiedades importantes de la función Delta de Dirac son las siguientes (a∈R):
δ(x− a) =
{
∞ , x = a
0 , x 6= a
, (6.6a)∫ ∞
−∞
δ(x− a) dx = 1 , (6.6b)∫ ∞
−∞





1Formalmente, la función delta de Dirac es una distribución —o función generalizada—. Dado
que un análisis exhaustivo de la teoŕıa de distribuciones se sale del contenido de este libro, seguiremos
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Nota importante: en este momento es importante aclarar algo sobre las ecuacio-
nes (6.6b) y (6.6c). Notemos que la integral se define entre −∞ e ∞. No obstante,
el resultado también se puede obtener bajo distintos ĺımites de integración. Recor-
demos que la expresión δ(x − a) indica que la función vale 0, a menos que x = a.
Los mismos resultados se pueden obtener si a está dentro del dominio de integra-
ción; si el dominio de integración no encierra a a, el resultado de la integral es cero.
Obviamente, el hecho de que los ĺımites de integración sean −∞ e ∞ asegura que
a siempre está contenido en el dominio de integración.
Ahora estamos interesados en entender lo que las derivadas de la función Delta
de Dirac significan. Desafortunadamente, las derivadas de esta función carecen de
sentido, pero podemos entenderlas a partir del efecto que generan cuando son usadas
para integrar una función. Por ejemplo, evaluemos la siguiente integral:∫ ∞
−∞
g(x)δ′(x− a) dx . (6.7)
Para realizar la integral, integramos por partes, tomando u = g(x), du = g′(x)dx,
dv = δ′(x− a)dx y v = δ(x− a). Aśı:∫ ∞
−∞









g′(x)δ(x− a) dx . (6.8)
El primer término se cancela porque la función δ(x− a) es nula, a menos que x = a.
El segundo término se evalúa, con lo cual encontramos que:∫ ∞
−∞




Con esto, de manera general, integrando por partes n veces, se puede verificar que:∫ ∞
−∞




Ahora, a continuación queremos encontrar una primitiva para la función Delta de
Dirac. En otras palabras, deseamos saber si existe una función cuya derivada sea
esta función. Para encontrarla, debemos entender formalmente de dónde proviene
esta función. Para este propósito, consideremos la función fn(x) representada en la
Figura 6.2. Matemáticamente, esta función se puede escribir de la siguiente manera:
fn(x) =
{
n/2 , −1/n ≤ x ≤ 1/n
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Figura 6.2. Izquierda: función fn(x), puede verse que cuando n→∞, la función se parece cada vez
más al Delta de Dirac. Derecha: la primitiva de fn(x), Fn(x); cuando n→∞, se parece a la función
H(x).
Ahora, de la definición y la Figura 6.2, el lector puede concluir que ĺımn→∞ fn(x) =
δ(x). Sin embargo, notemos que el área generada por la función permanece constante
sin importar el valor de n. Respecto a esto, el área del rectángulo es A = 2n
n
2 = 1,
lo que obedece a la condición (6.5). Además, de la Figura 6.2 podemos integrar la











n) , −1/n ≤ x ≤ 1/n
1 , x > 1/n
. (6.12)
La función anterior se muestra en la Figura 6.2. Ahora, como la función delta se
obtiene tomando el ĺımite ĺımn→∞ fn(x), su integral se obtiene tomando el ĺımite
ĺımn→∞ Fn(x). De acuerdo con la gráfica mencionada, esta función es justo una
función que toma el valor de 0 si x < 0 y de 1 si x ≥ 0. Esta función se conoce como
la función escalón unitario o Heaviside, que será estudiada en detalle a continuación.
Ejemplos












Solución: Notemos que el delta está centrado en x = −3. Sin embargo, la
primera integral posee como dominio de integración el intervalo [−2, 6]. Ahora,
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el valor x = −3 śı está, por el contrario, dentro del intervalo de la segunda
integral [−5, 6]. Teniendo esto en cuenta, usamos la propiedad (6.6c), con lo




















Solución: Para ambas integrales, el punto de interés satisface 3x − 3 = 0, o
x = 1. La segunda integral automáticamente se anula, porque x = 1 está fuera
del dominio de integración. Usando ahora las propiedades (6.6c) y (6.6d), en






























x3(x− 2)δ(3)(x+ 6)dx .
Solución: Notemos que los puntos de interés de ambas integrales están dentro
de sus respectivos dominios de integración. Usando la propiedad indicada,
obtenemos que:∫ ∞
−∞










Ahora, para la segunda integral, el resultado es:∫ 20
−10


















6.2. Funciones especiales 165
6.2.3. La función escalón unitario o Heaviside
La función escalón unitario, también conocida como función Heaviside, es de
suma importancia, especialmente porque mucho del análisis de Laplace se basa en
esta función. En este libro la denotaremos como H(x); en la sección anterior fue
introducida brevemente como una función cuya derivada era la función Delta de
Dirac, de tal manera que
dH(x)
dx
= H ′(x) = δ(x) . (6.13)
La definición formal de esta función es la siguiente:
H(x) =
{
1 , x ≥ 0
0 , x < 0
. (6.14)
Una gráfica que representa la función anterior puede ser visualizada en la Figura
6.3. Claramente, esta función posee una discontinuidad en x = 0.
Figura 6.3. Izquierda: función H(x). Derecha: se muestran las funciones H(x − 1) —ĺınea gris
continua—, H(−x+ 2) —ĺınea negra punteada—, H(x+ 4) —ĺınea gris punteada— y el producto
de las tres,G(x) —ĺınea negra continua—. Algunas funciones se han desplazado levemente de manera
vertical por claridad en la presentación.
Nota importante: Aunque la discontinuidad de la función H(x) se presenta en
x = 0, esto no significa que cualquier función Heaviside presente la discontinudidad
en x = 0, esto depende del argumento. Por ejemplo, la función H(x − 1) —con
argumento x− 1— presenta una discontinuidad en x = 1 y es una función que vale
0 si x < 1 y 1 si x ≥ 1. Esto será más claro cuando se estudien los ejemplos.
De nuevo, uno de nuestros mayores intereses es entender cómo realizar integrales
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Ejemplos
1. Hagamos una gráfica de la función G(x) = H(x− 1)H(−x+ 2)H(x+ 4).
Solución: Para resolver este problema, primero usemos la definición de la
función Heaviside —ecuación (6.14)— para entender lo que significa cada uno
de los tres escalones unitarios. Aśı, vemos que:
H(x− 1) =
{
1 , x− 1 ≥ 0
0 , x− 1 < 0
=
{
1 , x ≥ 1




1 , −x+ 2 ≥ 0
0 , −x+ 2 < 0
=
{
1 , x ≤ 2




1 , x+ 4 ≥ 0
0 , x+ 4 < 0
=
{
1 , x ≥ −4
0 , x < −4
.
Observemos que los tres Heaviside definen tres puntos de interés: x = −4,
x = 1 y x = 2. A su vez, esto define cuatro intervalos: a) −∞ < x < −4, b)
−4 ≤ x < 1, c) 1 ≤ x ≤ 2, y d) 2 < x < ∞. En la siguiente tabla se muestra
el valor de los tres Heaviside en cada uno de los cuatro intervalos —el valor
de la función que buscamos es la multiplicación de los tres—:
Intervalos y valor de la función en cada uno
Función −∞ < x < −4 −4 ≤ x < 1 1 ≤ x ≤ 2 2 < x <∞
H(x− 1) 0 0 1 1
H(−x+ 2) 1 1 1 0
H(x+ 4) 0 1 1 1
G(x) 0 0 1 0
Notemos que la función G(x) = H(x − 1)H(−x + 2)H(x + 4) únicamente
vale 1 en el intervalo 1 ≤ x ≤ 2, en el resto del dominio real vale 0. La
gráfica se muestra en la figura 6.3. Además, observemos que la multiplicación
de los tres Heaviside es análogo a hacer un tabla de verdad entre las variables
lógicas 0 y 1 usando la operación o compuerta lógica “ AND”. Mientras que la
operación lógica“ AND” vale 0 si cualquier entrada es 0, esta vale 1 únicamente
cuando todas las entradas son 1. Aśı, la multiplicación de funciones Heaviside
es análoga a aplicar la operación lógica “ AND”.
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Solución: Primero, entendamos bien la función H(x). De la ecuación (6.14),
concluimos que H(x) = 0 si x < 0 y H(x) = 1 si x ≥ 0. Como el punto de












La primera integral se cancela, porque H(x) = 0 en su intervalo de integración,














3. Desarrollemos la integral∫ ∞
0
H(x− 5)H(−x+ 7) dx .




1 , x ≥ 5
0 , x < 5
, H(−x+ 7) =
{
1 , x ≤ 7
0 , x > 7
.



















. . . .
Acá, la primera integral se cancela, porque H(x− 5) = 0 en el intervalo dado;
y la tercera también se cancela, porque H(−x+ 7) se anula en el dominio de
integración. Ahora, como H(x − 5) = H(−x + 7) = 1 cuando −5 ≤ x ≤ 7,
deducimos que:∫ ∞
0















168 Caṕıtulo 6. Funciones especiales y el teorema de convolución
6.2.4. La función gaussiana
Aunque no es una función indispensable de analizar, sirve como complemento,
pues la convolución y transformada de Fourier de funciones gaussianas son bastante
particulares. En esta subsección únicamente nos enfocaremos en mostrar lo que es
una función gaussiana y cómo integrarla.








Como vemos, la función gaussiana depende de varios parámetros —véase la Figura
6.4—. El parámetro σ2, conocido como varianza, indica qué tan ancha es la función:
un valor grande de σ hace la función ancha, pero un valor pequeño de σ la hace
angosta. Por otra parte, el término x0 se conoce como la media e indica dónde
la gaussiana está centrada ––es decir, dónde se ubica su máximo valor—. Y, por
último, el término
√
2πσ, que aparece en el denominador, se introduce para hacer
que la integral de la gaussiana a lo largo de toda la recta real sea 1 —esto a veces
se conoce como normalización—. La definición mostrada en la ecuación (6.15) se
conoce como la forma estándar.
Figura 6.4. Izquierda: función gaussiana indicando el significado de los parámetros. Derecha: varias
gaussianas. Para g1(x), g2(x) y g3(x), los parámetros son, respectivamente: σ = 0,5 y x0 = −2,
σ = 1 y x0 = 0,5, y σ = 2,5 y x0 = 0.
Cabe mencionar que la función gaussiana aparece mucho en las ramas de pro-
babilidad y estad́ıstica porque la distribución de probabilidad de muchos sistemas
en la naturaleza presentan este comportamiento. De hecho, en probabilidad, la dis-
tribución gaussiana se conoce como la distribución normal. Algunos sistemas que
pueden presentar este comportamiento —entre muchos otros— son: a) distribución
del número de impactos de proyectiles con respecto a la diana en un tiro al blanco,
b) distribución del consumo mensual de enerǵıa en una población, c) distribución de
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El problema de integrar una gaussiana es que no existe forma conocida de encon-
trar su antiderivada. No obstante, la integral impropia, entre −∞ e ∞, śı se puede












La expresión anterior es cierta porque cada integral por aparte da como resultado el
valor de I, y al multiplicar ambas la expresión es I2. Se recomienda usar variables
diferentes en cada integral. La integral doble anterior la juntamos en una sola y
luego pasamos a coordenadas polares, donde notamos que x2 + y2 = r2 y dxdy =
rdrdθ. Veamos que la integral I2 está definida sobre todo el plano bidimensional.
En coordenadas cartesianas, el plano bidimensional tiene el dominio −∞ < x < ∞
y −∞ < y < ∞, mientras que en polares, el mismo dominio es ahora 0 ≤ r < ∞ y


































2π = π . (6.18)
Despejando I, obtenemos entonces el resultado buscado. Con base en este resultado,
podemos integrar cualquier función gaussiana sobre toda la recta real. Por definición,
la integral de la función (6.15) da 1, pero supongamos que tenemos una guassiana
escrita de la forma g(x) = De−ax
2+bx+c, donde a, b, c y D son constantes reales,
con la única restricción de que a > 0 —esta restricción es indispensable, porque de
lo contrario la integral es infinita—. Para evaluar la integral, sacamos lo que sea






























Ahora, hacemos la sustitución u = x − ba , con la cual notamos que los ĺımites de
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El último paso consiste en hacer la sustitución t =
√
au. Como a > 0, los ĺımi-



















6.2.5. La función Gamma
La función Gamma, simbolizadada como Γ(z), tampoco es una función indispen-
sable de conocer. Sin embargo, vale la pena mencionarla y definirla, porque algunas
veces aparece en las definiciones de algunas transformadas de Laplace. Espećıfica-
mente, esta función se define como:




Ahora bien, algunas propiedades importantes de la función Gamma son las siguien-
tes: [1]
Γ(z + 1) = zΓ(z) , (6.23a)
Γ(1 + z)Γ(−z) = − π
sin(πz)
. (6.23b)
A partir de la definición Gamma y las propiedades enunciadas, algunas consecuencias
importantes de la función Γ(z + 1) son:
1. Si z + 1 es un entero positivo, z ∈ Z+, la función Gamma es la función
factorial, Γ(z + 1) = z!.
2. Γ(1) = 0! = 1.
3. Si z + 1 es positivo pero no entero, Γ(z + 1) se debe calcular a partir de
la definición (6.22). Por raro que parezca, esto define la forma de calcular el
factorial de un número no entero.
4. Si z + 1 es negativo pero no entero, Γ(z + 1) está bien definido y se puede
calcular a partir de la propiedad (6.23b). Como −z > 1, esta también se puede
reescribir como:





5. Si z es un entero negativo, la función Γ(1 + z) no está bien definida y por
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Como el cálculo para la función Gamma para argumentos enteros positivos es
simplemente un factorial, no hay necesidad de calcular esta función expĺıcitamen-
te, ya que esta función es bien conocida. No obstante, ¿cómo se calcula la función
Gamma de argumentos no enteros? Si el argumento es negativo, podemos usar la
fórmula (6.24) una vez sepamos como calcular la función para enteros positivos. Con
la ayuda de alguna herramienta numérica, esto se puede hacer sin mayor inconve-
niente. Adicionalmente, existen tablas donde se pueden encontrar algunos valores
importantes de esta función [2, 3] o propiedades adicionales que sirven para lograr
este propósito [4].
Por otro lado, también se pueden encontrar algunas relaciones anaĺıticas con la
función gaussiana —o variaciones de esta—. Si, por ejemplo, tomamos z = n − 12 ,
donde n es un número entero positivo, la relación (6.22) toma, bajo la sustitución



























Y a partir de este resultado, con ayuda de la propiedad (6.23a), podemos calcular
Γ(n+ 12) recursivamente.
6.3. La convolución
La convolución es una operación binaria entre dos funciones. La operación es
simbolizada como “ ∗”, y esta opera dos funciones, generando una nueva. Sus apli-
caciones en el campo de señales y muchas otras ramas son inmensas, de ah́ı la
importancia de estudiarla. Si f(t) y g(t) son funciones integrables —la integral de
cada una sobre toda la recta real existe—, la convolución entre f y g se define como:
(f ∗ g)(t) =
∫ ∞
−∞
f(t− z)g(z)dz . (6.27)
Las siguientes son algunas propiedades importantes de la convolución:
• Conmutatividad: f ∗ g = g ∗ f .
• Asociatividad: f ∗ (g ∗ h) = (f ∗ g) ∗ h. Nota: esta propiedad se aplica a la
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mente satisfacen esta propiedad. En este libro no nos interesará el estudio de
distribuciones.2
• Distributividad: f ∗ (g + h) = f ∗ g + f ∗ h.
• Identidad: el Delta de Dirac es el elemento identidad en la convolución, f ∗δ =
δ ∗ f = f .
• Derivación: (f ∗ g)′ = f ′ ∗ g = f ∗ g′.
En esta sección solo estamos interesados en la definición de la convolución y aprender
a calcularla, más adelante se presentarán algunas aplicaciones.
Ejemplos de la sección 6.3
1. Calculemos la convolución de la función escalón unitario H(t) consigo misma.
Posteriormente, hagamos una gráfica representando la operación y demos una
interpretación.






Lo que primero debemos hacer es entender la función H(z). Por la definición
de la función Heaviside, esta vale 0 si z < 0 y 1 si z ≥ 0. Aśı, partimos la














Ahora nos enfocamos en el segundo escalón unitario. De acuerdo con la ecua-
ción (6.14), esta función toma la forma:
H(t− z) =
{
1 , t− z ≥ 0
0 , t− z < 0
=
{
1 , z ≤ t
0 , z > t
.
Ahora, la integral restante se parte con referencia al punto t. Sin embargo,
hay que tener mucho cuidado con el signo de la variable t. Si t ≥ 0, podemos
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Ahora, la segunda integral se cancela porque H(t − z) = 0 cuando z > t.
Notemos que la partición anterior se puede hacer siempre y cuando t ≥ 0; si
t < 0, t queda fuera del rango de la integral, pues como resultado da 0. Ahora,











Como ya hab́ıamos anticipado, cuando t < 0, la integral se anula. Ahora bien,
juntando los resultados anteriores, obtenemos que:
(H ∗H)(t) =
{
t , t ≥ 0
0 , t < 0
= H(t)t .
La Figura 6.5 muestra los resultados y explica la interpretación.
Figura 6.5. Gráfica que representa la integración que genera el función (H ∗H)(t). La ĺınea continua
representa la función H(t), la punteada, la función H(t−z). Izquierda: Caso t > 0, el área sombreada
es el área común entre las dos funciones, y el área es simplemente t. Derecha: las funciones no se
intersectan y no hay área en comun, por lo cual se obtiene 0 como resultado. La convolución se
puede interpretar como el área en común entre las dos funciones.
2. Si f(t) = H(t) y g(t) = eat, calculemos la convolución (f ∗ g)(t) y especifique-
mos los valores que debe tomar a para que este exista —esté bien definido—.
Además, hagamos el producto (g ∗ f)(t) para verificar que el resultado es el
mismo.
Solución: Usando la definición, encontramos que:




Ahora, haciendo uso de la expresión para H(t − z) utilizada en el ejercicio
anterior, encontramos que:
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El ĺımite de la expresión anterior solo está definido si a > 0 —en cuyo caso
daŕıa 0—, ya que de lo contrario diverge. Por lo tanto,
(f ∗ g)(t) = 1
a
eat , a > 0 .
Al hacer la integral al revés, obtenemos el mismo resultado:































De nuevo, a > 0 para que el ĺımite anterior converja; usando esta restricción,
el resultado es el mismo que obtuvimos antes.
3. Hallemos la convolución de las funciones e−3|t| y t.
Solución: Tomando f(t) = t y g(t) = e−3|t|, aśı como la definición del valor
absoluto —ecuación (6.1)— encontramos que:










De acá en adelante, se realiza una integración por partes —que se deja para
que el lector la desarrolle—, y el resultado obtenido es el siguiente:
(f ∗ g)(t) = 1
9












(1 + 3t)− 1
9
(1− 3t) = 2
3
t .
6.4. Funciones de Green
El teorema de convolución puede ser usado para calcular la función de Green de
un operador diferencial.
Para entender este procedimiento, y lo que una función de Green significa, vale
la pena hacer una analoǵıa con el álgebra lineal para que el lector adquiera cierta
intuición sobre la utilidad de las funciones de Green. Supongamos que poseemos el
siguiente sistema lineal:
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donde M es una matriz invertible, ~x un vector desconocido, y ~y un vector conocido.
Si queremos encontrar el vector ~x, debemos pasar la matriz M al lado derecho de
la ecuación. Por su puesto, esto no se logra simplementente dividiendo, dado que M
es una matriz. Lo que debemos hacer es encontrar la inversa de la matriz M. Esta
matriz se define como una matriz que satisface la siguiente ecuación:
MM−1 = 1 , (6.29)
donde 1 es una matriz diagonal con el número de filas —columnas— correspondien-
tes. Mientras que pueden haber muchos métodos para encontrar M−1 —reducción
de Gauss-Jordan, cálculo de la matriz adjunta, etc.—, por ahora lo único que nos
importa es que, una vez encontrada esta matriz, el sistema mostrado en la ecua-
ción (6.28) se resuelve de la siguiente manera —multiplicando a ambos lados por la
matriz M−1—:
M−1M~x = M−1~y ⇒ ~x = M−1~y . (6.30)
Por lo tanto, una vez encontrada la matriz M−1, el vector ~x se encuentra simplemente
efectuando el producto M−1~y.
Cuando tratamos EDs, los vectores ~x y ~y hacen el papel de la función f(t)
—desconocida— y la función conocida g(t), respectivamente. Por otro lado, la matriz
M seŕıa un operador diferencial, al cual denotaremos como D, que define la ED:
Df(t) = g(t) . (6.31)
Análogamente, para despejar f(t), debeŕıamos encontrar el operador D−1. Este ope-
rador define una función, conocida como la función de Green, G(t, t′), que satisface
la siguiente ED:
D−1 → G : DG = δ(t− t0) , (6.32)
donde δ(t − t0) es la función Delta de Dirac para algún valor particular de t0, ge-
neralmente t0 = 0 —para más detalles, ver [1]—. Resulta que la función Delta de
Dirac es la identidad bajo la convolución. Aśı, el operador diferencial D actúa sobre
la función f(t) bajo la convolución [1]. Esto implica que el operador diferencial D
puede pasar al lado derecho de la ecuación (6.31), de la forma D−1, actuando en
convolución con la función g(t). En otras palabras:
D−1Df(t) = f(t) = D−1g(t) = (G ∗ g)(t) = H(t)
∫ t
0
G(t− t′)g(t′)dt′ . (6.33)
Aunque la convolución se define normalmente dentro del dominio (−∞,∞), note que
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como la función no homogénea, g(t′), están normalmente definidas de tal manera
que se anulan cuando el argumento es negativo;3 la función Heaviside aparece por
los mismos motivos, lo cual será más claro cuando se defina la convolución entre dos
transformadas de Laplace —véase la sección 7.3 para más detalles—.
Por lo tanto, una vez se obtenga la función de Green —solución al sistema
homogéneo—, el sistema no homogéneo se puede resolver a través de una convo-
lución.
Ejemplos de la sección 6.4
1. Consideremos el circuito RL mostrado en la figura 6.6. La ecuación diferencial










(a) Verifiquemos que la función H(t)eλt corresponde a la función de Green
del sistema si λ = −R/L. (b) Para una bateŕıa externa arbitraria dada por
el voltaje de entrada V (t), escribamos I(t) como una integral que involucre
el potencial de la bateŕıa. (c) Encontremos la corriente del sistema si V (t) =
H(t)V0 —corriente DC—.
Solución: (a) Observando la ED, hacemos las siguientes identificaciones: el
operador diferencial es D = ddt +
R
L , f(t) = I(t) y g(t) = V (t)/L. Aśı, la EC
toma entonces la forma (6.31). La función de Green debe satisfacer la relación




























eλt = δ(t) ,
porque λ = −R/L. La función de Green se satisface aśı si t0 = 0. (b) Usamos
























3Funciones —o distribuciones— que cumplen con esta propiedad pertenecen a un espacio de-
nominado D+ —ver [7] para más detalles—. Formalmente, las funciones a consideración deben
pertenecer a este espacio para que el álgebra de convolución esté bien definida, pero este formalismo
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Figura 6.6. Circuito RL.
(c) Usamos la condición V (t) = H(t)V0, con lo que encontramos, con ayuda
















































2. El oscilador armónico forzado satisface la ecuación diferencial
f ′′(t) + ω2f(t) = h(t) ,
donde h(t) es una función —asociada a una fuerza externa— que se anula
para x < 0, y ω es una constante. (a) Encontremos la función de Green del











Solución: (a) La función de Green es la solución a la ecuación diferencial
G′′(t) + ω2G(t) = δ(t) .
Como h(t) es nula para valores negativos, lo mismo debe ocurrir con G(t). Si
t 6= 0, la ecuación a resolver es G′′(t) + ω2G(t) = 0. Entonces, la solución es
—A y B son constantes por determinar—:
G(t) =
{
A cos(ωt) +B sin(ωt) , t ≥ 0
0 , t < 0
.
Para hallar A y B, debemos usar condiciones de continuidad y discontinuidad
proporcionadas por la función delta. Como la función es cont́ınua en t = 0 —la
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Esto implica que A = 0. La otra condición se establece integrando la ecuación












δ(t)dt = 1 .
La segunda integral se cancela por continuidad al tomar el ĺımite ε→ 0, y la
primera expresión al ser integrada da G′(t). Cuando ε → 0 se evalua por la
derecha y por la izquierda, obtenemos que:
G′(t = 0)t>0 −








ω sin(ωt) , t ≥ 0





(b) Usando la relación (6.33), deducimos —como h(t) se cancela para valores


























Ejercicios del caṕıtulo 6








|y − 1||y + 1|dy .





x2 cos |x|dx ,
∫ 5
−2































3x3 + 2x2 − 2x+ 3
)
dx .



















3x3 + 4x2 − 2x+ 6
)
dx .
5. Encuentre la función f(ω) que aparece al evaluar cada una de las siguientes






3iωtt3 dt ,∫ ∞
−∞







6. Realice las siguientes integrales:
∫ ∞
−∞
H(x+ 3)H(−x+ 3)dx ,
∫ ∞
−∞
H(−y + 1)e2y−3dy ,∫ ∞
−∞
H(z + π)H(−z + π/2) sin(z)dz .
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11. Con tres cifras decimales de aproximación, Γ(13) ' 2,679. Use este resulta-




3 ) y Γ(−
5
3) —use tres cifras decimales de
aproximación—.
12. Verifique las propiedades de la convolución —excepto la asociatividad— que
aparecen a partir de la página 171.
13. Siendo las funciones:
f(t) =
{
t2 , −3 ≤ t ≤ 3
0 , t < −3, o t > 3
, g(t) =
{
t , −3 ≤ t ≤ 3
0 , t < −3, o t > 3
,
calcule la convolución entre f y g.
14. Siendo las funciones f1(t) = H(t), f2(t) = tH(t) y f3(t) = t
2H(t), calcule las
siguientes convoluciones: (a) f1∗f1, (b) f1∗f2 (c) f1∗f3, (d) f2∗f3, (e) f3∗f3.
Ejercicios aplicados a la f́ısica e ingenieŕıa
15. Suponga que una señal periódica es generada por impulso tipo delta. En el
tiempo t = 0 se genera una señal de la forma V (t) = V0δ(t), donde V0 es una
constante. La señal se repite para tiempos negativos y positivos con peŕıodo
T . Halle la serie de Fourier de la función.
16. Suponga que el impulso tipo delta del ejercicio anterior no se genera en el
tiempo t = 0, sino en el tiempo t = t0, tal que 0 < t0 < T . Halle la nueva serie
de Fourier correspondiente.
17. Una de las aplicaciones de la convolución es la inversión del producto de dos
transformadas de Laplace. Siendo F (s) y G(s) las transformadas de Laplace
de las funciones f(t) y g(t), respectivamente, el teorema de convolución nos





= (f ∗ g)(t) . (6.36)




Usando el teorema de convolución, halle la inversa de Laplace de la expresión
2
s3(s−3) .
18. Suponga que una señal es registrada por un osciloscopio de la siguiente manera:
para tiempos negativos la señal es nula, pero a partir del tiempo t = 0 la señal
se activa con un potencial constante V0 que luego se apaga, dando una señal
nula de nuevo después de un tiempo T . (a) Escriba la señal como el producto
de dos funciones Heaviside. (b) Halle la convolución de la señal consigo misma.










20. Resuelva el ejemplo 1 de la sección 6.4 cuando V (t) = H(t)V0 sin(ωt).
21. Resuelva el ejemplo 2 de la sección 6.4 cuando h(t) = H(t)h0 sin(ωt).
22. Resuelva el ejemplo 2 de la sección 6.4 cuando h(t) = H(t)h0 cos(ωt).
Ejercicios avanzados




2/2σ2 , usando el resultado (6.16), muestre que (gσ ∗
gτ )(y) = g√σ2+τ2(y).
24. Verifique la propiedad de asociatividad de la convolución, —véase la página
171—.
25. Siendo las funciones f(t) = H(t)e−3t, y h(t) = 4H(t)H(−t + 3), calcule las
siguientes convoluciones: f ∗ f , f ∗ h y h ∗ h.
26. Si f(t) = H(t)H(−t + 1) y g(t) = H(3t + 6)H(−2t + 2), halle: f ∗ f , f ∗ g y
g ∗ g.
27. Siendo f(t) = H(t)eλt, encuentre: a) f ∗ f , b) f ∗ f ∗ f , c) f ∗ f ∗ f ∗ f , d) use
los resultados anteriores para deducir una fórmula general para el producto
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La transformada de Laplace
7.1. Conceptos previos
Temas previos: integrales impropias, función Heaviside y Delta de Dirac, bino-
mio de Newton, fracciones parciales y teorema del residuo.
Taller preliminar





H(t) sin t e−3tdt ;
∫ ∞
0
δ′(t− a)e−2tdt , a > 0 .
2. Complete cuadrados en las siguientes tres expresiones:
x2 − 4x , 4x2 + 4x− 10 , −2x2 − x+ 2 .
3. Exprese las siguientes expresiones como fracciones parciales —algunas pueden








(z + 1)2(z + 3)
.
4. Sume todos los residuos de las siguientes tres funciones:
1
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Respuestas al taller preliminar
24 , 110 , e
−2a(cos a− 2 sin a) ; (x− 2)2 − 4 , 4(x+ 12)
2 − 11 ,
−2(x+ 14)






















7.2. La transformada de Laplace
La transformada de Laplace es tan solo un ejemplo de varios tipos de trans-
formadas integrales que se utilizan en el campo de las matemáticas. En términos
generales, cualquier transformada integral de la función f(t), que denotaremos de




f(t)K(t, z)dt . (7.1)
En el caso anterior, los ĺımites [t1, t2] representan el dominio sobre el cual la función
f(t) está definida, mientras que K(t, z) se conoce como el núcleo de la transforma-
ción, el cual permite hacer el cambio de la variable t a la variable z.
En términos generales, una transformada integral es un cambio de base para la
función f(t). Notemos la similitud con el cambio de base definido para vectores en
Rn: si vi y v′i son las componentes de un vector en Rn en una base inicial y final
respectivamente y Mij son las componentes de la matriz que genera el cambio de





En términos de funciones, una función f(t) que toma valores reales en la variable
t se transforma a otra función f̃(z) que toma valores reales en una nueva variable
z mediante el núcleo K(t, z). Ambas funciones, f(t) y f̃(z), contienen la misma
información, pero cada representación permite estudiar la función de una manera
distinta.
Las utilidades de estas transformaciones son muchas, aunque nuestro interés radi-
ca en su utilidad para resolver ecuaciones diferenciales. La transformada de Laplace,
que será la que estudiaremos en este caṕıtulo, es de mucha utilidad para resolver las
ecuaciones diferenciales que describen el comportamiento de circuitos eléctricos. En
particular, esta transformada se define como:
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El núcleo de la función es entonces la función e−st. Notemos que los ĺımites de
integración, [0,∞), implican que la función únicamente está definida para valores
positivos de t. Es por este motivo que la función f(t) se puede transformar a la forma
f(t)→ H(t)f(t). Formalmente, la función f(t) contiene una función Heaviside H(t),
que se omite la gran mayoŕıa de las veces. Por ahora omitiremos esta función y la
rescataremos cuando sea necesario. Análogamente, la transformada se restringe a
valores positivos de s. El espacio de la variable t se conoce como el espacio original,
y el espacio de la variable s se conoce como el espacio dual. Muchas veces —aunque
no siempre—, t representa la variable temporal, cuando esto sucede, s representa
una frecuencia.
El primer paso ahora es calcular la transformada de Laplace de algunas funciones
relevantes. Veamos algunos ejemplos de cómo calcularla.
Ejemplos de la sección 7.2
1. Calculemos la transformada de Laplace de la función f(t) = t.
























2. Calculemos la transformada de Laplace de las funciones cos(at) y sin(at),
a ∈ R.
Solución: Aunque la transformada de Laplace de cada función se puede en-
contrar sin problemas reemplazando en la ecuación (7.3), es más fácil encon-
trarlas utilizando las herramientas del cálculo de variable compleja. Para esto,


















Por lo tanto, calculando la transformada de Laplace de la función eiat, po-
demos calcular tanto la transformada de Laplace de la función coseno como
la de la función seno. Esto siempre y cuando a sea un número real. De esta
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Función f(t) Observación Transformada F (s)
tn n ∈ Z+ n!
sn+1
tn n /∈ Z Γ(n+1)
sn+1
cos(at) a ∈ R s
s2+a2
sin(at) a ∈ R a
s2+a2
eat s > a 1s−a
cosh(at) s > a s
s2−a2
sinh(at) s > a a
s2−a2
δ(n)(t) n ∈ Z+ sn
Tabla 7.1. Transformada de Laplace de varias funciones relevantes, la función Heaviside se ha omi-
tido, f(t)→ H(t)f(t). La columna etiquetada como “observación” indica algunas restricciones de la
transformada.
Tomando las partes real e imaginaria, deducimos entonces que:
L{cos(at)} = s
s2 + a2
, L{sin(at)} = a
s2 + a2
.
La Tabla 7.1 muestra la transformada de Laplace de varias funciones comunmente
usadas.
7.3. Propiedades de la transformada de Laplace
Aunque la Tabla 7.1 muestra las transformadas de Laplace de algunas funciones
básicas, las transformadas de Laplace de muchas otras funciones pueden ser calcu-
ladas a través de las primeras y con ayuda de algunas relaciones, sin necesidad de
utilizar la definición mostrada en la ecuación (7.3). Por supuesto, la definición de la
transformada sigue siendo válida, pero su aplicación puede ser a veces larga y poco
conveniente. En esta sección mostraremos algunas de estas relaciones y aprendere-
mos cómo utilizarlas. En lo que sigue, asumiremos que a y b son números reales y
que f(t) y g(t) son funciones reales cuyas transformadas de Laplace son F (s) y G(s)
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Linealidad
La transformada de Laplace es un operador lineal. Como cualquier operador
lineal, T satisface la propiedad T(αx + βy) = αT(x) + βT(y), donde α y β son
constantes reales y x y y son elementos del conjunto que se transforma; de esta
manera, podemos deducir sin problemas que:
L{af(t) + bg(t)} = aL{f(t)}+ bL{g(t)} = aF (s) + bG(s) . (7.4)
Dilatación en el espacio original
¿Qué sucede si la variable t se multiplica por una constate a positiva? Esto
es análogo a hacer una dilatación en la variable t. Cuando esto sucede, la nueva





Ahora, hacemos un cambio de variable de la forma t′ = at. Como a > 0, los ĺımites











F (s/a) . (7.6)
Traslación en el espacio dual
Supongamos ahora que la función f(t) está multiplicada por un factor exponen-
cial, de la forma eat. De esta manera, deseamos calcular la tranformada de Laplace







f(t)e−(s−a)tdt = F (s− a) . (7.7)
Para garantizar convergencia, la fórmula anterior es únicamente válida si s > a.
Traslación en el espacio original
Supongamos en este caso que la función f(t) se traslada a lo largo del tiempo. 1
En otras palabras, la función H(t)f(t) toma ahora la forma H(t− a)f(t− a), donde
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a > 0. Como en este caso śı es importante introducir la función Heaviside, vemos
ahora que:
L{H(t− a)f(t− a)} =
∫ ∞
0
H(t− a)f(t− a)e−stdt . (7.8)
Ahora, recordemos que H(t− a) = 1 si t ≥ a y H(t− a) = 0 si t < a. Aśı, si a > 0,
encontramos que:














f(t− a)e−stdt . (7.9)
Ahora, hacemos el cambio de variable t′ = t−a. Como los nuevos ĺımites son [0,∞),
deducimos que:








= e−asF (s) . (7.10)
Ahora bien, si a < 0, no existe una forma apropiada de seguir el mismo proceso, aśı
que aceptamos la relación (7.10) siempre y cuando a > 0.
Multiplicación por la variable t
Supongamos que la función f(t) está multiplicada por la variable t. Para más
generalidad, supongamos que la función f(t) se multiplica por tn, donde n ∈ Z+.





Para encontrar una igualdad con la relación anterior, notemos que ddse
−st = −te−st.
En general, es fácil darse cuenta de que d
n
dsn e
−st = (−1)ntne−st. Como f(t) no de-














= (−1)nL{tnf(t)} . (7.12)
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Convolución
Supongamos que p(t) es una función que proviene de la convolución entre dos
funciones, f(t) y g(t). En otras palabras, p(t) = (f ∗ g)(t) =
∫∞
−∞ f(t − z)g(z)dz.
Ahora, supongamos que la transformada de Laplace de f(t) es F (s) y la de g(t) es
G(s). La convolución de transformadadas de Laplace, no obstante, posee una leve
modificación. Como f(t) y g(t) solamente se definen para tiempos positivos —hay
una función Heaviside invisible que las multiplica—, la convolución entre ambas
funciones es en realidad:
(f ∗ g)(t) =→ (Hf ∗Hg)(t) =
∫ ∞
−∞
H(t− z)f(t− z)H(z)g(z)dz . (7.14)
Tal como se hizo en el caṕıtulo anterior —véase la sección 6.3—, la función escalón
H(z) transforma la integral con ĺımites (−∞, ∞) a una integral con ĺımites [0,∞).
Además, la función H(t − z) transforma la integral desde 0 a ∞ a una de 0 a t,
siempre y cuando t ≥ 0 —de lo contrario, el resultado es nulo—. Por lo tanto:
(f ∗ g)(t)→ (Hf ∗Hg)(t) = H(t)
∫ t
0
f(t− z)g(z)dz . (7.15)
Ahora, calculemos la transformada de Laplace de la función p(t) = (f ∗ g)(t). Aśı,









H(t− z)f(t− z)H(z)g(z)e−stdz dt . (7.16)
Se hace ahora un doble cambio de variable de la forma t′ = t− z y t′′ = z, y vemos
que los ĺımites de la variable t′′ son [0,∞), mientras que los ĺımites de t′ siguen










∣∣∣∣∣ 1 −10 1
∣∣∣∣∣ = 1 , (7.17)
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= F (s)G(s) . (7.19)
Aunque la relación anterior es de mucha utilidad, a veces es mucho más útil la
relación inversa, la cual se usa para invertir algunas transformadas de Laplace, lo
que será el objetivo de estudio de la siguiente sección. Espećıficamente, la relación








f(t− z)g(z)dz . (7.20)
De nuevo, la función H(t) puede ser omitida en algunos casos.
Transformada de las derivadas
El interés ahora es relacionar la transformada de la derivada de una función —y
de derivadas de orden superior— con la función original. Comencemos con el caso
más sencillo, que consiste en calcular la transformada de Laplace de la función f ′(t).




f ′(t)e−stdt . (7.21)
Haciendo una integración por partes con u = e−st y dv = f ′(t)dt, encontramos que:






f(t)e−stdt = sF (s)− f(0) . (7.22)
Ahora, el término f(0) es el valor de la función en t = 0, lo que corresponde a una
condición inicial. Cuando se resuelve una ecuación diferencial de orden 1, aparece
siempre una condición inicial. Para derivadas de orden n, se debe integrar por partes
n veces, ese resultado es:
L{f (n)(t)} = snF (s)− sn−1f(0)− · · · − sf (n−2)(0)− f (n−1)(0) . (7.23)
Como caso particular, para n = 2, tenemos que:
L{f ′′(t)} = s2F (s)− sf(0)− f ′(0) . (7.24)
Ejemplos de la sección 7.3
1. Usando el cuadro 7.1 y las propiedades (7.4), (7.6), (7.7), (7.10), (7.13), (7.19)
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Función f(t) Transformada F (s) Propiedad(es) usada(s)
e3t sin(5t) 5
(s−3)2+25 (7.7)














6H(t− 10) cosh(2(t− 10)) 6e−10s s















Tabla 7.2. Cálculo de algunas transformadas de Laplace usando varias propiedades. La función
Heaviside se introduce cuando es necesario.
7.4. Inversión de la transformada
En las dos secciones anteriores vimos cómo calcular F (s) si f(t) es conocida. En
esta sección nos interesaremos por el procedimiento opuesto: cómo calcular f(t) si
F (s) es conocida. Quizás el lector ya tenga alguna intuición de cómo realizar este
proceso con la información presentada, sin embargo, es importante profundizar en
este mecanismo. En particular, se explicarán básicamente dos procedimientos: el
primero es un método inspectivo que se basa en el uso de tablas de transformaciones
—como la mostrada en la Tabla 7.1— y de las propiedades mostradas, y el segundo
es una fórmula general conocida como la integral de Bromwich.
7.4.1. Método por inspección
Como se acaba de mencionar, este método se basa en las tablas de transformacio-
nes ya conocidas y en las propiedades mencionadas. Para aplicar este procedimiento,
se debe desarrollar una buena intuición en el cálculo de transformadas de Laplace
y contar con buenas herraminetas matemáticas. A continuación se muestran algu-
nos pasos que sugerimos seguir —algunos ejemplos se mostrarán al final de esta
sección—:
1. Observe si la función F (s) —o alguna de sus variaciones— aparece en la Tabla
7.1. Si esta aparece, f(t) ya se puede calcular.
2. Mire si algunas de las propiedades mencionadas en la sección anterior sirven
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3. Algunas veces la expresión dada para F (s) no aparece de una forma apro-
piada para aplicar las propiedades y aśı invertirla. En estos casos, debemos
recurrir al álgebra básica para reescribir F (s) de una forma más apropiada.
Algunas herramientas útiles son las siguientes: a) completar cuadrados en el
denominador para intentar escribir F (s) como la transformada de funciones
trigonométricas o hiperbólicas, b) factorizar el denominador de la expresión y
partir en fracciones parciales, c) intentar escribir F (s) como una derivada —o
enésima derivada— de alguna otra función que śı se pueda invertir, d) escribir
F (s) como el producto de dos transformadas de Laplace conocidas para aplicar
el teorema de convolución, y e) hacer división sintética.
4. Si los métodos anteriores no funcionan, aplicar la integral de Bromwich, que
será explicada a continuación.
7.4.2. La integral de Bromwich
Consiste en un método general que sirve para invertir cualquier transformada de
Laplace. Normalmente no se enseña en un curso de ecuaciones diferenciales porque
requiere el uso del cálculo de variable compleja —particularmente, el cálculo de
residuos— para implementarlo. Supongamos que deseamos invertir la transfromada
F (s) para encontrar f(t), podemos entonces aplicar la siguiente integral, conocida






F (s)estds . (7.25)
Acá, es importante discutir qué representa el valor γ. Si F (s) es un función mero-
morfa, que posee un número finito de polos, γ es cualquier valor real que aparece a
la derecha de todos los polos de F (s) en el plano complejo. En otras palabras, γ es
mayor que la parte real de todos los polos de F (s) —véase la Figura 7.1—. Adicio-
nalmente, la integral únicamente está definida si F (s) se anula cuando s→ ±∞.
Para evaluar la integral mostrada en la ecuación (7.25), se escoge la familia de
contornos mostrados en la Figura 7.1 —dos, dependiendo del signo de t— y se evalúa
la integral usando del teorema del residuo.
Definimos ahora la función compleja g(z) = 12πiF (z)e
zt. Notemos que la integral
sobre el contorno cerrado se compone de dos caminos: 1) la ĺınea vertical y 2) el
semiarco —hacia la izquierda si t > 0 y hacia la derecha si t < 0, como se verá
a continuacion—. En la ĺınea vertical, parametrizamos z como z = s, teniendo en
cuenta que z comienza en γ− i∞ y termina en γ+ i∞. Ahora, en el semiarco usamos
la parametrización z = γ +Reiφ, donde R→∞ es el radio del semićırculo. De esta
























g(γ +Reiφ)iReiφdφ . (7.26)
Figura 7.1. Izquierda: se muestran los posibles valores de γ —a la derecha de la ĺınea vertical
puntuada— y los valores no permitidos de γ —a la izquierda de la ĺınea vertical punteada—. La
función F (s) —haciendo s → z complejo— posee n polos simbolizados por zi —7, en este caso—.
Derecha: se toma un valor arbitrario de γ tal como es requerido y se escoge el contorno mostrado.
Si t > 0, el contorno se encierra hacia la izquierda —sentido antihorario, ĺınea continua—, si t < 0,
el contorno se encierra hacia la derecha —sentido horario ĺınea punteada—.







F (s)estds = f(t) , (7.27)
justo la integral que deseamos evaluar.
La segunda integral debe ser escogida de tal manera que se anule, tal como se vio
en el Lema de Jordan —véase la subsección 4.4.2 para más detalles—. Ya hab́ıamos
anticipado que se debe escoger el contorno derecho para t < 0 y el izquierdo para
t > 0, pero lo debemos justificar. Notemos que el contorno encerrado hacia la derecha
yace dentro del primer y cuarto cuadrante —con respecto a la ĺınea vertical y el eje
real, lo que será nuestro nuevo marco de referencia, después de la parametrización—;
por la dirección del camino φ1 =
π
2 y φ2 =
3π
2 . Por otro lado, el contorno encerrado
hacia la izquierda yace dentro del segundo y tercer cuadrante; y por la dirección
del camino, también φ1 =
π
2 y φ2 =
3π
2 . Aunque los valores iniciales y finales de φ
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La integral sobre el semiarco toma entonces la forma (el sub́ındice ± en la in-






















F (γ +Reiφ)eRt cosφ+iRt sinφeiφdφ . (7.28)
Tal como ocurrió en la subsección 4.4.2, la integral anterior no se puede evaluar.
Para darnos cuenta de que es 0 para el contorno adecuado, la acotamos de nuevo









|F (γ +Reiφ)|eRt cosφdφ . (7.29)
Ahora, recordemos que R > 0, por definición. La integral anterior se anula si el
exponente del integrando es negativo, tal como sucedió en la ecuación (4.22). Para
que el exponente en cuestión sea negativo, exigimos que t cosφ < 0. Si t < 0, esto
sucede si cosφ > 0, lo que ocurre justo en el primer y cuarto cuadrante. Por otro
lado, si t > 0, se debe exigir que cosφ < 0, lo que sucede justo en el segundo
y tercer cuadrante. Esto justifica la escogencia de los contornos mencionados. En
cualquiera de los dos casos, se adaptan los pasos mostrados en la subsección 4.4.2 a
este problema, por lo que se demuestra que la integral anterior es 0 para el contorno
apropiado.


















son los residuos de la función g(z) encerrados por el
contorno escogido. El resultado se vuelve interesante cuando notamos que no hay
residuos encerrados para el contorno de la derecha, justo cuando t < 0. Por lo tanto,
f(t) = 0 para t < 0. Por el contrario, si t > 0, se encierran todos los residuos, y en
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Ahora, la función H(t) asegura que f(t) se anula si t < 0, tal como se debe esperar.
Por lo tanto, la inversión de la transformada de una función se reduce a calcular los
residuos de su transformada multiplicada por la función ezt, la función F (z)ezt.2
Nota importante: recordemos que la ecuación (7.31) es únicamente válida si F (s)
se anula cuando s→ ±∞—esto es un requerimiento del Lemma de Jordan—. Por
lo tanto, esta ecuación no es válida para invertir, por ejemplo, la función F (s) = 1,
cuya inversa es δ(t). Esto es de esperarse por el comportamiento de la función delta.
Adicionalmente, hay que ser cuidadosos con la aparición del término H(t). Este
término apareció porque en la definición de la función g(z) = 12πie
ztF (z) se asume
que la función F (z) no posee un término exponencial adicional. Supongamos, sin
embargo, que F (s) = e−st0F̃ (s), donde t0 > 0 y F̃ (z) es una función que no posee
términos exponenciales. En este caso, g(z) = 12πie
z(t−t0)F̃ (z). Acá, aparecerá un
término de la forma H(t − t0) —no H(t)—, porque el contorno derecho en la
ecuación (7.29) se tomanará en el caso t < t0 —y lo opuesto para el contorno
izquierdo—. En este caso, la ecuación (7.31) tomaŕıa la forma









Este hecho es consistente con la propiedad (7.10). Véase el ejemplo 3 de esta sección
para más detalles.
Ejemplos de la seción 7.4
1. Usando algunas de las transformadas de Laplace conocidas y sus propiedades,










s4 + s3 + s2 + s+ 1
s3 + s
.
Solución: Para la primera expresión, factorizamos el denominador, por lo que
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El primer término ya se puede invertir, su inversa es sin t. Para el segundo,










Lo anterior implica que ⇒ A(s2 + 1) + (Bs + C)s = 1. Tenemos entonces
el sistema lineal A + B = 0, C = 0 y A = 1, cuya solución es simplemente











L−1−→ sin t+ 1− cos t .










Notemos entonces que tenemos el producto de dos transformadas de Laplace,
donde es fácil notar que L−1{1s} = 1 y L
−1{ 1
s2+1
} = sin t. El teorema de
convolución es entonces útil para hacer esta inversión. Si miramos la ecuación







sin z dz = − cos z
∣∣∣t
0
= 1− cos t ,
suprimiendo la función escalón unitario. Finalmente, en la última debemos ha-




s+ 1 + 1
s3+s
. Después de usar los resultados del ejercicio anterior, y haciendo














= 1− cos t+ δ′(t) + δ(t) .
2. Usemos las propiedades de la transformada de Laplace para invertir las si-
guientes relaciones:
1











Solución: Para la primera expresión, usamos las propiedades (7.4) y (7.7), de
modo que esta se escribe como:
1
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H(t− 3)(t− 3)4 .







Y la última la haremos de dos maneras: la primera usando las propiedades



































De nuevo, notemos que tenemos el producto de dos transformadas de Laplace.
Como L−1{ s
s2+9
} = cos(3t) y L−1{ 3
s2+9
} = sin(3t), usamos f(t) = cos(3t) y












La anterior es un tipo de integral muy común en la resolución de ecua-
ciones diferenciales por medio del método de Laplace. De nuevo, no existe
una forma de evaluarla directamete, pero usando la igualdad sin(A±B) =
sinA cosB ± cosA sinB, encotramos, sumando y restando las ecuaciones con
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Solución: No hay necesidad de deducir todo el proceso que llevó a deducir la
ecuación (7.31) a partir de la ecuación (7.25). Podemos simplemente usar la
ecuación (7.31) para verificar las relaciones anteriores. Ahora, notemos que en
ambos casos los polos satisfacen la condición z2 + a2 = (z + ia)(z − ia) = 0,



































































7.5. Solución de ecuaciones diferenciales
Aunque la transformada de Laplace tiene muchas aplicaciones, como el análisis
de funciones de transferencia [2], la principal aplicación en la que estamos intere-
sados es la resolución de ecuaciones diferenciales mediante el método de Laplace.
Suponiendo que el objetivo es encontrar la función f(t), la cual satisface cierta ecua-
ción diferencial y condiciones iniciales, los pasos que se deben seguir para encontrala
son los siguientes:
1. Transformar la ecuación diferencial utilizando la transformada de Laplace.
Todas las derivadas de la función f(t) se transforman usando la ecuación (7.23).
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la de la función y sus n− 1 derivadas en t = 0. Si la ecuación diferencial no es
homogénea, se debe calcular también la transformada de Laplace de la función
que aparece.
2. Una vez la ecuación diferencial se ha transformado, esta se convierte en una
ecuación algebraica que depende de la variable s, la función F (s) y las con-
diciones iniciales. A continuación, se debe despejar F (s) usando herramientas
algebraicas.
3. Invierta F (s) para encontrar f(t). Para hacer esto, se pueden usar las tablas
de transformadas de Laplace, sus propiedades, o la integral de Bromwich.
Apliquemos los pasos anteriores para resolver los siguientes ejercicios.
Ejemplos de la seción 7.5
1. Resolvamos la ED y′′ + 9y = cos(3t) sujeta a las condiciones iniciales y(0) =
2 , y′(0) = 5.
Solución: Como primer paso, aplicamos la transformada de Laplace, con lo
cual obtenemos que:
s2Y (s)− sy(0)− y′(0) + 9Y (s) = s
s2 + 9
.
En el segundo paso, despejamos Y (s) y reemplazamos las condiciones iniciales:
Y (s)(s2 + 9) =
s
s2 + 9











Finalmente, invertimos la expresión anterior, aunque antes de hacerlo la rees-
cribimos de la siguiente manera:












































2. Solucionemos la ED y′′ − 2y′ + 5y = 1 + t sujeta a las condicionnes y(0) = 0
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Solución: De nuevo, aplicamos una transformada de Laplace, donde encon-
tramos, primero, que:






Ahora, despejamos la función Y (s), y encontramos que:
Y (s) =
1
s(s2 − 2s+ 5)
+
1
s2(s2 − 2s+ 5)
+
4
s2 − 2s+ 5
.










(s− 1)2 + 4
) + 4
(s− 1)2 + 4
.
El último término ya se puede invertir fácilmente. Para los dos primeros de-
bemos descomponer en fracciones parciales —se deja al lector verificarlo—.
Comencemos con el primero —se deja al lector verificar los resultados—:
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(s− 1)2 + 4
) .
Y ahora el segundo:
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(s− 1)2 + 4
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) .
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(s− 1)2 + 4
+ 2
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(s− 1)2 + 4
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3. Resolvamos la ED y′′′ + 3y′′ − 4y = δ(t − 1) bajo las condiciones iniciales
y(0) = y′(0) = 0 y y′′(0) = −1.
Solución: Aplicamos el primer paso, con lo que encontramos que:
s3F (s)− s2f(0)− sf ′(0)− f ′′(0) + 3
(
s2F (s)− sf(0)− f ′(0)
)
− 4F (s) = e−s .
En el segundo paso, de nuevo, reemplazamos las condiciones iniciales y des-
pejamos F (s), con lo que encontramos que:
F (s) = − 1
s3 + 3s2 − 4
+
e−s
s3 + 3s2 − 4
≡ F1(s) + F2(s) .
La expresión anterior se ha partido a propósito en dos pedazos. Utilizaremos
en el tercer paso el método de integral de Bromwich para invertirla. Acá,
debemos ser cuidadosos porque F1(s) no contiene un término exponencial,
mientras que F2(s) śı lo contiene. Comencemos inviertiendo F1(s). Notemos
que los polos de esta función se localizan cuando z3 + 3z2 − 4 = 0, aśı, los
polos son z = 1 (orden 1) y z = −2 (orden 2). Aplicando la fórmula (7.31),











































La función F2(s) contiene los mismos polos, pero también un término expo-







































−H(t− 1)e−2(t−1) 3t− 2
9
.
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7.6. Aplicaciones
Aunque en el caṕıtulo anterior se implementó un sistema para resolver EDs con
el método de Laplace, las EDs que se resolvieron en los ejemplos eran problemas
matemáticos que no necesariamente representan situaciones reales modeladas por
medio de sistemas de EDs. En esta sección se aprenderá a resolver dos problemas
muy bien estudiados y conocidos en las ramas de la f́ısica y la ingenieŕıa: el circuito
RLC y el oscilador armónico forzado y amortiguado. De hecho, ambos problemas
son análogos y se resuelven exactamente de la misma manera. Comencemos con el
primero.
El circuito RLC es un circuito formado por una inductancia de valor nominal
L, una resistencia de valor nominal R y una capacitancia de valor C, conectadas a
una bateria que proporciona un potencial descrito por la función V (t). Por simpli-
cidad, asumiremos que los cuatro componentes están conectados en serie, tal como
se muestra en la Figura 7.2.
Figura 7.2. Izquierda: Un circuito RLC con la inductancia, resistencia, capacitancia y bateŕıa co-
nectadas en serie. Derecha: un objeto de masa m sujetado a un resorte y sometido a un movimiento
armónico forzado y amortiguado.
Nota importante: Hay que ser cuidadosos con las unidades usadas para cantidad.
En el sistema internacional, la inductancia se mide en Henrios (H), la resistencia
en Ohmnios (Ω), la capacitancia en Faradios (F) y el voltaje en voltios (V). Si
cualquier valor se provee en unidades distintas, se debe convertir a las unidades
apropiadas. Si se usan estas unidades, la carga estará en culombios (C) y la corriente
en amperios (A).
A través de conceptos f́ısicos, se puede derminar que las cáıdas de potencial en
una inductancia, resistencia y capacitancia están dadas, respectivamente, por LdIdt ,
RI y Q/C [3]. Acá, I(t) = dQdt es la corriente eléctrica, la cual representa la tasa de
cambio de la carga Q(t) a lo largo del tiempo. Aplicando la ley de mallas —primera













Q(t) = V (t) . (7.33)
Ahora, usamos de nuevo los pasos indicados en la sección anterior, y luego de aplicar
la transformada de Laplace y despejar Q(s) —se usará la notación en mayúsculas
para la carga en el espacio original y dual,3 la dependencia de t o s indica el espacio







= Q1(s) +Q2(s) , (7.34)
donde Q0 e I0 son la carga y la corriente inicial del circuito —en el tiempo t = 0—
respectivamente, y V (s) es la transformada de Laplace de la señal proporcionada
por la bateŕıa. En lo que sigue, se asume que la bateŕıa se enciende en el tiempo
t = 0, de tal forma que V (t)→ H(t)V (t).
La ecuación anterior se puede invertir con los métodos aprendidos en este caṕıtu-
lo. El primer término se puede hacer a partir de las tablas y propiedades indicadas.
Para esto, se debe completar cuadrados y hacer un par de manipulaciones; el resul-





e−γt sin(ω0t) , (7.35)
donde γ = R/2L y ω0 =
√
1/LC − γ2. Se deja como ejercicio hacer la verificación







V (t− z)e−γz sin(ω0z)dz . (7.36)
Por supuesto, la solución total es Q(t) = Q1(t) + Q2(t). La motivación principal
de haber dividido la solución en estas dos partes es que el primer término depende
de las condiciones iniciales —no de la bateŕıa— mientras que el segundo tan solo
depende de la bateŕıa.
Expliquemos ahora el significado del término Q1(t), cuya solución está dada en la
ecuación (7.35). Aśı, vemos que el término ω0 =
√
1/LC −R2/4L2 representa una
frecuencia de oscilación. Hay tres casos que se deben profundizar —véase la Figura
7.3 para más detalles—:
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Figura 7.3. Izquierda: carga eléctrica en función del tiempo para los tres casos relevantes. Derecha:
corriente eléctrica en función del tiempo para los tres casos relevantes. En ambas gráficas, el caso
amortiguado es representado por la ĺınea negra continua, el cŕıticamente amortiguado, por la ĺınea
punteada, y el sobreamortiguado, por la ĺınea gris continua.
1. Si 1/LC > R2/4L2, ω0 es real y existen oscilaciones en la carga, este caso
usualmente se conoce como el caso amortiguado. La carga en el condensador
fluctúa aśı entre valores positivos y negativos, cuya frecuencia depende de
los valores de L, R y C. No obstante, existe un término exponencialmente
decayente de la forma e−γt que disipa la amplitud de la señal; la solución total
está dada en la ecuación (7.35). Si R = 0, este término no existe —no hay
















Aśı, la función de la resistencia es disipar la enerǵıa del sistema. La enerǵıa
perdida por el sistema se convierte en calor.























, R = 0
. (7.38)
2. El caso cŕıticamente amortiguado, en el cual 1LC =
R2
4L2
, es un caso bastante
exclusivo porque se deben escoger los valores de L, R y C de tal manera que
esta relación sea exacta. Cuando esto sucede, ω0 = 0, y aśı no hay oscilaciones;
el comportamiento es exponencialmente decayente. Para este caso, Q1(t) e
I1(t) toman la siguiente forma:
Q1(t) = Q0e
−γt + (I0 + γQ0)t e
−γt , (7.39a)
I1(t) = I0e










3. Finalmente, en el caso sobreamortiguado, en el cual 1LC <
R2
4L2
, ω0 es ima-
ginario y las funciones trigonométricas se convierten en hiperbólicas. Cuando
esto sucede, tampoco hay oscilaciones, el comportamiento es también expo-
nencialmente decayente y, dependiendo de los valores de los parámetros del
problema, la disipación de enerǵıa es muy rápida o menos rápida. En términos
de Γ = iω0 =
√










e−γt sinh(ω0t) . (7.40b)
Algo que se puede notar de los tres casos anteriores es que sin importar el valor
de las condiciones iniciales, Q0 e I0 y el de los tres componentes, L, R y C, siempre
aparecen términos exponencialmente decayentes de la forma e−γt —estos términos se
conocen como transientes—. La única excepción se da cuando R = 0. Sin embargo,
en la práctica no es posible construir un circuito donde la resistencia sea 0. Aun
si no conectamos una resistencia, los cables disipan algo de enerǵıa. Por supuesto,
los cables son metálicos para disminuir la resistencia lo máximo posible, pero a
menos que estos sean superconductores —no ejerzan resistencia alguna—, habrá
algo de resistencia. Por la naturaleza del término exponencial, tanto la carga en el
condensador como la corriente en la resistencia se disiparán después de un tiempo.
Este tiempo depende del valor de γ. Si se desea que la carga y la corriente se disipen
rápidamente, γ debe tomar valores grandes; lo opuesto sucede si γ es pequeño.
Sin embargo, supongamos que deseamos alimentar el circuito para que la pérdida
de la señal no suceda. Lo que podŕıamos hacer es conectar el circuito a una fuente
externa, que proporcione enerǵıa adicional a partir del tiempo t = 0. Como en los
cálculos anteriores no se tuvo en cuenta la presencia de una bateŕıa, la contribución de
una bateŕıa al circuito proporciona nuevos efectos al circuito que podŕıan modificar
su comportamiento; esto se hace a partir de la ecuación (7.36). La forma que el
término Q2(t) puede tomar —su dependencia temporal— dependerá del tipo de
bateŕıa que conectemos. En este caṕıtulo, distinguiremos y analizaremos cuatro tipos
de señales —véase la Figura 7.4—:
1. Un pulso muy corto tipo delta.
2. Una señal directa de amplitud V0.
3. Una señal directa de duración T y amplitud V0.
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Figura 7.4. Señales consideradas. Izquierda: un pulso muy corto tipo delta —ĺınea continua— y una
señal directa de amplitud V0 —ĺınea punteada—. Derecha: señal directa de duración T y amplitud
V0 —ĺınea punteada— y señal alterna —sinusoidal— de peŕıodo T y amplitud V0 —ĺınea continua—.
Note que todas las señales se anulan para tiempos negativos.
Ahora analicemos cada señal en detalle y su aporte a la carga y corriente del
circuito, pero antes recordemos que una entrada de voltaje viene dada por V (t) →
H(t)V (t). Como se mencionó, para el cálculo de Q2(t) se usará la ecuación (7.36).
Una vez se encuentre Q2, la corriente se calcula usando la relación I2(t) =
dQ2
dt . Note
que las condiciones iniciales son irrelevanes para esta contribución —aportan a Q1(t)
e I1(t) pero no a Q2(t) e I2(t)—. Se proporcionarán únicamente los resultados; los
procedimientos se dejan como ejercicios.
1. Un pulso muy corto tipo delta puede ser modelado matemáticamente de la
forma V (t) = V0ω0 δ(t). Acá, V0 representa una amplitud con unidades de voltios,
y el factor ω0 se introduce con el propósito de corregir las dimensiones. Aśı,










ω0 cos(ω0t)− γ sin(ω0t)
)
. (7.41b)
2. Una señal directa de amplitud V0 se puede escribir simplemente como V (t) =
V0. Esta señal es lo que comunmente conocemos como una señal de corriente





















Nota importante: cuando la corriente es calculada, la presencia de una
fución Heaviside en la carga introduce una función tipo delta en la corriente
—recordemos que dH(t−a)dt = δ(t− a)—. No obstante, esta contribución rara
vez introduce aportes adicionales. Cuando derivamos la ecuación (7.41a) para
calcular I2(t), el resultado mostrado es la derivada usual, sin tener en cuenta
el Heaviside. Para demostrar que la contribución adicional es nula y por lo
tanto no aporta al resultado, vemos que este término aportaŕıa en la ecuación





Como la función anterior se anula, a menos que t = 0, evaluamos la expresión







= δ(t) · 0 = 0 ,
porque sin 0 = 0. Cuando esta propiedad no ocurra en los tres casos restantes,
se especificará. Si no se tiene en cuenta, es porque no aporta al resultado.
3. Una señal directa de duración T y amplitud V0 es similar a la anterior. No







ω0 − γe−γt sin(ω0t)− ω0e−γt cos(ω0t)
)
+H(t− T )e−γ(t−T )
[












H(−t+ T ) sin(ω0t)
+H(t− T )
[
cos(ω0t)− eγT sin(ω0(t− T ))
]]
. (7.43b)
4. Una señal alterna —sinusoidal— de peŕıodo T y amplitud V0 es la más dif́ıcil de
calcular matemáticamente, pero es la que presenta los efectos más importantes.
Esta señal la modelaremos de la forma V (t) = V0 sin(ωt), donde ω = 2π/T es














γ2 − ω2 + ω20
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sin(ωt)− 2γω cos(ωt)(
γ2 + (ω + ω0)2
)(







γ2 + ω2 − ω20
)
sin(ω0t) + 2γω0 cos(ω0t)(
γ2 + (ω + ω0)2
)(
γ2 + (ω − ω0)2





γ2 − ω2 + ω20
)
cos(ωt) + 2γω sin(ωt)(
γ2 + (ω + ω0)2
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γ2 − ω2 + ω20
)
cos(ω0t)(
γ2 + (ω + ω0)2
)(
γ2 + (ω − ω0)2
) }.
Notemos que los términos exponenciales, de la forma e−γt, todav́ıa persisten en
los tres primeros casos. Esto significa que este tipo de señales siguen disipándose
a lo largo del tiempo. No obstante, en el cuarto caso aparecen también términos
no disipativos tanto en la carga como en la corriente. Estos términos oscilatorios
permiten que la señal AC se propague a lo largo del tiempo sin necesidad de torres
amplificadoras, como sucede con la corriente DC [4]. El tema de la implementación
de la corriente DC o AC fue un debate muy controvertido a comienzos del siglo
XX. Mientras Thomas Alva Edison defend́ıa el uso de la corriente directa, Nikola
Tesla defend́ıa el uso de la corriente AC. Hoy en d́ıa, las compañ́ıas eléctricas usan
corriente AC por su conveniencia al transportarse de un lugar a otro; mientras que
la corriente DC se usa, entre otras cosas, en aparatos electrónicos pequeños que no
requieran la propagación de la señal a largas distancias.
Muchas propiedades adicionales del circuito RLC se pueden analizar, pero algu-
nas de ellas se dejan como ejercicios.
Como se mencionó, el otro sistema de interés es el oscilador armónico amortigua-
do —como se muestra en la Figura 7.2—. Este sistema consiste de un bloque de masa
m conectado a un resorte no masivo. El resorte posee una constante recuperadora
de valor constante k, cuya función es traer el bloque de nuevo al equilibrio, la fuerza
asociada a este movimiento es −kx —x representa el dezplazamiento del bloque con
respecto al punto de equilibrio—. La fuerza de fricción entre el bloque y la superfi-
cie donde se apoya es modelada por el término b y es proporcional a la velocidad,
x′; como la fricción se opone al movimiento, esta viene dada por −bx′. Finalmente,
si existe un motor externo que impulse el movimiento, existirá una fuerza externa
adicional modelada como F (t). Aplicando al segunda ley de Newton, la posición de
la part́ıcula en función del tiempo, x(t), viene dada por: [5]










Notemos la similitud con la ecuación (7.33), que modela el circuito RLC. La analoǵıa
es tal que no es necesario resolver este último sistema de nuevo, debido a que ya fue
resuelto de manera indirecta a través del análisis del circuito RLC. Comparando las
ecuaciones (7.45) y (7.33), es fácil concluir que todas las soluciones para el oscilador
armónico forzado y amortiguado se pueden deducir fácilmente a través de las solu-
ciones ya mostradas para el circuito RLC, si se hacen las siguientes identificaciones:
1. La inductancia L se asocia con la masa m.
2. La resistencia R se asocia con la constante de fricción b.
3. La capacitancia C se asocia con el inverso de la constante recuperadora k.
4. La señal V (t) se asocia con la fuerza externa F (t).
5. La carga Q(t) se asocia con la posición del bloque x(t).
6. La corriente I(t) se asocia con la velocidad del bloque v(t).
Por lo tanto, si en las soluciones para el circuito RLC mostradas previamente
hacemos las identificaciones L↔ m, b↔ R, C ↔ 1/k, V (t)↔ F (t), Q(t)↔ x(t) y
I(t)↔ v(t), ya tenemos las soluciones para nuestro nuevo sistema.
Nota importante: Las unidades requeridas para los distintos parámetros de este
problema son las siguientes: la masa m en kilogramos (kg), la constante de fricción b
en kilogramos sobre segundo (kg/s), la constante recuperadora k en Newtons sobre
metro (N/m), y la fuerza en Newtons (N). El uso de estas unidades proporcionará
una distancia en metros (m) y una velocidad en metros sobre segundo (m/s).
Como la señal V (t) se asocia con la fuerza externa F (t), podemos también iden-
tificar los cuatro casos descritos en la página 205 con cuatro tipos distintos de fuerza
externa:
1. Un pulso muy corto tipo delta equivale a una fuerza instantánea de la forma
F (t) = F0ω0 δ(t).
2. Una señal directa de amplitud V0 equivale a una fuerza constate F0.
3. Una señal directa de duración T y amplitud V0 equivale a una fuerza constante
de valor F0 que actúa durante un tiempo T .
4. Una señal alterna —sinusoidal— de peŕıodo T y amplitud V0 equivale a un
motor armónico cuya fuerza está dada por F0 sin(ωt).
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7.7. Ejercicios
Ejercicios del caṕıtulo 7
1. Verifique los resultados de la Tabla 7.1. Nota: omita el cálculo de tn para n /∈
Z que es muy complicado. Para el caso entero, calcule los primeros términos
y deduzca la relación por inspección. Para el caso δ(n), también calcule los
primeros términos y deduzca la relación general.
2. Encuentre la transformada de Laplace de las siguientes funciones:
f(x) = x3 sinx , g(x) = coshx , p(x) = sinhx .
3. Calcule la transformada de Laplace de las siguientes funciones:
f(y) = y2 sinh(3y) , g(y) = H(y − 1) cosh y , p(y) = sinh(y) .
4. Calcule la transformada de Laplace de las siguientes funciones:
f(t) = e3tt8 , g(t) = 2t(t+ 2)3 , p(t) = H(t− 2)H(−t+ 4) .
5. Calcule la transformada de Laplace de las siguientes funciones:
f(t) = cos(at+ b) , g(t) = sin(at+ b) .









s2 − 2s+ 10
}
.









s2 − 5s+ 4
}
.








9. Invierta las dos funciones del ejercicio anterior usando la integral de Bromwich.











11. Efectúe las operaciones de los ejercicios 6 y 7 a través de la integral de Brom-
wich. Nota: para la segunda función del ejercicio 7 se debe hacer primero divi-
sión sintética e invertir la función que no respeta la propiedad ĺıms→∞ F (s) =
0, usando otro mecanismo.
12. Solucione la ED y′′ + 9y = 2 sin(3t) con las condiciones iniciales y(0) = 0 y
y′(0) = 1 por medio de la transformada de Laplace.
13. Solucione la ED y′′ − 4y′ + 4y = t3e2t con las condiciones iniciales y(0) = 0 y
y′(0) = −1 por medio de la transformada de Laplace.
14. Solucione la ED y′′ − 6y′ + 9y = 5t + 1 con las condiciones iniciales y(0) = 0
y y′(0) = −3 por medio de la transformada de Laplace.
15. Solucione la ED y′′ − 3y′ + 2y = 2 − δ(t − 3) con las condiciones iniciales
y(0) = 10 y y′(0) = −2 por medio de la transformada de Laplace.
16. Solucione la ED y′′′+ 9y′ = δ(t− 3) + sin t con las condiciones iniciales y(0) =
y′(0) = 0 y y′′(0) = 1 por medio de la transformada de Laplace.
17. Solucione la ED y′′′ − 7y′ + 6y = δ(t − 3) + e3t con las condiciones iniciales
y(0) = y′′(0) = 0 y y′(0) = −2 por medio de la transformada de Laplace.
Ejercicios aplicados a la f́ısica e ingenieŕıa
18. Suponga que un sistema eléctrico recibe un voltaje descrito por la función
Vin(t) y genera un voltaje descrito por la función Vout(t). La función de
transferencia del sistema, G(s) = Vout(s)/Vin(s), se define como la razón
entre la transformada de Laplace del voltaje de salida y la transformada
de Laplace del voltaje de entrada. Encuentre la función de transferencia si
Vin(t) = 3 cos(3t+ 1) y Vout = 5 sin(3t).
19. Haga lo mismo del ejercicio anterior cuando Vin(t) = 5 sin(t) y Vout = 3 sin(3t+ 4).
20. Suponga que la función de transferencia de un sistema está dada por:
G(s) =
s3 + 10s2 + 30s
2s2 + 4s+ 10
.
Teniendo esto en cuenta, calcule el voltaje de entrada y de salida del sistema.
21. Haga lo mismo del ejercicio anterior si
G(s) =
s3 + 6s2 + 10s
2s2 + 6s+ 12
.
22. Usando la categorización mostrada en la página 204, discuta el tipo de mo-
vimiento efectuado por cada uno de los tres circuitos RLC descritos por los
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• L = 10−2 H, R = 20 Ω, C = 10−5 F, Q0 = 2× 10−5 C e I0 = 0.
• L = 3 mH, R = 2,3 kΩ, C = 1µF, Q0 = 3µC e I0 = 1 mA.
• L = 0,4 mH, R = 1 Ω, C = 1,6 mF, Q0 = 9 mC e I0 = 0,5 A.
Escriba Q(t) e I(t) y haga una gráfica que describa estas cantidades en función
del tiempo para cada uno de los tres casos.
23. Haga lo mismo del ejercicio anterior para un oscilador armónico amortiguado.
Los tres casos son los siguientes:
• m = 100 g, b = 20 kg/s, k = 500 N/m, x0 = 0 y v0 = 10 cm/s.
• m = 10 g, b = 3 kg/s, k = 0,225 kN/m, x0 = 0,25 m y v0 = 30 cm/s.
• m = 1 kg, b = 0,5 kg/s, k = 3 kN/m, x0 = 50 cm y v0 = −1 m/s.
24. Verifique las ecuaciones (7.41a) y (7.41b).
25. Verifique las ecuaciones (7.42a) y (7.42b). Sugerencia: expanda la función
como una exponencial compleja y luego tome la parte imaginaria, tal como se
hizo en el ejemplo 2 de la sección 7.2.
26. Verifique las ecuaciones (7.43a) y (7.43b). Sugerencia: el procedimiento es
muy similar al del ejercicio anterior. Se deben considerar los casos t ≥ T y
t < T por aparte, tal como la función Heaviside sugiere.
27. Use los resultados encontrados a partir de la página 205 para un circuito
RLC en presencia de bateŕıa externa para encontrar la carga y la corriente
de este sistema en ausencia de resistencia. Mire los cuatro casos definidos por
los cuatro tipos de bateŕıa externa. Este sistema se conoce como el circuito
LC, un circuito con una inductancia y una capacitancia, pero en ausencia de
resistencia.
28. Analice el caso de corriente alterna del ejemplo anterior (con R = 0) cuando la
frecuencia de la bateŕıa externa iguala la del circuito, ω0. Cuando esto sucede
decimos que el sistema entra en resonancia. Encuentre Q2(t) e I2(t) en el caso
de resonancia. Sugerencia: use la regla de L’Hopital.




Q(t) = V (t) .
Aplique el método de Laplace para para encontrar la carga y la corriente en
función del tiempo para los cuatro casos indicados en la página 205. Se deben
encontrar los mismos resultados del ejercicio 27.
30. Un circuito RL satisface la ED:










Aplique el método de Laplace para encontrar carga y corriente en función del
tiempo para los cuatro casos indicados en la página 205.




Q(t) = V (t) .
Aplique el método de Laplace para encontrar carga y corriente en función del
tiempo para los cuatro casos indicados en la página 205.
32. Suponga que un sistema masa-resorte de masa m y constante recuperadora k
no posee fricción. (a) Plantee la ecuación diferencial y resuélvala. (b) Encuen-
tre la posición de la part́ıcula en términos de x0, v0 y una fuerza arbitraria
F (t). (c) Encuentre la posición de la part́ıcula cuando F (t) toma los cuatro
casos descritos en la página 209.
33. Encuentre las soluciones del oscilador armónico forzado y amortiguado rees-
cribiendo las soluciones encontradas para el circuito RLC con las indicaciones
dadas al final de la sección anterior —página 209—.
34. Tome el ĺımite b→ 0 en las soluciones del ejercicio anterior y compruebe que
se obtienen los mismos resultados del ejercicio 32.
35. A partir de la ecuación (7.34), verifique la ecuación (7.35). Use las propiedades
de la transformada y la Tabla 7.1 para hacer la inversión.
36. Haga lo mismo del ejercicio anterior invirtiendo Q1(s) por medio de la integral
de Bromwich.
37. La enerǵıa mecánica de un oscilador armónico amortiguado se define como
E = 12mv
2 + 12kx
2. Halle la enerǵıa mecánica de un oscilador amortiguado
en ausencia de motor externo cuando a) v0 = 0, y b) x0 = 0. Verifique que
cuando b = 0, la enerǵıa es constante; y encuentre el valor constante de la
enerǵıa en los casos a) y b).
38. La enerǵıa almacenada en un circuito RLC se define como E = 12LI
2 + 12CQ
2.
a) Halle la enerǵıa almacenada en un circuito RLC en ausencia de bateŕıa
externa cuando I0 = 0. b) Verifique que cuando R = 0, la enerǵıa es constante.
Encuentre el valor constante de la enerǵıa en los casos a) y b).
Ejercicios avanzados
39. Resuelva las siguientes ED usando el método de transformada de Laplace:
2y′′ + ty′ − 2y = 10 , y(0) = y′(0) = 0 ; ty′′ − y′ = 2t2 , y(0) = 0 .
40. Solucione la ecuación diferencial 2t2y′′ + 4ty′ + 2t2y = 0. Deje la respuesta en










41. Verifique las ecuaciones (7.44a) y (7.44b). Sugerencia: use la ecuación (5.12b)
para reescribir el producto de dos senos como la resta de dos cosenos. Se
obtienen dos integrales. Resuelva una de ellas escribiendo la función seno como
una exponencial compleja, evalúela y luego tome la parte real. La otra integral
es muy similar, salvo unos cambios de signos. Sume las dos integrales al final.
42. Suponga que la señal sinusoidal del caso 4 de la página 205 se escribe como
V (t) = V0 cos(ωt). Halle Q2(t) e I2(t). Sugerencia: el procedimiento es muy
similar al del ejercicio anterior, no obstante, se debe usar la relación (5.12c) y
tomar la parte imaginaria de cada integral, no la real.
43. Use la integral de Bromwich para invertir la siguiente expresión:
F (s) =
1




Compare el resultado con la ecuación (7.44a), discuta las similitudes y dé una
explicación.
44. Otra forma de resolver el ejercicio 42 es aplicando la integral de Bromwich









Explique por qué esto es cierto y halle el resultado.
45. Use la integral de Bromwich para verificar que la transformada inversa de
Laplace de la función s−1/2 es H(t)(πt)−1/2. Nota: el proceso que llevó a la
ecuación (7.31) no es válido en este caso debido a la presencia de puntos de
ramificación. Se debe comenzar a partir de la ecuación (7.25) y reformular el
contorno.
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La transformada de Fourier
8.1. Conceptos previos
Temas previos: integrales impropias, teorema del residuo, Lema de Jordan,
transformada de Laplace.
Taller preliminar








H(−t+ 2)H(t− 1)e−itdt .















3. Aplique la transformada de Laplace para transformar las siguientes ecuaciones
diferenciales:
f ′′′(t) + 3f ′(t) + 4f(t) = δ(t) , 2f ′′(t) + 4f ′(t)− 8f(t) = tet ,
2y′′(t) + ty′(t)− 2y(t) = 1 .
Respuestas al taller preliminar
4 , 1−3i10 , 2e






s3F (s)− s2f(0)− sf ′(0)− f ′′(0) + 3sF (s)− 3f(0) + 4F (s) = 1 ,
2s2F (s)− 2sf(0)− 2f ′(0) + 4sF (s)− 4f(0)− 8F (s) = 1
(s−1)2 ,
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8.2. Definición de la transformada
Tal como se vio en la sección 7.2, la transformada de Fourier hace parte de un
grupo de transformadas, conocidas como transformadas integrales.
En el caṕıtulo 5 se introdujo el concepto de una serie de Fourier. Como pudimos
ver, una serie de Fourier posee unos coeficientes, denominados cn, que sirven para
representar una función periódica como una serie de Fourier. Básicamente, los coefi-
cientes de una serie de Fourier y la función misma contienen la misma información.
A pesar de la utilidad que presentan las series de Fourier, estas poseen cierta
limitación, pues solo se pueden aplicar a funciones periódicas. No obstante, se puede
encontrar el análogo de una serie de Fourier a una función no periódica; a esto se le
denomina una transformada de Fourier. Espećıficamente, la transformada de Fourier
de una función f(t) se define como:




Nota importante: a veces la transformada de Fourier puede ser definida de mane-








−iωtdt. En la práctica, no importa cuál
versión se use. En este libro seguiremos usando la definición (8.1).
En este libro —a menos que se diga lo contrario— nos restringiremos al cálculo
de transformadas de Fourier para funciones f(t) reales. La inclusión de funciones
complejas no añade mucho al formalismo que se tratará en este caṕıtulo, pero algunas
relaciones que se mencionarán únicamente se aplican a funciones reales. Notemos de
la definición (8.1) que f̂(ω) puede ser compleja a pesar de habernos restringido a los
casos donde f(t) son reales.
En algunos casos es útil definir las transformadas de Fourier seno y coseno.
Estas son de interés especial cuando la función f(t) posee una paridad definida.
Supongamos que, de acuerdo con la definición (5.1), descomponemos f(t) como
una suma de una parte par y una impar de la forma f(t) = fP (t) + fI(t). Como








































fI(t) sin(ωt)dt . (8.2)





fP (t) cos(ωt)dt− 2i
∫ ∞
0
fI(t) sin(ωt)dt . (8.3)
La relación anterior define las transformadas coseno y seno. Ahora, como la función




f(t) cos(ωt)dt , (8.4)
permite extraer la contribución par de la función f(t). De manera similar, como la




f(t) sin(ωt)dt , (8.5)
permite extraer la contribución impar de la función f(t). Aśı, las relaciones (8.4) y
(8.5) son válidas sin importar la paridad de f(t). Adicionalmente, es fácil deducir
que:
f̂(ω) = f̂c(ω)− if̂s(ω) . (8.6)
Las definiciones anteriores nos permiten concluir —para una función f(t) real— lo
siguiente:
1. Si f(t) es par, f̂(ω) es real y f̂s(ω) = 0. Además, todas las potencias de ω que
aparecen en un desarrollo en series de potencia son pares.
2. Si f(t) es impar, f̂(ω) es imaginaria y f̂c(ω) = 0. Además, todas las potencias
de ω que aparecen en un desarrollo en series de potencia son impares.
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Ejemplos de la sección 8.2
1. Calculemos la transformada de Fourier de la función f(t) = e−a|t|, donde
a > 0.





































2. Determinemos las transformadas de Fourier seno y coseno de la función f(t) =
(t2 + 9)−1.
Solución: No usaremos las definiciones (8.4) y (8.5) directamente; preferible-







La integral de arriba se evalúa a través del teorema del residuo, y, debido al
factor exponencial, es necesario utilizar el Lema de Jordan. Ahora, usando las
herramientas mostradas en la subsección 4.4.2, deducimos que el contorno
escogido es el mostrado en la parte izquierda de la figura 8.1 si ω > 0
—encerrando el polo en −3i—. Por el contrario, si ω < 0, se usa el contorno
mostrado en la parte derecha de la misma figura —encerrando el polo en 3i—,1

























Ahora bien, juntando los dos resultados, deducimos que f̂(ω) = πe
−3|ω|
3 . Como
esta función es par, podemos concluir, usando las condiciones mostradas en el




, f̂s(ω) = 0 .
1El signo negativo en el término exponencial cambia las condiciones sobre el signo de la expo-
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Figura 8.1. Contorno usado para evaluar muchas de las integrales de la forma 8.1 a través del
teorema del residuo.
8.3. Propiedades de la transformada
A partir de la definición de la transformada de Fourier, se pueden encontrar las
siguientes propiedades —su verificación se deja como ejercicio—:
Linealidad:
F{af(t) + bg(t)} = af̂(ω) + bĝ(ω) . (8.7)








Traslación en la variable t:
F{f(t− a)} = e−iωaf̂(ω) . (8.9)
Multiplicación por una fase:
F{eiatf(t)} = f̂(ω − a) . (8.10)
Multiplicación por tn:
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F{f (n)(t)} = (iω)nf̂(ω) . (8.12)
Transformada de la convolución entre dos funciones:
F{(f ∗ g)(t)} = f̂(ω)ĝ(ω) . (8.13)
Existe, además, una fórmula para calcular la inversa de una transformada de Fou-
rier.2 Por definición, la transformada inversa de Fourier, a la cual denotaremos como
F−1, es un operador tal que:
F−1F{f(t)} = F−1{f̂(ω)} = f(t) . (8.14)
Teniendo esto en cuenta, la transformada inversa de Fourier se define entonces
como:





Nota importante: cuando se definió la transformada de Fourier, se aclaró que ha-
b́ıa varias formas de definirla. De igual manera, la inversa debe ser redefinida si utili-




la inversa toma la forma f(t) = 12π
∫∞
−∞ f̂(ω)e










usando la misma definición.
Ejemplos de la sección 8.3
1. Usando los resultados del ejemplo 1 de la sección 8.2, calculemos la transfor-
mada de Fourier de las siguientes funciones:
f1(t) = e
−a|t−2| , f2(t) = e
−a|t|/9 , f3(t) = e
−a|t|+4it .
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(ω − 4)2 + a2
=
2a
ω2 − 8ω + a2 + 16
.
2. Usando los resultados del ejemplo 1 de la sección 8.2, calculemos la transfor-














































































−2t , t ≥ 0
d
dte
2t , t < 0
=
{
−2e−2t , t ≥ 0
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Y por último, para la tercera función vemos que esta se puede expresar como



























Acá, debemos aplicar el teorema de convolución —ecuación (8.13)— y, por







Esta integral se puede desarrollar con ayudas de las herramientas del caṕıtulo




3. Calculemos la transformada inversa de Fourier de la función ĝ(ω) = e−ω
2
.















Podemos desarrollar esta integral con las herramientas estudiadas en la sub-
sección 6.2.4, pero notemos de la ecuación (6.21) que esta se obtiene sin mayor
problema haciendo las siguientes identificaciones: x→ ω, a = 1, b = it, c = 0















8.4. La relación de Parseval
La relación de Parseval aplicada a las series de Fourier —ecuación (5.52)— tam-
bién se puede aplicar a las transformadas de Fourier. Esta relación relaciona la
integral entre dos funciones en el espacio de la variable original —variable t— y en
el espacio de la variable dual —variable ω—. Ahora, si f(t) y g(t) son dos funciones
integrables con transformadas de Fourier f̂(ω) y ĝ(ω), respectivamente, entonces
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Nota importante: de nuevo, la relación de Parseval debe ser levemente modificada
cuando se usan las otras posibles definiciones para la transformada. Aunque no nos
enfocaremos en ver estas modificaciones, ya que nos estamos restringiendo a una
en particular, es importante decir que el factor 2π no aparece en otras definiciones.
Además, cabe resaltar que la relación (8.17) está definida para funciones complejas;
cuando una función es real, su complejo conjugago es ella misma.
Ahora bien, la relación de Parseval es importante por los siguientes motivos.
Primero, porque muestra dos formas diferentes de calcular la misma cantidad: en
algunos casos realizar la integral establecida integrando con respecto a t es compli-
cado, mientras que la misma integral con respecto a ω puede ser mucho más sencilla
—o viceversa—. Segundo, la relación de Parseval puede ser aplicada en mecáni-
ca cuántica, además de que define la potencia media de una señal f(t) —cuando
f(t) = g(t)—, un concepto muy importante en el estudio de señales; de manera









Y por último, la relación de Parseval es útil para deducir algunas relaciones
matemáticas importates, como se verá a continuación.
Ejemplos de la sección 8.4
1. (a) Asumiendo que a > 0, calculemos las transformadas de Fourier de las fun-
ciones f1(t) = H(t)e
−at y f2(t) = e
−a|t|. (b) Usemos los resultados anteriores
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(b) Usamos ahora la función inversa —ecuación (8.15)—, para expresar f1(t)
y f2(t) como una cotransformada —transformada inversa— y aśı, al usar la




















Ahora, partimos el resultado anterior de la forma x + iy —parte real más
parte imaginaria—, y notamos que, como la función H(x)e−ax es real, la parte















−ω cos(ωx) + a sin(ωx)
a2 + ω2
dω .
La segunda integral claramente es nula por paridad —se hab́ıa anticipado que
la parte imaginaria se cancelaba—. Notemos que la relación anterior implica,



























































porque x > 0. Finalmente, usando esta condición en la ecuación que determinó
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2. Siendo f(t) = e−2t
2+t y g(t) = e−t
2/3. (a) Usemos la relación de Parseval
para calcular
∫∞
−∞ f(t)g(t)dt. (b) Verifiquemos que esto es igual a realizar la
integral 12π
∫∞
−∞ f̂(ω)ĝ(ω)dω. (c) Hallemos la potencia media de la señal f(t).
(d) Hallemos la potencia media de la señal g(t).
Solución: Todas las integrales gaussianas se harán con ayuda de la ecuación









usando la ecuación mencionada notamos que a = 7/3, b = D = 1 y c = 0. Por
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(b) Primero hallamos las transformadas de Fourier de las funciones indicadas,



































































































(d) Calculamos la potencia media de g(t) usando su versión en el espacio de
























8.5. Solución a ecuaciones diferenciales
El método de Fourier también puede ser aplicado para resolver EDs. Una gran
diferencia, sin embargo, es que este método únicamente puede ser usado para resolver
sistemas no homogéneos, ya que este mecanismo no introduce las condiciones iniciales
del sistema. Básicamente, el método de Laplace se usa cuando existe un sistema
externo que se enciende a partir del tiempo t = 0, estando apagado para tiempos
negativos; mientras que el método de Fourier, por el contrario, resuelve el sistema
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Suponiendo que el objetivo es encontrar la función f(t) que satisfaga cierta ecua-
ción diferencial sin condiciones iniciales, los pasos que se deben seguir para encontrala
son los siguientes:
1. Transformar la ecuación diferencial utilizando la transformada de Fourier. To-
das las derivadas de la función f(t) se transforman usando la ecuación (8.12).
Como la ED que se debe resolver es no homogénea, se debe calcular también
la transformada de Fourier de la función que aparece.
2. Una vez la ecuación diferencial se ha transformado, esta se convierte en una
ecuación algebraica que depende de la variable ω y de la función f̂(ω). A
continuación, se debe despejar f̂(ω) usando herramientas algebraicas.
3. Invertir f̂(ω) para encontrar f(t), para lo cual se debe usar la inversa de Fourier
—ecuación (8.15)—.
Apliquemos los pasos anteriores para resolver los siguientes ejemplos.
Ejemplos de la sección 8.5
1. Resolvamos la siguiente ED:
f ′′(t)− k2f(t) = δ(t)
mediante el método de la transformada de Fourier.
Solución: El sistema no tiene en cuenta las condiciones iniciales —no hay
fronteras—, de modo que aplicamos la transfromada de Fourier a la ED, con
lo cual encontramos que:
(iω)2f̂(ω)− k2f̂(ω) = 1 ,
porque la transformada de Fourier del Delta de Dirac es 1. Ahora, despejando
f̂(ω), tenemos que:
f̂(ω) = − 1
ω2 + k2
.
Una vez obtenemos este resultado, invertimos la relación usando la ecuación
(8.15), con lo cual encontramos que:







Esta integral anterior se puede resolver con el teorema del residuo, por lo
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Figura 8.2. Contorno escogido para la evaluación de la función f(t) descrita por la ED f ′′(t) −
k2f(t) = δ(t).
respetando el Lema de Jordan —véase la figura 8.2—, donde, para t > 0
cerramos el contorno por arriba, y para t < 0 lo cerramos por debajo. Aśı,






























y, juntándolas, tenemos como resultado: f(t) = − e−k|t|2k .






+ a4f(t) = δ(t) , a > 0 ,
mediante el método de transformada de Fourier.
Solución: Como δ̂(ω) = 1, encontramos, tras transformar la ED mediante la
transformada de Fourier:
(iω)4f̂(ω) + a2(iω)2f̂(ω) + a4f̂(ω) = 1 .
Con esto, al despejar la transformada, obtenemos que:
f̂(ω) =
1
ω4 + 2a2ω2 + a4
.

























Para resolver la integral anterior, usamos los mismos contornos que utilizamos
en el ejemplo anterior, dependiendo de si t > 0 (f+) o t < 0 (f−). A partir de
esto, los resultados, cuyos residuos son de orden 2, son:







(z ∓ ia)2 eizt

































La transformada de Fourier puede aplicarse a muchas ramas de la ciencia. Aun-
que cada aplicación puede ser muy espećıfica y dispendiosa, acá se mostrarán unas
cuantas aplicaciones de bastante utilidad que no requieren un tratamiento muy de-
tallado.
8.6.1. Solución a funciones de Green
En la sección 6.4 se vio una metodoloǵıa para calcular funciones de Green a
partir del teorema de convolución, pero esto también puede resolverse mediante el
formalismo de Fourier. Recordemos los resultados más importantes de esa sección:
si D es un operador diferencial que satisface la ED
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donde G(t) satisface la ED
DG(t) = δ(t) . (8.22)
Veamos a partir de un ejemplo cómo el método de Fourier nos facilita hallar la
solución.
Ejemplo
1. Resolvamos el ejemplo 1 de la sección 6.4 a través del método de Fourier.
Solución: Comenzamos transformando la ecuación diferencial dGdt +
R
LG = δ(t)




Ĝ(ω) = 1 .





















Ahora, aplicamos de nuevo el teorema del residuo teniendo en cuenta los con-
tornos mostrados en la figura 8.2. Aśı, si t < 0, no se encierra ningún polo,
con lo que obtenemos que G(t) = 0; pero si, por el contrario, t > 0, se encierra























Aśı, G(t) = H(t)e−
R
L
t. De ah́ı en adelante, se realiza el respectivo remplazo
en la fórmula de convolución, con lo cual obtenemos el mismo resultado —los
pasos seguidos son los mismos que mostramos en el ejemplo mencionado—.
Ahora, notemos que pudimos habernos saltado el cálculo de la función de



















mediante el método de Fourier. No obstante, hay un inconveniente: la trans-
formada de Fourier de la función H(t)V0L no se puede calcular,
3 a no ser que
se introduzcan algunos artificios matemáticos que aseguren la convergencia.
Como no es la intención introducir estos artificios matemáticos, no se mostrará
cómo resolver el sistema de manera directa.
8.6.2. Funciones de transferencia
Supongamos que poseemos un aparato que recibe una señal compleja f (1)(t) y
devuelve otra señal compleja f (2)(t). Un ejemplo es un amplificador, donde la señal
recibida es amplificada. Supongamos ahora que la señal de entrada es una señal con
un único modo de frecuencia, dado por ω; de esta manera, definimos f
(1)
ω (t) = eiωt. La
amplitud y fase de la señal de salida f
(2)
ω (t) pueden a su vez haber cambiado debido
al mecanismo de conversión. Ambas señales están relacionadas por la ecuación [4]
f (2)ω (t) = χ̂(ω)f
(1)
ω (t) , (8.24)
donde la función compleja χ̂(ω) = χ̂R(ω) + iχ̂I(ω) se denomina como la función de
transferencia.
El siguiente paso es suponer que la entrada es una superposición de muchos
modos ondulatorios; en otras palabras, f̂ (1)(ω) =
∫∞
−∞ f
(1)(t)e−iωtdt. Si esto es aśı,






χ̂(ω)f̂ (1)(ω)eiωtdω . (8.25)





χ(t− t′)f (1)(t′)dt′ . (8.26)
Es importante tener en cuenta que las señales requieren cierto tiempo para propa-
garse —un efecto no puede ocurrir antes de que se genere su causa—. Para que
esto se respete, exigimos que la función de transferencia tome la forma χ(t − t′) →
H(t − t′)χ(t − t′). De esta forma, la señal no existe si t′ > t, y la ecuación anterior




χ(t− t′)f (1)(t′)dt′ . (8.27)









234 Caṕıtulo 8. La transformada de Fourier
De este modo, esta ecuación nos permite calcular la señal de salida una vez que la
señal de entrada y la función de transferencia son conocidas. Mientras que la señal de
entrada puede ser cambiada dependiendo del generador, la función de transferenica
es propia del amplificador y puede ser medida y calculada.
8.6.3. Procesamiento de señales
Finalmente, otra de las grandes aplicaciones de la transformada de Fourier es
el procesamiento de señales. Por ejemplo, una foto puede ser retocada a través
de transformadas de Fourier, de modo que el ruido —información innecesaria—
puede ser eliminado de esta. Este mecanismo también sirve para filtrar de una señal,
eliminando aśı ondas que se consideren irrelevantes; aśı, la transformada rápida de
Fourier se convierte en un mecanismo muy importante para estos procesos. Tratar
estos temas en detalle se sale del contenido de este libro, aśı que solamente se nom-
brarán y no se mostrarán cálculos relacionados. Para consultar más detalles, el lector
puede revisar las referencias [2, 3].
8.7. Ejercicios
Ejercicios del caṕıtulo 8
1. Calcule la transformada de Fourier de la función f(t) = 1/(t2 + a2).
2. Calcule la transformada de Fourier de la función f(t) = 1/(t2 + 3t+ 4).
3. Calcule la inversa de Fourier de la función f̂(ω) = e−|ω|z, con z > 0.
4. Calcule la transformada de Fourier de la función
f(t) =
{
k , |t| ≤ 3
0 , |t| > 3
.
5. Calcule la transformada de Fourier de la función
f(t) =
{
k|t| , |t| ≤ 1
0 , |t| > 1
.
6. Calcule la transformada de Fourier de la función
f(t) =
{
kt , |t| ≤ 1
0 , |t| > 1
.
7. Calcule la transformada de Fourier de la función
f(t) =
{
kt3 , 0 ≤ t ≤ 2











8. Calcule la inversa de Fourier de la función f̂(ω) = 1ω sinω.
9. Si k > 0, verifique que la transformada de Fourier de la función f(t) = sin(kt)t
vale 0 si |w| > k; π2 si ω = k, y π si |ω| < k.
10. Verifique la propiedad (8.7).
11. Verifique la propiedad (8.8).
12. Verifique la propiedad (8.9).
13. Verifique la propiedad (8.10).
14. Verifique la propiedad (8.11).
15. Verifique la propiedad (8.12).
16. (a) Verifique que F{δ(t − t′)} = e−iωt′ . (b) Use este resultado para verificar
que, de acuerdo con las definición (8.15), F−1F{f(t)} = f(t).
17. La transformada de Fourier de la función f(t) = H(t)e−at está dada por




















−ω2/8, calcule la transformada de Fourier de las siguientes
funciones:
f1(t) = e
−t2 , f2(t) = e
−2t2+4t−3 , f3(t) = e
−2t2+4it , f4(t) = te
−2t2 .
19. Usando el resultado del enunciado del ejercicio anterior, calcule la inversa de





























20. Calcule la potencia media de la señal dada por la función f̂(ω) = (ω− 3ia)−1,
donde a > 0.
21. Calcule la potencia media de la señal dada por la función f(t) = (t2+8t+20)−1.
22. Calcule la potencia media de la señal dada por la función f̂(ω) = (ω2 +ω20)
−1,
donde ω0 > 0.
23. Para las tres EDs:
f ′′′1 (t) + 3f
′′
1 (t) + f1(t) = g1(t) , f
′′
2 (t) + γf
′
2(t) + k
2f2(t) = g2(t) ,
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halle una expresión para cada función f̂i(ω) en términos de ω y ĝi(ω), utili-
zando la definición de la cotransformada de Fourier. Luego, exprese cada fi(t)
como una integral.
24. Aplicando la transformada de Fourier, determine la ED que satisface la función
f̂(ω) para cada una de las siguientes tres EDs:
t2f ′′(t) + f(t) = δ(t) , tf ′′(t) + 3t2f ′(t)− 2f(t) = 0 ,
t2f ′′′(t) + tf ′′(t) + 3f(t) = 0 .
25. Resuelva la siguiente ED (k > 0):
f ′′(t)− k2f(t) = δ(t− t0) , (8.28)
mediante el método de la transformada de Fourier.
26. Resuelva la siguiente ecuación diferencial (k > 0):
f ′′(t)− k2f(t) = H(t)e−at , a > 0 ,
mediante el método de la transformada de Fourier.
27. Resuelva la siguiente ecuación diferencial (k > 0):
f ′′(t) + 2kf(t) + k2f(t) = δ(t− a) , k > 0 , a > 0 ,
mediante el método de la transformada de Fourier.
Ejercicios aplicados a la f́ısica e ingenieŕıa
28. Halle la función de Green asociada al operador diferencial D = d
2
dt2
+ 2 ddt + 4.




30. La ecuación diferencial de Fermi para la difusión de neutrones frenados en un







Acá, q es el número de neutrones por unidad de tiempo y de volumen que son
frenados. La variable τ es una medida de la enerǵıa perdida. Si tenemos la
condición q(x, 0) = Sδ(x), lo que corresponde a una fuente de neutrones en
x = 0 emitiendo S electrones por unidad de tiempo y de área, demuestre que
la solución a la ecuación está dada por:

















31. Una gota de tinta de masa M se introduce en un recipiente unidimensional
lleno de agua. La gota se introduce en la mitad del recipiente al tiempo t = 0,
de tal manera que la densidad lineal de masa de la tinta λ(x, t) en ese momento
se puede simular como un distribución tipo delta de la forma λ(x, 0) = Mδ(x).









donde D es un parámetro constante, conocido como el coeficiente de difusión,
que describe cómo se difunde la tinta en el agua. (a) Describa las unidades
que deben tener las constantes M y D. (b) Demuestre que la densidad viene






Nota: escriba λ(x, t) como una transformada de Fourier en la variable de
posición-momento. (c) Demuestre que la masa de la gota de tinta se conserva,
en otras palabras, que la masa en todo el recipiente sigue siendo M .




—donde ω0 > 0— y la función de transferencia es
χ(t) = Aδ(t), donde A es otra constatne positiva. Encuentre la señal de salida,
fout(t).
33. Haga lo mismo del ejercicio anterior si χ(t) = Be−ω0|t|, donde B es otra
constante positiva y ω0 es la constante del ejercicio anterior.
Ejercicios avanzados
34. Verifique la propiedad (8.13).






+ a4f(t) = H(t)e−bt ; a, b > 0
mediante el método de transformada de Fourier. (b) Tome luego el caso a = b
y halle la solución para este caso particular.
36. La concentración de part́ıculas por unidad de longitud λ en un medio uni-

















donde D es una constante positiva que depende del medio —puede ser in-
terpretada como una constante de difusión— y Γ es otra constante también
dependiente del sistema. Supongamos que en el tiempo t = 0 se introduce una
concentración muy alta de part́ıculas en x = x0 que puede ser simulada como
una distribución delta, de la forma λ(x, 0) = Nδ(x − x0). Suponiendo que
la concentración de part́ıculas es nula para tiempos negativos: (a) Demuestre








Nota: escriba λ(x, t) como una transformada de Fourier en la variable de
posición-momento. (b) Muestre que el número total de part́ıculas en el
sistema no se conserva a través del tiempo e interprete el significado de N y
Γ. ¿Qué sucede cuando Γ > 0 y cuando Γ < 0? Dé una interpretación f́ısica.
(c) Estamos ahora interesados en los ĺımites D → 0 y D → ∞; explique por
qué, cuando D → 0, las part́ıculas tenderán a quedarse siempre localizadas en
x = x0. Tome también el ĺımite D →∞ y explique el resultado.
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