§1. Introduction
The present paper is devoted to the study of eigenvalue asymptotics of Schrodinger operators with only discrete spectrum. Let VeL^c(R n ) and
V(x)>\. The Schrodinger operator -A + F admits the unique self-adjoint realization in L 2 (R n )
where A denotes the Laplacian in R n . We denote it by T. If V(x) -*> oo as \x\ -> oo, then T has an infinite sequence of positive eigenvalues, {^j}jLi, diverging to infinity. Let AT(A), /l>0, denote the number of eigenvalues less than X with repetition according to the multiplicities. Under suitable assumptions on V, we can prove the asymptotic formula oo f (1.1) N(X) -(27c) " " co n \ (A -V(x)) n l 2 
dx as JR"
where a) n is the volume of the unit ball in R n and /(*) + =max{/(*), 0}.
For the results of the form of (1.1) we refer to Edmunds and Evans [2] , Feigin [4] , Fleckinger [5] , Fleckinger and Lapidus [6, Section 5], Levendorskii [9] , Reed and Simon [10, Theorem XIII . 81], Rozenbljum [12] , Tamura [16] , Titchmarsh [17, Chapter XVII] and de Wet and Mandl [18] .
In the present paper we will give a new criteria on the potential V for the formula (1.1). Our main results are Theorems 2.1, 2.2 and 2.3 and those are proved by Dirichlet-Neumann bracketing method and a modification of results in Fleckinger and Lapidus [7] . By virtue of these main results we can establish the formula (1.1) for several potentials.
First we will consider radial potentials, that is, V(x)=f(\x\) Also we can prove (1.2) for very slowly growing function such as /(£) = loglog---log t for large t. Previously, the eigenvalue asymptotics for these very slowly growing potentials on R n are studied only by Levendorskii [9, pi 77, Theorem 5] for C°° potentials and our theorem gives the formula (1.1) for C 1 potentials.
Next we will consider potentials which are not necessarily radial. Our main theorem gives the following new result. If VGC 1 (R n ) (n>3), V>\,
for large \x\ and a(2JL)<ca(X) for large A where <r(Ji) = \{xER n :V(x)<}i}\, then we have the formula (1.1). The condition (1.3) is studied by Feigin [4] (cf. [9, pi 78]) for C°° potentials and our requirement on the regularity of potentials is C 1 -regularity.
Also we will give an extention of the result by Titchmarsh [17, pi 76] and alternative proofs of results by Rozenbljum [12, Theorem 2] and Fleckinger [5] .
Furthermore we will give asymptotic formulas for some nonclassical potentials. A nonclassical potential is the potential whose zero set is an unbounded subset, for example, V(x, y) = \xy\* on R 2 . The nonclassical potentials are studied by Gurarie [8] , Levendorskii [9] , Robert [11] , Simon [13] , Solomyak [14] , and Tachizawa [15] , and they only consider potentials whose zero sets are cones. We will outline the content of this paper. We will state our main results in Section 2 and its proofs will be given in Section 3. In Section 
and for all v and (M, v)= uv dx.
By the assumption on V, T has only discrete spectrum (cf. [3, Chapter VIII, Section 4]) and we define A/"(A) as the number of eigenvalues of T less than A>0.
Here we introduce some notations and conditions. Let A! be a positive constant and / be a function from (A l5 oo) to (0, oo 
The following theorem holds. The following theorem will be used in Section 4. When Q is an open cube Q and PFeL°°(Q), W>1, we can easily prove that Ui(W, 1, Q) is a compact operator in H t (W, Q) for i = 0, 1. Also when W=\, reL°°(0) and r>0, f/ £ (l, r, Q) is a compact operator in H f (l, Q) for t = 0, 1 (cf. [1, p76] ).
Throughout the proof, c denotes various positive constants depending only on n and this constant may differ even in the same string of estimates.
Proof of Theorem 2.1. Since V(x) -» oo as \x\ -> oo and V>1, T has the compact inverse operator T" 1 in L 2 (R n ) and T has only discrete spectrum We shall now first find a lower bound for N(ty -(p(%) by use of the left-hand side of (3.2); then we shall obtain an analogous upper bound for by means of the right-hand side of (3.2).
Step 1: a lower bound. For all v>0 and i = 0, 1, we have M t (v) = n t ((v + 1)~1; 1, 1, 0). Hence, by Lemma 3.4, there exists a positive constant c depending only on n such that (3) (4) for all \JL satisfying 1>^>0. Since for Ce/j, we have, by (3.4), (3.5) for all jU<r^.
Here we shall estimate y4j. By (3.5), we have
We can easily prove that and we have (3.6) |;
Next we shall estimate A 2 . We have
By the assumption (HI),
We shall estimate A 
Q.E.D. § 4 0 Applications
In this section we will study some applications of our main results in Section 2. First we consider radial potentials. Proo/. In Theorem 2.1 we set /(A)-(f ^A)} 1 ' 2 . We shall calculate ai(X) and « 2 (/l) in (HI) and (H2). We consider the condition (HI). By a simple geometrical consideration, we have
for sufficiently large "k where c is a positive constant depending only on n.
Next we consider the condition (H2 Q.E.D. Next we consider potentials which are not necessarily radial. First we shall give a theorem which is an extension of the result by Titchmarsh [17, P 176]. Proof. Let 6 be a positive constant such that a<6<l/2. In Theorem 2.3 we set /(A) = /l~9 for large A. Clearly the conditions (Cl) and (C2) are satisfied. We consider the conditions (C3) and (C4) for large A and the condition (C3) holds. Next we consider the condition (C4). Let l^EJ^\I x . For every xeQ^nQi such that F(*)<A, there is a zeQ^nQ A such that V(z) = A and the line segment which connect x and z lies in Q^nO A . If there are no such z and line segment, then we conclude that V(y)<h for all yeQ^ that is, Ce/j. and this contradicts the choice of f.
By (4.6), we have, for all xeQ^nQ^ such that
l-V(x)=V(z)-V(x)< \VV(x + t(z-x))-(z-x Jo

)\dt
Hence the condition (C4) holds. Therefore, by Theorem 2.3, we have AT(/l)-(27i)" w co n (A-Fyf dfoc as A -» oo.
JR"
Q.E.D.
Remark 4.2. The condition (4.2) is weaker than (4.5). In fact we can easily give an example of V such that (4.2) holds and (4.5) is false. is an improvement on the regularity condition in the Feigin's result.
Next we will give an alternative proof to Theorem 2 in Rozenbljum [12] . Proof. In Theorem 2.3 we set 1(1) = X~0 where 0<0<l/2. For every e>0 we define rj(e) as the maximal Y\ satisfying the condition (4.14). In our proof we do not need this condition (4.15). §5. Nonclassical Potentials
In this section we consider the eigenvalue asymptotics of the Schrodinger operator -A-f-F on R n when V is a nonclassical potential. A nonclassical potential is the potential V such that F>0 and the set {xeR n : V(x) = 0} is an unbounded set. Several results on these nonclassical potentials are known ( [8] , [9, Section 10] [11], [13] , [14] , [15] ) and those are only on the potentials whose zero sets are cones in R". Our method is a modification of that of Tachizawa [15] and we can apply it to some nonclassical potentials whose zero sets are not cones. The potentials which we consider in this section belong to the special function class, that is, A ^-weights and we use some results about ^4^-weights in Tachizawa [15, Section 2] .
Let V be a nonnegative continuous function on R" and let T' be the self-adjoint operator associated with the sesquilinear form
as in Section 2. We write T'=-A+F, formally. If T" has only discrete spectrum, then we denote the number of eigenvalues less than A as N'(A). We will consider some examples.
This potential is considered by Simon [13] . By Lemma 2.3 in [15] , V(x, y) = \xy\* is an ^4^-weight on R 2 and, by Remark 2.3 in [15] , it is easily proved that the Schrodinger operator T'=-A + \xy\* has only discrete spectrum. We shall prove
by the method of Tachizawa [15] .
We set V^x, y) = \xy\*+l and let T be the self-adjoint operator associated with -A+F t . Since AT(A) denotes the number of eigenvalues of T less than /I, we have
We will estimate AT(/l) using the method in the proof of Theorem 2.1. We set, for large A, Then, by the Dirichlet-Neumann bracketing method, For the proof of w 1 (x,~1; V ly 1, F t ) = 0 for z = l, 2, we use the following lemma which is derived from Lemma 2.4 in [15] . This potential is considered by Tachizawa [15] . In exactly the same way as in Example 5.1, we have The proof of (5.5) is similar to that of (5.1). For the proof, we also set /a) = (l-l)-1/2 (lo g (A-l))" 2 .
