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Abstract
In this work, we consider a system of differential equations modeling the
dynamics of some populations of preys and predators, moving in space ac-
cording to rapidly oscillating time-dependent transport terms, and interact-
ing with each other through a Lotka-Volterra term. These two contributions
naturally induce two separated time-scales in the problem. A generalized
center manifold theorem is derived to handle the situation where the lin-
ear terms are depending on the fast time in a periodic way. The resulting
equations are then amenable to averaging methods. As a product of these
combined techniques, one obtains an autonomous differential system in re-
duced dimension whose dynamics can be analyzed in a much simpler way
as compared to original equations. Strikingly enough, this system is of
Lotka-Volterra form with modified coefficients. Besides, a higher order per-
turbation analysis allows to show that the oscillations on the original model
destabilize the cycles of the averaged Volterra system in a way that can be
explicitely computed.
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1 Introduction
This paper is concerned with the analytical study of the dynamics of a prey-
predator model and is a follow-up of [CHL09]. The model under consideration
here takes into account both interactions between species and spatial migrations.
As such it is a strict elaboration of the well-known Lotka-Volterra equations. In
particular, a fundamental feature of the operating dynamics that we wish to men-
tion right away is the occurrence of two time-scales, accounting for the fact that
spatial evolutions are vastly faster than demographical ones.
In this still simplified version, the space is discretized into N distinct sites
amongst which species move rapidly (i.e. change from one site to another within,
say, a few hours). These migrations are described by two linear operators corre-
sponding to preys, on the one hand, and to predators, on the other hand, which
both depend periodically on time in a highly-oscillatory way. One may think of
preys and predators migrating on the time scale of an hour, say, with migrations
rates which vary on the same time scale, due to dayly variations of the envi-
ronment. This is typically the case for plancton, whose motion in the vectorial
direction depends on the light brought by the sun during the day. In addition,
these operators are assumed to preserve the number of individuals, so that migra-
tion and demographic terms remain independent in the equations (individuals can
not die while migrating).
As for predator-prey interactions, they are described by a term of Lotka-
Volterra type which may differ from one site to another, that is to say, spatial
characteristics may vary (for instance owing to more abundant food or more spots
to hide). These interactions typically become apparent over intervals of time that
can be gauged in months. For this reason, we shall introduce the small param-
eter ε defined as the ratio between the two present time-scales (migrations over
predator-prey interactions).
The complete model shall be presented with full details in Section 2. However,
in this introductory section, it is enlightening to describe it in an abstract and
concise form as follows
d
dt
(populations)(t) = 1
ε
(migration term)
(
t
ε
) · (populations)(t)
+(prey − predator interactions)
where the migration term is periodic in t/ε. The aim of this work is to conduct
an analysis of the dynamics in the limit ε → 0 and to draw conclusions from
the resulting asymptotic model: in order to do so, the original equations are re-
duced through several changes of variables to a form which is amenable to center
manifold techniques. The center manifold which is then constructed in Section 4
has the peculiarity to depend periodically on the fast-time variable. In the same
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section, we will then prove that it can be approximated up to every order in the
small parameter ε by the appropriately truncated solution of a partial differential
equation: it is noteworthy to mention that this solution can be computed explicitly
through a recursive relation.
As a result of the center manifold theorem of Section 4, one obtains a highly-
oscillatory time-dependent differential system (the fast oscillations originating from
θ = t/ε in h(·, θ)). In order to grasp the essential dynamics, we thus derive the
corresponding averaged equations in which variable θ = t/ε has been integrated.
In Section 5 the procedure is thus described up to arbitrary order errors in ε at
the additional burden of a periodic change of variables. Explicit equations up to
order 1 in ε are presented.
In the last section, the full methodology is worked through for an example
implying two sites. Interestingly enough, the limit equations are still of Lotka-
Volterra type, and the coefficients are an average in space and time of the original
Lotka-Volterra coefficients and on those of the transfer operators.
2 Description of the model
In this first paper, we content ourselves with a finite dimensional description of
our problem. Accordingly, we consider a discretization of the spatial domain into
N ∈ N∗ subdomains, pick up a small dimensionless parameter ε expressing the
ratio between the time-scales of migrations and demographic evolution and denote
by pεi (t), i ∈ [[1, N ]] the number of preys occupying the ith site at time t and by
qεi (t), i ∈ [[1, N ]] the corresponding number of predators. Introducing the vectors
pε(t) = (pε1(t), · · · , pεN(t))T and qε(t) = (qε1(t), · · · , qεN(t))T ,
the initial-value problem can be written as{
dpε(t)
dt
= 1
ε
Kp
(
t
ε
)
pε(t) + f (pε(t), qε(t)) , pε(0) = p0
dqε(t)
dt
= 1
ε
Kq
(
t
ε
)
qε(t) + g (pε(t), qε(t)) , qε(0) = q0
(2.1)
where Kp and Kq are time-dependent transport matrices defined by
(Kp(t))i,j = σ
p
i,j(t) for i 6= j, (Kp(t))i,i = −
N∑
k=1
σpk,i(t)
and by similar equations for Kq. Here, the rates of transfer σpi,j(t) and σ
q
i,j(t) are
the proportions of preys, respectively predators, moving from site j to site i at time
t. These functions are assumed to be positive and periodic with period T = 2pi.
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Note that, as a direct consequence of these definitions, 1 = (1, . . . , 1)T ∈ RN is a
left-eigenvector of both Kp and Kq, i.e. 1TKp(t) = 1TKq(t) = 0.
As for the functions f and g, they model non-linear interactions of Lotka-
Volterra type between species: for all integers 1 ≤ i ≤ N
fi (p
ε(t), qε(t)) = ap,i p
ε
i (t)− bp,i pεi (t) qεi (t)
gi (p
ε(t), qε(t)) = −aq,i qεi (t) + bq,i pεi (t) qεi (t).
Coefficient ap,i, assumed to be independent of time, is the birth-rate of preys on
site i, while aq,i is the death-rate of predators on the site i . In the same way, bp,i is
the death-rate of preys on site i caused by the predators, while bq,i is the birth-rate
of predators due to the presence of preys. All those quantities are non-negative.
Remark 2.1. For the sake of simplicity, interactions between species are modeled
here with constant coefficients for the species interactions. However, the following
theorems would remain true with time-dependent coefficients, ap,i = ap,i(t), and so
on.
3 Analysis and reduction of the system
3.1 Main properties of the linear part of the system
In this subsection, we present the spectral properties of our transport operators
Kp(t) and Kq(t). They determine the modifications which are necessary to bring
our system into a form amenable to center manifold techniques.
Lemma 3.1. For all θ ∈ T, 0 ∈ Sp(Kp(θ)) and is simple, while other eigenvalues
have a strictly negative real part. The right-eigenvector peq(θ) associated to 0 can be
chosen as a smooth function w.r.t. θ satisfying peq · 1 = 1. Moreover the following
property holds true:
∃β > 0, ∀θ ∈ T, ∀λ ∈ Sp(Kp(θ))/{0}, <(λ) ≤ −2β.
Besides, denoting E0 = {z ∈ RN , z · 1 = 0}, one has
∀θ ∈ T, E0 ⊕ Span(peq(θ)) = RN .
The same properties hold for matrix Kq, with the right-eigenvector qeq associated
to eigenvalue 0 and the supplementary space is again E0.
Proof. It is an easy application of the Perron-Frobenius theorem.
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3.2 Reduction of the system
Starting from differential system (2.1), we wish to prove that there exists a function
h(·, θ), periodic in θ ∈ T, such that some of the solution-components (collected in
a vector denoted Z ∈ R2N−2) of (2.1) can be expressed in terms of other solution-
components (collected in a vector denoted X ∈ R2) and θ ∈ T. The center
manifold related to our problem shall then be the set {h(X, θ), X ∈ R2, θ ∈ T}.
Generally speaking, the existence of such a function is stated for equations where
the transport-matrices Kp(θ) and Kq(θ) have eigenvalues lower than a strictly
negative constant −β for all θ ∈ T, or, alternatively, are just vanishing. In order
to adapt the proof of existence of a center manifold for (2.1), it is thus necessary
to recast system (2.1) in the form{
dX
dt
= F
(
X,Z, t
ε
)
dZ
dt
= 1
ε
B
(
t
ε
)
Z +G
(
X,Z, t
ε
) (3.2)
where B(θ) is a periodic matrix related to an exponentialy decreasing resolvent
and where F and G have bounded derivatives w.r.t. X and Z up to order r, are
differentiable and periodic w.r.t. θ ∈ T, and, in addition, are globally bounded
and Lipschitz on Rn×Rm×T, with a Lipschitz constant independent of ε. Given
that matrix Kp(θ) has a simple eigenvector peq(θ) associated to 0 and other eigen-
values lower than a constant −β (see Lemma 3.1), our first step will consist in
treating separately the equation corresponding to peq(θ) and the projected equa-
tions on E0 = {z ∈ RN , z · 1 = 0}. The equations corresponding to variable q will
be treated accordingly. Our second step will consist in removing the remaining
stiff term through a time-dependent change of variables. Our last step will consist
in localising in X and Z the remaining Lotka-Volterra part of the equation, to
introduce the functions F and G.
Fisrt step: Introducing xp(t) = 1 · pε(t) and yp(t) = pε(t)−xp(t)peq
(
t
ε
) ∈ E0, one
has 
x˙p = f
x
1
(
xp, xq, yp, yq,
t
ε
)
y˙p =
1
ε
Kp
(
t
ε
)
yp − 1εxpp˙eq
(
t
ε
)
+ f y1
(
xp, xq, yp, yq,
t
ε
)
x˙q = g
x
1
(
xp, xq, yp, yq,
t
ε
)
y˙q =
1
ε
Kq
(
t
ε
)
yq − 1εxq q˙eq
(
t
ε
)
+ gy1
(
xp, xq, yp, yq,
t
ε
) (3.3)
with
fx1 (xp, xq, yp, yq, θ) = 1 · f (xppeq (θ) + yp, xqqeq (θ) + yq) ,
f y1 (xp, xq, yp, yq, θ) = f (xppeq (θ) + yp, xqqeq (θ) + yq)
−fx1 (xp, xq, yp, yq, θ) peq (θ) ,
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and similarly for gx1 and g
y
1 . Now, let K˜p and K˜q denote the projections on E0
of the matrices Kp and Kq. More precisely, K˜p can be defined as K˜p = J1KpJ2
(and similarly for K˜q), where J1 is the (N − 1)× (N − 1) identity matrix with an
additional column of zeros and J2 is (N − 1) × (N − 1) identity matrix with an
additional row of −1. It is then clear that for y ∈ E0, J2J1y = y, so that to each
eigenvector y ∈ E0 of Kp for the eigenvalue λ, we can associate an eigenvector J1y
of K˜p, as can be seen from the relation
K˜p(J1y) = J1Kp(J2J1)y = J1Kpy = λ(J1y).
As a consequence, K˜p and K˜q are invertible matrices, with eigenvalues of real part
respectively smaller than −βp < 0 and −βq < 0. Equation
y˙p =
1
ε
Kp
(
t
ε
)
yp − 1
ε
xpp˙eq
(
t
ε
)
+ f y1
(
xp, xq, yp, yq,
t
ε
)
can finally be projected on E0 by pre-multiplying by J1:
˙˜yp =
1
ε
K˜p
(
t
ε
)
y˜p − 1
ε
xp J1p˙eq
(
t
ε
)
+ J1f
y
1
(
xp, xq, yp, yq,
t
ε
)
,
and system (3.3) is transformed into
x˙p = f˜
x
1
(
xp, xq, y˜p, y˜q,
t
ε
)
˙˜yp =
1
ε
K˜p
(
t
ε
)
y˜p − 1εxp ˙˜peq
(
t
ε
)
+ f˜ y1
(
xp, xq, y˜p, y˜q,
t
ε
)
x˙q = g˜
x
1
(
xp, xq, y˜p, y˜q,
t
ε
)
˙˜yq =
1
ε
K˜q
(
t
ε
)
y˜q − 1εxq ˙˜qeq
(
t
ε
)
+ g˜y1
(
xp, xq, y˜p, y˜q,
t
ε
) (3.4)
Second step: In order to get rid of the stiff terms in 1
ε
xp ˙˜peq and 1εxq ˙˜qeq in
system (3.3), we now introduce a change of variables of the form
zp(t) = y˜p(t)− h0p
(
xp(t),
t
ε
)
where the function h0p(x, θ) is required to be periodic in θ. The aim is obtain a
differential equation of the form
z˙p(t) =
1
ε
K˜p
(
t
ε
)
zp(t) + fˆ
(
xp, xq, zp, zq,
t
ε
)
where fˆ is a function without any pre-factor in 1
ε
. Differentiating the previous
equation w.r.t. time leads to
z˙p(t) = ˙˜yp(t)− ∂xh0p
(
xp(t),
t
ε
)
x˙p(t)− 1ε∂θh0p
(
xp(t),
t
ε
)
= 1
ε
K˜p
(
t
ε
)
zp(t)− ∂xh0p
(
xp(t),
t
ε
)
f˜x1
(
xp, xq, y˜p, y˜q,
t
ε
)
+f˜ y1
(
xp, xq, y˜p, y˜q,
t
ε
)
−1
ε
∂θh
0
p
(
xp(t),
t
ε
)
+ 1
ε
K˜p
(
t
ε
)
h0p
(
xp(t),
t
ε
)− 1
ε
xp ˙˜peq
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from which it becomes clear that h0p(x, θ) should be taken as a periodic solution of
the following equation
∂θh
0
p (x, θ) = K˜p (θ)h
0
p (x, θ)− x ˙˜peq(θ). (3.5)
In order to solve the previous equation, we then consider R˜p(θ, s) its resolvent,
defined as the solution of
∂θR˜p(θ, s) = K˜p (θ) R˜p(θ, s), R˜p(s, s) = Id.
The solution of (3.5) can be obtained as
h0p(x, θ) = R˜p(θ, 0)h
0
p(·, 0)−
∫ θ
0
R˜p(θ, ϕ)x ˙˜peq(ϕ)dϕ
For h0p to be periodic with period T , the following relation should be satisfied
(Id− R˜p(T, 0))h0p(x, 0) = −
∫ T
0
R˜p(T, ϕ)x ˙˜peq(ϕ)dϕ
and since Id− R˜p(T, 0) is invertible (because of the spectral properties of R˜p(T, 0),
detailed in Lemma (3.1)), the only solution of the previous equation is given by
h0p(x, 0) = −(Id− R˜p(T, 0))−1
∫ T
0
R˜p(T, ϕ)x ˙˜peq(ϕ)dϕ,
leading to
h0p(x, θ) = −x R˜p(θ, 0)(Id− R˜p(T, 0))−1
∫ T
θ−T
R˜p(0, ϕ) ˙˜peq(ϕ)dϕ︸ ︷︷ ︸
Ip(θ)
. (3.6)
Finally, the change of variables is obtained as
zp(t) = y˜p(t) + xp(t) R˜p(θ, 0)(Id− R˜p(T, 0))−1
∫ T
θ−T R˜p(0, ϕ)
˙˜peq(ϕ)dϕ,
zq(t) = y˜q(t) + xq(t) R˜q(θ, 0)(Id− R˜q(T, 0))−1
∫ T
θ−T R˜q(0, ϕ)
˙˜qeq(ϕ)dϕ,
and the final version of system (3.3) as
x˙p = f
x
2
(
xp, xq, zp, zq,
t
ε
)
z˙p =
1
ε
K˜p
(
t
ε
)
zp + f
y
2
(
xp, xq, zp, zq,
t
ε
)
x˙q = g
x
2
(
xp, xq, zp, zq,
t
ε
)
z˙q =
1
ε
K˜q
(
t
ε
)
zq + g
y
2
(
xp, xq, zp, zq,
t
ε
) (3.7)
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with the following definitions
fx2 (xp, xq, zp, zq, θ) = f
x
1
(
xp, xq, zp + h
0
p(xp, θ), zq + h
0
q(xq, θ), θ
)
f y2 (xp, xq, zp, zq, θ) = f
y
1
(
xp, xq, zp + h
0
p(xp, θ), zq + h
0
q(xq, θ), θ
)
+fx2 (xp, xq, zp, zq, θ) R˜p(θ, 0)(Id− R˜p(T, 0))−1
∫ T
θ−T R˜p(0, ϕ)
˙˜peq(ϕ)dϕ
and the equivalent definitions for gx2 and g
y
2 . Eventually, denoting
X = (xp, xq)
T , Z = (zp, zq)
T
and B(θ) =
(
K˜p (θ) 0
0 K˜q (θ)
)
, we obtain a system of the form
{
X˙ = Φx
(
X,Z, t
ε
)
, X (t0) = X0,
Z˙ = 1
ε
B
(
t
ε
)
Z + Φz
(
X,Z, t
ε
)
, Z (t0) = Z0,
(3.8)
where Φx and Φz are assumed to have continuous derivatives w.r.t. X and Z up
to order r and to be periodic and continuously differentiable w.r.t. θ ∈ T, and do
not have any prefactor in 1
ε
.
Let α be positive. Since Φx and Φz are local Lipschitz, there exists a Tα > 0
such that for all ∀t ∈ [0, Tα], ‖(X(t), Z(t))‖ ≤ α. Hence, we can work on the ball
of radius α.
Third step: We prove that the differential system (3.8) is equivalent to the
system 
X˙ = F (X,Z, θ) , X(0) = X0,
θ˙ = 1
ε
, θ(0) = θ0 :=
t0
ε
,
Z˙ = 1
ε
B(θ)Z +G (X,Z, θ) , Z(0) = Z0,
(3.9)
where F and G have continuous derivatives w.r.t. X and Z up to order r, are
periodic and continuously differentiable w.r.t. θ ∈ T and, in addition, are globally
bounded and Lipschitz on Rn ×Rm × T. More precisely, for all α > 0, there exist
functions F and G which coincide with Φx and Φz on the set Bα = {(X,Z, θ) ∈
Rn × Rm × T, ‖X‖ ≤ α and ‖Z‖ ≤ α}, such that for all (X,Z, θ) ∈ Rn × Rm × T
and (X˜, Z˜, θ˜) ∈ Rn × Rm × T
‖F (X,Z, θ)‖+ ‖G(X,Z, θ)‖ ≤M
‖F (X,Z, θ)− F (X˜, Z˜, θ˜)‖ ≤ L(‖X − X˜‖+ ‖Z − Z˜‖+ |θ − θ˜|)
‖G(X,Z, θ)−G(X˜, Z˜, θ˜)‖ ≤ L(‖X − X˜‖+ ‖Z − Z˜‖+ |θ − θ˜|)
(3.10)
Indeed, consider a C∞ function Ψ : R 7→ [0, 1] such that
Ψ(a) = 1 if a ≤ 1, Ψ(a) = 0 if a ≥ 4,
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define, for a given fixed α > 0, the functions F and G by
F (X,Z, θ) = Φx
(
Ψ
(‖X‖2
α
)
X,Ψ
(‖Z‖2
α
)
Z, θ
)
,
G(X,Z, θ) = Φy
(
Ψ
(‖X‖2
α
)
X,Ψ
(‖Z‖2
α
)
Z, θ
)
,
and assume that the norm used here is the 2-norm. Then F and G retain the
smoothness of Φx and Φy and it is easy to check that they are globally bounded
and Lipschitz.
Remark 3.2. System (3.9) where we have introduced explicitly s = t − t0, θ =
s
ε
∈ T and θ0 := t0/ε is nothing but the autonomous form of (3.8) as long as X re-
mains in the set Bα. Proving the existence of a center manifold for the differential
system (3.9) thus automatically states the existence of a center manifold for the
original system as long as X(t) remains in Bα. Now, since F and G are Lispchitz
functions, solutions X(t) and Z(t) of (3.9) indeed exist for all times and all initial
values (X0, Z0, θ0).
4 A center manifold theorem
4.1 Existence of the center manifold
4.1.1 Spectral properties of the resolvent
In this subsection, we introduce a lemma, which gives us an exponential decrease
of the resolvent related to the equation
Z˙(t) =
1
ε
B
(
t
ε
)
Z +G
(
X,Z,
t
ε
)
, Z(0) = Z0. (4.11)
This is the main tool used to deal with our time dependent case as with the
constant transport case presented in the article [CHL09].
Lemma 4.1 (Exponential decrease of the resolvent). For all t∗ > 0, there exists
µ > 0 such that, denoting R(t, s) the resolvent of equation (4.11), we have
∀t ∈ [0, t∗], ∀s ∈ [0, t∗] with t ≥ s, ‖R(t, s)‖ ≤ Ce−µ(t−s). (4.12)
Proof. It is an application of the Floquet theory combined with the generalized
entropy method, used in the context of the Perron-Frobenius theorem, see [Per07].
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Remark 4.2. For t ≤ s, we use the fact that R˙(t, s) = −B(t)R(t, s) to prove that:
∃µ > 0, ∀t ∈ [0, t∗], ∀s ∈ [0, t∗] with s ≥ t, ‖R(t, s)‖ ≤ Ceµ(s−t). (4.13)
4.1.2 Existence of a fast time dependent center manifold
We are about to prove that there is a center manifold linked with the problem,
which means that for all α > 0, for ε small enough (depending on α), for ‖X(t)‖ ≤
α, there exists a function hε periodic in θ = tε such that if Z(0) = hε(X(0), 0),
Z(t) = hε (X(t), θ)
for all t.
To do so, we adapt the proof developped in [Car81].
Theorem 4.3 (Existence of a fast time dependent center manifold). Consider the
differential system 
X˙ = F (X,Z, θ) ,
θ˙ = 1
ε
,
Z˙ = 1
ε
B(θ)Z +G (X,Z, θ) ,
(4.14)
where B(θ) is a periodic matrix such that, denoting R(t, s) the resolvent of equation
(4.14), for all t∗ > 0 there exists µ > 0 and µ˜ > 0 with:
∀(t, s) ∈ [0, t∗]2 with t ≥ s, ‖R(t, s)‖ ≤ Ce−µ(t−s)
with t < s, ‖R(t, s)‖ ≤ Ceµ˜(s−t).
In addition, assume that F and G are Lipschitz and have bounded continuous
derivatives w.r.t. X and Z up to order r and are periodic and continuously differ-
entiable w.r.t. θ ∈ T. Then, for all α > 0, there exists ε0 > 0 depending on α and
a function hε(X, θ), defined for all for all 0 < ε < ε0, ‖X‖ < α and θ ∈ T, where
hε has continuous derivatives w.r.t. x up to order r and is continuously differen-
tiable w.r.t. θ ∈ T, with the following property: for all X0 ∈ Rn and θ0 ∈ T, the
solution (X(t), θ(t), Z(t)) of (4.14) with initial conditions
X(0) = X0, θ(0) = θ0, Z(0) = hε(X0, θ0),
satisfies the relation
Z(t) = hε(X(t), t/ε).
The set {hε(X, θ), X ∈ Rn, θ ∈ T} is the center manifold related to our system.
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Proof. The proof proceeds in several steps.
Step 1: Center manifold as the fixed-point of an operator T . Consider
a smooth function (X, θ) ∈ Rn×T 7→ h(X, θ) and initial values (X0, Z0, θ0) ∈ Rn×
Rm×T and denote θ(t, θ0), Xh(t,X0, θ0) and Zh(t,X0, θ0) the solution components
of the differential system
X˙h = F (Xh, h(Xh, θ), θ), Xh(0, X0, θ0) = X0,
θ˙ = 1
ε
, θ(0, θ0) = θ0,
Z˙h =
1
ε
B(θ)Zh(t) +G(Xh, h(Xh, θ), θ), Zh(0, X0, θ0) = Z0.
(4.15)
Given that Xh can be obtained independently of Zh, Zh can in turn be obtained
as follows: If we denote by R(s, s0) the resolvent of the differential equation{
dR(s,s0)
ds
= B(s)R(s, s0)
R(s0, s0) = Id
and Z˜h(s,X0, θ0) := Zh(εs,X0, θ0) the solution of
˙˜Zh(s,X0, θ0) = B(θ0 + s)Z˜h(s,X0, θ0) + εbh(s,X0, θ0) with
bh(s,X0, θ0) = G(Xh(εs,X0, θ0), h(Xh(εs,X0, θ0), θ0 + s), θ0 + s)
then Z˜h may then be written as
Z˜h(s,X0, θ0) = R(θ0 + s, θ0)Z0 + ε
∫ s
0
R(θ0 + s, θ0 + u)bh(u,X0, θ0)du
so that
Zh(t,X0, θ0) = R (θ0 + t/ε, θ0)
(
Z0 + ε
∫ t/ε
0
R(θ0, θ0 + u)bh(u,X0, θ0)du
)
(4.16)
Now, given that Zh(t,X0, θ0) must coincide with h(Xh(t,X0, θ0), θ0 + t/ε) for all
values of t, X0 and θ0, it should be in particular bounded for all times given that
Xh(t,X0, θ0) is and that h(X, θ) is smooth in X and periodic w.r.t. θ. This means
that Z0 can not be chosen freely but should rather be an initial value that makes
Zh(t,X0, θ0) bounded for all times. The only choice consists in taking
Z0 = −ε lim
t→−∞
∫ t/ε
0
R(θ0, θ0+u)bh(u,X0, θ0)du = ε
∫ 0
−∞
R(θ0, θ0+u)bh(u,X0, θ0)du
and accordingly
Zh(t,X0, θ0) = ε
∫ t/ε
−∞
R(θ0 + t/ε, θ0 + u)bh(u,X0, θ0)du. (4.17)
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We finally define T h as the function which maps (X0, θ0) ∈ Rn × T to
(T h)(X0, θ0) = ε
∫ 0
−∞
R(θ0, θ0 + u)bh(u,X0, θ0)du. (4.18)
Let us show that if h is a fixed point of T , then the relation Zh(0, X0, θ0) =
h(X0, θ0) implies that Zh(t,X0, θ0) = h(Xh(t,X0, θ0), θ0 + t/ε) for all t. To this
aim, we thus consider fixed X0 and θ0 and use the definition of T h, namely
h(Xh(t,X0, θ0), θ0 + t/ε)
= ε
∫ 0
−∞
R(θ0 + t/ε, θ0 + t/ε+ u)bh(u,Xh(t,X0, θ0), θ0 + t/ε)du.
Owing to the group law
∀(t, t′), Xh(t′, Xh(t,X0, θ0), θ0 + t/ε) = Xh(t+ t′, X0, θ0),
we have
bh(u,Xh(t,X0, θ0), θ0 + t/ε) = bh(u+ t/ε,X0, θ0),
which leads to
h(Xh(t,X0, θ0), θ0 + t/ε) = ε
∫ 0
−∞
R(θ0 + t/ε, θ0 + t/ε+ u)bh(u+ t/ε,X0, θ0)du
= ε
∫ t/ε
−∞
R(θ0 + t/ε, θ0 + u)bh(u,X0, θ0)du
= Zh(t,X0, θ0)
where the last equality follows from (4.17).
Step 2: T maps F to F . Define F as the functional space
F = {h ∈ C1(Rn × T,Rm), such that ‖h‖∞ ≤ α and ‖∂xh‖∞ ≤ 1}
where ‖∂xh‖∞ = ‖∂xh‖L∞(Rn×T,L(Rn,Rm)). We wish to show now that T maps
F to itself: given h ∈ F and the definition (see (4.18)) of T h, we have for all
(X0, θ0) ∈ Rn × T
‖T h(X0, θ0)‖ ≤ ε
∫ 0
−∞
‖R(θ0, θ0 + u)‖‖bh(u,X0, θ0)‖du
≤ ε
∫ 0
−∞
Ceβu‖G(Xh(εs,X0, θ0), h(Xh(εs,X0, θ0), θ0 + u), θ0 + u)‖du.
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According to (3.10), we have ‖F (Xh, h(Xh, θ), θ)‖ ≤M , so that
‖T h(X0, θ0)‖ ≤ ε
∫ 0
−∞
CeβuMdu = Cε
M
β
≤ α
provided ε < ε1 := αβCM . Hence, for ε < ε3, ‖T h‖∞ ≤ α. Now, h and F are
periodic w.r.t. θ0, so that Xh and b are periodic as well and since R(θ0, θ0 + u) is,
T h is clearly periodic w.r.t. θ0. It remains to prove that ‖∂X(T h)‖∞ ≤ 1. To this
aim, we first estimate ∂X0Xh(t,X0, θ0) from the variational equation
(∂X0Xh)(t,X0, θ0) = Id +
∫ t
0
(
∂XF (Xh, h(Xh, θ0 + s/ε), θ0 + s/ε)) · ∂X0Xh
+ ∂ZF (Xh, h(Xh, θ0 + s/ε), θ0 + t/ε) · (∂Xh)(Xh, θ0 + s/ε) · ∂X0Xh
)
ds
as follows
‖(∂X0Xh)‖ ≤ 1 + 2L
∫ |t|
0
‖∂X0Xh‖ds,
which, owing to Gronwall lemma, leads to
∀t ∈ R, ‖∂x0Xh(t, ., .)‖ ≤ e2L|t|. (4.19)
Substituting this estimate into the equation obtained by differentiating T h we get
‖∂X0T h(X0, θ0)‖ ≤ Cε
∫ 0
−∞
eβu‖∂XG · ∂X0Xh + ∂ZG · ∂Xh · ∂X0Xh‖du
where all arguments of h, Xh, F and G are as in (4.18) and have been omitted for
the sake of clarity. Using (4.19) it then follows that
‖∂X0T h(X0, θ0)‖ ≤ 2C εL
∫ 0
−∞
eβue2εL|u|du =
2CεL
β − 2εL
provided β − 2εL > 0 and this last term is less than 1 for ε < ε2 := β(2C+1)L .
Step 3: T is a contraction. Consider h1 and h2 two functions of F . The
corresponding functions Xh1 and Xh2 satisfy
‖(Xh1−Xh2)(t,X0, θ0)‖ ≤ L
∫ t
0
(
‖Xh1−Xh2‖+‖h1(Xh1 , θ0+u)−h2(Xh2 , θ0+u)‖
)
du
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where, once again, the arguments (u,X0, θ0) of Xh1 and Xh2 on the r.h.s have been
omitted for brevity. It is straightforward to write, say with θ = θ0 + u, that
‖h1(Xh1 , θ)− h2(Xh2 , θ)‖ ≤ ‖h1(Xh1 , θ)− h1(Xh2 , θ)‖+ ‖h1(Xh2 , θ)− h2(Xh2 , θ)‖
≤ ‖Xh1 −Xh2‖+ ‖h1 − h2‖∞.
Hence,
‖(Xh1 −Xh2)(t,X0, θ0)‖ ≤
∣∣∣ ∫ t
0
L‖Xh1 −Xh2‖du
∣∣∣+ |t|L‖h1 − h2‖∞
and by Gronwall lemma, we obtain
‖Xh1(t,X0, θ0)−Xh2(t,X0, θ0)‖∞ ≤ L|t|eL|t|‖h1 − h2‖∞.
Consequently, we have
‖T h1(X0, θ0)− T h2(X0, θ0)‖ ≤ εL
∫ 0
−∞
eβu
(
‖Xh1(εu,X0, θ0)−Xh2(εu,X0, θ0)‖
+ ‖h1(Xh1(εu,X0, θ0), θ0 + u)− h2(Xh2(εu,X0, θ0), θ0 + u)‖
)
du
≤ εL‖h1 − h2‖∞
∫ 0
−∞
eβu
(
2ε|u|LeεL|u| + 1
)
du
≤
(εL
β
+
ε2L2
(β − εL)2
)
‖h1 − h2‖∞ (4.20)
so that T : F → F becomes a contraction for small enough values of ε.
Step 4: Smoothness of h. The idea is to repeat the proof of Step 4. within the
set
F r = {h ∈ Cr(Rn×T,Rm), such that ‖h‖∞ ≤ α and ‖∂kxh‖∞ ≤ 1 for all k = 1, . . . , r}
Since all derivatives up to order r of F and G are bounded, inequality (4.20) is
simply replaced by
‖∂kx(T h1(X0, θ0)− T h2(X0, θ0))‖
≤ C ε (‖h1 − h2‖∞ + ‖∂x(h1 − h2)‖∞ + . . .+ ‖∂kx(h1 − h2)‖∞)
where C is a constant depending on k, α and β for small enough ε and where the
norm used is the induced norm on k-linear functions. By choosing ε small enough,
we again obtain a contraction map. The smoothness of h in x thus follows. By
definition, it is obviously C1 w.r.t. θ.
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Remark 4.4. The function h also depends smoothly on ε, as it is obtained as the
limit of the convergent iteration h = limk→∞ T kh0 from a ε-independent h0. It is
thus C∞ w.r.t. ε.
We have proved the existence of a center manifold. Now, we want to prove that
when we do not have initial conditions such that Z0 = h(X0, 0), the exact solution
of the differential system (3.2) goes exponentially fast to the center manifold.
Theorem 4.5 (Error relative to the center manifold). Denote X(t) and Z(t) the
solutions of system (4.14) with prescribed initial values. Under the assumptions of
Theorem 4.3, the following assertions hold true:
1. Exponential convergence towards the center manifold: There exist
strictly positive constants C and µ˜ such that
∀t ≥ 0,
∥∥∥∥Z(t)− hε(X(t), θ0 + tε
)∥∥∥∥ ≤ Ce−µ˜ tε .
2. Shadowing principle for the complete system: There exists a constant
C > 0 , independent of ε and t∗, such that for any t∗ ≥ 0, there exists an
altered initial data Xε0 (implicitly depending on t∗), such that the solution
components of the reduced system
dXh
dt
= F
(
Xh, hε
(
Xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
Xh(0) = X
ε
0
Zh(t) = hε
(
Xh(t), θ0 +
t
ε
)
satisfy the following error estimate on [0, t∗]
∀t ∈ [0, t∗], ‖Z(t)− Zh(t)‖+ ‖X(t)−Xh(t)‖ ≤ Ce−µˆ tε .
Moreover, if the solution X is bounded on R+, we can take t∗ = +∞ in the
above estimates.
Proof. By construction of the function hε, it satisfies for all X ∈ Rn and for all
θ ∈ T
1
ε
B(θ)hε(X, θ) +G(X, hε(X, θ), θ) =
1
ε
∂θhε(X, θ) + ∂Xhε(X, θ)F (X, hε(X, θ), θ).
Hence,
dhε
(
X(t), θ0 +
t
ε
)
dt
=
1
ε
B
(
θ0 +
t
ε
)
hε
(
X(t), θ0 +
t
ε
)
+G
(
X(t), hε
(
X(t), θ0 +
t
ε
)
, θ0 +
t
ε
)
.
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The Duhamel formula then leads to
Z(t)− hε
(
X(t), θ0 +
t
ε
)
= R
(
θ0 +
t
ε
, θ0
)
(Z0 − hε (X0, θ0))
+ ε
∫ t
ε
0
R
(
θ0 +
t
ε
, θ0 + u
)
∆G(εu)du
with
(∆G)(εu) := G(X(εu), Z(εu), θ0 + u)−G(X(εu), hε (X(εu), θ0 + u) , θ0 + u).
We then obtain the following inequality∥∥∥∥Z(t)− hε(X(t), θ0 + tε
)∥∥∥∥ ≤ Ce−µ tε ‖Z0 − hε(X0, θ0))‖
+ Cε
∫ t
ε
0
e−µ(
t
ε
−u) ‖(∆G)(εu)‖ du
with
‖(∆G)(εu)‖ ≤ L‖Z(εu)− hε(X(εu), θ0 + u)‖.
Denoting
r(t) = e
µ
ε
t‖Z(t)− hε(X(t), θ0 + t/ε)‖,
we thus have
r(t) ≤ Cr(0) + CL
∫ t
0
r(u)du
and upon using Gronwall lemma we obtain r(t) ≤ Cr(0)eCLt. Going back to the
quantity e
µ
ε
tr(t) we finally get∥∥∥∥Z(t)− h(X(t), tε
)∥∥∥∥ ≤ Ce(CL−µε )t‖Z0 − hε(X0, θ0)‖
and the first statement follows with 0 < µ˜ < µ− εCL for 0 < ε < µ
CL
.
Consider t∗ > 0 and denote X∗ = X(t∗) the values of the solution of (4.14) with
initial conditions (X,Z, θ)(0) = (X0, Z0, θ0). The function X 7→ F (X, hε(X, θ), θ)
being a Lipschitz function w.r.t. X, the following system{
X˙h = F
(
Xh, hε
(
Xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
Xh(t
∗) = X∗
(4.21)
has a unique solution on the interval [0, t∗] so that we may consider X∗0 := Xh(0).
Now, function X(t) satisfies the differential equation
X˙(t) = F (X(t), hε(X(t), θ0 + t/ε), θ0 + t/ε) + δ(t)
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where
δ(t) = F (X(t), Z(t), θ0 + t/ε)− F (X(t), hε(X(t), θ0 + t/ε), θ0 + t/ε)
may be bounded, according to the first statement of this theorem, as follows
‖δ(t)‖ ≤ L‖Z(t)− hε(X(t), θ0 + t/ε)‖ ≤ CLe−µ˜ tε .
We then have
X˙ − X˙h = F (X, hε(X, θ0 + t/ε), θ0 + t/ε)−F (Xh, hε(Xh, θ0 + t/ε), θ0 + t/ε) + δ(t)
with X(t∗)−Xh(t∗) = 0. Integrating backward from t∗ to t for t ≤ t∗ and taking
norms of both sides, it follows that
‖X(t)−Xh(t)‖ ≤
∫ t∗
t
L
(
(1 + ‖∂Xhε‖∞) ‖X(u)−Xh(u)‖+ Ce−µ˜uε
)
du
≤
∫ t∗
t
β ‖X(u)−Xh(u)‖ du + εCL
µ˜
(
e−µ˜
t
ε − e−µ˜ t
∗
ε
)
with β := L(1 + ‖∂Xhε‖∞). We now apply Gronwall lemma and get
‖X(t)−Xh(t)‖ ≤ εCL
µ˜
(
e−µ˜
t
ε − e−µ˜ t
∗
ε
)
+
εCL
µ˜
β
∫ t∗
t
(
e−µ˜
s
ε − e−µ˜ t
∗
ε
)
eβ(s−t)ds
≤ εCL
µ˜
(
1− β
β − µ˜
ε
)
e−µ˜
t
ε +
εCL
µ˜
β
(
1
β − µ˜
ε
− 1
β
)
e−β
t
ε
+(β−µ˜) t∗
ε
and as µ˜ goes to +∞ as ε goes to 0, we have
(
1
β− µ˜
ε
− 1
β
)
< 0 for ε small enough.
Hence, we get:
‖X(t)−Xh(t)‖ ≤ εCL
µ˜
(
1− β
β − µ˜
ε
)
e−µ˜
t
ε .
4.2 Approximation of the center manifold
In this section, we aim at showing that hε can be expanded in powers of ε up
to every order k ≤ r, where each coefficient-function can be computed explicitly
through a recursive relation.
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Theorem 4.6 (Approximation of hε). Under the assumptions of Theorem 4.3, the
following statements hold true:
1. The function hε satisfies the following partial differential equation for all X ∈
Rn and all θ ∈ T
1
ε
(
∂θhε(X, θ)−B(θ)hε(X, θ)
)
= G(X, hε(X, θ), θ)− ∂Xhε(X, θ)F (X, hε(X, θ), θ) .
(4.22)
2. The terms of the formal expansion hε = εh1 + ε2h2 + · · · of hε are defined in a
unique way by an equation of the form
∀n ∈ N, B(θ)hn+1 − ∂θhn+1 = Jn(X, θ)
where Jn depends only on derivatives of F and G up to order n. Furthermore, the
function h˜ε := εh1 + ε2h2 + · · ·+ εrhr satisfies equation (4.22) up to an error term
of size εr−1 and one has the following estimate for some positive constant Cr
‖hε − h˜ε‖∞ ≤ Cr εr. (4.23)
Proof. By construction, function Z(t) = hε(X(t), θ(t)) satisfies equation (3.9), i.e.
dhε(X(t), θ(t))
dt
=
1
ε
B(θ(t))hε(X(t), θ(t)) +G(X, hε(X(t), θ(t)), θ(t))
= ∂Xhε(X(t), θ(t))F (X(t), hε(X, θ(t)), θ(t)) +
1
ε
∂θhε(X(t), θ(t))
with θ(t) = θ0 + t/ε. In particular, for t = 0 we get equation (4.22) with X = X0
and θ = θ0 and since the initial values X0 and θ0 are arbitrary, this proves the first
statement. We now look for an expansion of hε in powers of ε of the form
hε(X, θ) = h
0(X, θ) + εh1(X, θ) + · · ·+ εnhn(X, θ) + · · ·
and thus insert previous expression into equation (4.22) to equate like powers of
ε. At order ε−1, this gives
B(θ)h0(X, θ) = ∂θh
0(X, θ).
This is an homogeneous linear differential equation in θ, whose solution can be
expressed as
h0(·, θ) = R(θ, 0)h0(·, 0).
The initial condition h0(·, 0) is a priori not prescribed. However, the only choice
leading to a periodic solution h0 is h0(·, 0) = 0, as is induced by the estimate
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‖R(θ, 0)‖ ≤ Ce−µθ. Hence, h0 ≡ 0. We then proceed to derive the equation
satisfied by h1, that is to say
B(θ)h1(X, θ) +G(X, 0, θ) = ∂θh
1(X, θ).
Similarly, the solution can be obtained easily
h1(·, θ) = R(θ, 0)h1(·, 0) +
∫ θ
0
R(θ, ϕ)G(X, 0, ϕ)dϕ
For h1 to be periodic with period T , the following relation should be satisfied
(Id−R(T, 0))h1(·, 0) =
∫ T
0
R(T, ϕ)G(X, 0, ϕ)dϕ
and since Id − R(T, 0) is invertible, the only solution of the previous equation is
given by
h1(·, 0) = (Id−R(T, 0))−1
∫ T
0
R(T, ϕ)G(X, 0, ϕ)dϕ,
leading to
h1(·, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ T
θ−T
R(0, ϕ)G(X, 0, ϕ)dϕ
More generally, hn+1 satisfies an equation of the form
B(θ)hn+1(X, θ)− ∂θhn+1(X, θ) = Jn(X, θ) (4.24)
where Jn contains various derivatives of F and G up to order n and is periodic
w.r.t. θ. The same arguments as above allow to conclude that it has a unique
periodic solution
hn+1(·, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ T
θ−T
R(0, ϕ)Jn(X,ϕ)dϕ,
which, given the assumptions on F and G, is bounded and has bounded derivatives
w.r.t. X up to order r−n. Consider now the truncated expansion h˜ε = εh1+ . . .+
εrhr of hε and denote ∆hε = hε − h˜ε. Function h˜ε satisfies the partial differential
equation (4.22)
1
ε
B(θ)h˜ε(X, θ) +G(X, h˜ε(X, θ), θ) =∂X h˜ε(X, θ)F
(
X, h˜ε(X, θ), θ
)
+
1
ε
∂θhε(X, θ)
+ δ(X, θ)
19
up to a defect δ(X, θ) which is a continuous function from Rn × T into Rm and
is bounded by construction by εr−1. The solution Xh(t,X0, θ0) of equation (4.15)
thus satisfies
dh˜(Xh, θ(t))
dt
=
1
ε
B(θ(t))h˜(Xh, θ(t)) +G(Xh, h˜(Xh, θ(t)), θ(t)) + δ(Xh, θ(t))
where we have omitted the arguments (t,X0, θ0) of Xh for brevity. Proceeding as
in Theorem 4.3 (both h and h˜ are bounded by construction), we then get
∆h(X0, θ0) = ε
∫ 0
−∞
R(θ0, θ0 + u)
(
∆G(εu,X0, θ0) + δ(Xh(εu,X0, θ0), θ0 + u)
)
du
with
∆G(εu,X0, θ0) = G(Xh(εu,X0, θ0), h(Xh(εu,X0, θ0), θ0 + u), θ0 + u)
−G(Xh(εu,X0, θ0), h˜(Xh(εu,X0, θ0), θ0 + u), θ0 + u).
It follows that
‖∆h(X0, θ0)‖ ≤ εC
∫ 0
−∞
eµu(L‖∆h‖∞ +Kεr−1)du
and the second statement follows.
Theorem 4.7 (Shadowing principle for the truncated system). Let t∗ and Xε0 be
as in Theorem 4.5 and define Xh˜ as the solution of differential system{
dXh˜
dt
= F
(
Xh˜, h˜ε
(
Xh˜,
t
ε
)
, t
ε
)
Xh˜(0) = X
ε
0
and Zh˜(t) = h˜ε
(
Xh˜(t),
t
ε
)
. Then, we have the following estimates:
∀t ∈ [0, t∗], ‖Z(t)− Zh˜(t)‖+ ‖X(t)−Xh˜(t)‖ ≤ C
(
εr+1 + e−µˆ
t
ε
)
,
with C > 0 and µˆ > 0 constants independent of t and ε. Moreover, if the solution
X is bounded on R+, we can take t∗ = +∞ in the above estimates.
Proof. The results follow directly from Theorem 4.5 and from estimate (4.23).
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4.3 Derivation of the first terms of the expansion
In this subsection, we derive the explicit expressions of the first terms of the
expansion of hε previously obtained from the equation
∂Xhε(X, θ)F (X, hε(X, θ), θ) +
1
ε
∂θhε(X, θ) =
1
ε
B(θ)hε(X, θ) +G (X, hε(X, θ), θ) .
More precisely and assuming that F and G have bounded derivatives at least up
to order r = 2, we look for the truncated expansion h[2] = h0 + εh1 + ε2h2. We
have already shown in the course of Theorem 4.6 that h0 ≡ 0 and that h1 is given
by the equation
h1(·, θ) = R(θ, 0)(Id−R(T, 0))−1 ∫ T
0
R(T, ϕ)G(X, 0, ϕ)dϕ (4.25)
+
∫ θ
0
R(θ, ϕ)G(X, 0, ϕ)dϕ,
= R(θ, 0)(Id−R(T, 0))−1 ∫ θ
θ−T R(0, ϕ)G(X, 0, ϕ)dϕ. (4.26)
Now, the equation at order 1 in ε gives
∂θh
2 = B(θ)h2 + ∂ZG(X, 0, θ) · h1 − ∂Xh1 · F (X, 0, θ)
so that
h2(·, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ)RHS(X,ϕ)dϕ
where we have denoted
RHS(X, θ) = ∂ZG(X, 0, θ) · h1 − ∂Xh1 · F (X, 0, θ).
Remark 4.8. For the sake of illustration, we give the first orders reduction of the
differential system (4.14).
• The 0 order reduction of the differential system (4.14) is:{
X˙(t) = F (X, 0, θ)
Z(t) = 0
• The first order reduction of our system is given by the following equations:
X˙(t) = F
(
X, 0, t
ε
)
+ ε∂zF
(
X, 0, t
ε
)
h1
(
X, t
ε
)
= F
(
X, 0, t
ε
)
+ε∂zF
(
X, 0, t
ε
)
R
(
t
ε
, 0
)
(Id−R(T, 0))−1 ∫ tεt
ε
−T R(0, ϕ)G(X, 0, ϕ)dϕ
Z(t) = R
(
t
ε
, 0
)
(Id−R(T, 0))−1 ∫ tεt
ε
−T R(0, ϕ)G(X, 0, ϕ)dϕ
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Remark 4.9. In terms of our initial system, we have the following first order
reduction of the differential system (3.4).
• The 0th order reduction of the differential system (3.4) is:
x˙p = A
0
pxp(t)−B0pxp(t)xq(t)
x˙q = −A0qxq(t) +B0qxp(t)xq(t)
yp(t) = (peq(θ) + Ip(θ))xp(t)
yq(t) = (qeq(θ) + Iq(θ))xq(t)
(4.27)
with the following coefficients:
A0p =
N∑
i=1
ap,i (peq,i(θ)− Ip,i(θ))
B0p =
N∑
i=1
bp,i (peq,i(θ)− Ip,i(θ)) (qeq,i(θ)− Iq,i(θ))
A0q =
N∑
i=1
aq,i (qeq,i(θ)− Iq,i(θ))
B0q =
N∑
i=1
bq,i (peq,i(θ)− Ip,i(θ)) (qeq,i(θ)− Iq,i(θ))
This system is still in a Lotka-Volterra form, but its coefficients are some
averaging (in i, the different sites) of the previous coefficients.
• The first order reduction of our system is given by the following equations:
x˙p =
(
A0p + εA
p
1
)
xp(t)−
(
B0p + εB
1
p
)
xp(t)xq(t)− εC1pxp(t)2xq(t)
−εD1pxp(t)xq(t)2
x˙q =
(
A0q + εA
q
1
)
xq(t)−
(
B0q + εB
1
q
)
xp(t)xq(t)− εC1qxq(t)2xp(t)
−εD1qxq(t)xp(t)2
yp(t) = −Ip(θ)xp(t)− εK˜p(θ)−1 [xp(t)Πp (appeq)− xp(t)xq(t)Πp (bppeqqeq)]
yq(t) = −Iq(θ)xq(t)− εK˜q(θ)−1 [xq(t)Πq (aqqeq)− xp(t)xq(t)Πq (bqpeqqeq)]
(4.28)
with the following coefficients:
A1p = −
∑
apK˜p(θ)
−1Πp (appeq)
B1p = −
∑
bp (peq(θ)− Ip(θ)) K˜q(θ)−1Πq (aqqeq)
−
∑
bq (qeq(θ)− Iq(θ)) K˜p(θ)−1Πp (appeq)−
∑
apK˜p(θ)
−1Πp (bppeqqeq)
C1p =
∑
bp (peq(θ)− Ip(θ)) K˜q(θ)−1Πq (bqpeqqeq)
D1p =
∑
bp (qeq(θ)− Iq(θ)) K˜p(θ)−1Πp (bppeqqeq)
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and the same notations for the coefficients in q, where we have introduced
Πp the projection on E0 parallel to the direction peq(θ), and Πq the projection
on E0 parallel to the direction qeq(θ),.
Remark 4.10.
Here, we have written the explicit differential system for an approximation of the
exact solution of (3.4) up to order O
(
e−µˆ
t
ε + ε
)
for a constant µˆ > 0.
5 Averaging
5.1 The averaging theorem
Using the center manifold theorem, we have enventually reduced the original equa-
tion to a differential system of the form{
X˙h = F (Xh, hε (Xh, θ) , θ)
θ˙ = 1
ε
(5.29)
and Zh(t) = hε (Xh(t), θ(t)). The function in the right-hand side of (5.29) can be
expanded into powers of ε as follows
F (X, hε(X, θ), θ) = F (X, 0, θ) + ε∂ZF (X, 0, θ)h
1(X, θ) + ε2∂ZF (X, 0, θ)h
2(X, θ)
+
ε2
2
∂2ZF (X, 0, θ)(h
1(X, θ), h1(X, θ)) + . . .
= F0(X, θ) + εF1(X, θ) + . . .+ ε
r−1Fr−1(X, θ) +O(εr).
The equation for X being highly-oscillatory, it can be averaged according to the
following theorem.
Theorem 5.1. For all Tf > 0, there exists ε0 > 0 such that for all ε < ε0, there
exists a change of variables Φ˜εθ = Id + O(ε) and a function F˜ ε defined on Rn
satisfying the relation
∀t ∈ [0, Tf ] , ‖X (t)− Φ˜εt
ε
◦ Ψ˜εt(x0)‖ ≤ Cεr (5.30)
where Ψ˜εt is the flow of the differential equation with autonomous vector field F˜ ε.
Remark 5.2. The first terms of F˜ ε = F˜0 + εF˜1 + . . . are given by the formulas
[Cha13]
F˜0(X) =
1
T
∫ T
0
F0(X, θ)dθ =
1
T
∫ T
0
F (X, 0, θ)dθ
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and
F˜1(X) =
1
T
∫ T
0
F1(X, θ)dθ − 1
2T
∫ T
0
∫ θ
0
[F0(X, s), F0(X, θ)]dsdθ
where the Lie-bracket stands for
[F0(X, s), F0(X, θ)] := ∂XF0(X, s)F0(X, θ)− ∂XF0(X, θ)F0(X, s).
Hence, the approximated differential system is:
• Up to order 0 in ε: {
X˙h = F˜0(X)
θ˙ = 1
ε
• Up to order 1 in ε: {
X˙h = F˜0(X) + εF˜1(X)
θ˙ = 1
ε
5.2 Application to our system
Now, we want to solve the equation which is verified by our new variable X on the
center manifold. The equation is the following: X˙ =
(
fx2 (X, h(X, θ), θ)
gx2 (X, h(X, θ), θ)
)
θ˙ = 1
ε
(5.31)
To approximate the solution up to order 1 in ε, we make an averaging in θ for
the functions. Theorem 5.1 allows us to assert that this solution and the solution
of (5.31) are close to within O(ε).
We then denote:
F˜0(X) =
1
T
∫ T
0
(
fx2 (X, 0, θ)
gx2 (X, 0, θ)
)
dθ
F˜1(X) =
1
T
∫ T
0
(
∂zf
x
2 (X, 0, θ)h
1
p(X, θ)
∂zg
x
2 (X, 0, θ)h
1
q(X, θ)
)
dθ
− 1
2T
∫ T
0
∫ θ
0
[(
fx2 (X, 0, s)
gx2 (X, 0, s)
)
,
(
fx2 (X, 0, θ)
gx2 (X, 0, θ)
)]
dsdθ
Finally, we obtain the approximate system:{
X˙ = F˜0(X) + εF˜1(X)
Z(t) = εh1 (X(t), θ(t))
(5.32)
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Proposition 5.3.
To express clearly the dependence in xp and xq of our differential system, we in-
troduce the following notations:
h0(X, θ) =
(
h0p(θ)xp(t)
h0q(θ)xq(t)
)
, h1(X, θ) =
(
h1p(θ)xp(t)− h2p(θ)xp(t)xq(t)
h1q(θ)xq(t)− h2q(θ)xp(t)xq(t)
)
and we remind the notation: θ = t
ε
.
• Up to order 0 in ε, the differential system is the following:
x˙p = xp(t)
[∑
apα
0
p
]− xp(t)xq(t) [∑ bpα1p]
x˙q = −xq(t)
[∑
aqα
0
q
]
+ xp(t)xq(t)
[∑
bqα
1
q
]
yp(t) = h
0
p(θ)xp(t)
yq(t) = h
0
q(θ)xq(t)
(5.33)
with
α0p =
1
T
∫ T
0
(
peq(θ) + h
0
p(θ)
)
dθ
α1p =
1
T
∫ T
0
(
peq(θ) + h
0
p(θ)
) (
qeq(θ) + h
0
q(θ)
)
dθ
and the equivalent definitions for α0q and α1q.
The solution x˜p and x˜q of this system are such that :
∀t ∈ R, ‖x˜p(t)− xp(t)‖ ≤ Cε, ‖x˜q(t)− xq(t)‖ ≤ Cε
• Up to order 1 in ε, the differential system becomes:
x˙p = xp(t)
[∑
apα
0
p + ε
∑
apβ
0
p
]
−xp(t)xq(t)
[∑
bpα
1
p + ε
∑
bpβ
1
p + ε
∑
apβ
2
p
]
−εxp(t)xq(t)2
∑
bpβ
3
p − εxp(t)2xq(t)
∑
bpβ
4
p
x˙q = xq(t)
[∑
aqα
0
q + ε
∑
aqβ
0
q
]
−xp(t)xq(t)
[∑
bqα
1
q + ε
∑
bqβ
1
q + ε
∑
aqβ
2
q
]
−εxp(t)xq(t)2
∑
bqβ
3
q − εxp(t)2xq(t)
∑
bqβ
4
q
yp(t) = h
0
p(θ)xp(t) + ε
(
h1p(θ)xp(t)− h2p(θ)xp(t)xq(t)
)
yq(t) = h
0
q(θ)xq(t) + ε
(
h1q(θ)xq(t)− h2q(θ)xp(t)xq(t)
)
(5.34)
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with
β0p =
1
T
∫ T
0
h1p(θ)dθ −
1
2T
∫ T
0
∫ θ
0
[
peq(s) + h
0
p(s), peq(θ) + h
0
p(θ)
]
dsdθ
β1p =
1
T
∫ T
0
h1p(θ)
(
qeq(θ) + h
0
q(θ)
)
dθ +
1
T
∫ T
0
h1q(θ)
(
peq(θ) + h
0
p(θ)
)
dθ
− 1
2T
∫ T
0
∫ θ
0
[
peq(s) + h
0
p(s), peq(θ) + h
0
p(θ)
]
dsdθ
β2p =
1
T
∫ T
0
h2p(θ)dθ
β3p =
1
T
∫ T
0
h2p(θ)
(
qeq(θ) + h
0
q(θ)
)
dθ
β4p =
1
T
∫ T
0
h2q(θ)
(
peq(θ) + h
0
p(θ)
)
dθ
and the corresponding notations for q.
The solution x˜p and x˜q of this system are such that :
∀t ∈ R, ‖x˜p(t)− xp(t)‖ ≤ Cε, ‖x˜q(t)− xq(t)‖ ≤ Cε
and for t = kT, k ∈ N, ‖x˜p(t)− xp(t)‖ ≤ Cε2, ‖x˜q(t)− xq(t)‖ ≤ Cε2
To go to further order in ε, we need to use Theorem 5.1 and to evaluate the
functions Φ˜εt et F˜ ε related to our problem. We solve:
γ˙ε = F˜ ε(γε) (5.35)
If we denote Ψ˜εθ(X0) the flow related to this equation, we define then:
X˜(θ) = Φ˜εθ ◦ Ψ˜εθ(X0).
We can now assert that X(θ) and X˜(θ) are different up to O(e−Cε ). We get a
correct approximation of our solution X. We still need to compute the related Y
vector, and then to perform the inverse changes of variables, to get an approxima-
tion up toO(e−Cε +e−µˆt) of our first unknowns p and q. If we use the approximation
h[n] of the center manifold hε, the solutions are close to withinO(e−Cε +e−µˆ tε+εn+1).
We want to show that our method is an inprovement of the naive method,
where we average in θ before we determine the center manifold. In other words,
we call the naive method the one in which we average the equations before any
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study of the system. To do so, we study the stability of our system. We consider
a situation in which N = 2. According to the article [CHL09], our differential
system (5.34) has a stable (respectively unstable) equilibrium if:
σ =
ε
T
(∑
bp
∫ T
0
h2q(θ)
(
peq(θ) + h
0
p(θ)
)
dθ
+
∑
bq
∫ T
0
h2p(θ)
(
qeq(θ) + h
0
q(θ)
)
dθ
)
< 0 (resp. > 0).
We want to prove that the actual σ can have a sign, and the σ0 related to the naive
method the other sign. Hence, the study of the stability gives different results with
the naive method than with the real σ.
We choose:
K˜p = −1, K˜q = −1, peq(θ) =
(
1− a(θ)
a(θ)
)
, qeq =
(
1− b
b
)
with a(θ) = a0 + a1 cos(θ) + a−1 sin(θ). The computation of σ permits us to find
suitable values of a0, a1, a−1 and b. Indeed, for bp =
(
0.2
0.1
)
, bq =
(
0.5
0.3
)
, ε = 0.1,
if we choose a0 = 6, a1 = 3, a−1 = 2.5 and b = 0.06, we find a naive sigma
σ0 = −0.0122, whereas the real σ is equal to 0.0228.
6 An example with N = 2
We apply this method numerically on a simple example with two sites. Our equa-
tion is the following: {
dp
dt
= 1
ε
Kp
(
t
ε
)
+ f(p, q)
dq
dt
= 1
ε
Kq
(
t
ε
)
+ g(p, q)
(6.36)
with the definitions:
Kp(t) =
(−(cos(t) + 2) sin(t) + 2
cos(t) + 2 −(sin(t) + 2)
)
Kq(t) =
(−(sin(t) + 2) cos(t) + 2
sin(t) + 2 −(cos(t) + 2)
)
f(p, q) =
(
a1pp1 − b1pp1q1
a2pp2 − b2pp2q2
)
g(p, q) = −
(
a1qq1 − b1qp1q1
a2pp2 − b2qp2q2
)
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Figure 1: Direct approximation of the solution p1, p2, q1 and q2 for ε = 0, 1 and
the corresponding phase portrait.
For the numerical computation, we choose the following values:
ap =
(
0.4
0.3
)
, bp =
(
0.2
0.1
)
, aq =
(
0.1
0.2
)
, bq =
(
0.5
0.3
)
The direct approximation of the solution, using an implicit Euler method, with
dt = ε3, gives us the Figure 1, for p0 =
(
0.1
0.2
)
and q0 =
(
0.3
0.4
)
.
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Figure 2: First components of h0p and h0q
Now, we use our method to perform an approximation of this solution. We
perform the change of variables, and to do so we compute h0. We use the expres-
sions:
h0p(x, θ) = −x R˜p(θ, 0)(Id− R˜p(T, 0))−1
∫ T
θ−T
R˜p(0, ϕ) ˙˜peq(ϕ)dϕ
h0q(x, θ) = −x R˜q(θ, 0)(Id− R˜q(T, 0))−1
∫ T
θ−T
R˜q(0, ϕ) ˙˜qeq(ϕ)dϕ
with T = 2pi. We approximate the integrals (using a Simpson method of order 3),
and we get the Figure 2 for h0p and h0q, for xp = 1 and xq = 1.
Then, we approximate h1, using the expression (4.26):
h1(X, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ)G(X, 0, ϕ)dϕ.
The Figure 3 shows the evolution of h1p and h1q, for xp = 1 and xq = 1.
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Figure 3: First components of h1p and h1q
Then, we solve the equation in X, using a RK4 method. We do not use
averaging here because we want to illustrate the impact of the approximation of
the center manifold hε on the error. Performing the inverse change of variables, we
get the following approximate solutions for p0 =
(
0.1
0.2
)
and q0 =
(
0.3
0.4
)
, presented
in Figure 4.
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Figure 4: Approximation of the solution for ε = 0.1 and dt = 0.01
We study the error. When we do not choose initial conditions (p0, q0) corre-
sponding to a (x0, z0) on the central manifold, we observe an exponential decrease
in t
ε
of the error towards an O (ε). Figure 5 shows the evolution of the error as a
function of time for ε = 0.1, and Figure 6 for ε = 0.01.
To analyse the impact of the approximation of the central manifold, we change
the inital conditions to begin on the central manifold. Then, we compute the
maximum of the error between the real solution and the approximate one on the
intervall [0; 10ε] for differents value of ε. Using a logaritheoremic scale, we obtain
the Figure 7. Hence, we have a slope 1.0386 for the error on p, and 1.0080 for the
error on q, and so we have shown that the first order approximation of the central
manifold leads to an error in O (ε).
The last part of the numerical resolution can be computed using averaging
techniques, as presented in [Cha13].
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Figure 5: Error between exact and approximate solution on site 1 for ε = 0.1, and
log of the error.
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Figure 6: Error between exact and approximate solution on site 1 for ε = 0.01,
and log of the error.
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Figure 7: Evolution of the error as a function of ε (log-log scale)
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