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Abstract 
We discuss possible integer linear programming formulations of a class of partitioning prob- 
lems, which includes vertex (and edge) coloring and bin packing, and present some basic prop- 
erties of the associated linear programming relaxations, possibly improved by means of valid 
inequalities. In particular, we show that these relaxations are sometimes easily solved without 
resorting to an LP solver, and derive the worst-case performance of the associated bound on the 
optimal solution value. We also show which is the contribution of each inequality to this bound. 
Our analysis provides a general framework to unify and generalize some results previously pre- 
sented in the literature, and should be taken into account whenever one considers the possibility 
of using the formulations addressed. 0 1998 Elsevier Science B.V. All rights reserved. 
1. Introduction 
Integer Linear Programming (ILP) formulations and the associated Linear Pro- 
gramming (LP) relaxations are widely used within exact and heuristic algorithms for 
combinatorial optimization problems. In some cases it is possible to characterize the 
structure of optimal solutions of LP relaxations, so as to solve them without resorting 
to general-purpose LP solvers. Also, one sometimes can estimate the worst-case perfor- 
mance of the bound provided by the LP relaxation with respect to the optimal solution 
value, and/or determine which is the LP bound improvement that can be achieved 
by the addition of valid inequalities. In this paper we discuss these issues for some 
ILP formulations of a wide class of partitioning problems, which includes vertex (and 
hence edge) coloring and bin packing. The properties we derive generalize some results 
previously presented in the literature, and should be taken into account whenever one 
considers the possibility of using the formulations addressed. 
* E-mail: acaprara@deis.unibo.it. 
0166-218x/98/$19.00 0 1998 Elsevier Science B.V. All rights reserved. 
PII SO1 66-2 18X(98)00046-8 
12 A. CapraralDiscrete Applied Mathematics 87 (1998) 11-23 
We consider the ILP 
min yi c 
i=l 
subject to 
n 
c Xij = 1, j= I,...,& 
i=l 
n 
c aljxij G .Yi, i= l,..., n;Z= l,.. 
j=l 
O<Xij<Yi<l, i,j = 1 ,...,fl, 
Xij, yi integer, i,j = 1 ,..., Iz, 
(1) 
(2) 
P, (3) 
(4) 
(5) 
where A = (au) is a p x n rational matrix. Special cases of the above ILP are often 
found in the literature, as (l)-(5) can be used to model the general problem of par- 
titioning a set of n elements { 1,. . . , n} into the minimum number of feasible subsets, 
a subset Sc{l,..., n} being feasible if cjEs alj < 1 for I = 1,. . . , p. Let S be the 
family of the feasible subsets, and let QS := conv{z E (0, 1)” : Cy=, aljzj < 1 for 
1 = l,..., p} denote the convex hull of the incidence vectors of the elements in S. 
We restrict ourselves to the case of alj 2 0 for j = 1,. . . , n; I = 1,. . . , p, i.e. given any 
feasible subset S E S, every S’ c S is feasible. Notice that in this case every nondomi- 
nated inequality valid for Qs which is not a nonnegativity constraint can be written in 
the form cy=l Ujzj<l, where aj>O forj = l,..., 12. Finally, we assume, without loss 
ofgenerality, a[j<l forj= l,..., n;Z= l,..., p, i.e. each singleton G} is feasible. 
The incompatibility graph associated with the above model is the undirected graph 
where vertices correspond to elements of { 1,. . . , n} and there is an edge joining vertices 
j and k if and only if aij + a/k > 1 for some Z E { 1,. . . , p}, i.e. no subset containing 
both elements j and k is feasible. 
This general partitioning problem has been called p-Dimensional Vector Packing 
Problem in Garey et al. [5], as it is a generalization of the well-known Bin Packing 
Problem (BPP), which arises for p = 1. Given n items, the jth having a positive 
weight wj, BPP calls for packing the items in the minimum number of bins having 
weight capacity c. In this case, the feasible subsets correspond to the solutions of the 
Knapsack Problem defined by the weights (WI,. . . , w,,) and the knapsack capacity c. 
Assuming, without loss of generality, c = 1 and wj < 1 for j = 1,. . . , n, BPP can be 
modeled as (l)-(5) with p := 1 by defining aij := Wj for j = 1,. . . ,n. 
Another special case of the problem is the Vertex Coloring Problem (VCP), arising 
whenever all entries of A are in (0, 1). Given an undirected graph G = (V,E), VCP 
calls for coloring the vertices in V with the minimum number of colors in such a way 
that vertices joined by an edge in E are assigned different colors. Here the feasible 
subsets are the Stable Sets of G, corresponding to vertex subsets S c V such that no 
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edge in E joins two vertices in S. VCP is modeled by (l)-(5) whenever n = IV] and 
the corresponding incompatibility graph coincides with G. For instance, one can define 
p := [El and, for j = 1,. . .,n; 1 = 1,. . .,p, a~ := 1 if vertex j is an endpoint of the 
Ith edge in E, alj := 0 otherwise. 
Also the Edge Coloring Problem (ECP), being a special case of VCP, can be 
modeled by (l)-(5). Given an undirected graph G = (V, E), ECP calls for coloring 
the edges in E with the minimum number of colors in such a way that edges incident 
to a same vertex in V are assigned different colors. In this case, the feasible subsets 
are the Matchings of G, which are edge subsets M c E such that no vertex in V is an 
endpoint of two or more edges in M. The most natural formulation of ECP is obtained 
by setting n := [El, p := [VI and, for j = 1,. . .,n; I = 1,. . .,p, aU := 1 if edge j is 
incident to the Zth vertex in V, alj := 0 otherwise. 
In this paper we show some basic properties that should be taken into account 
whenever the possibility of using formulation (l)-(5) is considered, discussing the 
relationship with other ILP formulations and extending the results to related problems. 
2. Basic properties of the LP relaxation 
The first observation addresses the LP relaxation (l)-(4), showing that, among (3) 
the set of inequalities corresponding to just one index 1 E { 1,. . . , p} determines an 
optimal solution, which is easily constructed. 
Proposition 1. An optimal solution (x*, y*) of the LP relaxation (l)-(4) can be 
computed in O(np) time as yi* :=o/nfori=l,..., nandxc:=llnfori,j=l,..., n, 
where 
n 
0 := mPax 
I=1 c a/j. 
j=l 
(6) 
Proof. For any I E {l,..., p}, by summing-up the inequalities (3) corresponding to 
index 1 and using Eq. (2), one has Cy=, yi 2 EYE1 alj, therefore every feasible solution 
of (l)-(4) has value at least 6. The above-defined (x*, y’) has value d and is easily 
checked to be feasible. 0 
Proofs of this proposition for the BPP case can be found in Martello and Toth [12] 
and Vance et al. [ 151. The above proposition implies, for example, that with the for- 
mulations given in the previous section for BPP, VCP and ECP, the lower bound value 
obtained by solving the LP relaxation is cJ=, wj, 2, and the maximum degree of a 
vertex, respectively. 
We observe that the LP solution of Proposition 1 is not basic in general. For p 6 2, 
it would not be difficult to show how to get an optimal basic solution in O(n) time, 
whereas in the general case we do not know how to get one easily. 
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An LP solution of value [rrl in which all the y’s are integer is given by (x’, y’) 
where 
vi:= 1 for i= l,...,[ol, 
vi := 0 for i = [frl + l,...,n, 
_$:=h fori-l,..., [gl;j=l,..., n, (7) 
xb:=O fori=[ol+l,..., n;j=l,..., n. 
It is well known that the solution of the LP relaxation (l)-(4) often provides a 
weak lower bound, due to the symmetry of the formulation. This empirical observation 
is partially formalized in the following result. The worst-case performance of a lower 
bound for a minimization problem is defined as the infimum over all the instances of 
the ratio between the lower bound and the optimal solution value. 
Proposition 2. The worst-case performance of lower bound [ol is l/(p + 1). 
Proof. Let m := [ol. The solution given in (7) shows that there exists a feasible 
solution of the system 
m 
c Xij = 1, j=l n, ,...1 
i=l 
(8) 
n 
c ajjxij < 1, i= l,..., m;I= l,..., p, (9) 
j=l 
Xij 2 0, i=l ,..., m;j = l,..., n. (10) 
Therefore, there exists a basic feasible solution (x* ) of the above system, having at most 
n+mp nonzero components, From constraints (8) for r (with r an-mp) elements, say 
ji, . . . , jr, one has x>~ = 1 for some i, k = 1,. . . , r. This gives a feasible partitioning of 
{ji , . . . , jr} into m feasible subsets. The set formed by the remaining elements, at most 
mp, can be trivially partitioned into singletons, yielding an overall feasible solution 
using at most m(p + 1) subsets. This proves that the worst-case performance is at least 
l/(p + l), as m is a lower bound on the optimal solution value. To see that the value 
l/(p + 1) can be asymptotically achieved, for a given p value consider the class of 
instances with n = ( p + 1 )s, where s is an integer number and 0 < E < 1/((2p - 1 )s), 
associated with the following matrix A; see Fig. 1. For j = 1,. . . ,2s; 1 = 2,. . . , p, let 
alj = i + &,U)j = 2c; for y = 2 ,..., p;j = rs+ l,..., (rf 1)s;Z = 2 ,..., p,l # r, 
let ay = O,a, = 1 - s,alj = 2~. For these instances, the optimal solution value 
equals (p + 1 )s, since all the elements are pairwise incompatible, whereas, according 
to Proposition 1 and the definition of E, the solution of the LP is s + 1. Therefore, the 
ratio is l/(p + 1) + l/((p + l)s), which converges to l/(p + 1) as s tends to infinity. 
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Fig. 1. An example for which the worst-case performance of lower bound [ul is asymptotically achieved. 
A proof of the above result for the BPP case can be found in Martello and Toth [12], 
whereas for p = 2 a proof is given in Caprara and Toth [2]. 
As the lower bound provided by the LP relaxation (l)-(4) can be rather weak, one 
may wonder if it is possible to strengthen this relaxation by means of additional valid 
inequalities following a cutting-plane approach to the problem. 
Constraints (2), (4) and (5) define the set of feasible solutions of the &capacitated 
Facility Location Problem (UFLP). Consider a set of m potential facilities and a set 
of n clients. Each facility i can be opened paying a jixed cost 5, or left closed. Each 
client j has to be served by an opened facility i paying a transportation cost tij. 
UFLP calls for deciding the facilities to be opened so as to minimize the overall sum 
of fixed costs and transportation costs. Assuming, without loss of generality, m = n 
(by possibly adding dummy clients j with tij = 0 for i = 1,. . . , m, or dummy facilities 
i with tij = 0;) for j = l,... ,n), UFLP can be modeled as the ILP with objective 
function 
n n n 
minCf;yi+~~tijxij (11) 
subject to (2), (4) and (5), where yi = 1 if facility i is opened and Xij = 1 if client j 
is served by facility i. 
Accordingly, one may wonder if it is possible to strengthen LP relaxation (l)-(4) 
by adding inequalities valid for UFLP; see e.g. Cornuejols et al. [3] for the definition 
of some classes of inequalities and additional references. In fact, it is easy to see that 
by adding any set of such inequalities, the lower bound obtained does not exceed [gl. 
Proposition 3. The optimal value of the LP relaxation defined by (l)-(4) and by 
any set of inequalities valid for UFLP is at most [ol 
Proof. Let (x’, y’) be defined as in (7). (x’, y’) clearly satisfies (2)-(4), has value 101, 
and is a convex combination of the [cr] feasible solutions to UFLP (x’, y’ ), . . . , (xl’l, 
yr”l 1, where (xk, yk), k = 1,. . , [al, is defined by y” := 1 for i = 1,. . . , [a], yf := 
0 for i = [ol + 1,. . . ,n, x5 := 1 for i = k; j = l,..., n, and x6 := 0 for i = 
l,..., k- l,k+ l,..., n;j= I,..., n. 0 
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Accordingly, no lower bound improvement can be obtained by using polyhedral results 
for UFLP. 
Another strengthening of the LP relaxation (l)-(4) consists of adding to (3) in- 
equalities of the form 
n 
c XjXij d Yi, i = l,...,n, (12) 
j=l 
where cy=r Oljzj < 1 is valid for Qs. For example, one can consider clique or odd 
hole inequalities for the stable set problem in the VCP case, cover inequalities for the 
knapsack problem in the BPP case, and blossom inequalities for the matching problem 
in the ECP case; see e.g. Nemhauser and Wolsey [14] for the definition of these 
inequalities. 
Remark 1. By adding any set of inequalities (12) to (3), one gets a new problem of 
the form (l)-(5). 
On the one hand, the above remark together with Proposition 1 suggest that, even if 
new inequalities of the form (12) are added to the initial relaxation, the strengthened 
LP relaxation need not be solved by an LP solver. This is a consequence of the fact 
that the addition of these inequalities preserves the symmetry of the formulation. On 
the other, it is possible to estimate which is the lower bound that can be achieved by 
adding specific classes of inequalities, in the spirit of the work of Goemans [7] for 
the Traveling Sulesman Problem and Goemans and Hall [8] for the Acyclic Subgraph 
Problem. For VCP, (nonlifted) odd hole inequalities will not provide a lower bound 
larger than 3, as the sum of the left-hand-side coefficients is always strictly less than 
3, if the right-hand side has been normalized to 1, whereas the best lower bound 
obtainable by using clique inequalities corresponds to the cardinality of a maximum 
clique, if the inequalities associated with such a clique are imposed. For BPP, the 
(nonlifted) cover inequalities are such that the sum of the left-hand-side coefficients 
is always not greater than 2. For ECP, blossom inequalities for the matching problem 
read 
c x < IUI - 1 e1 2 ’ 
eaqU) 
(13) 
where U is a vertex subset of odd cardinality and E(U) is the set of edges with 
both endpoints in U. Let 6(v) denote the set of edges incident to vertex v E V. 
The lower bound provided by the LP defined by (l)-(4) and by inequalities (12) 
derived from (13) for a family U of vertex subsets of odd cardinality is therefore 
max {max,Ey IS(v)l,maxuEu 2IE(U)l/(lUj - l)}. This latter result was proved in Lee 
and Leung [ 1 l] in a much more involved way. 
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3. Relationship with alternative ILP formulations 
In order to get the best-possible lower bound from the addition of inequalities ( 12) 
one is interested in finding an inequality En= c( J , JzJ 6 1 valid for Qs and with largest 
sum of left-hand-side coefficients. This amounts to solving the following LP: 
n 
max X,j 
c 
j=l 
(14) 
subject to 
c xjj61) s E s, 
jES 
(15) 
"j 3 02 j=l n. ,..., (16) 
The dual of ( 14)-( 16) reads 
min c ?S (17) 
SES 
subject to 
c US31, j=l ,..., n, (18) 
S3j 
VS30, s E s. (19) 
which is the LP relaxation of an alternative formulation of the original problem, con- 
taining one variable for each (maximal) feasible subset S E S. This latter relaxation is 
strongly NP-hard, in general, but pseudo-polynomially solvable for jfixed p and poly- 
nomially solvable for some relevant special cases as ECP. Anyway, the use of this 
relaxation turns out to be effective in many practical cases, when it is solved by using 
column generation techniques; see the survey by Bamhart et al. [l]. From Proposition 
1 and the above discussion, we get an alternative, very simple, proof of the following 
proposition, which is implied by an old result of Geoffrion [6]. 
Proposition 4. The optimal value of the LP relaxation (l)-(4) when Cl=, aljzj 
<l (I = 1 ,..., p) and zj30 0 = l,..., n) define a complete description of Qs, 
is equal to the optimal value of relaxation (17)-( 19). 
A possible way of breaking the symmetry of formulation (l)-(5) would be to fix 
x,~ = 1 for every element i in a (maximal) clique of the incompatibility graph associated 
with the problem, i.e. a set of vertices which are all pairwise adjacent in the graph. 
Clearly, the corresponding lower bound may be better than the one associated with 
(l))(4). Nevertheless, with these additional inequalities, only in a few cases, as in 
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BPP or ECP for 3-regular graphs, we would be able to show how to solve the initial 
LP relaxation without resorting to an LP solver. 
A variant of the partitioning problem addressed above, which is sometimes found 
in the literature, calls for finding a family of m (m given and < n) feasible subsets 
whose union contains as many elements as possible out of the n; see e.g. LabbC 
et al. [lo]. The counterpart of formulation ( l)-(5) in this case reads 
max cc xij (20) 
i=l j=l 
subject to 
m 
c Xij < 1, j=l n, ,..., (21) 
i=l 
n 
c aljXij< 1, 
i= l,..., m;l= l,..., p, (22) 
j=l 
Xij 3 0, i=l ,..., m;j = l,..., n, (23) 
Xij integer, i=l ,,.., m;j= l,..., n. (24) 
A variant of Proposition 1 for the above formulation can be stated as follows. 
Proposition 5. The LP relaxation (20)-(23) has an optimal solution of value n if 
and only if m> [al . Otherwise, an optimal LP solution can be obtained by solving 
the LP 
n 
max Zj 
c 
j=l 
subject to 
(25) 
n 
c aljzj <m, I = l,...,p, (26) 
j=l 
O<Zj<l, j = l,...,n. (27) 
Proof. If m > [cl, from the solution given in (7) one has that xc := l/m for i = 
1 ,..., m;j = l,..., n is a feasible LP solution of value n. Otherwise, note that (25)- 
(27) is obtained from (20)-(23) by replacing inequalities (22) by their p sums over 
the index i, and then by defining zj := cy=, xii. Accordingly, (25)-(27) is a relaxation 
of (20)-(23). Furthermore, given an optimal solution (z*) of (25)-(27), a solution 
(x*) of (20)-(23) of the same value, and therefore optimal, is obtained by defining 
x,$ :=zT/m for i = l,..., m;j = l,..., n. 0 
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The proposition above suggests that in some cases solution of the LP (20)-(23) is 
trivial, whereas in other cases it can be obtained by solving a much smaller LP, having 
n variables and p constraints instead of mn variables and mp + n constraints. 
We can also state the analogous of Proposition 2. The worst-case performance of 
an upper bound for a maximization problem is defined as the supremum over all the 
instances of the ratio between the upper bound and the optimal solution value. Let p 
be the optimal solution value of (20)-(23). 
Proposition 6. The worst-case performance of upper bound [pJ is p + 1. 
Proof. Analogous to that of Proposition 2, but slightly more involved. In particular, 
let q := [p]. Clearly, there exists a basic optimal solution (z*) of (25)-(27) with f, 
f 6 p, fractional components. Therefore, from Proposition 5, the corresponding optimal 
solution (x*) of (20)-(23) is such that h, h2q - f, constraints (21) are tight at (x*). 
Indeed, there are f elements j for which 0 < Cy!, x; < 1, corresponding to the 
fractional components of (z*), that give an overall contribution strictly smaller than f 
to the objective function (20). By removing the elements j for which Cy!, x; = 0 
and the constraints (21) which are not tight at (x* ) one has that a basic feasible 
solution of the reduced LP (20)-(23) has at most h + mp nonzero components, i.e. 
at least h - mp + f >q - mp components with value 1. This yields a feasible integer 
solution of value at least q - mp. On the other hand, a feasible solution of value m can 
be trivially determined by selecting any family of m distinct singletons. Accordingly, 
the integer optimum is at least max{q - mp,m}, and therefore the ratio is at most 
q/ max{q - mp, m} 6 p + 1. To check the last inequality, just observe that for a given 
q the denominator attains its minimum for q - mp = m, i.e. m = q/(p + 1). The 
example of Fig. 1 shows that the worst-case bound can be asymptotically attained, as 
for m := s + 1 the optimal value of (20)-(23) is n = (p + l)s, whereas the integer 
optimum is m. 0 
A proof of this result for p = 1 can be found in LabbC et al. [lo]. 
4. Related partitioning problems 
Some partitioning problems closely related to the one addressed in the previous 
sections are often found in the literature. We next briefly discuss two cases, showing 
how some of the properties described above extend to these cases. 
The first problem is the so-called dual of (l)-(5); see e.g. Labbe et al. [9]. Here 
the condition to be satisfied by a subset S S{ 1,. . . , n} to be feasible is CjGs al, 3 1 
for 1 = 1 ,. . . , p. Observe that we can assume, without loss of generality, a/j Q 1 for 
j=l ,...,n;l= 1 , . . . , p. Clearly, this problem can be modeled as 
max -&i 
i=l 
(28) 
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subject to 
?I 
c Xij = 1, j = l,...,n, 
i=l 
n 
c aljxij > Yi, i= I)...) n;z= l)...) p, 
j=l 
06Xij6Yi<l, i,j = 1 >..., n, 
Xij, yi integer, i,j = 1 ?.‘., n. 
The trivial extension of Proposition 1 reads 
(29) 
(30) 
(31) 
(32) 
Proposition 7. An optimal solution (x*,y*) of the LP relaxation (28)-(31) can be 
computed in O(np) time as y,? := z/n for i = 1,. . . ,n and x; := l/n for i, j = 1,. . . ,n, 
where 
4 * 
r := mm 
I=1 c alJ. 
j=l 
(33) 
We were not able to prove the counterpart of Proposition 2. Nevertheless, we state the 
following conjecture. 
Conjecture 1. The worst-case performance of upper bound 1~1 is at most p + 1. 
The above conjecture holds for p = 1, as proved in LabbC et al. [9], and for p = 
2. In these particular cases, the proof is based on our capability of constructing basic 
solutions of (28)-(31) with a special structure, which does not extend to higher values 
of p. For ~32, we also do not know any example for which the conjectured bound 
on the worst-case performance is (asymptotically) attained. 
The second problem is the variant of (l)-(5) w h ere the number of subsets is fixed, 
say m, and the objective is to minimize c so that each subset S in the solution satisfies 
CjES a/j <c for I = 1,. . . , p. For p = 1 this problem is the widely studied PI 1 C,,, 
Problem; see e.g. Dell’Amico and Martello [4]. A possible ILP formulation is 
min c (34) 
subject to 
M 
c Xij = 1, j=l ,..., n, (35) 
i=l 
2 aljxij bC, i= I,..., m;l= l,..., p, (36) 
j=l 
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C> t&XI&XL2~j, 
/=I j=l 
(37) 
xij30, i = l,..., m;j = l,..., n, 
Xij integer, i=l ,..., m;j = l,..., n. 
Proposition 1 reads in this case: 
(38) 
(39) 
Proposition 8. An optimal solution (x*,c*) of the LP relaxation (34)-(38) can be 
computed in O(np) time as c* := (r) and x17 := l/m ,for i = 1,. . . ,m; j = 1,. . . ,n, 
where 
(40) 
We can also bound the worst-case performance of lower bound o. Observe that (0 
cannot be rounded up as the entries of A are not assumed to be integer, and that the 
bound provided by LP relaxation (34)-(38) without constraint (37) has an arbitrarily 
bad performance even for p = I. 
Proposition 9. The worst-case performance of lower bound w is at least l/(p + 1). 
Proof. Consider a basic solution (x*) of the LP obtained from (34)-(38) by replacing 
the variable c by the constant Q and removing constraint (37). The number of nonzero 
components of (x*) is at most n-t- mp, and therefore at least n - mp components have 
value 1. This yields a feasible partitioning of the corresponding elements within the 
m subsets so that each subset S satisfies cjEs aljiu for 1 = l,...,p. This partial 
solution can be completed by assigning the remaining elements, at most mp, to the 
subsets so that at most p elements are assigned to each subset. Due to constraint (37), 
the solution obtained in this way satisfies cjEs a/j <(p + 1 )c’, for each subset S and 
for 1 = 1,. . , p, and therefore has value at most (p + 1 )o. 0 
This result was proved for p = 1 in Dell’Amico and Martello [4], where an example 
for which the worst-case performance is asymptotically attained is shown. On the other 
hand, we suspect that the worst-case performance bound may not be tight for p 32. 
5. Conclusions 
We have considered a simple ILP formulation of the problem of partitioning a set 
into the minimum number of feasible subsets, when the family of the feasible subsets 
is closed under inclusion. We have shown that the associated LP relaxation has an op- 
timal solution which is trivially determined, and discussed the worst-case performance 
of the associated lower bound on the optimal solution value. The addition of valid in- 
equalities for UFLP does not yield any improvement on the lower bound obtained from 
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this relaxation, while the use of inequalities derived from the structure of the feasible 
subsets can strengthen this lower bound, but always leads to a trivially solved LP. In 
particular, we have shown which is the contribution of each of these inequalities to the 
overall lower bound. This leads to a simple proof of the fact that the best lower bound 
obtainable with these latter inequalities equals the optimal value of the LP relaxation of 
a formulation with one decision variable for each (maximal) feasible subset. We have 
also considered the variant of the problem in which the objective is to find a fixed num- 
ber of feasible subsets whose union has the largest possible cardinality, showing that 
the counterpart of the ILP formulation considered initially has a LP relaxation which is 
either trivially solved, or can be solved as a considerably smaller LP. Finally, we have 
shown how some of the properties illustrated extend to related partitioning problems. 
Our analysis provides a general framework to unify and generalize some results 
previously presented in the literature, and should be taken into account whenever one 
considers the possibility of using the formulations addressed. 
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