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This thesis is based on the following papers: Equi-topological entropy curves
for skew tent maps in the square [16], Isentropes and Lyapunov exponents [17],
Convergence of ergodic averages for many group rotations [15], all of them are
joint works with my advisor Zoltán Buczolich.
In this thesis we investigate particular systems, and their long-term behaviour
and complexity. A discrete dynamical system is a pair (X,T ) a phase space
X and a transformation T which maps from X into itself. The points x may
represent the possible states of the system, and Tx is the transition to the next
phase in one unit of time. As we iterate T it will provide the future trajectory
of x, called the orbit of x: (x, Tx, T 2x, . . . ). The transformation T can be
continuous, differentiable, measurable, invertible, depending on what kind of
system we are investigating.
Although the system is deterministic, it may demonstrate more complex be-
haviour than the transformation itself suggests. It makes intuitive sense to
think of it as an experiment which we abandoned for a while and looked at
later. What is the appropriate language to describe it? In order to make con-
crete statements about the system it is necessary to introduce the basic ideas
and concepts of the field which we do in Section 3 Preliminaries .
We mostly consider here low dimensional maps, namely interval maps except
in the last part, where we generalize from circle rotations to group rotations.
In general we use topological and measure theoretical concepts to understand
the systems. The properties we mostly use to describe the system are topologi-
cal entropy, Lyapunov exponents, invariant measures, ergodicity. Topological
entropy can be seen as the exponential growth rate of the unfolding orbits
and therefore it is the property of the transformation. This means that in
the nth iteration the number of the distinguishable orbits increases exponen-
tial rate, and its logarithm is the entropy itself (for definitions see Subsection
5.5.1). The absolute value of the derivative of the map at a certain point x
is an explicit description of how sensitive the transformation is to a change of
initial conditions at that point, or for points mapping to that vicinity. This
is quantified in a useful way by the Lyapunov exponents: Λ(x) : X → R (see
Definition 5.5.18).
A core concept is that of invariant measures. A measure µ is invariant under
the transformation T i.e. if we have µ(A) = µ(T−1A) for every measurable
A. The presence of such an invariant measure corresponds to some kind of
conservation laws in the underlying system. We may consider invariant sets,
i.e. A = T−1A (modulo sets of measure 0). Ergodicity means that this only
can happen if µ(A) = 0 or 1, in other words the system is indecomposable.
Unlike topological entropy and Lyapunov exponents, which depend only on
the transformation T , ergodicity depends also on the choice of measure.
Birkhoff’s ergodic theorem says that if we have an ergodic transformation (and
measure) and an L1 function f then the time averages and the space averages
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fdµ = f ∗ for µ a.e. x.
The interval map we consider is called the skew tent map. Tent maps were
considered by M. Misiurewicz and E. Visinescu in [36]. Our particular family




x if 0 ≤ x < α
β
1−α(1− x) if α < x ≤ 1.
(1)
These maps have two parameters (α, β) ∈ [0, 1] × [0, 1] a critical (or turning)
point at α and have the maximum β which we call the top of the tent. The
topological entropy of Tα,β is denoted by h(α, β). To avoid trivial dynamics we
suppose that 0.5 < β ≤ 1 and α ∈ (1 − β, β). (By trivial dynamics we mean
that there is either only one attracting fixed point or there is one attracting
and one repelling fixed point. In these cases every point is drawn towards the
fixed points.) We denote by U the region of [0, 1]2 consisting of (α, β) with
non-trivial dynamics. The behaviour of the function g(β) = h(α, β) with a
fixed α is known. By [36] in the case of βs where the dynamics of Tα,β(x) is
nontrivial the function g(β) is monotone increasing.
The thesis is organized as follows:
Section 4 is related to our paper Equi-topological entropy curves for skew tent
maps in the square [16].
In Subsection 4.1 Kneading Theory we summarize the properties of sym-
bolic dynamics of interval maps based on the work of P. Collet and J-P Eck-
mann [22]. We translate the theorems of Misiurewicz and Visinescu into our
context and discuss symbolic dynamics through the itineraries of the extremum
which called kneading sequence. The kneading sequences classify our tent
maps up to topological equivalence. We introduce the equi-kneading curve ΨM
associated to a kneading sequence, every tent which corresponds to this curve
has the same kneading sequence and therefore shares the same topological dy-
namical properties (like entropy). Hence, equi-kneading curves are isentropes.
In Subsection 4.2 Renormalization we decompose our parameter range U
and show for what parameters we will have topologically transitive, mixing or
renormalizable systems. Renormalization means that we can restrict a higher
iterate of the system to a subinterval to obtain a rescaled tent map. Topo-
logical transitivity and mixing (the latter in a stronger sense) are topological
analogues of ergodicity, in the sense that one cannot divide the system into
two subsystems which do not interact with each other under the action of the
transformation.
In Subsections 4.3 The auxiliary function, and 4.4 Further properties
of the auxiliary function we introduce ΘM a function of two variables.
The isentropes ΨM are subsets of the zero level sets of ΘM . We also prove
that the function ΘM is infinitely differentiable on U .
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In Subsection 4.5 The almost orthogonality of the equi-kneading
curves to the diagonal we answer the question raised by Misiurewicz
whether ΨMs are orthogonal to the diagonal. We prove that in general no,
but there are some which hit the diagonal perpendicularly.
In Subsections 5.1 Invariant measures, 5.2 Ergodic theorems, 5.3
Frobenius-Perron operator we give a short synopsis of these topics, and
the main theorems that we apply in subsequent sections.
The second half of Section 5 are Subsections 5.4 Markov transformations,
subshifts of finite type and 5.5 Markov extensions, Entropy and
Lyapunov exponents. In these subsections we introduce the Markov prop-
erty (see Definition 5.4.6) and we investigate its connection to entropy and
Lyapunov exponents. In fact, if we have Markov partitions one can easily
compute the invariant densities which are piecewise constant functions. We
show on some elaborated examples how to calculate them in different ways. In
the Subsection 5.5 we discuss cases when we do not have Markov partitions,
we apply the construction of Markov extensions and link that to entropy and
Lyapunov exponents.
Section 6 treats our paper Isentropes and Lyapunov exponents [17]. In Subsec-
tion 6.1 Absolutely continuous invariant measures and densities
for skew tent maps we discuss some known results about absolutely con-
tinuous invariant measures (acims) and prove Proposition 6.1.4. It is a key
lemma and it is about the approximation of the densities of skew tent maps
using the Frobenius-Perron operator. (In the course of proving this we also fill
in a gap in the method of Billings and Bolt [3].) Subsections 6.2, 6.4 Isen-
tropes and Lyapunov exponents are about the calculation of Lyapunov
exponents. As far as we know in the literature there were two ways to esti-
mate/approximate Lyapunov exponents of skew tent maps. One method is
based on computer programs approximating either γ (which depends on the
acim µα,β, and γ = µα,β[0, α]), or the invariant density fα,β of µα,β. This
is what we did in some calculations on our illustrations where rather high
number of iterates were used. The other method is based on the fact that
if K(α, β) ∈ M<∞ (that is when the turning point is periodic for Tα,β) then
there is a Markov partition for Tα,β. Based on the Markov partition one can
obtain a system of linear equations and the solution of this system gives us the
invariant density function fα,β of the acim µα,β of Tα,β. The drawback of this
method is that it requires to solve simultaneous linear equations with large
matrices. Both of these methods are very computationally demanding. We
give a third approach to calculate γ (hence the Lyapunov exponents) which
is connected to the derivatives of the isentrope ΨM . Theorem 6.2.1 is about
the relationship between the tangents of the isentropes and the Lyapunov ex-
ponents in case we have a Markov partition. It says that the slope of the
tangent of the isentropes wherever it exists can be expressed by γ. Previously
we used a series based on the partial derivatives of ΘM to approximate ΨM . It
is possible to obtain Ψ′M by implicit differentiation of ΘM . Since these series
converges at an exponential rate if we consider the partial derivatives we also
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obtain an exponential convergence rate for the partial derivatives. Hence it is
very easy to compute/approximate Ψ′M and then the Lyapunov exponents. We
compare the different methods in Subsection 6.5 Comparison of the two
different computations of Ψ′M . In Subsection 6.3 Differentiability
of the isentropes (ergodic theory approach) we prove that the isen-
tropes (α,ΨM(α)) are continuously differentiable curves. In Lemma 6.3.1 we
verify continuous differentiability of the isentropes in the Markov case. The
main result (6.3.2) of this section is an argument about approximating non-
Markov maps by Markov maps.
In Section 7 Convergence of Birkhoff averages for many group
rotations we return to the circle rotations. In this section we discuss our
paper on Convergence of ergodic averages for many group rotations [15]. The
starting point here was whether it is possible to generalize Birkhoff’s theorem
if we consider measurable functions f which are not necessarily Lebesgue in-
tegrable.
A major obstruction to generalization of Birkhoff’s theorem to this case is P.
Major’s following example [32]. Let S, T : X → X be two conjugate ergodic
transformations on the probability space (X,µ) such that the two Birkhoff
averages converge to two different constants. Later M. Laczkovich raised the
question whether in Major’s example X can be changed to T and S, T to two
different irrational rotations and f : T → R is a given measurable function.
The answer is yes, Z. Buczolich showed in [12]. We consider the Birkhoff aver-
ages denoted by MαNf(x), Buczolich also showed in [12] that for any sequence
of independent irrationals {αj}∞j=1 there exists a periodic function f which will
not be in L1 and the ergodic averages converge to zero. This result implies
that the set of rotations can be dense for non-integrable functions. R. Svetic
improves this result by showing that there exists a non-integrable f : T → R
such that the set of rotations is c-dense in T [45]. It is surprising that if we
have for measurable functions a set of positive measure of rotations for which
the Birkhoff averages converge then it implies that f ∈ L1 [12]. Our main
goal is to generalize this result to compact Abelian groups. We also consider
nonconventional ergodic averages, we change (k) for (nk) which is a strictly
monotone increasing sequence of integers in MαNf(x), and take f which is de-
fined on a compact Abelian group G. We investigate some special rotation sets
on G equipped with the Haar measure where f is measurable (see (118)). The
main question is in what cases will the convergence of the non-conventional
Birkhoff averages for many rotations imply that f ∈ L1(m), where m is the
Haar measure. The tools we use here are Pontryagin duality and some Fourier
analysis. By our main result if the Haar measure of this rotation set is positive
this implies that f ∈ L1(G). In this section a similar result is established for
ordinary Birkhoff averages if G is the group of p-adic integers, however, such
a result does not hold if the dual group Ĝ contains “infinitely many multiple
torsions” (see Definition 7.1.11).
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3. Preliminaries
In this section we wish to introduce the basic tools which are needed to
investigate the dynamical properties of interval maps. There is a rich literature
on this topic but we will restrict ourselves to talking only about the tools we
use in this thesis. We will use mostly the book [8].
Definition 3.0.1. We call T an interval map if it is continuous and maps
from I to I where I is a non-degenerate compact interval.
Definition 3.0.2. Let Rα : T → T where T = R/Z (the unit circle) be the
circle rotation:
Rα = x+ α (mod 1).
Definition 3.0.3. Let I = [a, b]. The transformation T : I → I is called
piecewise monotonic and Cr if there exists a partition of I, a = a0 < a1 <
· · · < aq = b, and a number r ≥ 1 such that
(i) T(ai−1,ai) is a Cr function, i = 1, . . . , q which can be extended to a Cr
function on [ai−1, ai], i = 1, . . . , q and
(ii) |T ′(x)| > 0 on (ai−1, ai), i = 1, . . . , q.
Definition 3.0.4. Variation of a real function f : [a, b]→ R.







where sup is taken for all partitions P = {[x0, x1], [x1, x2], . . . [xn−1, xn]} of
[a, b]. If V[a,b]f < +∞ then f is of bounded variation, BV on [a, b].
Proposition 3.0.5. BV ([a, b]) is dense in L1([a, b]).
Proposition 3.0.6. If V[a,b]fn ≤ K for all n and fn → f in L1([a, b]), then
V[a,b]f ≤ K.
Definition 3.0.7. A continuous map T : [0, 1] → [0, 1] is called unimodal
if there exists a unique turning or critical point α, such that T |[0,α] is in-
creasing, T |[α,1] is decreasing, T (0) = T (1) = 0, as T 2(α) < α < T (α). We call
[T 2(α), T (α)] the dynamical core of the system. The core maps to itself, and
often carries interesting properties about the asymptotical behaviour. Often
we restrict T to the core, and consider T |[T 2(α),T (α)] as a unimodal map (by
relaxing our original definition).
Definition 3.0.8. Let T be a piecewise monotone map. If J is a maximal
interval on which T |J is continuous and monotone, then T : J → T (J) is called
a lap (or branch) of T . The lapnumber, l(T ) is the number of laps of T .
For unimodal maps T n : J → [0, 1] is called the central branch if α ∈ ∂J
(where ∂J is the boundary of J). There are always two central branches which
are the same if T is symmetric about α.
8
Definition 3.0.9. Let T be an interval map and λ > 1. Suppose that T has
finitely or countably many turning points. The map T is called λ-expanding
if, for every subinterval [x, y] on which T is monotone, |T (x)−T (y)| ≥ λ|x−y|.




x if 0 ≤ x < α
β
1−α(1− x) if α < x ≤ 1.
(2)
The interval map Tα,β is unimodal, piecewise monotone and of BV . We con-
sider the parameter range (α, β) ∈ U . Tents from U are λ-expanding and have
two repelling fixed points which cause the interesting dynamics later.
Figure 1: Parameter range U
Definition 3.0.10. Let T : I → I be a unimodal map. We call J ⊂ I
a homterval if T n|J is monotone for all n. Put it in other words if the
intersection of all branches is a closed interval, then it is a homterval. The
orbit of a homterval is a sequence J1, J2, . . . such that T (Jn) ⊂ Jn+1. There
are three types of orbits of homtervals:
(i) J1 is a wandering interval if its orbit contains infinitely many intervals,
and does not converge to an attracting fixed point.
(ii) it is periodic by period n if Jn = J1 and Ji 6= J1 for 0 < i < n.
(iii) it is eventually periodic if it is not periodic but Ji is periodic for some
i.
9
Definition 3.0.11. A point x ∈ X is called nonwandering if and only if, for
any neighborhood U of x, there exists an n > 1 such that U ∩ T−n(U) 6= ∅.
The set of all nonwandering points is denoted by ΩT .
Definition 3.0.12. We say a unimodal map T is locally eventually onto
(or topologically exact) provided that for every ε > 0 there exists M ∈ N such
that if U is an interval with |U | > ε and if n ≥M then T n(U) = [T 2(α), T (α)].
Definition 3.0.13. Let E be a compact metric space and T : E → E be
continuous. We say T is topologically transitive provided there exists x ∈ E
with {T n(x)n≥0} dense in E, that is {T n(x)}n≥0 = E.
In the next Proposition we will introduce the basic properties of a topo-
logically transitive map.
Proposition 3.0.14. [8] Let E be a compact metric space, T : E → E be
continuous, and T (E) = E. The following are equivalent:
(i) The map T is topologically transitive.
(ii) If A ⊂ E is closed with T (A) ⊂ A, then either A = E or A is nowhere
dense.
(iii) If U is open with T−1(U) ⊂ U then U = ∅ or U is dense in E.
(iv) If U, V are nonempty open sets, then there exists n ≥ 1 such that
T−n(U) ∩ V 6= ∅.
(v) The set {x ∈ E|{T n(x)}n≥0} is dense in E.
Proposition 3.0.15. [40] If T : I → I is a transitive interval map, then the
periodic points are dense in I.
Definition 3.0.16. We say that a continuous map T : E → E is minimal if
for every x ∈ E the orbit T n(x)n∈Z is dense in E.
Definition 3.0.17. Let (X,T ) be a topological dynamical system. The map
T is topologically mixing if, for all nonempty open sets U, V ∈ X, there
exists an integer N ≥ 0 such that, n ≥ N , T n(U) ∩ V = ∅.
Example 3.0.18. The circle rotation Rα for irrational αs is topologically
transitive, minimal but not mixing.
Proposition 3.0.19. [46] A topological dynamical system (X,T ) (where X
is a topological space) is minimal if and only if for each non-empty, open






Remark. In some sense a mixing transformation distributes equally any set
in the space while in case of minimality (finitely many) images of any set build
up the whole space.
Remark. [40] Leo implies mixing, and in case of piecewise linear interval maps
mixing also implies leo.
Definition 3.0.20. Let (X,T1) and (Y, T2) be continuous dynamical systems
on compact metric spaces X and Y respectively. They are said to be topo-
logically (semi-)conjugate if there exists a homeomorphism (continuous
function) h : X → Y such that
h ◦ T1 = T2 ◦ h,







4. Tent maps I.
4.1 Kneading theory
In this Section we will mostly use the notation and basic properties of








Definition 4.1.1. Suppose T = Tα,β is fixed for an (α, β) ∈ U and x ∈ [0, 1].
I(x) = Iα,β(x) is a finite or infinite sequence of the symbols L,R,C called the
itinerary of x if
(i) I(x) is either an infinite sequence of Ls and Rs, or a finite (or empty)
sequence of Ls and Rs ended by C. The jth element of I(x) denoted by
Ij(x), j = 0, 1, . . . .
(ii) If T jα,β(x) 6= α for all j ≥ 0 then Ij(x) = L if T
j
α,β(x) < α and Ij(x) = R
if T jα,β > α.
(iii) If T kα,β(x) = α for some k, then if k0 is the smallest such k and 0 ≤ l < k0
then Ik0(x) = C and Il(x) = L if T
l




A sequence M of symbols L,R,C is called admissible if either it is an
infinite sequence of Ls and Rs or if M is a finite (or empty) sequence of
Ls and Rs, followed by C. If there are two sequences I(x) and J(x) then
I(x)J(x) is the concatenation of them, I(x)n = I(x) . . . I(x) (n times) and
I(x)∞ = I(x)I(x) . . . infinitely many times.
The extended itinerary of Tα,β denoted by IE(x) = IE,α,β(x) ∈ {L,R,C}Z≥0 .
If there is no C in IE(x) then I(x) = IE(x), if there is a C then I(x) is finite,
and IE(x) is just the infinite repetition of I(x).
There is a parity-lexicographical ≺-ordering of the itineraries:
We set L ≺ C ≺ R.
Let A = A1A2 . . . , B = B1B2 . . . .
Suppose Aj = Bj for all j < i , Ai ≺ Bi and
the number of Rs up to j = (i− 1) is even then A ≺ B,
the number of Rs up to j = (i− 1) is odd then A  B.
Lemma 4.1.2. The shift operator σ shifts the string to the left, and cuts
off the first letter:
σ(I1I2I3 . . . ) = I2I3 . . . also σ(IE(x)) = IE(T (x)).
We call a sequence I maximal if it is admissible and if σk(I)  I for k =
1, 2, . . . |I| − 1 when I is finite and for k = 1, 2, . . . when I is infinite. We use
the word kneading sequence if we talk about the itinerary of α. We denote
by K(α, β) = Iα,β(β) the kneading sequence of Tα,β.
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Among the maximal sequences only L∞, R∞, RC and C are the ones which
do not start with RL . . . .
Proof. It cannot start with finitely many Ls because if M = LkR . . . or M =
LkC then σk(M)  M . It cannot start with finitely many Rs either because
if M = RkL . . . or M = RkC (k > 1) then σk−1(M) M .
Definition 4.1.3. For a finite A = A0...Ak−1 and an arbitrary B = B0B1...,
the ∗ product A ∗B is defined as follows:
• If A is even (i.e. the number of R’s in A is even), then A ∗ B =
AB0AB1AB2 . . .
• If A is odd, then A∗B = AB̆0AB̆1AB̆2 . . . , where L̆ = R, R̆ = L, C̆ = C.
If β is fixed we simply write K(α) and Tα. If K(α) = M = A0A1 . . . then
Kn(α) = Mn = An for n = 0, 1, ....
We denote by M |n the string of the first n entries of M , that is, M |n =
A0 . . . An−1.
Lemma 4.1.4. The relation ≺ is a complete linear ordering of the kneading
sequences.
Lemma 4.1.5. For unimodal T s if I(x) ≺ I(x′) then x < x′. If x < x′ then
I(x)  I(x′).
Remark. [34] If T : J → J is a unimodal map and the space {L,R,C}Z≥0







But IE(x) is not continuous exactly at the preimages of α.
Remark. Skew tent maps were considered by M. Misiurewicz and E. Visinescu
in [36]. In this paper a different parametrization was used. The functions
Fλ,µ(x) =
{
1 + λx if x ≤ 0
1− µx if x ≥ 0
were considered on R. It is rather easy to see that if λ = β
α
, µ = β
1−α and
h(x) = (β − α)x+ α, h−1(x) = x−α
β−α then
Fλ,µ(x) = (h
−1 ◦ Tα,β ◦ h)(x), (4)
provided that we extend the definition of Tα,β onto R in the obvious way.
Following notation of [36] we denote by M the class of kneading sequences
K(0.5, β), β ∈ (0.5, 1], this corresponds to the kneading sequences of functions





< β ≤ 1.
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Lemma 4.1.6. A sequence M is in M if
(i) M is a maximal admissible sequence,
(ii) M  R∗∞,
(iii) if M = A ∗B with A 6= ∅, B 6= C then A = R∗m for some m.
Where R∗mB = R ∗ · · · ∗R︸ ︷︷ ︸
m
∗B = D ∗B and DC = R ∗ · · · ∗R ∗RC︸ ︷︷ ︸
m
.
Thus R∗2B is going to be RLRB1RLRB2..., R
∗3B = RLRRRLRB̆1RLRRRLRB̆2...
and so on.








≥ 1} considered in the paper
[36].
Remark. Note that R ∗ preserves ordering. Let us suppose that A ≺ B,
they differ at the ith index, an Ai ≺ Bi and i − 1 is odd (which means there
were even number of Rs and odd number of Ls before i). Then R ∗ A =
RĂ1RĂ2R . . . Ăi−1RĂi . . . , R ∗ B = RB̆1RB̆2R . . . B̆i−1RB̆i . . . and Ăi  B̆i.
We added odd number of Rs and Ls turned into R, we have odd number of
Rs before i thus is R ∗ A ≺ R ∗ B. If i − 1 was even, then there is an even
number of Ls and we add odd number of Rs the parity will change again. The
argument is very similar when we have odd number of Rs.
By M∞ we denote those kneading sequences in M which do not contain
C. These are the infinite sequences. On the other hand, M<∞ will denote the
finite kneading sequences. These are the ones ending with C corresponding to
parameter values when the turning point is periodic.
Suppose K(α, β) = M ∈M. We put M− = limx→β− IE,α,β(x). If M ∈M∞
then M− = M . If M = A0...An−1C ∈ M<∞ with Ai ∈ {L,R} then for even
A0...An−1 we have M
− = (A0...An−1L)
∞, while for odd A0...An−1 we have
M− = (A0...An−1R)
∞. It is known and not difficult to see that M− is a
maximal infinite string and M−  M . We quickly remind the reader why is
M− maximal. Indeed, if M ∈M∞ then M− = M is clearly maximal since it
is a kneading sequence. If M ∈M<∞ then proceeding towards a contradiction
suppose that σk(M−) M− and σk(M−) first differs at its jth entry from the
jth entry of M−. Then choose β1 < β close enough to β such that up to the
(k + j)th entry IE,α,β(β1) = Iα,β(β1) ∈ M∞ equals the corresponding entries
of M−. Let x∗ = T kα,β(β1). Then x
∗ 6= β and up to the jth entry Iα,β(x∗)
equals σk(M−). Choose β2 < β such that x
∗ < β2 and up to the jth entry
Iα,β(β2) = IE,α,β(β2) ∈ M∞ equals M−. Then Iα,β(β2)  Iα,β(x∗) and this
implies M−  σk(M−), a contradiction.
It follows from Theorem II.3.8. of [22] that if Tα,β is one of our tent maps
and A is an admissible sequence satisfying
• (i) A  Iα,β(0) = L∞. (This condition always holds.)
• (ii) If K(α, β) is infinite then σkA  K(α, β) for all k.
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• (iii) If K(α, β) = DC is finite then σkA  inf((DL)∞, (DR)∞) for all k.
Then there is an x ∈ [0, 1] such that Iα,β(x) = A.
Using notation introduced in this paper conditions (i) and (ii) can be replaced
by σkA  K(α, β)− for all k.
We denote by MR∞ the set of those M ∈ M which are of the form M =
A0A1 . . . An−1R
∞.
We recall part of Theorem C from [36] with some change in notation.
Theorem 4.1.7. For each M ∈ M there exists a number Γ(M) and a con-
tinuous decreasing function ϕM : (1,Γ(M)] → [1,∞) (with one exception
M = RL∞ when Γ(M) = ∞ and the domain of ϕM is [1,∞)) such that
for (λ, µ) ∈ D we have K(Fλ,µ) = M if and only if λ = ϕM(µ). The function




ϕM(µ) =∞ if M  RLR∞
lim
µ→1+0
ϕM(µ) = Γ(J) if M ≺ RLR∞,
and J is given by M = R ∗ J, ϕM(Γ(M)) = 1 if M 6= RL∞,
limµ→∞ ϕM(µ) = +∞ if M = RL∞.
In case we want to translate Theorem 4.1.7 by using our parametrization
we can state the following:
Theorem 4.1.8. For each M ∈M there exist two numbers α1(M) < α2(M)
and a continuous function ΨM : (α1(M), α2(M))→ U such that for (α, β) ∈ U
we have K(α, β) = M if and only if B = ΨM(α). The graphs of the functions
ΨM fill up the whole set U . Moreover, limα→α1(M)+ ΨM(α) = 1 if M  RLR∞.
If M ≺ RLR∞ then the curve (α,ΨM(α)) converges to a point on the line
segment {(α, 1 − α) : 0 < α < 1
2
} as α → α1(M)+. If M = RL∞ then
α1(M) = 0, α2(M) = 1 and ΨM(α) = 1 for all α ∈ (0, 1).
We call ΨMs equi-kneading curves.
4.2 Renormalization
We can use kneading sequences to classify the dynamical properties of
Tα,β when (α, β) is in U . We wish to know when will it possess a certain
property like topological transitivity (Definition 3.0.13) or mixing. One thing
that certainly prevents dense orbits is attracting periodic orbits. Two more
obstacles are wandering intervals (Definition 3.0.10) and renormalization. [8]
Definition 4.2.1. Let T : I → I be a unimodal map. We call J ⊂ I a closed
n-periodic restrictive interval, if
• J, . . . , T n−1(J) have disjoint interiors,
• T n(J) ⊂ J ,
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• at least one of J, . . . , T n−1(J) contains the extremum of T ,
• J is maximal in the following sense: if I ) J ′ ⊃ J is a closed interval
satisfying the above three properties then J ′ = J .
T n : J → J is the renormalization of T on J . If J is periodic by n then one of
the intervals T k(J) has the form [T 2n(α), T n(α)] where α is the extreme point,
and if J contains α, then T n(J) = J and J = [T 2(α), T (α)].
Definition 4.2.2. We say a unimodal map T (with turning point α) is renor-
malizable provided there exists a restrictive interval J 3 α and n > 2 such
that T n(J) ⊂ J and T n|J is again a unimodal map. Define g := T n|J , if g is
renormalizable we call T twice renormalizable. Similarly we can speak of
three, four, . . . , infinitely many times renormalizable maps.
Proposition 4.2.3. [8] Suppose that T0.5,β is the symmetric tent map






−1 < β ≤ 2 1k−1 where k ∈ {2, 22, 23, . . . } then T0.5,β is k-times
renormalizable.
(iii) A symmetric tent map T0.5,β with β ∈ (
√
2/2, 1] is not renormalizable.
The RLR∞ sequence is corresponding to the symmetric tent map with
the slope of
√
2/2. Therefore in case of renormalizable tents (with M =
K(α, β)  RLR∞) the dynamic core C = [T 2α,β(α), Tα,β(α)] is invariant and
J = [T 2α,β(α), T
4
α,β(α)] and K = [T
3
α,β(α), Tα,β(α)] are 2-periodic restrictive
intervals (the first is for even the second is for odd iterations). This also
means that Tα,β is alternating between J and K and T
2
α,β(x) is invariant on
these intervals. If M = RLR∞ then J and K have joint endpoints, and Tα,β is
topologically transitive on the core. The infinitely many Rs in RLR∞ imply
that α is going to slide into a fixed point (x∗ = T 3α,β(α) = T
4
α,β(α)) and this
fixed point is the joint endpoint of J and K. This results two full height tents
on J and K (one of them is upside down).
Since we have now two maps T 2α,β|J and T 2α,β|K where J∪K = C and J∩K = x∗
which expand to the whole J and K. For any U, V ⊂ C there exists an n that
T nα,β(U) ∩ V 6= ∅. Hence Tα,β is topologically transitive indeed.
Example 4.2.4. If α = 7/16, β = 3/4 the top of the tent is on RLR∞ and 4/7
is going to be an eventually fixed point and J = [1/3, 4/7] and K = [4/7, 3/4].
See Figure 2.
If M ≺ RLR∞ then J and K are disjoint (see Figure 3). Therefore the
map cannot be topologically transitive (there will be a gap between the re-
strictive intervals, hence if we choose V as a subset of this gap, for all n and
U , T nα,β(U) ∩ V = ∅. But the presence of the restrictive intervals guarantees
that this map will be renormalizable.
In case of M  RLR∞ the intervals J and K will overlap for every iteration
16
Figure 2: Dynamic core; α = 7/16, β = 3/4, topologically transitive case
Figure 3: Renormalizable case; α = 0.4, β = 0.7
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and the map becomes topologically mixing (and not renormalizable, see Figure
4).
This phenomenon happens because of the relative position of α, T 3α,β(α), T
4
α,β(α).
In the renormalizable case T 4α,β(α) ≥ T 3α,β(α) and α ∈ [T 2α,β(α), T 4α,β(α)] this
causes the gap between J and K. In this case T 2α,β will have 3 branches and the
union of the image of the two side branches does not cover the core, but the
map is still expanding hence it will be mixing only on J and K. To get a mixing
map on the core we need the union of the image of the branches expand to the
whole core. This happens when K(α, β)  RLR∞, then T 3α,β(α) ≥ α ≥ T 4α,β(α)
moreover J and K overlap.
Figure 4: Mixing case; α = 0.6, β = 0.8
4.2.1 Classification of Kneading sequences
In Section 4.1 Kneading theory there was some classification done based
on [22]. The infinite sequences were denoted by M∞ and the periodic ones
by M<∞ . We have seen that the isentrope RLR
∞ has a significant role in
terms of dividing U into two regions. Under the equi-kneading curve RLR∞
the maps are renormalizable, and above it are topologically mixing. Note that
every kneading sequence in U has to start with RL. The boundaries of U
provide that β > α and β > 1 − α. This way the first letter needs to be R,
then β
1−α(1−β) needs to be smaller then α. This equals to β(1−β) < α(1−α)
which will yield α + β > 1.
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We will take some special periodic sequences to define more subregions in U .
These sequences belong to periodic αs in particular RLC (period 3), RLLC
(period 4). . . and so on.
M = RL . . . L︸ ︷︷ ︸
n
C will divide U into these subregions, which we will call Zones
(see Figure 5). Zone 1,0 is below RLC and for every k ≥ 2 Zone k lies between
RL . . . L︸ ︷︷ ︸
k−1
C and RL . . . L︸ ︷︷ ︸
k
C and limn→∞RL . . . L︸ ︷︷ ︸
n
C = RL∞.
By the definition of the Zones in Zone k sequences can have only k Ls in a
row. We refine Zone 1,0 using eventually periodic orbits. First step is given
by the special role of RLR∞ (in this case being an eventually fixed point), we
will call the region between RLR∞ and RLC Zone 1,0.
Now we connect the kneading sequences with renormalization; with the help
of the ∗-product we can reach more and more times renormalizable tent maps
below RLR∞. IfK(α, β) is the kneading sequence of an n-times renormalizable
Tα,β, then R ∗ K(α, β) will be n + 1 times renormalizable. Based on [36] we
have the following formula:









Applying this to R ∗RLR∞ we will obtain the upper boundary of Zone 1,2













. . . (5)
Let us see the first few sequences of the form R∗kRLR∞:
R ∗RLR∞ = RR̆RL̆RR̆RR̆RR̆RR̆R · · · = RLRR(RL)∞
R ∗RLRR(RL)∞ = RLRRRLRL(RLRR)∞
R ∗RLRRRLRL(RLRR)∞ = RLRRRLRLRLRRRLRR(RLRRRLRL)∞
...
(6)
For these sequences the ∗-product preserves the beginning of the sequence
then copies twice the periodic part, and then adds the new period which is
the beginning of the previous one. It doubles the length and in every step
the beginning of the new kneading sequence matches the previous one through
halfway.
One can see from the kneading sequences that the trajectory of the turn-
ing point is eventually periodic with period power of 2. The symmetric tent
which corresponds to RLR∞ has β =
√
2/2, RLRR(RL)∞ has β = 4
√
2/2,
RLRRRLRL(RLRR)∞ has β = 8
√
2/2 etc. Thus from [8] in the nth step we
get an n+ 1 times renormalizable family of tents, which is eventually periodic
by the period of 2n, where these sequences define according to our notation
the boundaries of Zone 1,1; Zone 1,2 etc. This is shown on Figure 5.)
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Figure 5: Zones
Example 4.2.5. In case of eventually periodic orbits, to calculate the exact
equi-kneading curve is relatively simple (at least for small periods). If we try
to draw the equi-kneading curve of RLR∞ we know that the trajectory of the
turning point corresponding to this curve will slide into a fixed point after two
steps. First we need to find that fixed point:
β
1− α
(1− x) = x
β
1− α + β
= x
(7)





(1− β) = β








1− α + β
.
(8)
In case of RLRR(RL)∞ we have an eventually periodic point of period 2. First















































α(1− α) + β2
.
(10)
Figure 6 shows the corresponding curves satisfying these equations plotted by
Matlab.
Figure 6: Example 4.2.5
Example 4.2.6. It is also appealing to calculate the curves corresponding to
sequences for (α, β) ∈M<∞. For example the boundary of Zone 1 (RLC) will
provide the following equation:
β2
α(1− α)
(1− β) = α.





(1− β) = α.
Example 4.2.7. What if condition II. from Lemma 4.1.6 as known as the
maximality of the sequences does not hold?
Let us take M = RLRRLC. Looks like a valid periodic orbit, it should lie
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in Zone 1,0 since RLR∞ ≺ RLRRLC ≺ RLC. But σ3(M) = RLCRLR 












− α = 0
If we fix α = 0.5 then we will get
4β2 − 8β3 + 32β5(1− β) = 0.5
two of the six roots are imaginary, two are negative, and the rest are 0.5 and
(
√
5 + 1)/4. Since we are above RLR∞ 0.5 is impossible. It turns out that
(
√
5 + 1)/4 is not possible either. In case of a symmetric tent β = (
√
5 + 1)/4
belongs to our previous example M = RLC.
Example 4.2.8. Condition III. of Lemma 4.1.6 is also very important. This
states that if M = A ∗B with A 6= ∅, B 6= C then A = R∗m for some m. Here










for α = 0.5 it yields
4β2 − 32β5(1− β) = 0.5
Two of the five roots are complex, one negative, and the rest is 0.5 and the
golden ratio again. In this case although RLLRLC satisfies the maximal-
ity condition but it can be decomposed as (RL) ∗ (RC)∞ which is not a
form of R∗m. In general if we take RL . . . L︸ ︷︷ ︸
n
C and put RL . . . L︸ ︷︷ ︸
n+1
before it
that always will produce a maximal but invalid curve, since it is going to be
RL . . . L︸ ︷︷ ︸
n
∗(RL)∞, where RL . . . L︸ ︷︷ ︸
n
is not a form of R∗mfor any m,n. Hence
these kneading sequences will not correspond to the equi-kneading curve above.
These examples lead to the question if it is possible to come up with some
general function which will provide the equi-kneading curves? In the next
section we introduce such a function denoted by ΘM .
4.3 The auxiliary functions ΘM
Suppose
M− = RL . . . L︸ ︷︷ ︸
m1
RL . . . L︸ ︷︷ ︸
m2
RL . . . L︸ ︷︷ ︸
m3
R . . . . (11)
We introduce the notation mk = m1 +m2 + · · ·+mk.
Theorem 4.3.1. Suppose M ∈M\{RL∞} is given. Then there exists a func-
tion ΘM : U → R, such that for (α, β) ∈ U if K(α, β) = M then ΘM(α, β) = 0.
Moreover,























where m1 = m1 > 0, mk ≤ mk+1 ≤ mk + m1, k = 0, 1, . . . . If M = K(α, β) ∈
MR,∞ then there exists n such that mk+1 = mk for k ≥ n.
Proof. By maximality of M and M− we have mj ≤ m1 for j = 1, 2, . . . .
If T = Tα,β then
T (α) = β,
T (β) = β
1−α(1− β),



















































































































(−1)k−1 ·ΘM,k−1+mk−1 = Pk−1(α, β) ·ΘM,k−1+mk−1 ,

























The way we calculated the curves before ΘM was more intuitive but it does
lead to the same equation. We considered cases when α eventually slided into
fixed point or a periodic point. This always means that we just need to iterate
α finitely many times and then it equals to this point. In terms of ΘM we
have some members and then the rest of the series is just a geometric series
which adds up and becomes the fixed/periodic point. Let us illustrate this on
an example.










α(1− α) + β2
. (14)
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Let us see whether ΘM results the same:
m1 = 1,m2 = m3 = 0,m4 = m5 = · · · = 1,m1 = m2 = m3 = 1,m4 = 2,m5 =
3,m6 = 4 . . .









































− · · · =


































































− 1 = − α(1− α)











β2 + α(1− α)
(16)
which after division by β is the same as the one which was given by (14).
Remark. If M ∈ M<,∞, that is, M = A0...An−1C then in the proof of the
above theorem we use M−, but in this case, as one can see by analyzing the
proof of this theorem, any sequence A0...An−1X1A0...An−1X2A0...An−1X3...
with X1X2... ∈ {L,R}∞ would yield a ΘM satisfying the conditions of the
theorem. This is due to the fact that Tα,β(α) = Lα,β(α) = Rα,β(α) = β.
Lemma 4.3.3. Suppose M ∈ M\{RL∞}, 1
2
< β < 1 is fixed. Then Θ(α) =
ΘM(α) = ΘM(α, β) is analytic on (1− β, β) and limα→β−0 Θ(α) = 0.










































Figure 7: Various level sets of ΘM where M = RLRR(RL)
∞ from Example 4.3.2, here the
Zero set is the union of curves between the green (positive) and yellow (negative) regions.
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β2




























Since in the series (112) the exponents k+mk are strictly monotone increasing,
that is (k+ 1) +mk+1 > k+mk, using the above estimates one can easily see,
that Θ(j)(α) exists and equals the sum of the termwise differentiated series
from (112) for 1 − β < α < β. Therefore Θ(α) ∈ C∞(1 − β, β). Suppose
1
2



























Suppose α0 ∈ (1−β, β). Without limiting generality we suppose 12 ≤ α0, which
implies 1− α0 ≤ α0. We denote by Pn(α) the nth order Taylor polynomial of
























|α − α0| which implies that Pn(α) → Θ(α). Similar arguments can be used
to the case when α0 ≤ α ≤ 12 . One could easily verify that the series in the
definition of Θ(α) (see (112)) converges uniformly on [1
2
, β] and
















β−(β−1) = 0. We remark that on [1− β,
1
2
] close to 1− β the absolute value
of 1−α
β
is close to one and hence the convergence properties of the series in
the definition of Θ(α) can be worse close to 1− β. Here we have only locally
uniform convergence for example when M ∈MR∞.




Proof. If M̃ is infinite then M̃
−
= M̃ and we are done since M− M.
Suppose M̃ = A0...AnAn+1, with An+1 = C and M
− = B0B1....
First suppose thatA0...An is even. Then M̃
−
= (A0...AnL)





Since M− ≺ M̃ there exists a least j ≤ n + 1 such that Bj 6= Aj. If j ≤ n
then A0...Aj−1 coincides with the first j entries of M̃
−
and hence M− ≺ M̃
−
.
If j = n + 1 then Bn+1 = L = A
−
n+1. Suppose that the l’th entry is the
least where Bl 6= A−l and k(n+ 2) ≤ l < (k+ 1)(n+ 2). Then B0...Bk(n+2)−1 =
A−0 ...A
−
k(n+2)−1 is even and σ
k(n+2)(M−) M− impliesBk(n+2)...B(k+1)(n+2)−1 ≺
A−0 ...A
−




IfA0...An is odd then M̃
−
= (A0...AnR)











will be again an even sequence and we can argue as earlier, details are left to
the reader.
Theorem 4.3.5. Suppose M ∈M\{RL∞} is given, (α, β) ∈ U and K(α, β) =
M̃ M . Then ΘM(α, β) 6= 0.
Proof. By maximality ofM andM− and by Proposition 4.3.4 we have σnM− ≺
M− ≺ M̃
−
 M̃ for all n ∈ N. This implies that there is x̃ ∈ [0, 1], x̃ 6= β
such that Iα,β(x̃) = I(X̃) = M
−.
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If M− = A0A1 . . . then M
−
n = An ∈ {R,L}, the nth entry of the infinite
string. Recalling notation (3) this way (M−n )α,β(x) is well defined and equals
Lα,β(x) if M
−
n = L and Rα,β(x) if M
−
n = R.
Then we can define
T
M−|n
α,β (x) = (M
−
n−1)α,β ◦ (M−n−2)α,β ◦ · · · ◦ (M−0 )α,β(x).
For x̃ we have T
M−|n
α,β (x̃) = T
n
α,β(x̃), but it is not necessarily true that T
M−|n
α,β (β) =
T nα,β(β). We denote by l(M
−|n) the number of L’s and by r(M−|n) the num-











































α,β (x̃) ∈ [0, 1] from (22) it follows that
|TM
−|N
α,β (β)| ≥ |Pk(α, β)| · |x̃− β| − 1. (25)
Dividing (23) by Pn(α, β) and using (25) we obtain that




As k goes to infinity we obtain that
|ΘM(α, β)| ≥ |x̃− β| > 0.
This shows that in the region U above the curve (α,ΨM(α)), α ∈ (α1(M),
α2(M)) the auxiliary function ΘM is non-vanishing. For a while we tried to
prove that a similar result is true for points of U under the curve (α,ΨM(α)).
The reason for this conjecture was that on all computer images we tried, (see
Figure 7) this seemed to be the case (sometimes for some parameter values a
small zone of the level zero set of ΘM showed up close to (1/2, 1/2)) but in
this zone β/α and β/(1 − α) are both close to one and hence we have slow
convergence of the series in the definition of Θ). The next theorem shows that
the level zero set of ΘM(α, β) in U does not necessarily coincides with the
equi-kneading curve corresponding to M .
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Theorem 4.3.6. There exists M ∈M∞\{RL∞} such that for some (α, β) ∈ U
we have ΘM(α, β) = 0, but K(α, β) = M̃ 6= M . By Theorem 4.3.5 we have
K(α, β) ≺M .
Proof. Suppose that
M = M− = RLLRLRRLR∞
is defined by m1 = 2, m2 = 1, m3 = 0, m4 = 1 and mk = 0 for k ≥ 4.
Figure 8: Contour plot of ΘM ,M = RLLRLRRLR
∞. As before, positive regions are
coloured green and negative regions are yellow. Zero level in U consists of two curves: one
of these will be the equi-kneading curve of M .
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1− α + β
(26)
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This uniquely defines M it is a maximal sequence and M 6= RL∞. In order
to verify that M ∈ M we show that one cannot write M in the form A ∗ B.
Since A ∗ B contains infinitely often the finite string A and M ends with R∞
the string A can contain only Rs. The blocks A are separated by one symbol
and M is of the form A?1A?2A?3A?. . . where the symbols ?k are determined
by B. Since m1 = 2 > 0 we should have A = R and then M should be of the
form R ?1 R ?2 R ?3 . . . contradicting the fact that the third symbol in M is
an L, not an R.
Therefore, M ∈ MR,∞ ⊂ M∞\{RL∞}. For α0 = 0.5 there will be two
roots in U : β1 ≈ 0.551855 and β2 ≈ 0.81529. On Figure 8 one can see the
“fake” ΨM corresponding to β1 ≈ 0.551855 .
Indeed, β = 0.551855 the orbit is going to beRLRRRLRLRLRRRLRRRL
RRRLRRRL . . . which is strictly smaller than RLLRLRRLR∞. The differ-
ence is very visible on Figure 9.
Figure 9: Egui-kneading curves of ΨM1 ,ΨM2 where M1 = K(0.5, 0.551855) and M2 =
K(0.5, 0.81529)
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4.4 Further properties of ΘM
Lemma 4.4.1. For any M ∈ M\{RL∞} the function ΘM(α, β) is infinitely
differentiable on U and also in small neighborhoods of the points {(β, β) : 1
2
<




















































































































Proof. The series in (27) and (28) are obtained by termwise partial differenti-
ation of the series definition of ΘM(α, β) given in (112). If 1−β < α < β then∣∣∣α−1β ∣∣∣ < 1 and ∣∣∣αβ ∣∣∣ < 1. Hence the convergence of the series in (27) and (28) is
locally uniform in U . From Theorem 4.3.1 it follows that
mk ≤ km1. (32)
One can choose ηβ ∈ (0, 1) and a small neighborhood Vβ of a point (β, β), 12 <







)m1∣∣∣∣∣ < ηβ (33)
holds for all (α, β) ∈ Vβ. In this neighborhood for parameter values under the
diagonal |α/β| > 1, but it is sufficiently close to 1. Using (32) one can easily
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verify the uniform convergence on Vβ of the series in (27) and (28). Similar
arguments based on the estimates (32) and (33) can be used to verify locally
uniform convergence of the series in (29), (30) and (31). This shows that ΘM
is twice continuously differentiable at the points considered in our theorem.
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For fixed i and j one can easily verify by using (32) and (33) that the termwise
∂jβ∂
i
α partial derivative series in (112) converges uniformly in Vβ.
Next we need an estimate on m1 appearing in the definition of ΘM(α, β)
in (112). Suppose
M ∈M\{RL∞} and M |(m1 + 2) = RL . . . L︸ ︷︷ ︸
m1
X, with X ∈ {R,C}. (35)
Then, m1 = m1. This means that we need to estimate m1 = m1(α, β)
when M = K(α, β) with α close to β.
Lemma 4.4.2. Assume β0 ∈ (12 , 1) is fixed. Then there exists a neighborhood
Vβ0 of (β0, β0) such that for all (α, β) ∈ Vβ0 ∩ U we have
β0
1− β0




Proof. Choose a neighborhood Vβ0 of (β0, β0) such that for all (α, β) ∈ Vβ0∩U .
We have
max
(∣∣∣∣ α1− β − β01− β0
∣∣∣∣ , ∣∣∣∣ β1− α − β01− β0
∣∣∣∣) < 1100 . (37)
The value m1 = m1(α, β) is determined by the property




















log(1− α)− log(1− β)
log(β)− log(α)
− 1 ≤ m1 <




By Cauchy’s mean value theorem there exists γ ∈ (α, β) such that





















From (37), (39) and (41) we infer (36).
4.5 The almost orthogonality of the equi-kneading curves
to the diagonal
In this section we discuss another property of ΨM . M. Misiurewicz asked
the question at a conference whether these curves are perpendicular to the
diagonal. Using ΘM we show that the curves (α,ΨM(α)) hit the diagonal
{(β, β) : 0.5 < β < 1} almost perpendicularly if (β, β) is close to (1, 1).
The curves ΨM are not necessarily exactly orthogonal to the diagonal, for
M = RLLRC the curve (α,ΨM(α)) is not orthogonal to the diagonal. On the
other hand, for M = RLC it is.
As we mentioned in Subsection 4.1 with different parametrization properties
of equi-kneading maps for skew tent maps were considered in [36].
By Theorem 4.1.7, limµ→Γ(M)− ϕM(µ) = ϕM(Γ(M)) = 1. Recall that the
transformation (λ(α, β), µ(α, β)) = (β
α
, β
1−α) maps U onto D and λ = 1 means







(1,Γ(M)). That is, the curves (α,ΨM (α)) , α ∈ (α1(M), α2(M)) reach the
boundary of U at the point (βM , βM) on the line segment {(β, β) : 12 < β < 1}.






now we denote by Ψβ0 the curve with
the property limα→β0−Ψ
β0(α) = β0. In fact, we can extend the definition of
Ψβ setting Ψβ0(β0) = β0. Moreover, by Theorem 4.3.1, ΘMβ0 (α,Ψ
β0(α)) =
Θβ0(α,Ψβ0(α)) = 0 for (α,Ψβ0(α)) ∈ U . We have seen in Lemma 4.4.1 that
Θβ0(α, β) is infinity differentiable at the point (β0, β0) as well.
Therefore, using the implicit definition one could even extend the definition
of Ψβ0 onto a small interval (β0, β0 +ε), by setting Θ
β0(α,Ψβ0(α)) = 0. Indeed,
it is possible but a little caution is necessary.
Lemma 4.5.1. Suppose β0 ∈ (12 , 1) and we consider Ψ
β0 , Θβ0 defined as above.
Then
Θβ0(β, β) = 0 (42)




β0(β0, β0) = 0, ∂βΘ
β0(β0, β0) = 0. (43)








If we had (∂αΘ
β0(β0, β0), ∂βΘ
β0(β0, β0)) 6= (0, 0), then by the Implicit Func-
tion Theorem the level set Θβ0(α, β) = Θβ0(α0, β0) = 0 would equal a dif-
ferentiable curve in a small neighborhood of (β0, β0). We have two curves
{(β, β) : β ∈ (1
2
, 1)} and the graph of (α,Ψβ0(α)) which arrives to (β0, β0)
from U and Θβ0 vanishes on both, which is impossible. This implies (43).
Hence we cannot determine the derivative of Ψβ0 at β0 by using implicit
differentiation of Θβ0(α,Ψβ0(α)) at α = β0. To avoid awkward notation we
denote by DαΨ
β0 the derivative of Ψβ0 .
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Figure 10: Blow up of equi-kneading curves near (1/2, 1/2)




β0(β0) = −1. (44)
This means that the curves Ψβ0 are almost perpendicular to the diagonal {(β, β) :
1
2
< β < 1} at the point (β0, β0) when β0 is close to 1.
Before proving this theorem we give some examples. M. Misiurewicz asked
the first listed author at a conference whether the formula limβ0→1−DαΨ
β0(β0) =
−1 can be improved to DαΨβ0(β0) = −1. Of course, especially for β0 close to
1/2 the computer images (see Figure 10) suggest that this is not the case. One
can look at some specific kneading sequences, say corresponding to periodic
turning points, and consider the implicitely defined algebraic curves.









and we need to consider
T 2α,β(β) = Lα,β(Rα,β(β)) = Lα,β(Rα,β(Lα,β(α))) = α.
This yields after substitution and rearrangement the implicit equation
−α
3 − α2 − β3 + β2
α(α− 1)
= 0.
Taking the numerator we obtain P(α, β) = α3 − α2 − β3 + β2 = 0. By using
the solution formula for cubic equations one can express from this the implicit
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function β(α), satisfying P(α, β(α)) = 0. We will follow a different approach
which will be used later for the case when the degree of P(α, β) is five and one
cannot use a solution formula. We need to find the point (β0, β0) which is an
intersection point of the graph of our implicit curve (α, β(α)) and the diagonal
(β, β). Since P(β, β) = 0, that is, P vanishes on the diagonal at the point
(β0, β0) the two implicit curves defined by P(α, β) = 0 intersect each other at
this point. If the intersection angle is nonzero it is possible only if the first




= 3α2 − 2α.
Substituting α = β, for seeking points on the diagonal, we obtain that α = 2
3
.
Since the first differential of P(α, β) vanishes at (β0, β0) one cannot use implicit
differentiation to determine β′(β0). The second differential d
2P((α, β), (x, y)) =
(6α− 2)x2 + 2 · 0 · xy + (2− 6β)y2. At (β0, β0) this reduces to
d2P((β0, β0), (x, y)) = 2x2 − 2y2.
If we divide by x2 and introduce the new variable z = y/x then we obtain that
the equation d2P((β0, β0), (1, z)) = 0 has two roots z1 = −1 and z2 = 1. This
gives the slopes of the two intersecting implicit curves at (β0, β0), the first
slope −1 equals β′(β0), while the second slope 1 is not the least surprising,
since this is the slope of the diagonal, which is also an implicit“curve” defined
by P(α, β) = 0. The above calculation is quite simple, and shows that the
curve Ψβ0(β) corresponding to β0 = 2/3 is perpendicular to the diagonal, that
is, DαΨ
β0(β0) = −1 and this is not a good example to answer M. Misiurewicz’s
question.
After some experimentation the kneading sequence RLLRC looked more
promising.
The second attempt, consider M = RLLRC.
NowRα,β(Lα,β(Lα,β(Rα,β(β)))) = Rα,β(Lα,β(Lα,β(Rα,β(Lα,β(α)))) = α leads
to the implicit equation
−α
5 − 2α4 + α3(β + 1)− α2β − β4(β − 1)
α2(α− 1)2
= 0.
Taking the numerator we obtain P(α, β) = α5−2α4 +α3(β+1)−α2β−β4(β−




= 5α4 − 8α3 + 3α2(β + 1)− 2αβ.
Substituting α = β, for seeking points on the diagonal, we obtain the equation
5α4 − 8α3 + 3α2(α + 1)− 2α2 = α2(5α2 − 5α + 1) = 0.













Since α0 < 1/2 we obtain that








Since the first differential of P(α, β) vanishes at (β0, β0) one cannot use implicit
differentiation to determine β′(β0). The second differential d
2P((α, β), (x, y)) =
(20α3 − 24α2 + 6α(β + 1) − 2β)x2 + 2(3α2 − 2α)xy + (−4β2(5β − 3))y2. At
(β0, β0) this reduces to



























If we divide by x2 and introduce the new variable z = y/x then we obtain







−0.80901699437495 and z2 = 1.
Proof of Theorem 4.5.2. By Lemma 4.5.1 we cannot use implicit differentia-









































One can again use the estimates (32) and (36). According to Lemma 4.4.2,
m1 ≈ β01−β0 and tends to infinity as β0 → 1−, in fact m1 ·
β0
1−β0 → 1. This means














with |Cα,α(β0)| < C∗α,α where C∗α,α is not depending on β0.
From (30) we obtain
∂α∂βΘ
β0(β0, β0) = ∂β∂αΘ
β0(β0, β0) = −
m1 + 1
β20
























We can estimate this as we treated (45) to obtain (46), namely
∂α∂βΘ










































with |Cβ,β(β0)| ≤ C∗β,β where C∗β,β is not depending on β0. By using (46), (48)
and (50) we obtain the following for the second differential of Θβ0 at β0.


































































→ 0 as β0 → 1− one can see that the local
level set structure of d2Θβ0((β0, β0)(x, y)) approximates the level set structure
of x2 − y2 = 0. By approximation this yields that the level set Θβ0(α, β) = 0
in a small neighborhood of (β0, β0) can be approximated by parts of the lines
y = x and y = −(x− β0) + β0. This implies the theorem.
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5. Ergodic theorems and Markov transforma-
tions
5.1 Invariant measures, measure preserving systems
In this section we recall some concepts from measure theory, serving as a
baseline to the ergodic theorems later. We will discuss the properties invariant
measures and measure preserving transformations along with the concept of
recurrence. We mostly use the definitions and theorems of [9] and [27].
Definition 5.1.1. The transformation T : X → X is measurable if T−1(B) ⊂
B, i.e., B ∈ B⇒ T−1(B) ∈ B, where T−1(B) ≡ {x ∈ X : T (x) ∈ B}
Definition 5.1.2. Let (X,µ) be a measure space. The measure µ is said to
be a probability (or normalized) measure if µ(X) = 1.
Definition 5.1.3. A set B ∈ B is called T -invariant if T−1(B) = B, almost
T -invariant if µ(T−1(B)∆B) = 0 (where ∆ is the symmetric difference).
A measurable function f called T -invariant if f ◦ T = f and almost T -
invariant if f ◦ T = f µ a.e. If µ(T−1B) = µ(B) for every B ∈ B then we
say T is µ-measure preserving and µ is T-invariant.
Example 5.1.4. The circle rotation Rα : [0, 1) → [0, 1) = x + α (mod 1)
preserves the Lebesgue measure, i.e. for every I ⊂ [0, 1) λ(I) = λ(R−1α (I))
Example 5.1.5. Does Tα,β preserve the Lebesgue measure λ?
























β − (1− α)a
β
,

















[β − (1− α)a), 1
β






hence T−1α,β[a, a+ r) =
1
β
· r which implies Tα,β preserves λ if and only if β = 1
i.e. the tent has full height.
Remark. The presence of an invariant measure refers to some kind of equilib-
rium, that the changes in the system are driven by laws which are stationary.
Being more precise the probabilities of observable events do not change with
time.
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Theorem 5.1.6. Let T : X → X be a measurable transformation of (X,B, µ).






for any f ∈ L∞. If X is compact and the equation holds for any continuous
function f , then T is µ-preserving.
Lemma 5.1.7. Let T be µ-preserving, and µ(A) > 0, µ(X) <∞. Then there
exists an n such that µ(A ∩ T−nA) > 0.
Theorem 5.1.8 (Poincaré recurrence theorem). If T : X → X is µ-preserving,
µ(X) <∞ and µ(A) > 0 then µ− a.e. x ∈ A returns to A. In fact for µ a.e.
x there are infinitely many k ∈ N for which T k(x) ∈ A; x returns infinitely
often.
Remark. [27] The discovery of the phenomenon of recurrence created quite
a stir. Originally the question was whether the Solar System will exist indefi-
nitely or will the planets eventually collapse into the Sun, or fly off into deep
space. Poincaré recurrence seems to imply that the system is stable in the
sense that it nearly returns to the same configuration infinitely often. This
contradicts our common sense. However, the time frame for this recurrence
is huge, and in the thermodynamical context it does not say anything about
the short-term stability of the systems. Recurrence also indicates that there
are no quantities of the system that only increase as time goes on; this is in
contradiction to the fact the thermodynamic entropy of a mechanical system
increases monotonically over time.
Lemma 5.1.9. Let T : X → X be a measurable dynamical system on (X,B),








Remark. Indeed, the measure above is invariant. If T i(x) /∈ I for any i then
neither can be in T−1(I) which implies µ(I) = µ(T−1(I)) = 0. If T i(x) ∈ I
for some i then T i−1(x) has to be in the preimage of I. And the other way
around in the preimage of I cannot contain more periodic points than I does,
this implies that µ is an invariant measure.
This also means that if the dynamical system contains a fixed point p, then δp
is an invariant measure.










called the visit frequency of x to the set E, when it is well-defined for a fixed
x and for all measurable E it provides an invariant measure µ under T . We
mean here a weak convergence of measures, i.e. lim supµn(A) ≤ µ(A) for all
closed sets A of space X.
Definition 5.1.11. A measure µ is called absolutely continuous with re-
spect to the measure ν (notation: µ  ν) if ν(A) = 0 implies µ(A) = 0. If
both µ  ν and ν  µ, then µ and ν are called equivalent. We say simply
that the measure µ is absolutely continuous if µ λ where λ is the Lebesgue
measure. If we talk about an absolutely continuous invariant (probability)
measure with respect to some T transformation we call it acim (or acip).
Definition 5.1.12. Let T : X → X be a measurable transformation. The
transformation T induces a measure defined by (T∗µ)(A) = µ(T
−1(A)). It is
called the pushforward measure of T . (Which also means that a measure
is T -invariant if and only if T∗µ = µ.)
Definition 5.1.13. Let (X,B, µ) be a normalized measure space. Then T :
X → X is said to be nonsingular if and only if T∗µ µ i.e. for any A ∈ B
such that µ(A) = 0 then T∗µ(A) = 0.
Theorem 5.1.14 (Krylov-Bogolyubov). Let T : X → X be a continuous
map on a compact metric space. Then there exists at least one T -invariant







where ν is an arbitrary probability measure.
Theorem 5.1.15 (Radon-Nikodym). Let (X,B, µ) be a normalized measure
space. Suppose there are measures ν, µ where ν  µ. Then there exists f ∈
L1(µ) function such that




for every measurable A. The function f is called density (or Radon-Nikodym
derivative) of ν with respect to µ.
Remark. We denote by M(X) the set of all Borel probability measures
on X, and M(X,T ) the space of T -invariant Borel probability measures
(also called the Choquet simplex of T ). A sequence of measures {µn} ⊂





fdµ for any f ∈ C(X).
Definition 5.1.16. Example 5.1.4 can be generalized in the following way:
Let G be a topological group (i.e. G is a topological space and a group, and
the map G × G → G : (x, y) 7→ xy−1 is continuous. Let B be the associated
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Borel σ-algebra. If G is (locally) compact then there exists a unique measure
µ (up to constant multiplication) that is invariant under left and right group
multiplication
µ(gA) = µ(Ag) = µ(A)
where
gA = {gx | g ∈ G}, Ag = {xg | g ∈ G}
for every g ∈ G and measurable A. The measure µ is called the Haar mea-
sure.
If G = T and µ(T) = 1, where T is the circle (and in the same time the group
of all circle rotations), then the group multiplication is a translation. We often
say that the Haar measure is translation-invariant.
Definition 5.1.17. Let (X,BX , µ, T1) and (Y,BY , ν, T2) be dynamical sys-
tems. We say that they are measure theoretically isomorphic (or con-
jugate) if there exists X̃ ⊂ X, µ(X \ X̃) = 0, Ỹ ⊂ Y, ν(Y \ Ỹ ) = 0 and a
1-to-1 measurable transformation h : X̃ → Ỹ on X̃ such that
T1 = h
−1 ◦ T2 ◦ h,
and µ = h∗ν.
Remark. Note that measure theoretic isomorphism preserves measure theo-
retic properties of T1, while topological conjugation preserves both measure
theoretic and topological properties of T1 (like periodic points, topological
entropy, etc.).
5.2 Ergodic theorems
In this section we will discuss the core concept of this thesis: the idea of
ergodicity and the related historical theorems. There is a vast literature on
this topic and we do not aim to list all the ergodic theorems only the ones
which are strongly connected to the systems we investigate. We will continue
to use the definitions and theorems of [9] and [27].
Definition 5.2.1. A measure preserving transformation T : (X,B, µ) →
(X,B, µ) is ergodic if for any B ∈ B, such that T−1B = B, µ(B) = 0
or µ(X \B) = 0. In another formulation µ(T−1B∆B) = 0.
Remark. [27] Ergodic theory originates from the work of Boltzmann. The
term itself comes from Greek: ergon means work and odos means path. At
the dawn of ergodic theory the foundational intuition was that as time pro-
gresses, {x, Tx, T 2x, . . . } should ’fill up’ some region of the state space that
it should spread evenly in that region. Boltzmann started studying this kind
of behaviour in systems describing the positions and moments of gas parti-
cles. Ergodicity can be seen as an indecomposability condition. Similarly
transitivity in topological terms has the attribute that the system cannot be
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decomposed into two disjoint sets which do not interact under T . In measure
theoretic sense if T is not ergodic then we can find a set A ∈ B such that
T−1A = A such that 0 < µ(A) < 1. In a non-ergodic dynamical system with
an invariant measure, there are subsystems which do not interact with other
parts of the system. Here they are represented by µ-measurable subsets which
are invariant under T ; in which case we could reduce our attention to each of
these components. In the following theorems we gathered the most important
properties of ergodicity. The claims themselves can be found in [9].
Theorem 5.2.2. The following seven statements are equivalent for the trans-
formation T : (X,B, µ)→ (X,B, µ) preserving a normalized measure µ:





−iA ∩B)→ µ(A)µ(B) as n→∞
(iii) µ(T−1B∆B) = 0, B ∈ B⇒ µ(B) = 0 or 1.
(iv) For any A,B ∈ B with µ(A) > 0, µ(B) > 0, there exists infinitely many
n such that µ(T−nA ∩B) > 0.
(v) For any B ∈ B, if µ(B) > 0 then
⋃∞
n=N T
−nB = X mod µ for every N .
(vi) If f is measurable and (f ◦ T )(x) = f(x) a.e., then f is constant a.e.
(vii) If f ∈ Lp(µ), p ≥ 1 and (f ◦ T )(x) = f(x) a.e., then f is constant a.e.
Proposition 5.2.3. Let X be a compact metric space and let µ be a Borel
normalized measure on X, which gives positive measure to every non-empty
open set. If T : X → X is continuous and ergodic with respect to µ, then
µ{x : {T nx : n ≥ 0} is dense in X}} = 1.
Theorem 5.2.4. The following are equivalent:
(i) the T -invariant probability µ is ergodic,
(ii) µ is an extremal point of M(X,T ).
Theorem 5.2.5. Let T : X → X be a continuous mapping of a compact
metric space. Then there exists at least one ergodic measure in M(X,T ).
Lemma 5.2.6. If µ1, µ2 ∈ M(X,T ) are ergodic measures such that µ1  µ2
then µ1 = µ2.
Proposition 5.2.7. Let µ1 and µ2 be distinct ergodic measures. Then µ1 and
µ2 are mutually singular (µ1⊥µ2), in other words there exists a measurable set
A such that µ1(A) = 1 and µ2(A) = 0.
Definition 5.2.8. Let T : X → X be a continuous transformation of a com-
pact metric space X. If there is a unique T -invariant probability measure then
we say that T is uniquely ergodic.
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Remark. Let T : (X,B, µ) → (X,B, µ) be measure preserving and E ∈ B.
For x ∈ X arises a natural question: What is frequency that the points of the
orbit {x, T (x), . . . , } occur in the set E?
Since T i(x) ∈ E if and only if χE(T i(x)) = 1. The number of points of




k(x)). We have already seen
in 5.1.10 that the visit frequency of E provides an invariant measure under T
(if the limit exists). What can we say about it if we suppose more about T?
Theorem 5.2.9. Suppose T : (X,B, µ) → (X,B, µ) is measure preserving,






f(T k(x))→ f ∗, µ a.e.
We call this the time average of f . Furthermore f ∗ is T -invariant µ a.e.












be the space average of f . For every f ∈ L1(µ) the function f ∗ is constant












fdµ = f ∗.
This is called Birkhoff’s Ergodic Theorem.







k(x))→ µ(E) µ a.e.
and thus the orbit of almost every point of X occurs in the set E with asymp-
totic relative frequency µ(E).
While the Poincaré Recurrence theorem says that µ a.e. x ∈ E returns in-
finitely often, Birkhoff’s theorem claims that if we have an ergodic transfor-
mation T then we can measure for a.e. x ∈ X how often will it visit the set
E.
Remark. [20] In case of circle rotations, if α is irrational, and φ : [0, 1]→ R is











This shows that minimality as a topological property and ergodicity as a mea-
sure theoretic property stay close to each other. While Proposition 5.2.3 says
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in case of ergodicity we have lots of dense orbits, according to Theorem 5.2.2
and Proposition 3.0.19 these two properties mean that the images of an arbi-
trary (nonempty) set in the space build up the whole space.
The following theorems give the exact connection between them.
Theorem 5.2.10. Let X be a compact metric space T : X → X be homeomor-
phism which is uniquely ergodic, and µ invariant under T . The transformation
T is minimal if and only if µ(U) > 0 for every nonempty open set U .
Example 5.2.11. Based on (52) and 5.2.10 it is not surprising that the circle
rotation Rα for irrational α on T is uniquely ergodic with respect to the Haar
measure.
Theorem 5.2.12 (Oxtoby’s Ergodic Theorem). Let X be a compact metric
space and let T : X → X be a continuous transformation. The following are
equivalent:
(i) T is uniquely ergodic.






uniformly for x ∈ X, as n→∞.
Theorem 5.2.13. [25] There exists a minimal metric dynamical system (X,T )
with the property that for every ergodic probability measure preserving system
(Y,B(Y ), µ, S) there exists a T -invariant Borel probability measure ν on X
such that the systems (Y,B(Y ), µ, S) and (X,B(X), ν, T ) are isomorphic.
5.3 Frobenius-Perron operator
In this section we introduce the Frobenius-Perron operator, all the defini-
tions and theorems are from [7].
Definition 5.3.1. Let I = [a, b], T : I → I be non-singular, f ∈ L1 ≥ 0, A ∈





since T is non-singular, λ(A) implies λ(T−1A) = 0 which implies µ(A) = 0
hence µ  λ. The Radon-Nikodym theorem provides PTf ∈ L1 which for all






where PTf is unique. The operator PT is called the Frobenius-Perron op-
erator. Since f ∈ L1(I), PTf ∈ L1(I), hence PT : L1(I) → L1(I) is a











(ii) positive: f ≥ 0 implies PTf ≥ 0,






(v) PTk = (PT )
k.
Proposition 5.3.3. Let T : I → I ergodic and µ be a T -invariant measure.





P kT,µf → 1
weakly in L1 as n→∞.
Proposition 5.3.4. Let (I,B, µ) be a normalized measure space and let T :
I → I be nonsingular. Then PT : L1 → L1 is continuous in the weak topology
on L1.
For the skew tent map Tα,β, (α, β) ∈ U we can define the Frobenius-Perron
operator Pα,β : L


























if 0 ≤ x ≤ β, and Pα,βf(x) = 0 if x > β.
Proposition 5.3.5. Let T : I → I be nonsingular. Then PTf ∗ = f ∗ a.e.,
if and only if the measure µ = f ∗ · λ, defined by µ(A) =
∫
A
f ∗dλ, is T -
invariant, i.e., if and only if µ(T−1A) = µ(A) for all measurable sets A, where
f ∗ ≥ 0, f ∗ ∈ L1 and ‖f ∗‖1 = 1.
45
5.4 Markov transformations, subshifts of finite type
In this section we will use mostly the notations and theorems of [31],[7]
and [40]. Let Σk = {(xj)∞j=−∞|xj ∈ A} denote the bi-infinite sequences on the
alphabet A = {1, . . . , k}. Together with the shift (σ(x) = y where yi = xi+1)
we call the space (Σk, σ) the full (k) shift. (“Full” since all sequences are al-







Let x1x2 . . . xj be a finite sequence where xk ∈ A, we refer to it as a word or
block. Fix i0, . . . , in ∈ {1, . . . , k}. The cylinder [i0, . . . in]m is the subset of
Σk that ij must occur in the (j +m)th place of the sequence:
[i0, . . . in]m = {(xj)∞j=−∞ ∈ Σk|xj+m = ij, j = 0, 1, . . . ,m}.
The cylinders are open sets in Σk and the collection C of cylinders forms an
algebra, the generated sigma-algebra is the Borel sigma-algeba.
Let S ⊂ Σk. If it is closed with respect to the natural product topology and
invariant under the shift operator we call it a shift space. It makes sense to
exclude some words, let us denote by F the collection of forbidden words.
Definition 5.4.1. Let ΣF the set of x ∈ Σk which does not contain any words
from F , the set ΣF is a shift space. The appearance of the forbidden words
does not depend on the coordinates (i.e. they can appear anywhere in the
sequence), thus σ(ΣF) = ΣF . If F is empty then it is the full shift, and if F is
finite, then we talk about a subshift of finite type (it also called topological
Markov shift).
One can also introduce subshifts of finite type in a different way:
Let A = (aij) be a k× k matrix with entries of zeros and ones such that there
is at least one 1 in each column and row. A transition from i to j is called
admissible if aij = 1. Let
ΣA = {(xj)∞j=−∞|xj ∈ A and xjxj+1 is admissible for every j}.
The matrix A is called the transition matrix, but it is also the adjacency
matrix of a directed graph GA. The vertices of GA are the possible states, and
there is an edge between i and j in GA if and only if aij = 1. The matrix A
defines the admissible words (F) like taking walks on GA; the possible paths
on this graph will give us the admissible words associated with the transition
matrix. We can think of the subshift of finite type defined by a finite list of
disallowed transitions by the matrix A (or on the graph GA) where the zeroes
in the matrix A regulate the forbidden words.
Proposition 5.4.2. [31] Let GA be the graph with adjacency matrix A, and
let m ≥ 0.
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(i) The number of paths of length m from i to j is (Am)ij,
(ii) The number of cycles of length m in GA is Tr(A
m), and this equals the
number of points in ΣA with period m.
Definition 5.4.3. We call a {0, 1} matrix An×n irreducible provided that
for each 0 ≤ i, j ≤ n−1 there exists l ≥ 1 such that (Al)i,j > 0. The matrix A
is primitive if there exists l0 ≥ 1 such that (Al)i,j > 0 for all 0 ≤ i, j ≤ n− 1
and l ≥ l0.
In other terms A is irreducible if the graph GA is strongly connected, for
every pair of i, j there is a path between them which means that there exists
a k > 0 with (Ak)ij > 0. Similarly if A is primitive we can call the graph
GA primitive if there are paths between any two vertices of GA of any length
l ≥ l0.
It also called topological Markov shift; we can associate a measure to the
subshift of finite type by changing the ones in the transition matrix A to some
probabilities.
Let P be a k× k stochastic matrix, where Pi,j is the probability that after i a
j will occur. If there is a left probability eigenvector (or stationary probability
vector) π = (π1, . . . , πk) that is, πj ≥ 0,
∑
πj = 1, and πP = π then we can
define a probability measure µM on the cylinder sets by
µM [i0, . . . , in]m = πi0Pi0,i1Pi1,i2 . . . Pin−1,in
where πi denotes the probability of symbol i. The existence of the eigenvector
is not given, but if it exists we can say that there is a Markov process on the
cylinders. By Kolmogorov’s theorem µM extends to a probability measure on
Σk, called the Markov measure. If the initial state distribution π exists,
then πPm gives the sum of probabilities for each i that all the paths of length
m in GA begin at i.
If Pi,j = πi then P is a stochastic matrix, then
µB[i0, . . . , in]m = πi0πi1 . . . πin
this is called the Bernoulli measure.
Definition 5.4.4. A measure-preserving transformation is Bernoulli if it is
isomorfic to a Bernoulli-shift for some (π1, . . . , πk).
Definition 5.4.5. Let T : I → I be a continuous map. Let J, K be two non-
empty closed intervals. Then J covers K if K ⊂ T (J), it is denoted by J → K.
If k is a positive integer, J covers K, k times if J contains k closed subintervals
with disjoint interiors such that each one of them covers K. Let J0, . . . , Jn be
nonempty closed intervals such that Ji+1 covers Ji for all i = 1, . . . , n. Then
J0, J1, . . . , Jn is a chain of intervals, denoted by J0 → J1 → · · · → Jn.
Definition 5.4.6. Suppose I = [a, b], T : I → I. A partition
P = {[a0, a1], [a1, a2], . . . , [an−1, an]} of [a, b] is Markov with respect to T if
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(i) for any i = 1, . . . , n the transformation T |(ai−1,ai) is continuous and in-
jective,
(ii) for every Ii, Ij ∈ P either T (Int(Ii))∩ Ij = ∅ or Ij ⊂ T (Ii) (Ii covers Ij.).
This is called the Markov property.
If, furthermore |T ′(x)| > 0 on each Ii, we say T is a Markov transformation
(element of TM), and if each Ti is also linear on Ii, we say that T is a piecewise
linear Markov transformation (element of LM).
Remark. Observe that if T nα,β(β) = α, that is C appears in K(α, β) ∈M<∞
then the partition determined by the points {0, α, β, Tα,β(β), . . . , T n−1α,β (β), 1}
provides a Markov partition.
Remark. Piecewise linear Markov transformations are topologically conju-
gate to a subshift of finite type, they can be used to approximate the long-term
behaviour of more complex transformations. Their invariant densities can be
computed easily with the help of the Frobenius-Perron operator.
Definition 5.4.7. Let T : I → I be a piecewise monotonic transformation
and let P = {Ii}ni=1 be a partition of I. We define the adjacency matrix AT
induced by T with respect to P the following way: AT = (aij)1≤i,j≤n, where
aij(x) =
{
1 if Ij ⊂ T (Ii),
0 otherwise.
In other words aij = 1 if and only if Ii covers Ij.
Remark. This adjacency matrix is very useful in case of Markov transfor-
mations. If T is Markov then aij = 0 means that the intersection Ij ∩ T (Ii)
contains at most one point (an endpoint of Ij).
Theorem 5.4.8. The subshift of finite type σ : ΣA → ΣA is transitive if and
only if A is irreducible.
Example 5.4.9. We recall Example 4.2.4 where α = 7/16 and β = 3/4 then
Tα,β is transitive on the dynamical core. The kneading sequence was RLR
∞
meaning that it has an attracting fixpoint x∗ (namely 7/16). If we consider the
Markov partition on the core, we will get β2 = x0 = 1/3, α = x1 = 7/16, x
∗ =
x2 = 4/7, β = x3 = 3/4 and the adjacency matrix will be
A =
0 0 10 0 1
1 1 0
 .
The matrix A is clearly irreducible since
A2 =




Theorem 5.4.10. [8] Let T : I → I be a piecewise linear Markov transforma-
tion on the partition P = {Ii}ni=1. Then there exists an n× n matrix MT such
that if denoting by MTT its transpose we have PTf = M
T
T π
f for every f which
is piecewise constant on the partition P and πf is the column vector obtained








, 1 ≤ i, j ≤ n,
and AT = (aij)1≤i,j≤n is the adjacency matrix for T with respect to P.
Remark. Sometimes it is more convenient to work with MT instead of M
T
T
then the following holds:
PTf = π
fMT
and πf , PTf are row vectors. We call MT the matrix induced by T .
The transformation T determines MT uniquely but the reverse is not true. On
any Ii we can change the slope T
′
i to −T ′i and it will still have the same MT
matrix.
Theorem 5.4.11. [3] Let T be a piecewise linear Markov transformation, and
inf |T ′| > 1 wherever the derivative exists. Then every T -invariant density
function is piecewise constant on the partition P = {Ii}ni=1 defined by T .
Remark. [7] If inf |T ′| ≤ 1 it can happen that there exist invariant densities
which are BV (I) but not piecewise constant on the partition.
Example 5.4.12. In this example applied to Tα,β we will show how to calcu-
late the invariant density in case we have a Markov partition, by the tools we
introduced above. Since we only consider (α, β) ∈ M<∞ ⊂ U the conditions
of Theorem 5.4.11 hold. First let us find a 4-long periodic orbit:






and for simplicity fix α = 0.5.
0.5→ β → 2β(1− β)→ 4β2(1− β)→ 0.5.
We need to check two things, first 2β(1 − β) < 0.5 which always holds, and
second 4β2(1 − β) < 0.5 which holds if β > 0.809. This way we can find a
periodic β by solving the equation 8β3(1 − β) = 1 which results β ≈ 0.9196.
K(α, β) = RLLC which is the upper boundary of Zone 4 (see Figure 5). Our
periodic orbit is going to be
x1 = 0.5→ x2 ≈ 0.9196→ x3 ≈ 0.1479→ x4 ≈ 0.272→ x1 = 0.5
and we complete it by x0 = 0 and x5 = 1 to get a Markov partition P .
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x0 x3 x4 x1 x2 x5
I3I2I1I0 I4
Figure 11: Markov partition for α = 0.5, β ≈ 0.9196
Since the interval I4 = [β, 1] is always an element of the partition and it
is not accessible (β is the maximum), and the point 0 (which is a repelling
fixpoint) is the starting point of the interval. The intervals I0, . . . I4 do not
form a chain of intervals but the following connections hold between the covers:
I0 ∪ I1 ⊂ Tα,β(I0)
I2 ⊂ Tα,β(I1)
I3 ⊂ Tα,β(I2)
I1 ∪ I2 ∪ I3 ⊂ Tα,β(I3)
I0 ⊂ Tα,β(I4).
See the graph of these covers on Figure 12:
I3I2I1I0 I4
Figure 12: Covers of Tα,β for α = 0.5, β ≈ 0.9196
Based on Figure 12 the adjacency matrix Aα,β will be the following:
Aα,β =

1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 1 1 1 0
1 0 0 0 0
 .
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0.5437 0.5437 0 0 0
0 0 0.5437 0 0
0 0 0 0.5437 0
0 0.5437 0.5437 0.5437 0
0.5437 0 0 0 0
 .
Due to Theorem 5.4.10 we have:
Pα,βf = π
f ·Mα,β
for the densities, where πf is the vector (f0, f1, f2, f3, f4). This will result the
following equations:
on I0 : 0.4563f0 = 0.5437f4,
on I1 : f1 = 0.5437(f0 + f3),
on I2 : f2 = 0.5437(f1 + f3),
on I3 : f3 = 0.5437(f2 + f3),
on I4 : f4 = 0.
This yields f1 = 0.5337f3, and f2 = 0.839f3. If we use directly the Frobenius-
Perron equation, we can obtain the same equations by Pα,β because f is the




















f(x) = 0.5437(f(0.5437x) + f(1− 0.5437x)).
Obviously this holds when x ∈ I0 or I4.
We know that the densities fi will be piecewise constant, we can also just
use the definition of the invariant density to find its values. Since the range
of our tent is [0, β] ≈ [0, 0.9196], T−1[0, β] = [0, 1] and µ[0, β] = µ[0, 1] which
implies µ[β, 1] = 0. Similarly µ[0, x3] ≈ µ[0, 0.1479] = 0. If there is an interval
[0, r1] which is a proper subset of [0, x3] then because of the expanding prop-
erty of the Tαβ its pre-image will be [0, r2] ⊂ [0, r1] and they also have to have
the same measure which can only be zero.
If we denote the value taken in Ii by fi, then f0 = f4 ≡ 0.
T−1I1 = T






x4] ∪ [1 − αβx4, 1 −
α
β
x3] ≈ [0.0794, 0.1479] ∪
[0.8521, 0.9196],
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µ(T−1I1) ≈ 0 +
∫ 0.9196
0.8521











x1] ∪ [1− αβx1, 1−
α
β


















x2] ∪ [1− αβx2, 1−
α
β











These yield the following equations:
0.0674f3 = 0.1241f1,
0.1241f1 + 0.1242f3 = 0.228f2,
0.228f2 + 0.23f3 = 0.4196f3.
Which yield again f1 = 0.5337f3 and f2 = 0.839f3.
We also know that ‖f‖1 = 1 which means 0.1241f1 + 0.228f2 + 0.4196f3 = 1.
This results the constants: f1 ≈ 0.801, f2 ≈ 1.237, f3 ≈ 1.473
so the invariant density of T0.5,0.9196:
f(x) =

0 if x ∈ [0, 0.1479),
0.801 if x ∈ [0.1479, 0.272),
1.237 if x ∈ [0.272, 0.5),
1.473 if x ∈ [0.5, 0.9196],
0 if x ∈ (0.9196, 1].
Theorem 5.4.13. [7] Let T : I → I be a piecewise linear Markov transfor-
mation with the induced matrix MT . Then MT has 1 as the eigenvalue of
maximum modulus. If MT is also irreducible, then the algebraic and geometric
multiplicity of the eigenvalue 1 is also 1.
Corollary 5.4.14. The system of linear equations πMT = π always has a
non-trivial solution.
5.5 Markov extensions, Entropy and Lyapunov expo-
nents
What if we now consider points which do not yield a Markov partition. Is it
possible to draw a transition graph Gα,β (and an associated matrix Mα,β) when
K(α, β) ∈M∞? The answer is yes, by a method called Markov extension. The
ideas originated from Hofbauer and Keller [28] and the graph was called the
Markov graph but in the unimodal case the concept is known as Hofbauer
towers. In the periodic case the transition matrix gives us a lot of information
e.g. the nth power of Mα,β helps us to compute the n-paths in Gα,β. Now
Gα,β will be infinitely big (and Mα,β as well), and the n-paths are linked to the
laps of T nα,β. We will give the construction introduced in [8] for multimodal
maps, which we will apply to tent maps, and then give an example to clarify
the algorithm.
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We have a set of critical points {c0, c1, c2} = {0, α, 1}. The graph Gα,β is a
(possibly infinite) directed graph with the vertices given by subintervals of
[0, 1] with graded endpoints.
More precisely, a vertex in Gα,β is given by a set of two pairs:
I = {(T lα,β(a1), l), (T uα,β(a2), u)}
where a1, a2 ∈ {0, α, 1} and l ∈ {0, 1, 2, . . . } if a1 = α, or is zero otherwise
(similarly for u). If we just refer to the interval without the levels, we will use
I instead of I.
We will assume that u is greater than or equal to l, and we will call xl =
T lα,β(ai) the lower and xu = T
u
α,β(aj) the upper endpoint of I and u the upper
and l is the lower level of I. We call them upper and lower because we always
assume u ≥ l (but it does not necessary mean that xu > xl).
This allows us to define the (more complicated) relationship defining di-
rected edges. Take I as above. There will be one or two edges starting at
I:
(i) If I contains α then there are two directed edges, with endpoints: I1 =
{(x̂u, û), (x̂l, l̂)} = {(Tα,β(xu), û), (Tα,β(α), 1)} and
I2 = {(x̂u, û), (x̂l, l̂)} = {(Tα,β(xl), û), (Tα,β(α), 1)},
where û = u + 1 for I1 and l + 1 for I2 if none of the endpoints of I
was equal to 0 or 1. If we have such an endpoint, that endpoint will
go to 0, and will have level 1. The intervals I1 and I2 will coincide if
(xl, xu) = (0, 1).
(ii) If I does not contain α then there is one directed edge from I to Î =
(Tα,β(xu), û), (Tα,β(xl), l̂) = (Tα,β(xu), u+ 1), (Tα,β(xl), l + 1).
In this way, moving along a directed edge in Gα,β obviously corresponds to
applying the tent map to the interval I.









α,β(α), β] (and also [0, β] appears
infinitely many times). This is because if (α, β) ∈ U the core ([Tα,β(α), β]) is
attracting, and 0 is repelling. Hence every point sinks into the core, thus after
a few steps only the trajectory of α (and no other critical points like 0 or 1)
will play role during the process.
Remark. The levels matter since the same interval can appear in the graph
(possibly infinitely) many times, but with different levels. (See Example
5.5.4).
The interval [0, 1] = B is called the base of the construction where xu =
0, u = 0 and xl = 1, l = 0 and if I∩(ai−1, ai) 6= ∅ we add Î = Tα,β(I∩ [ai−1, ai])
and there is an arrow from I to Î in the graph Gα,β (notation: I → Î). Hence
I → Î implies Î ⊂ Tα,β(I) and this is the reason why the method is called
Markov graph/extension.
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If Î already exists then we just draw an arrow from I to Î. An n-path is
given in the graph by n + 1 vertices and n arrows. It is not too difficult to
see that an n-path starting from B represents a lap in T nα,β. An n-path is a
chain of intervals, and since we have a unimodal map, there are at most two
intervals emerging in every step. Also, I → Î and Î = Tα,β(I∩ [ai−1, ai]) which
means I1 = Tα,β(I ∩ [0, α]) and I2 = Tα,β(I ∩ [α, 1]) if α ∈ I and Î = Tα,β(I) if
α /∈ I. Therefore we just simply take the image of I when α /∈ I and break I
otherwise and create two images; these are exactly the laps of T nα,β. The rate
of the appearing laps gives a picture of the complexity of the map. To measure
the lapnumbers it is enough to take a subgraph of Gα,β, namely the Hofbauer
towers.
Definition 5.5.1. The Hofbauer tower of Tα,β is the disjoint union of intervals
{Dn} where D1 = [0, α] and
Dn+1 =
{
Tα,β(Dn) if α /∈ Dn,
[T n+1α,β (α), β] if α ∈ Dn.
Definition 5.5.2. We call n a cutting time, if J is a central branch of Tα,β
T nα,β(J) contains α, and denote them by S0, S1, . . . . If we consider the left
central branch of T Skα,β : J → [0, 1] then there exists a unique zk such that




α,β(α) ∩ (zk, α) = ∅.
The point z′k for the right central branch can be defined similarly.
The difference between two cutting times is also a cutting time:
Sk − Sk−1 = SQ(k)
where Q(k) : N→ N0 is called the kneading map.
Remark. The connection between the Hofbauer towers and the kneading
maps is the following:
DSk−1 = [T
Sk(α), T SQ(k)(α)] = [T Sk(α), T Sk−Sk−1(α)],
which means the Skth tower literally cuts through α for every k ∈ N, and in
case of Dn where n is not a cutting time, the tower does not contain α (see
Example 5.5.3).
Example 5.5.3. If we take T0.65,0.8, it is visible on Figure 15b that the cutting
times will be S1 = 1, S2 = 2, S3 = 3, S4 = 5, S5 = 7, S6 = 8, . . . and so on.
Let us get back to the extensions and walk the reader through an example
to understand the connection between them and the Hofbauer towers.
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Figure 13: Hofbauer towers of T0.65,0.8
Example 5.5.4. We take RLLRLRRLR∞ which may be familiar from Ex-
ample 4.3.6. As discussed there this sequence is eventually constant, where
after 9 iterations α sinks into the fixed point x∗ ≈ 0.61985, Figure 15b shows
the process.
At step zero the upper and lower levels are both 0, and in the first step the
two subintervals both map to [0, β]. Since α is in B = [0, 1] in this step one
endpoint has to be β (β is the maximum hence it is always the upper endpoint)
and the levels are both 1.
At the second step [0, α] maps onto [α, β] again, and [α, β] maps onto T 2α,β(α).
(The containment of α will result again β as a lower endpoint xl, and 1 as cor-
responding level, and xu = T
2
α,β(α) has level 2 because it is a second iteration
of a critical point.)
In the next step [T 2α,β(α), α] will map onto I1 = [T
3
α,β(α), α] and [α, β] will map
onto I2 = [T
2
α,β(α), β]. Hence the new interval is [T
3
α,β(α), β] with levels u = 3
and l = 1. Note that [T 2α,β(α), β] is the dynamic core, no wonder that [α, β]
always ends up there.
Now we will have xu = T
4
α,β(α) and xl = β (α was contained, hence u = 4 and
l = 1). Only [T 3α,β(α), α] will map there, [α, β] returns to the core.





with u = 5, l = 2.
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From here the algorithm becomes more understandable. If a certain inter-
val does not contain α then it has the form of [T jα,β(α), T
k
α,β(α)] and it will
map onto [T j+1α,β (α), T
k+1




α,β (α)] and the levels will increase
respectively. In case the interval contains alpha then the subinterval I1 =
[T nα,β(α), α] will always go back to [T
n+1
α,β (α), α] (levels u = n + 1, l = 1), and
I2 = [α, T
m
α,β(α)] will map onto [T
m+1
α,β (α), β] and gain levels u = m + 1 and
l = 1.
After α reached the fixed point x∗ = T 9(α), Gα,β simplifies. It will contain only





(d > 9) which contains α, and where I1 = [T
2
α,β(α), α] will always go back to
[T 3α,β(α), β] and I2 = [α, T
d+1
α,β (α)] will map onto [T
d+2
α,β (α), β]. Since T
9
α,β(α) =
x∗ is the fixed point, T dα,β(α) = x
∗ for every d > 9. This shows that after
the 10th interval (which is on the top of the picture) there will be only two
alternating intervals.
Figure 14: Hofbauer towers (case RLLRLRRLR∞)
It is clear that the Hofbauer towers form a subgraph of Gα,β. By definition
in every step it is the same as the extension if α /∈ I and we take only I2 (the
right branch) if α ∈ I.
On Figure 15b the thick arrows show the Hofbauer towers. It is visible that
the path of the towers is “forward” and we just neglect the arrows which go
back to previous intervals.
Let us take a look at the towers of the sequence on a different visualization
(see Figure 14). As we have seen previously in the extension after a while there
will be only two alternating intervals, one is [x∗, β], the other is [T 2α,β(α), x
∗].
Looking only at the towers it could be confusing like if we have two restrictive
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Figure 15: Hofbauer towers (case RLR∞)
intervals, joined only at the fixed point and the map jumps between them
(like in the case of RLR∞ where the map is topologically transitive, see on
Figure 15). The extra information which refutes this hypothesis is given by
the Markov extension. On the graph it is visible that there are arrows from
[T 2α,β(α), x
∗] intervals to [T 3α,β(α), β] which expands to [T
2
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Markov extension of RLLRLRRLR∞
Figure 15b
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Remark. Since we just have said that Hofbauer towers provide less informa-
tion why are they still more useful than the extensions in some sense? The
towers follow the “important” path in Gα,β. To calculate the lapnumber we
need to deal with a significantly smaller graph than Gα,β. According to [8] in
some certain special cases the following formula holds for lapnumers:
l(T nα,β|[0, 1]) = 2 + 2
n−2∑
k=0
l(T k|[T 2α,β(α), β]).









log l(T nα,β|([T 2α,β(α), β]).
There are lots of equivalent definitions of topological entropy (defined in
5.5.12). Some of them apply only to some special maps, like tent maps.
Proposition 5.5.5. Let T : [0, 1]→ [0, 1] have finitely many laps l(T ). Then













log V T n}
where two n-periodic points are in the same cluster if they belong to the same
lap of T n.
5.5.1 Entropy and Markov property
The Frobenius-Perron theorem gives a method to characterize long-term
behaviour of dynamical systems which are topologically conjugate to a subshift
of finite type. In this subsection we will use the definitions and theorems of
[23], [31], [9] and [8].
The string [i0, . . . , ik−1] is an admissible word if and only if airir+1 > 0 for
r = 0, . . . , k − 2 in the transition matrix, and we know that (An)ij provides
the number of admissible words starting at i and ending at j. Let us denote
the set of admissible words of length n by W (A, n). We can take the union
of these sets over all n and denote it by W (A) which is the set of admissible
words.
The cardinality of W (A, n) is given by




where the size of A is k × k.
The growth rate of the cardinality of W (A) will provide us some information
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about the complexity of the system, in particular we can define topological
entropy of the symbolic system as
htop(ΣA) = lim
n→∞
log |W (A, n)|
n
.
In case of GA is irreducible the growth rate is controlled by the largest eigen-
value of A.
Proposition 5.5.6. [31] Let A 6= 0 be a nonnegative matrix having a positive
eigenvector v. Then the corresponding eigenvalue λ is positive, and there are






Hence if GA is a graph whose adjacency matrix is A, then htop(ΣA) = log λ.
Proposition 5.5.7. [8] Let A be a transition matrix of a Markov transforma-
tion. Then htop(ΣA, σ) = log ρ where ρ is the spectral radius of A.
What happens if we do not have a subshift of finite type (and therefore
a Markov partition either)? Let us get back to Hofbauer towers: considering
there is an appropriate subgraph of Gα,β which has the Markov property and
provide an infinite transition matrix M = (mij)
∞
i,j=2 with mij = 1 if Di → Dj
and 0 otherwise. Let us call the upper left corner MN (an (N − 1)× (N − 1)
matrix), and denote the spectral radius of it by ρN .
Lemma 5.5.8. [8] The logarithm of the spectral radius converges to the en-
tropy:
log ρN → htop(T ).
More generally if we have a dynamical system (X,T ) how many different
orbits we have? It depends on how we differentiate orbits, what we consider
essentially different?
Definition 5.5.9. The points x and y are said to be (n, ε)-separated if
dn(x, y) := max
0≤i<n
d(T i(x), T i(y)) > ε.
Let En(ε) = max #{x ∈ X : mutually (n, ε) − separated} and sn(ε) :=
#En(ε) be the maximal number of n-orbits one can distinguish with ε-poor
eyesight.
Definition 5.5.10. Topological entropy can be defined as the limit of the
exponential growth rate of sn(ε):








Definition 5.5.11. The points x and y are said to be (n, ε)-spanning if
dn(x, y) ≤ ε.
We call the set A (n, ε)-spanning if every x, y ∈ A are (n, ε)-spanning.
We denote by rn(ε) the minimal cardinality among all (n, ε)-spanning sets.
Then
rn(ε) ≤ sn(ε) ≤ rn(ε/2).
We can also define the topological entropy by rn(ε)







Let T be a continuous map on the compact metric space (X, d). The cover
P = {Ui} is an open ε-cover, if X ⊂
⋃
i Ui where diam Ui ≤ ε. Let N (P) be




T−k(P) = {Ui0∩T−1(Ui1)∩. . . T−n+1(Uin−1) : Uij ∈ P , j = 0, . . . , n−1}.
Definition 5.5.12. Topological entropy can be defined by partitions









where the supremum is taken over all open ε-covers P .
Proposition 5.5.13. Let (X, d) be a compact metric space and T : X → X
be continuous. Then
htop(T
N) = N · htop(T )
for each N ≥ 0.
Definition 5.5.14. We call a partition P Borel partition if it is into Borel
sets.





µ(P ) log(µ(P ))









The measure theoretic (or metric) entropy of µ is
hµ(T ) = sup{Hµ(T,P) : P is a finite partition of X}.
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Theorem 5.5.16. Let (X,T ) be a topological dynamical system, and P an
open cover of X, then there exists a measure µ ∈ MT (X) such that hµ(α) ≥
htop(P) for all Borel partitions α finer than P.
Theorem 5.5.17 (Shannon-Breiman-McMillan [9]). If P is a finite partition,
and µ is ergodic then










µ a.e. where P(x) is the element of P containing x, thus T−kP(x) are the
preimages of the intervals of the partitions which contain x.
Definition 5.5.18. If T : I → I is differentiable, log |T | is integrable and µ is












log |T ′(T n(x))|.





log |T ′(T n(x))| →
∫
I









Thus if µ is ergodic, then Λ provides an upper bound for hµ(T ).
Theorem 5.5.19 (Ledrappier-Rokhlin formula). Let T : I → I be a piecewise
Lipschitz map and let µ be an acip for T . Then
0 ≤ hµ(T ) =
∫
I




If T is ergodic then hµ(T ) = Λ µ a.e. .
Remark. In our case when Tα,β is ergodic and µ is an acip then
Λα,β = µ[0, α] log
β
α
+ µ[α, 1] log
β
1− α
We will prove later that this holds not only if µ is ergodic.
Theorem 5.5.20 (The Variational Principle [9]). Let (X, d) be a compact
metric space, T : X → X a continuous map, then
htop(T ) = sup{hµ(T ) : µ is a T-invariant probability measure}.
62
5.5.2 Isentropes
It is well known that every unimodal map is semi-conjugate to a symmet-
rical tent map Ta (see e.g. in [8]). This we can naturally apply to a given skew
tent map Tα,β and in our case it will be conjugate to a suitable Ta. If Tα1,β1
and Tα2,β2 have the same kneading sequences, that means their extrema have
the same orbit i.e. their tops lie on the same equi-kneading curve. Topological
conjugacy and in our special case the coincidence of the kneading sequences
preserve topological entropy. In particular, there exists a symmetrical tent
map which they are both topologically conjugate to, thus they will be topo-
logically conjugate to each other as well. (See Definition 3.0.20.)
It is for this reason we will now call ΨM “isentropes”.
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6. Tent maps II.
6.1 Absolutely continuous invariant measures and den-
sities for skew tent maps
We recall some definitions and results from [7] p. 96. We denote by T (I)
the set of those transformations T : I → I which satisfy the next two proper-
ties:
I. T is piecewise expanding, that is there exists a partition P = {Ii =
[ai−1, ai], i = 1, . . . , n} of I such that T |Ii is C1 and |T ′(x)| ≥ α > 1 for
any i and for all x ∈ (ai−1, ai).
II. g(x) = 1|T ′(x)| is a function of bounded variation, where at the endpoints
of P , T ′(x) is an appropriately calculated one-sided derivative.




T−k(P) = {Ii0∩T−1(Ii1)∩· · ·∩T−n+1(Iin−1) : Iij ∈ P , j = 0, . . . , n−1}.
One can easily see that if T ∈ T (I) then T n is piecewise expanding on P(n).
Since |T ′α,β(x)| =
β
α
on [0, α] and |T ′α,β(x)| =
β
1−α on [α, 1], for (α, β) ∈ U
we obtain that Tα,β ∈ T ([0, 1]) with P = {[0, α], [α, 1]}.
The next theorem is about the existence of absolutely continuous invariant
measures, acims and it is Theorem 5.2.1. from [7].
Theorem 6.1.1. If T ∈ T (I) then it admits an absolutely continuous invari-
ant measure, acim whose density is of bounded variation.
In case of our skew tent maps this acim is unique. Theorem 8.2.1 of [7]
gives an upper bound on the number of distinct ergodic acims for a T ∈ T (I).
Theorem 6.1.2. Let T ∈ T (I) be defined on a partition P. Then the number
of distinct ergodic acims for T is at most #P − 1.
In our case when (α, β) ∈ U and I0 = [0, 1] then P = {[0, α], [α, 1]}. Since
#P = 2 we obtain that for Tα,β there is only one ergodic acim. Using this and
the results about the spectral decomposition of the Frobenius-Perron operator
in Chapter 7 of [7] one can see that invariant densities are linear combinations
of densities of ergodic acims. Hence in case of our skew tent maps the following
lemma holds:
Lemma 6.1.3. For every (α, β) ∈ U there is a unique invariant density for
Tα,β, and it is the density of the unique ergodic acim.
As Theorems 10.2.1 and 10.3.2 are proved in [7] we show the next propo-
sition.
64
Proposition 6.1.4. Suppose (αn, βn) ∈ U for n = 0, 1, . . . , (αn, βn) →
(α0, β0) and Pn = {[0, αn], [αn, 1]}. Suppose that






λ(I) ≥ δm > 0.
(54)
Then:
(A) For any density f of bounded variation there exists a constant M such
that for any n and k = 1, 2, . . .
V P kαn,βnf ≤M.
This implies that for any n there is an invariant density fn of Tαn,βn and the
set {fn} is a precompact set in L1([0, 1], λ).
(B) Moreover, if fnk → f0 in L1 then f0 is an invariant density for Tα0,β0.
In a similar situation in [3] there is a direct reference to Theorem 10.3.2 of
[7] but it seems that after a careful check, this reference is not applicable in
the situation of the Markov approximations in [3], neither in our case.
Next we discuss what the problem is with the direct application of Theorem
10.3.2 then by using the ideas of the proofs of Theorems 10.2.1 and 10.3.1 of
[7] we prove our Proposition 6.1.4.
The main problem of the direct application in [3] of the theorems from [7] to the
case of approximations by skew tent maps is the following. In the assumptions
of these theorems given a piecewise expanding transformation T : I → I, a
family {Tn}n≥1 of approximating Markov transformations associated with T is
considered. Assume Q(0) denotes the endpoints of intervals belonging to P(0),
where P(0) is a partition such that T is C1 and expanding on the partition
intervals of P(0).
If one checks in Section 10.3, p. 217 of [7] the definition of the approxi-
mating Markov transformations associated with T one can see that there is
a sequence of partitions P(n). It is supposed that the transformations Tn are
piecewise expanding and Markov transformations with respect to P(n).
Moreover, in assumption (a) on p. 217 of [7] it is stated that if J = [c, d] ∈
Pn and J ∩Q(0) = ∅ then Tn|J is a C1 monotonic function such that
Tn(c) = T (c), Tn(d) = T (d) (55)
Assumption (55) is clearly not satisfied if (αn, βn) → (α0, β0), (αn, βn) 6=
(α0, β0), Tn = Tαn,βn , T = Tα0,β0 and P(n) has subintervals [c, d] which do not
contain 0, α0 or 1. This means that contrary to what is claimed by the authors
of [3] Theorem 10.3.2 of [7], cannot be applied directly to the case of Markov
approximations they want to use. Our Proposition 6.1.4 can be used in their
case as well. Moreover, it is also an advantage of our Proposition 6.1.4 that
we do not assume that the approximating skew tent maps are Markov.
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Proof of Proposition 6.1.4. First we check that assumptions of Theorem 10.2.1
in [7] are satisfied by Tαn,βn and Tα0,β0 given in Proposition 6.1.4. First observe
that by (αn, βn) → (α0, β0) we can choose γ > 1 such that |T ′αn,βn(x)| ≥ γ
for any x where the derivative exists for any n. This implies condition (1)
of Theorem 10.2.1 of [7]. Since 1|T ′αn,βn |
is constant on (0, αn) and (αn, 1),






≤ W for any n ∈ N. This shows that condition (2) of Theorem
10.2.1 of [7] is also satisfied. Observe that by (αn, βn)→ (α0, β0) the partitions
Pn have the property that we can choose δ > 0 such that if I ∈ Pn then Tαn,βn|I
is one-to-one, Tαn,βn(I) is an interval and minI∈Pn λ(I) > δ. This is condition
(3) of Theorem 10.2.1 of [7].
Finally, (54) is assumption (4) of Theorem 10.2.1. Therefore this theorem
is applicable to the sequence Tαn,βn . This yields that conclusion (A) of our
Proposition 6.1.4 holds true. The only thing which needs extra proof that in
conclusion (B) the function f0, which is the L
1 limit of the P0αnk ,βnk invariant
densities fnk , is Pα0,β0 invariant. Since fnk → f0 in L1 and
∫
fnk = 1 for all k,






|f0 − fnk | → 0 and hence
∫
f0 = 1.
For the invariance of f0 we need to show that Pα0,β0f = f0 a.e.. As on
page 220 of [7] it is sufficient to show that ‖Pα0,β0f0 − f0‖1 = 0, which will be
verified by the following estimates:
‖Pα0,β0f0 − f0‖1 ≤ ‖Pα0,β0f0 − Pαnk ,βnkf0‖1 + ‖Pαnk ,βnkf0 − Pαnk ,βnkfnk‖1
+‖Pαnk ,βnkfnk − fnk‖1 + ‖fnk − f0‖1 = A1,nk + A2,nk + A3,nk + A4,nk .
By (5.3.2), A2,nk ≤ ‖Pαnk ,βnk‖1 · ‖f0 − fnk‖1 ≤ ‖f0 − fnk‖1 → 0.
Since fnk is an invariant density of Tαnk ,βnk we have A3,nk = 0 for any k. It is
also clear that A4,nk → 0 as k →∞.
The only non-trivial part is the estimation of A1,nk . Suppose ε > 0 is given
and choose an fε ∈ C1[0, 1] such that ‖f0 − fε‖1 < ε. Put
Mε = max{|fε(x)|+ |f ′ε(x)| : x ∈ [0, 1]}. (56)
We suppose that K0 is chosen in a way that∣∣∣∣α0β0 − αnkβnk
∣∣∣∣ < εMε ,
∣∣∣∣1− α0β0 − 1− αnkβnk







hold for k ≥ K0.
(57)
We suppose that βnk ≥ β0, the case βnk < β0 is similar and is left to the reader.
For ease of notation we denote nk by k in the sequel. We have for k ≥ K0
A1,k = ‖Pα0,β0f0 − Pαk,βkf0‖1 ≤ ‖Pα0,β0fε − Pαk,βkfε‖1 + ‖Pα0,β0‖ · ‖f − fε‖
+‖Pαk,βk‖ · ‖f0 − fε‖
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(using (5.3.2))














































































∣∣∣∣1− α0β0 − 1− αkβk


























∣∣∣∣1− α0β0 − 1− αkβk
∣∣∣∣ ·Mε ·∫ β0
0
|x|dx+β0






· ε+ β0 · ε+
1− α0
β0




+ 2β0 + 3
)
ε.
Thus ‖Pα0,β0f − Pαk,βkf‖1 → 0 as k →∞ and hence A1,k → 0 as k →∞ and
completes the proof of the Proposition.
The next lemma shows that if Tα0,β0 is non-Markov, that isK(α0, β0) ∈M∞
then (54) is satisfied.
Lemma 6.1.5. Suppose (α0, β0) ∈ U , K(α0, β0) = M ∈ M∞. The sequence
(αn, βn) → (α0, β0), (αn, βn) ∈ U , Pn = {[0, αn], [αn, 1]}, n = 0, 1, . . . then
(54) is satisfied.
Proof. Since M ∈ M∞ we have T k+1α0,β0(α0) = T
k
α0,β0
(β0) 6= α0 for k = 0, 1, . . . .
This implies that




′ > k ≥ 0. (58)
Observe that the division points of P(m)n , (n = 0, 1, . . . ) are 0, 1 and points of
the form T−jαn,βn(αn) with 0 ≤ j ≤ m− 1. Denote the set of division points of
P(m)n by Q(m)n . By (58) we have









(α0) are disjoint finite sets for j
′ 6= j. (60)
Indeed, if we had for a j′ > j ≥ 1, x ∈ T−j
′
α0,β0








and hence T j
′−j
α0,β0
(α0) = α0, which contradicts (58).
Denote by δ0,m the length of the shortest interval in P(m)0 . By using αn →
α0, βn → β0, (59) and (60) we can select Nm such that
distHau(Q(m)n ,Q
(m)
0 ) < δ0,m/3 holds for n ≥ Nm. (61)
This implies that for min
I∈P(m)n
λ(I) ≥ δ0,m/3 > 0 holds for n ≥ Nm. Since
min{λ(I) : I ∈ P(m)n , n ≤ Nm} > 0 we obtain that (54) is satisfied.
Finally, in this section we make a few remarks about the Lipschitz property
of the isentropes. By Theorem A of [36] if µ′ > µ and λ′ > λ then the topo-





1−α we obtain that if the isentrope {(α,ΨM(α)) : α ∈ (α1(M), α2(M))}











for α < α0. (63)
Now suppose that we selected an interval [α1, α2] ⊂ (α1(M), α2(M)). Then
we can choose a constant B > 0 for which
ΨM(α)−ΨM(α0)
α− α0




≥ −B if α < α0, α, α0 ∈ [α1, α2].
This implies that we proved the following:
Proposition 6.1.6. Suppose M ∈ M and [α1, α2] ⊂ (α1(M), α2(M)). Then
there exists a B such that ∣∣∣∣ΨM(α1)−ΨM(α2)α1 − α2
∣∣∣∣ ≤ B (64)
if α1, α2 ∈ [α1, α2], that is ΨM is Lipschitz on [α1, α2] and hence is absolutely
continuous on [α1, α2], Ψ
′
M exists almost everywhere on [α1, α2] and for any





Remark. From (62) and (63) it is also clear that we have a locally uniform
Lipschitz property of the isentropes. This means that if (α0, β0) ∈ U and
[α0 − δ, α0 + δ]× [β0 − δ, β0 + δ] ⊂ U then one can choose B such that for any
α1, α2 ∈ U if ΨM(α1),ΨM(α2) ∈ [α0− δ, α0 + δ]× [β0− δ, β0 + δ] then we have
(64).
6.2 Isentropes and Lyapunov exponents, the Markovian
case
Proposition 6.2.1. Suppose (α0, β0) ∈ U , M = K(α0, β0) ∈ M<∞, that
is there exists a minimal nM > 1 such that T
nM
α0,β0
(β0) = α0. Assume that
Λ = Λα0,β0 denotes the Lyapunov exponent of Tα0,β0 and (α,ΨM(α)) is the
isentrope satisfying β0 = ΨM(α0). We also suppose that Ψ
′
M(α0) exists, that
is the isentrope is differentiable at α0. Then we have the following formula
Λα0,β0 = Λ = γ log
β0
α0
+ (1− γ) log β0
1− α0














Moreover, if µ denotes the acim of Tα0,β0 then
γ = µ([0, α0]). (67)
Proof. Since M ∈M<∞ we know that {T nα0,β0(α0) : n ∈ N} is a finite set which
has k = nM +1 many elements. We denote this finite set by c1 < c2 < · · · < ck.
Then T kα0,β0(α0) = α0, c1 = Tα0,β0(β0), ck = β0 and [c1, ck] is the dynamical
core of the dynamical system ([0, 1], Tα0,β0). The orbit of any x ∈ (0, 1) enters
[c1, ck] and then for higher iterates T
n
α0,β0
(x) stays in this interval.
Moreover, since Tα0,β0([c1, ck]) = [c1, ck] we can study the restriction of Tα0,β0
onto [c1, ck], which for ease of notation is still denoted by Tα0,β0 .





for µ almost every x, it is clear that the support of µ is
a subset of [c1, ck]. (Recall that δx is the Dirac measure centred on x.) By
Proposition 6.1.3, µ is unique and ergodic. By (114), γ in (65) satisfies (67)











holds for µ almost every x. Since µ is absolutely continuous with respect to
the Lebesgue measure the set Sγ which consist of those x for which (68) holds
is of positive Lebesgue measure. It is also well-known, and is easy to check,
that the partition Pα0 = {[c1, c2], . . . , [ck−1, ck]} is a Markov partition of the
dynamical core [c1, ck].
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We select α1 < α2 such that α0 ∈ (α1, α2) ⊂ [α1, α2] ⊂ (α1(M), α2(M)). Since
ΨM is an isentrope, the maps Tα,ΨM (α) are topologically conjugate,
T kα,ΨM (α)(α) = α holds for α ∈ [α1, α2], (69)
and the dynamical systems Tα,ΨM (α) are also Markov with Markov partitions
Pα = {[c1(α), c2(α)], . . . , [ck−1(α), ck(α)]} where ci(α) = T niα,ΨM (α)(α) with ni <
k not depending on α. By Proposition 6.1.6 and by topological conjugacy of
the maps Tα,ΨM (α), α ∈ [α1, α2] the functions ci(α), i = 1, . . . , k are Lipschitz
on [α1, α2]. Moreover, we can choose Mc > 0 such that
|ci(α1)− ci(α2)| ≤Mc|α1 − α2| for α1, α2 ∈ [α1, α2] and i = 1, . . . , k. (70)
We denote by ∆c the minimum distance among the points ci = ci(α0), i =
1, . . . , k that is
∆c = min{ci+1 − ci : i = 1, . . . k − 1}. (71)
Next, proceeding towards a contradiction we suppose that γ defined in
(68) does not satisfy (66). By Proposition 6.1.6, ΨM is a Lipschitz function on
[α1, α2]. Hence Ψ
′
M(α) exists almost everywhere on [α1, α2] and we can put
γ̃(α) = α(1− α)
Ψ′M(α)
ΨM(α)
+ α for λ a.e. α ∈ [α1, α2]. (72)
Since ΨM(α0) = β0 our assumption that γ does not satisfy (66) can be written
in the form γ̃(α0) 6= γ. Recall that we supposed that Ψ′M(α0) exists and hence












































. Then ∂1s(α, t) exists at α0 and







































Since γ̃(α0) − γ 6= 0 we have ∂1s(α0, γ) 6= 0. Select and fix δ0 > 0 such that
for |∆α| < δ0
|s(α0 + ∆α, γ)− s(α0, γ)−∆α · ∂1s(α0, γ)| <
1
2
|∆α| · |∂1s(α0, γ)|. (75)
Since s(α0, γ) > 0, by (74), sgn(∂1s(α0, γ)) = sgn(γ̃(α0)−γ). Choose ∆α with
|∆α| < δ0 such that





s(α0 + ∆α, γ) < s(α0, γ) +
1
2
∆α · ∂1s(α0, γ) < s(α0, γ). (77)
Since s(α0, t) and ∂1s(α0, t) are continuous in t, choose δ1 > 0 such that if
|t− γ| < δ1 then
s(α0+∆α, t) < s(α0, t)+
1
2














By Lemma 6.1.3, µ is ergodic and hence γN(x) → γ = µ([0, α0]) for µ a.e. x
and there exists Ŝγ ⊂ Sγ and N0 ∈ N such that λ(Ŝγ) > λ(Sγ)/2 > 0 and we
have
|γN(x)− γ| < δ1 for any N ≥ N0 and x ∈ Ŝγ. (79)
We will fix an N ≥ N0 later. Suppose N is given and fixed. We can select a
system of intervals Il = [dl, el] such that T
N
α0,β0
is linear and non-constant on
Il but is non-linear on any larger interval containing Il, moreover












From (80) it follows that ∑
l
λ(Il) ≥ λ(Ŝγ). (82)











Figure 16: Illustration for the proofs of Proposition 6.2.1 and Theorem 6.4.1




An elementary calculation shows that∣∣∣∣ ddx(TNα0,β0(x))







for any x ∈ (dl, el).
(85)
During the rest of the proof the reader might find useful to look every so often
at the left half of Figure 16. Also observe that the value of γN(x) is constant
on (dl, el). Denote this constant by gl. Using (79) and (80) we obtain
|gl − γ| < δ1. (86)
By topological conjugacy of Tα,ΨM (α) and Tα0,β0 if we vary α ∈ [α1, α2] then
the system of maximal intervals of monotonicity of Tα,ΨM (α) is not changing in
number and only the endpoints of these intervals vary in a Lipschitz continuous
way. This means that we can consider the intervals [dl(α), el(α)], α ∈ [α1, α2]
and the absolute value of the slope of TNα,ΨM (α) on these intervals will be for


























By (78) and (79) we have

























1−α ≥ 2, (74), (78), (89) and Bernoulli’s inequality










1 +N · 1
4




















By (85) and (87) we know that











We want to obtain an estimate of el(α0 + ∆α)− dl(α0 + ∆α). By (70)
|c±N,l(α0 + ∆α)− c
±
N,l(α0)| ≤Mc · |∆α|,
and hence using (71) and (76)












By (87), (90), (91), (92) and (93) we obtain
el(α0 + ∆α)− dl(α0 + ∆α) =
|c+N,l(α0 + ∆α)− c
−
N,l(α0 + ∆α)|




























By topological conjugacy of Tα0+∆α,ΨM (α0+∆α) and Tα0,β0 the intervals Il(α0 +
∆α) = [dl(α0 + ∆α), el(α0 + ∆α)] are non-overlapping for fixed ∆α and are in











Hence γ satisfies (66) and Proposition 6.2.1 is proved.
6.3 Differentiability of the isentropes (ergodic theory
approach)
In this subsection we prove that isentropes are continuously differentiable
curves. We have already seen in Proposition 6.1.6 that results of [36] imply
that they are (locally uniformly) Lipschitz. There are two possible ways to
verify that they are differentiable. One way, the one which we call analytic
method, is to use the auxiliary function ΘM , (113) and implicit differentiation.
If one can verify that for (α, β) ∈ U , M = K(α, β) we have ∂2ΘM(α, β) 6= 0
then this argument works. Unfortunately, to deal with partial derivatives of
ΘM is a quite unpleasant and technical task and we do not attempt to do it
in this thesis. We rather use a much more elegant and less technical argument
which we called the ergodic theory approach and is based on Proposition 6.2.1
which says that the slope of the tangent of the isentropes wherever it exists
can be expressed by γ, which depends on the unique acim of the skew tent map
considered. Then by using approximations, Proposition 6.1.4 and uniqueness
of the acim first we verify in Lemma 6.3.1 continuous differentiability of the
isentrope in the Markov case. Then by another approximation argument we
prove the general case in Theorem 6.3.2.
Lemma 6.3.1. If M ∈M<∞ then Ψ′M exists and is continuous on (α1(M), α2(M)).
Proof. Choose α0 ∈ (α1(M), α2(M)). We know that Ψ′M(α) exists for almost
every α ∈ (α1(M)), α2(M)). Denote by DM the set of those αs where Ψ′M
exists. Suppose that there exists d1 6= d2 ∈ [−∞,∞] and αi,n → α0, (i = 1, 2)
such that αi,n ∈ DM , and Ψ′M(αi,n)→ di, (i = 1, 2). Put βi,n = ΨM(αi,n), i =
1, 2. Then (αi,n, βi,n) → (α0, β0) = (α0,ΨM(α0)), for i = 1, 2 as n → ∞.
Since ΨM is an isentrope we know that the maps Tαi,n,βi,n are all topologically
conjugate to Tα0,β0 . It is not difficult to check that the assumptions of Propo-
sition 6.1.4 are satisfied. Hence if we denote by fi,n the invariant densities of
Tαi,n,βi,n which appear in Proposition 6.1.4 then there are subsequences nk,i
such that fi,nk,i → fi,0 in L1, and fi,0, (i = 1, 2) are both invariant densities of
Tα0,β0 . By Proposition 6.1.3, Tα0,β0 has a unique invariant density and hence
f1,0 = f2,0 = f0 almost everywhere. Denote by µi,n and µ0 the acims with









Figure 17: Tangent of ΨM , M = K(0.5, 0.7), 5000 iterates
From d1 6= d2 it follows that γ1 6= γ2. By Proposition 6.2.1
γi,nk,i = µnk,i([0, αi,nk,i ]) =
∫
[0,αi,n]
fi,nk,idλ, i = 1, 2. (96)
Set γ0 = µ0([0, α0]) =
∫
[0,α0]
f0dλ. We denote by Ik,i the interval with endpoints
α0 and αi,nk,i . We know that∫
[0,1]
|fi,nk,i − f0|dλ→ 0 as k → +∞, for i = 1, 2. (97)
Hence























∣∣∣∣∣+ ‖f − fi,nk,i‖1 → 0 as k →∞.
(98)
Since γi,nk,i → γi, i = 1, 2 and γ1 6= γ2, it is impossible that γi,nk,i → γ0, i =
1, 2. Hence Ψ′M |DM has a limit at every α0 ∈ (α1(M), α2(M)). Since ΨM is
locally Lipschitz and DM is of full measure in (α1(M), α2(M)) we obtained
that Ψ′M(α0) exists and continuous at any α0 ∈ (α1(M), α2(M)).
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Next we consider the general case.
Theorem 6.3.2. If M ∈M then Ψ′M exists and is continuous on (α1(M), α2(M)).
Proof. The Markov case M ∈ M<∞ is Lemma 6.3.1. In [3] there are some
considerations showing that the curves {(α,ΨM(α)) : M ∈ M0<∞} are dense
in U0. By renormalization, or by using directly the argument from [3] one can
see that the curves {(α,ΨM(α)) : M ∈ M<∞} are dense in U . Suppose that
M ∈M∞ is fixed β0 = ΨM(α0), (α0, β0) ∈ U , K(α0, β0) = M. Then there are
no Cs in M and T k+1α0,β0(α0) = T
k
α0,β0
(β0) 6= α0 for any k ≥ 0. This also implies
that




′ > k ≥ 0. (99)
Choose [α1, α2] ⊂ (α1(M), α2(M)). By Proposition 6.1.6 ,ΨM is Lipschitz on
[α1, α2] and Ψ
′
M exists and is bounded almost everywhere on [α1, α2]. Suppose
that ΨM is not differentiable at α0 ∈ (α1, α2). This means that there is d1 6= d2
such that we can select αi,n → α0, i = 1, 2, such that
ΨM(αi,n)−ΨM(α0)
αi,n − α0
→ di, i = 1, 2. (100)





and ΨMn(α0)→ β0, as n→∞, i = 1, 2.
(101)
By Lemma 6.3.1 and by the Mean Value Theorem we can choose αi,n → α0
such that
ΨMn(αi,n) = βi,n → β0 and Ψ
′
Mn
(αi,n)→ di for i = 1, 2. (102)
We denote by µi,n the acim of Tαi,n,βi,n , i = 1, 2 and fi,n denotes the corre-
sponding invariant density. By Lemma 6.1.5 assumption (54) is satisfied for
(αi,n, βi,n) → (α0, β0) for i = 1, 2. Then we can apply Proposition 6.1.4 in
this case as well and we conclude that for suitable subsequences fi,nk,i → f0
as k → +∞ where f0 is the unique invariant density of Tα0,β0 . Now by using
αi,nk,i instead of αi,nk,i one can argue as we did in the end of the proof of
Lemma 6.3.1 to obtain (95), (96), (97) and (98). This way we can obtain a
contradiction as in Lemma (6.3.1).
6.4 Isentropes and Lyapunov Exponents in the general
case
Next we state the main result of this section. Its special Markov case,
assuming differentiability of the isentrope at the point considered was discussed
in Section 6.2.
76
Theorem 6.4.1. Suppose (α0, β0) ∈ U , Λ = Λα0,β0 denotes the Lyapunov
exponent of Tα0,β0 and (α,ΨM(α)) is the isentrope satisfying β0 = ΨM(α0).
Then Ψ′M(α0) exists, moreover (65) and (66) are satisfied.
Proof. The case K(α0, β0) = M ∈ M<∞ was proved in Proposition 6.2.1.
By Theorem 6.3.2 we know that Ψ′M(α) exists for any M ∈ M and α ∈
(α1(M), α2(M)). Next we suppose that K(α0, β0) ∈ M∞, that is there is
no C in K(α0, β0). We use again the fact that isentropes corresponding to
Markov systems are dense in U . We will select a suitable (αn, βn) → (α0, β0)
such that K(αn, βn) = Mn ∈ M<∞. Again we choose α1 < α2 such that
α0 ∈ (α1, α2) ⊂ [α1, α2] ⊂ (α1(M), α2(M)). Suppose n ∈ N is given. Choose
αn < α0 such that




∣∣∣∣ΨM(αn)−ΨM(α0)αn − α0 −Ψ′M(α0)
∣∣∣∣ < 12n. (103)
Select βn such that
0 < β0 − βn = ΨM(α0)− βn <
1
4n
|αn − α0|. (104)
The right half of Figure 16 might turn out to be useful to help to understand
the rest of the proof.
Since isentropes do not cross ΨK(α0,βn) < ΨK(α0,β0) = ΨM at points where
they are both defined. By choosing βn sufficiently close to β0 we can ensure
that they are both defined on [αn, α0].
Select β̂n such that
0 < ΨM(αn)− β̂n <
1
4n
|αn − α0|, ΨK(α0,βn)(αn) < β̂n
and K(αn, β̂n) = M̂n ∈M<∞.
(105)
Since isentropes do not cross we have
βn < ΨM̂n
(α0) < ΨMn(α0) = β0. (106)
Recalling that ΨM̂n
(αn) = β̂n by (103), (104), (105) and (106) we obtain
that ∣∣∣∣∣ΨM̂n(αn)−ΨM̂n(α0)αn − α0 −Ψ′M(α0)
∣∣∣∣∣ < 1n. (107)
Since ΨM̂n
is differentiable on [αn, α0] by the Mean Value Theorem we can
















Set βn = ΨM̂n
(αn). By the local uniform Lischitz property of the isentropes
mentioned in Remark 6.1 it is clear that (αn, βn)→ (α0, β0). Since M̂n ∈M<∞
we can apply Proposition 6.2.1 at the point (αn, βn) to the isentrope ΨM̂n
.
By Lemma 6.1.5 assumption (54) is satisfied. Hence if µn and fn denote
the acim and its density for Tαn,βn , n = 0, 1, . . . then by Proposition 6.1.4 for
a suitable subsequence nk the sequence fnk → f0 in L1. Now
































Hence γnk → γ0.
By Proposition 6.2.1 we have
Λαn,βn = Λn = γn log
βn
αn
+ (1− γn) log
βn
1− αn
where γn satisfies (109)






Using (108) and γnk → γ0 by taking limit as k →∞ we obtain that (65) and
(66) hold for Tα0,β0 .
6.5 Comparison of the two different computation of ΨM
We recall for a given kneading sequence M the isentropes (α,ΨM(α)) ∈
U such that K(α,ΨM(α)) = M . On these curves the topological entropy
h(α,ΨM(α)) is constant. To study isentropes in the region U we introduced
the auxiliary functions ΘM (See 4.1.8 and (112)).
On Figure 18 on the left half T.3,.8 is considered. On the bottom part of the
figure one can see the first few entries of the kneading sequence. To visualize
the isentrope the computer plotted in black some pixels which correspond
to parameter values with similar initial segment of kneading sequence. To
obtain a not too thick region the length of this initial segment depends on the
parameter region. For example on the left half of Figure 19 there is a thicker
region, which can be made thinner by considering longer initial segments.
However if the initial segment is too long, the computer is not finding enough
pixels from the given equi-kneading region, see for example the right half of
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Figure 18: Tangents to isentropes computed from γ and from Θ
α β γ Ψ′M–γ Ψ
′
M–Θ
.3 .8 .20444 -.36406 -.36452
.49 .56 .30996 -.40344 -.4244
.5 .7 .27034 -.64303 -.64064
.5 .8 .26918 -.73861 -.73739
.6 .75 .35597 -.76258 -.76132
.6 .9 .47736 -.4599 -.45991
Table 1: Tangents calculated from Θ and γ
Figure 18 where close to the upper left corner of the unit square the plot is
too thin.
We saw in 6.3 that the isentropes (α,ΨM(α)) are continuously differentiable
curves. What we found really interesting that the derivatives of these curves
can be used to compute the Lyapunov exponents of the skew tent maps Tα,β.
Suppose that we have a given kneading-sequence M and
M− = RL . . . L︸ ︷︷ ︸
m1
RL . . . L︸ ︷︷ ︸
m2
RL . . . L︸ ︷︷ ︸
m3
R . . . . (111)
We put mk = m1 +m2 + · · ·+mk with mi defined in (111) and












In 4.3.1 we showed that for (α, β) ∈ U it follows from K(α, β) = M that
ΘM(α, β) = 0. This means that the equi-topological entropy curve {(α, β) ∈
U : K(α, β) = M} is a subset of {(α, β) ∈ U : ΘM(α, β) = 0}, the zero level
set of ΘM . This means that the isentrope (α,ΨM(α)) satisfies the implicit






provided that ∂2ΘM(α,ΨM(α)) 6= 0. Since the series in (112) converges at an
exponential rate if we consider the partial derivatives we also obtain an expo-
nential convergence rate for the partial derivatives and hence it is very easy to
compute/approximate Ψ′M(α) by using (113). On Figures 18, 19 and in Table
1 the entries Psi’-theta and Ψ′M − Θ were computed by using this implicit
differentiation method by taking into consideration the first 200 elements of
the kneading sequence.
The other approach is to estimate Ψ′M(α) via the Lyapunov exponents. We









α,β(x)) then Λα,β = γ log
β
α
+ (1−γ) log β
1− α
, (114)
for µ a.e. x.
Figure 19: More tangents to isentropes computed from γ and from Θ
Hence to estimate the Lyapunov exponent we need to estimate γ. This is
usually done by using a computer program. For a sufficiently large N and a
“randomly” selected x one computes the sum in (114). Actually we have done
this as well in our computer simulations. It has turned out that N = 200000
was sufficiently large to have a reasonably good estimate for γ. In Table 1 there
is a column γ containing these estimates for the randomly selected parameter
values. The main result of this section is the fact that γ, and hence Λα,β can
be expressed by using Ψ′M(α). We show in Proposition 6.2.1 and in Theorem
6.4.1 that
γ = α(1− α)
Ψ′M(α)
β




Since Ψ′M(α) can be calculated by (113), (114) and (115) we can calculate the
Lyapunov exponent for any Tα,β with (α, β) ∈ U . To illustrate the connection
between Ψ′M(α) and Λα,β, or γ in our computer simulations followed a reverse
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approach. This means that the computer program calculated an estimate of
γ (and hence of Λ) and this estimate was used for calculating the slope of an
approximate tangent to the isentrope. As the images show this method, based
on (115) works, that is the approximate tangents really seem to be tangent to
the isentrope.
In Table 1 there is a column labeled Ψ′M–Θ which contains the estimates
we obtained for Ψ′M(α) by using the estimate for γ based on (114). As one
can see that the estimates we obtained for Ψ′M(α) by using the ΘM function
in (113) are quite close to the ones obtained by using γ. On Figures 18 and
19 we plotted both approximate tangents to the isentropes, the one calculated
from γ and the one calculated from ΘM . The first approximate tangent is in
red and the second is in blue. In case only one, the red tangent is visible then
it means that the two approximate tangents are on top of each other. It is
also visible that they are indeed ”tangent” to the isentrope as well. On the
right half of Figure 19 the two approximate tangents are not exactly on top of
each other. This is due to the fact that for the parameter values α = 0.49 and
β = 0.56 both α/β and (1− α)/β are close to one and the convergence in the
series giving the partial derivatives of ΘM is slower. To get a better estimate
one needs to consider more than the first 200 entries of the kneading sequence.
On this figure the tiny black region corresponding to the equi-kneading region
is almost completely covered by the blue and red approximate tangents. We
would like to emphasize that our new method based on ΘM , even if the number
of iterates is increased from 200 to a larger number requires still much less
many iterates than the other method which needed 1000 times more iterates
for about the same accuracy.
As far as we know in the literature there were two ways to estimate/approxi-
mate Lyapunov exponents of skew tent maps. One method is based on com-
puter programs approximating γ, or the acim, or its density as we also did in
some calculations on our illustrations. In [3] for the Markov case a histogram
of the distribution of the location in the Markov partition of the first 50000
iterates of a ”generic” point is used to approximate the piecewise constant
invariant density function of the acim. Here again a rather high number of
iterates was used. In [30] a central limit theorem is discussed for the conver-
gence in (114). The other method, discussed in [3] is based on the fact that if
K(α, β) ∈M<∞, that is when the turning point is periodic for Tα,β then there
is a Markov partition for Tα,β. Based on the Markov partition one can obtain
a system of linear equations and the solution of this system gives us the invari-
ant density function fα,β of the acim µα,β of This Tα,β. Then γ = µα,β([0, α]).
(In [3] a different parametrization and notation was used, but we translated
it to our notation.) The drawback of this calculation is that the number of
equations is the number of elements in the Markov partition. If K(α, β) ∈M∞
then there is no Markov partition, but isentropes corresponding to skew tent
maps with Markov partition are dense in U . It was remarked in [3] that in
this case we can also approximate the invariant density by invariant densities
of Markov skew tent maps. In this case the number of elements in the Markov
81
partition of these appproximating maps tends to infinity, making it more and
more difficult to solve the system of linear equations. It also seems for us that
Theorem 10.3.2 from [7] was used in an incorrect way in [3]. By this we mean,
that the way these Markov skew tent maps are approximating the non-Markov
one is not satisfying the exact assumptions of Theorem 10.3.2 in [7]. Since in
our paper we also need approximations of skew tent maps by other ones in
Proposition 6.1.4 we clarify the way these approximations work. For some
specific Markov parameter values in [33] a central limit behavior is discussed.
Properties of isentropes, especially connectedness in different families of
dynamical systems were also studied for example in [10], [35] and [37].
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7. Convergence of Birkhoff averages for many
group rotations









fdµ = f ∗ µ a. e.,
where T is measure preserving, f ∈ L1, f ∗ is T -invariant. This also implies




The starting point here was whether it is possible to generalize Birkhoff’s the-
orem if we consider measurable functions f which are not necessarily Lebesgue
integrable.
A major obstruction to generalization of Birkhoff’s theorem to this case is P.
Major’s following example [32] of non-L1 functions where the two time aver-
ages have different values.
Suppose that f : X → R and S, T : X → X are two ergodic transformations















f(T k(x)) = a 6= 0 µ a. e.
(116)
then f clearly cannot be in L1. Here S was a shift on a proper Lebesgue space
and S was conjugate to T . M. Laczkovich raised the question if X could be
the circle with S and T irrational rotations. If we have two circle rotations








Suppose G is a compact Abelian topological group and m is the Haar measure.
One can consider some rotation sets in this more general setting:
Γf =
{
α ∈ G : MαNf(x) converges for m a.e. x as N →∞
}
. (118)
Definition 7.0.1. Free Z2 actions on Lebesgue spaces are natural generaliza-
tions of independent rotations of the circle. Assume that a Z2 action is gen-
erated by S and T on a finite non-atomic Lebesgue measure space (X,S, µ),
and T jSk for all (j, k) ∈ Z2 is a measure preserving transformation on X.
We say that the group action generated by T and S is free if T jSkx 6= x for
(j, k) 6= (0, 0) and µ a.e. x.
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Theorem 7.0.2. [11] Assume that (X,S, µ) is a finite non-atomic Lebesgue
measure space and S, T : X → X are two µ-ergodic transformations which
generate a free Z2 action on X. Then for any c1, c2 ∈ R there exists a µ-














µ a.e. x as N →∞.
This answered the question of M. Laczkovich.
The following theorem states that it is possible to construct functions which
are non-integrable, and M
αj
n f(x) → 0 for almost every x ∈ [0, 1] and for a
reasonably large set of αj’s.
Theorem 7.0.3. [45] For any sequence of independent irrationals {αj}∞j=1
there exists a function f : T → R such that f /∈ L1(T) and Mαjn f(x) → 0 for
almost every x ∈ [0, 1].
This result implies that the rotation set Γf can be dense for non-integrable
functions. This result implies that the set of rotations can be dense for non-
integrable functions.
Remark. If Mαn f(x) converges then the tail
f(x+ nα)
n




α ∈ G : f(x+ kα)
k









<∞ for m a.e. x
}
. (119)
It is obvious that Γf ⊂ Γf,0 ⊂ Γf,b.
Theorem 7.0.4. [12] For any nonempty interval I in [0, 1] the cardinality of
the set I ∩ Γf is continuum.
After these results the following theorem is surprising. It says if we have
for measurable functions a set of positive measure of rotations for which the
Birkhoff averages converge then it implies that f ∈ L1.
Theorem 7.0.5. [12] Let T (x) = Rα and f : T → R be a given measurable
function. Then from λ(Γf ) > 0 it follows that f is integrable on T.
In the next subsection we generalize this result to compact Abel groups.
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7.1 Group rotations
We are interested in the ergodic averages of measurable functions. We can
take functions which are not from L1, and use particular T transformations
like the circle rotations. We will carry on with this idea; it is convenient to
think about the circle not only as a topological space but as a group as well
and use the benefits of the group structure. We call the group T the circle
group, and it contains all rotations of the circle. It is also very natural to
associate the Haar measure to this structure, since it is translation-invariant.
In this subsection we will mostly use the definitions and theorems of [39].
Definition 7.1.1. A topological Abelian group is a Hausdorff space G
which is also an Abelian group, provided the map (x, y)→ x−y is a continuous
map of the product space G×G onto G. If, in addition, the topology of G is
locally compact (i.e. every point has a compact neighbourhood), then G is a
locally compact Abelian group. We already gave the multiplicative version in
Definition 5.1.16 but from now on we will use the additive one.
From now on G will always denote a locally compact Abelian group. A
character of G is a continuous group homomorphism γ from G, which takes
values from the complex unit circle and satisfies
γ(x+ y) = γ(x)γ(y).
The Pontryagin dual group Ĝ is made of the continuous characters of G
and forms a locally compact Abelian group itself. The characters form a
multiplicative group
(γ1γ2)(x) = γ1(x)γ2(x) (x ∈ G, γ1, γ2 ∈ Ĝ)
Remark. Characters are complex exponential functions, this will allow us to
apply Fourier techniques. The dual group of T is {expn}n∈Z where expn(x) =
e2πinx. The map expn 7→ n gives an isomorphism between T̂ and Z.
Definition 7.1.2. If {Gα} is a collection of Abelian groups their complete
direct sum G consists of the cartesian products of Gα. That is G =
∏
α∈AGα
where A is a set of indices, and G is the set of all xs which are functions on
A such that x(α) ∈ Gα for all α ∈ A, and x(α) is the αth coordinate of x. If
A = {1, 2, . . . , n} the notation is G = G1 ×G2 × · · · ×Gn.
The addition on G is defined coordinatewise. The direct sum of the groups
Gα is the subgroup of the complete direct sum which contains all x such that




Theorem 7.1.3. [39] The direct sum of any finite collection of locally compact
Abelian groups is a locally compact Abelian group.
Remark. Let us denote by Zp the group of p-adic integers. It is compact with
the discrete topology. Then the characters of Zp are exponential functions
{exp(2πij/pn)| 0 ≤ j < pn, n ∈ Z+} which form the Prüfer group Z(p∞).
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Theorem 7.1.4. [39] If G = G1
⊕
G2 · · ·
⊕
Gn and if Ĝi is the dual of Gi
then Ĝ = Ĝ1
⊕
Ĝ2 · · ·
⊕
Ĝn.
Theorem 7.1.5. [39] If G is discrete then Ĝ is compact, and if G is compact
then Ĝ is discrete.
Theorem 7.1.6. [39] If G is a complete direct sum of a family {Gα} of com-
pact Abelian groups then Ĝ is the direct sum of the corresponding groups Ĝα.
Theorem 7.1.7 (The Pontryagin duality theorem). [39] Every locally compact
Abelian group is the dual group of its dual group.
Theorem 7.1.8. [39] A locally compact Abelian group G is of bounded order
if and only if its dual group Ĝ is of bounded order.
Corollary 7.1.9. Suppose that p1, p2, ... is a sequence of prime numbers. The





. . . is the direct sum with the discrete topology where Z/p
is the p-cyclic group. Phrased another way, the Pontryagin dual of a direct sum
of discrete Abelian groups is isomorphic to the direct product of the Pontryagin
duals of the summands.
Theorem 7.1.10. [39] Suppose G is compact.
(i) If every element of Ĝ is of finite order then G is totally disconnected.
(ii) G is connected if and only if Ĝ contains no element of finite order (except
γ = 0), that is Ĝ is torsion-free.
E.g. if G is a discrete group of bounded order, then Ĝ is of bounded order,
hence G is totally disconnected.
Definition 7.1.11. We say that the group G contains infinitely many mul-
tiple torsions if
(i) either there is a prime number p such that G contains a subgroup alge-




. . . (countably
many copies of Z/p),
(ii) or there are infinitely many different prime numbers p1, p2, . . . such that
G contains for any j subgroups of the form (Z/pj)× (Z/pj).










f̂(γ)ĝ(γ) for f, g ∈ L2(G).
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7.2 Nonconventional Ergodic averages
Given a strictly monotone increasing sequence of integers (nk) we consider







Where (nk) is a strictly monotone increasing sequence of integers. Now we
generalize Theorem 1 of [12] for compact, locally connected Abelian groups.
Theorem 7.2.1. If (nk) is a strictly monotone increasing sequence of integers
and G is a compact, locally connected Abelian group and f : G → R is a
measurable function then from m(Γf,b) > 0 it follows that f ∈ L1(G).
Remark. Since Γf,b ⊃ Γf,0 ⊃ Γf Theorem 7.2.1 implies that if one consid-
ers the non-conventional ergodic averages MαNf on a locally compact Abelian
group for group rotations and m(Γf ) > 0 then f ∈ L1(G).
Proof. Set n0 = 0. First we suppose that G is connected. Given an integer K
put
Gα,K = {x : |f(x+ nkα)| < K · k for every k > K (121)
and |f(x+ nkα)| < K2 for k = 0, . . . , K}.
If α ∈ Γf,b then m(Gα,K) → 1 as K → ∞. Choose and fix K and ε > 0 such
that the set
B = {α : m(Gα,K) > ε} (122)
is of positive m-measure. From the measurability of f it follows that B and
the sets gα,K are also measurable. Set
Lk(f) = {x ∈ G : |f(x)| > k}. (123)
From k > K and x ∈ Gα,K + nkα it follows that
|f(x)| = |f(x− nkα + nkα)| < k ·K.
Set Hα = G\Gα,K , (keep in mind that K is fixed). From k > K and x ∈
Lk·K(f) it follows that x /∈ Gα,K + nkα, that is, x ∈ Hα + nkα.
For α ∈ B we set a(α) = m(Hα) < 1 − ε, by (122). This implies 1/(1 −
a(α)) < 1/ε.
For α ∈ B put
h(x, α) =
{






if x /∈ Hα.
(124)
For α /∈ B set h(x, α) = 0 for any x ∈ G.
87
Then h(x, α) is a bounded measurable function defined on G×G and∫
G
h(x, α)dm(x) = 0 for any α ∈ G. (125)
From k > K and x ∈ Lk·K(f) it follows that x ∈ Hα + nkα for any α ∈ B.
This implies






h(x− nkα, α)dm(α) = 1 for k > K and x ∈ Lk·K(f). (127)
Keep α fixed and select a character γ ∈ Ĝ. Consider in the Fourier-series of





Since h(x, α) is a bounded measurable function, the function cγ(α) is also





If γ0(x) ≡ 1 then by (125) we have
cγ0(α) = 0 for any α ∈ G. (130)
For a fixed α ∈ B we have






















h(x−nkα, α)dm(α) is a bounded measurable function.





































































Since χB(α)cγ(α) is a bounded measurable function and γ





nk(−α)dm(α) is a Fourier coefficient of this function.
Now we use that G is connected and hence Ĝ is torsion-free. If γnk = γnk′
then γnk−nk′ = γ0 ≡ 1, but γ is of infinite order and hence it is only possible if
nk − nk′ = 0, that is k = k′. Hence for k 6= k′ the characters γnk and γnk′ are











































|f | ≤ K ·
∞∑
k=0
m(Lk·K(f)) from (136) and m(G) = 1 it follows that
f ∈ L1(G).
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This completes the proof of the case of connected G.
Next we show how one can reduce the case of a locally connected G to
the connected case. If G is locally connected then by [26, 24.45] if C denotes
the component of G containing OG (the neutral element of G) then C is an
open subgroup of G and G is topologically isomorphic to C × (G/C). Since
G is compact G/C should be finite. Suppose that its order is n. Using that
G = C × (G/C) we write the elements of G in the form g = (g1, g2) with
g1 ∈ C, g2 ∈ G/C.
Suppose that f /∈ L1(G) is measurable and m(Γf,b) > 0. Set





If α ∈ Γf,b then m(Xα,f ) = 1. Suppose that g∗j , j = 1, . . . , n is a list of all
elements of G/C.
For x = (x1, x2) ∈ G define
f ∗(x) = f ∗(x1, x2) =
n∑
j=1






Xα,f + (0C , g
∗
j )).
Clearly m(Xα,f ) = 1 implies m(X
∗
α,f ) = 1.




< +∞. Since f ∗ is not depend-
ing on its second coordinate we have f ∗(x+nk(α1, α2)) = f
∗(x+nk(α1, 0G/C)).
Define f ∗∗ : C → R such that f ∗∗(x1) = f ∗(x1, 0G/C). Since we assumed that
f /∈ L1(G) we have f ∗ /∈ L1(G) and this implies f ∗∗ /∈ L1(C).
Set
Γ∗f,b = πC(Γf,b) = {α1 : ∃α2 ∈ G/C such that (α1, α2) ∈ Γf,b}.
Then for α1 ∈ Γ∗f,b we have
lim sup
k→∞
|f ∗∗(x1 + nkα1)|
k
< +∞. (137)
Since the Haar measure on C is a positive constant multiple of the Haar
measure on G restricted to C, on the compact connected Abelian group C we
would obtain a measurable function f ∗∗ /∈ L1(C) such that for a set of positive
measure of rotations (137) holds. This would contradict the first part of this
proof concerning connected groups.
Theorem 7.2.1 says that if we do not have “too much torsion” in Ĝ then
from m(Γf,b) > 0 it follows that f ∈ L1(G). In the next definition we define
what we mean by “a lot of torsion” in a group.
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Theorem 7.2.2. Suppose that (nk) is a strictly monotone increasing sequence
of integers and G is a compact Abelian group such that its dual group Ĝ
contains infinitely many multiple torsion. Then there exists a measurable
f /∈ L1(G) such that
m(Γf,0) = m(Γf,b) = 1, where m is the Haar-measure on G. (138)
In fact, we show that Γf,0 = Γf,b = G.
Proof. First suppose that in Definition 7.1.11 property (i) holds for Ĝ. Then
for any k we can select a subgroup Ĝk in Ĝ such that it is isomorphic to
(Z/p)× (Z/p)× · · · × (Z/p)︸ ︷︷ ︸
k many times






j (1). Then Hk is a closed subgroup of G. Since y ∈
x+Hk, that is y − x ∈ Hk if and only if γj(y) = γj(x) for j = 1, . . . , k, which
means that γj(y − x) = γj(y)/γj(x) = 1 for j = 1, . . . , k one can see that G is
tiled with pk many translated copies of Hk. The sets x+Hk are all closed and






Set fk(x) = p
k if x ∈ Hk and fk(x) = 0 otherwise.
Put f =
∑∞
k=1 fk. By the Borel-Cantelli lemma and (139) the function f
is m a.e. finite. It is also clear that f is measurable and f /∈ L1(G).
Suppose α ∈ G is arbitrary. Set Xk =
⋃p−1
j=0 Hk− jα. Then m(Xk) = p−k+1
and by the Borel-Cantelli lemma m a.e. x belongs to only finitely many Xk.
If x /∈ Xk then ∀j ∈ N, x+ jα /∈ Hk and hence
fk(x+ jα) = 0 for any j ∈ N. (140)
Therefore, f(x+nkα)
k
→ 0 for m a.e. x ∈ G and Γf,0 = G.
If in Definition 7.1.11 property (ii) holds for Ĝ then for any k select Ĝk in
Ĝ such that it is isomorphic to (Z/pk)× (Z/pk). We suppose that γ1,k and γ2,k




2,k(1). One can see, similary to
the previous case, that G is tiled by p2k many translated copies of Hk. Turning











Set fk(x) = p
2




k=1 fk. Again it is clear that f is m a.e. finite, measurable and





From (141) and from the Borel-Cantelli lemma it follows that m a.e. x
belongs to only finitely many Xk. One can conclude the proof as we did it in
the previous case.
It is natural to ask for a version of Theorem 7.2.2 for the non-conventional
ergodic averages with m(Γf ) = 1 in (138). For convergence of the non-
conventional ergodic averages some arithmetic assumptions about nk are needed.
We recall from [38] Definition 1.2 with some notational adjustment.










Where χh,q(x) = 1 if x ≡ hmod q and χh,q(x) = 0 otherwise.
A sequence (nk) is ergodic for periodic systems if it is ergodic mod q for every
q ∈ N.
For ergodic sequences with essentially the same proof we can state the
following version of Theorem 7.2.2:
Theorem 7.2.4. Suppose that nk is a strictly monotone, ergodic sequence for
periodic systems and G is a compact Abelian group such that its dual group
Ĝ contains infinitely many multiple torsion. Then there exists a measurable
f /∈ L1(G)such that Γf = G, and hence m(Γf ) = 1.
Proof. As we mentioned earlier the argument of the proof of Theorem 7.2.2 is
applicable. One needs to add the observation that if x ∈ Xk then the ergodicity
of nk for periodic systems implies that M
α
Nfk converges. If x /∈ Xk then (140)
can be used. Hence MαNf converges for all α ∈ G for a.e. x.
In Theorem 7.2.2 we saw that if there is “lots of torsion” in Ĝ, that is,
G is ”highly disconnected” then there are measurable functions f not in L1
for which m(Γf,0) = 1. Since the p-adic integers, Zp are the building blocks
of 0-dimensional compact Abelian groups ([26, Theorem 25.22]) it is natural
to consider them. If we take a countable product of Zp with p fixed then the
dual group will be the direct sum of Z(p∞)’s and will contain a subgroup alge-




. . . . Then Theorem
7.2.2 is applicable.
If one considers an individual Zp then its dual group is Z(p
∞) with all
elements of finite order, so still there seems to be “lots of torsion” in the
dual group. It is also clear that arithmetic properties of nk might matter if
we consider Zp. For us it was quite surprising that if one considers ordinary
ergodic averages, that is, nk = k then Zp behaves like a locally connected
group and the following theorem is true.
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Theorem 7.2.5. Suppose that nk = k, and p is a fixed prime number. We
consider G = Zp, the group of p-adic integers. Then for any measurable func-
tion f : G→ R from m(Γf,b) > 0 it follows that f ∈ L1(G).
Before turning to the proof of Theorem 7.2.5 we need some notation and a
claim simplifying the proof of Theorem 7.2.5. Denote by Γjf,b, j = −1, 0, 1, . . .
the set of those α = (α0, α1, . . . ) ∈ Γf,b for which αj+1 6= 0 but α0 = · · · =
αj = 0. From m(Γf,b) > 0 it follows that there exists j0 such that m(Γ
j0
f,b) > 0.
Given a finite string (x0, . . . , xj) we denote by [x0, . . . , xj] the corresponding
cylinder set in G, that is,
[x0, . . . , xj] = {(x′0, x′1, . . . ) ∈ G : (x′0, . . . , x′j) = (x0, . . . , xj)}.
Claim 7.2.6. If from m(Γ−1f,b) > 0 it follows that f ∈ L1(G), then Theorem
7.2.5 is also true.
Proof. As mentioned above if m(Γf,b) > 0 then we can choose j0 such that
m(Γj0f,b) > 0. Then for α ∈ Γ
j0
f,b for any cylinder [x0, . . . , xj0 ] we have [x0, . . . , xj0 ]+
α = [x0, . . . , xj0 ]. If σ is the one-sided shift on Zp, that is, σ(x0, x1, . . . ) =
(x1, . . . ) then for α ∈ Γj0f,b we have σj0+1(x+ α) = σj0+1x+ σj0+1α.
For an x′ ∈ G we define the function fx0,...,xj0 (x
′) = f(x0, . . . , xj0 , x
′), where
(x0, . . . , xj0 , x
′) is the concatenation of the finite string (x0, . . . , xj0) and x
′ ∈





f,b) and we can apply our claim for fx0,...,xj0
to obtain that fx0,...,xj0 ∈ L
1(G), that is, f ∈ L1([x0, . . . , xj0 ]). Since this holds
for any cylinder set [x0, . . . , xj0 ] we obtain that f ∈ L1(G).
Proof of Theorem 7.2.5. By Claim 7.2.6 we can assume that m(Γ−1f,b) > 0. We
need to adjust the proof of Theorem 7.2.1 for the case of G = Zp. The key
difficulty is the torsion in Ĝ = Z(p∞) which makes it impossible to use a direct
argument which lead to (135). Anyway, we start to argue as in the proof of
Theorem 7.2.1, keeping in mind that now nk = k. We introduce the sets
Gα,K , B ⊂ Γ−1f,b, Lk(f) as in (121), (122), and (123), respectively. We fix K
and define the set Hα and the auxiliary function h(x, α) as in (124). We have
(125) again.
Our aim is to establish that for a suitable κ0∑
κ≥κ0
pκm(Lpκ+2·K(f)) <∞. (144)
Suppose that the function ϕ equals pκ+3 ·K on Lpκ+2·K(f)\Lpκ+3·K(f), κ =
κ0, κ0 + 1, . . . and equals K · pκ0+2 on G\Lpκ0+2·K(f). Then ϕ ≥ |f | and by
(144)∫
G
ϕdm ≤ K · pκ0+2m(G) +
∞∑
κ=κ0
pκ+3 ·Km(Lpκ+2·K(f)) < +∞. (145)
This implies that f ∈ L1(G).
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Hence we need to establish (144). Choose and fix κ0 ∈ N such that pκ0 > K
and suppose that κ ≥ κ0.
Then, keeping in mind that Lk·K(f) ⊃ Lpκ+2·K for k ≤ pκ+2 we have instead
of (126)







h(x− kα, α). (147)
Then by (146)
hκ(x− kα, α) = 1 for any α ∈ B, 0 ≤ k < pκ+2 − 2pκ and x ∈ Lpκ+2·K(f)
(148)





hκ(x− kα, α)dm(α) = 1 (149)
for κ ≥ κ0, 0 ≤ k < pκ+2 − 2pκ and x ∈ Lpκ+2·K(f).
Now we return to h(x, α) and we define cγ(α) as in (128). Again, cγ(α) is a
bounded, measurable function and (129) holds.
Denoting again by γ0(x) the identically 1 character, the neutral element of Ĝ
















Since Ĝ = Z(p∞), the order of γ is a power of p. We denote it by ord(γ).





(x0 + px1 + · · ·+ pr−1xr−1)
)
for x = (x0, x1, . . . ) ∈ G = Zp with l not not divisible by p.
(151)
Since B ⊂ Γ−1f,b, for α ∈ B we have α0 6= 0 which implies γ(−α) 6= 1 and if
γ is of order pr, r > 0 then γ(−α) ∈ C is also of order pr, r > 0. Hence for










This way we can get rid of some characters with small torsion in the Fourier-
series of hκ(x, α).
94
Recalling that cγ0(α) =
∫
G
h(x, α) · 1dm(α) = 0 by (129) we have in (150)
cγ0,κ(α) = 0 if α ∈ B. (153)
Using (150) again we have






















hκ(x− kα, α)dm(α) is a bounded measurable func-
tion.
Recall that by (150) we can express the Fourier-coefficients of hκ by those











































Recall from (153) that if α ∈ B then cγ0,κ(α) = 0. Hence ϕ̂κ,k(γ0) = 0 holds
in this case as well.
Now suppose that γp
κ 6= γ0. Then ord(γ) ≥ pκ+1 and for k = 0, . . . , pκ+1−1
the characters γk are different.
By using the Parseval-formula we can continue (155) to obtain for any
















Since p ≥ 2 implies pκ+2 ≥ 3pκ we can use (148) and (158) for k = 0, ..., pκ−






































in the last expression k′ + k can take values between pκ and 3pκ − 2. If p ≥ 3
then 3pκ− 2 ≤ pκ+1− 1 so for the moment we suppose that p ≥ 3. In the end
of this proof we will point out the little adjustments which we need for the
case p = 2.
For pκ ≤ j ≤ 3pκ − 2 ≤ pκ+1 − 1 we denote by w′j the number of those
couples (k, k′) for which 0 ≤ k ≤ pκ − 1, pκ ≤ k′ ≤ 2pκ − 1 and k + k′ = j.
Obviously, w′j ≤ pκ. Set wj = w′j/pκ ≤ 1. We select these wj for all κ0 ≤
κ ≤ ord(γ). For those values of j for which we have not defined wj yet we set
wj = 0.














































Since for a fixed γ the characters γ−j are different, for different values 0 ≤ j <




































|h(x, α)|2dm(x)dm(α) < +∞.
(164)
This completes the proof if p ≥ 3.
In case of p = 2 the intervals pκ ≤ j ≤ 3pκ − 2 are not disjoint, but














For a fixed γ the characters γ−j(α), j ≤ 2 · ord(γ)− 1 are not different but
for each j ≤ 2 · ord(γ)− 1 there is at most one other j′ ≤ 2 · ord(γ)− 1 such








∣∣∣∣2 ≤ 2 ∫
G
|χB(α)cγ(α)|2dm(α).
The conclusion of the proof is similar to the p ≥ 3 case.
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