Abstract. In this paper a necessary and sufficient condition is established for the existence of the reflexive re-nonnegative definite solution to the quaternion matrix equation AXA * = B, where * stands for conjugate transpose. The expression of such solution to the matrix equation is also given. Furthermore, a necessary and sufficient condition is derived for the existence of the general re-nonnegative definite solution to the quaternion matrix equation
1. Introduction. Throughout this paper, we denote the real number field by R, the complex number field by C, the real quaternion algebra by
the set of all m×n matrices over H by H m×n , the set of all m×n matrices in H m×n with rank r by H m×n r
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We consider the classical matrix equation
(1.1)
The general Hermitian positive semidefinite solutions of (1.1) have been studied extensively for years. For instance, Khatri and Mitra [3] , Baksalary [4] , Groβ [5] , Zhang and Cheng [6] derived the general Hermitian positive semidefinite solution to matrix equation (1.1), respectively. Moreover, Dai and Lancaster [7] studied the similar problem and emphasized the importance of (1.1) within the real setting. Liao and Bai [8] investigated the bisymmetric positive semidefinite solution to matrix equation (1.1) by studying the symmetric positive semidefinite solution of the matrix equation 2) which was also investigated by Deng and Hu [9] over the real number field.
The definition of reflexive matrix can be found in [10] : A complex square matrix A is reflexive if A = P AP, where P is a Hermitian involution, i.e., P * = P , P 2 = I. Obviously, a reflexive matrix is a generalization of a centrosymmetric matrix. The reflexive matrices with respect to a Hermitian involution matrix P have been widely used in engineering and scientific computations (see, for instance, [10] ). In 1996, Wu and Cain [11] defined the re-nonnegative definite matrix: A ∈ C n×n is re-nonnegative definite if Re[x * Ax] ≥ 0 for every nonzero vector x ∈ C n×1 . However, to our knowledge, the reflexive re-nonnegative definite solution to (1.1) and the re-nonnegative definite solution to (1.2) have not been investigated yet so far. Motivated by the work mentioned above and keeping the interests and wide applications of quaternion matrices in view (e.g. [12] − [27] ), we in this paper consider the reflexive re-nonnegative definite solution to (1.1) and re-nonnegative definite solution to (1.2) over H.
The paper is organized as follows. In Section 2, we first present a criterion that a 3 × 3 partitioned quaternion matrix is re-nonnegative definite. Then we establish a criterion that a quaternion matrix is reflexive re-nonnegative definite. In Section 3, we establish a necessary and sufficient condition for the existence of re-nonnegative definite solution to (1.2) over H as well as an expression of the general solution. In Section 4, based on the results obtained in Section 3, we present a necessary and sufficient condition for the existence and the expression of the reflexive re-nonnegative definite solution to (1.1) over H. In closing this paper, we in Section 5 give a conclusion and a further research topic related to this paper.
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Throughout, the set of all n × n reflexive quaternion matrices with a Hermitian involution P ∈ H n×n is denoted by RH n×n (P ), i.e., 
The set of all n × n reflexive re-nonnegative definite matrices is denoted by RSP * n (P ).
For any quaternion matrix A, it can be uniquely expressed as
It is easy to prove the following.
The following lemma is due to Albert [28] The following lemma follows from Lemma 2.2 and Lemma 2.3.
Lemma 2.4. Let A ∈ H
n×n be partitioned as
where
Then the following statements are equivalent: The case of complex matrices of Lemma 2.4 can also be found in [11] .
Now we present a criterion that a 3 × 3 partitioned Hermitian quaternion matrix is nnd.
such that A ∈ SP n if and only if the following
Proof. If there exists a quaternion matrix X 23 such that A ∈ SP n , then by Lemma 2.3, A 1 is nnd. Clearly, A 2 ∈ H n−r2 by A ∈ H n . For an arbitrary nonzero column
Therefore, A 2 is also nnd. Hence the theorem follows immediately from Lemma 2.2 and Lemma 2.5.
Now we turn our attention to establish a criterion that a quaternion matrix is reflexive rennd.
For A ∈ H n×n , a quaternion λ is said to be a right (or left) eigenvalue of A if Ax = xλ (or Ax = λx) for some nonzero vector x ∈ H n×1 . In this paper, we only use the right eigenvalue (simply say eigenvalue). It can be verified easily that the eigenvalues of an involution P ∈ H n×n are 1 and −1.
In [29] , a practical method to represent an involutory quaternion matrix was given as follows. 
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n × r and r = r(I n + P ), by applying a sequence of elementary column operations on K.
(ii) Put T = N, M , then
By Lemma 2.7, R (N ) is the eigenspace corresponding to the eigenvalue 1 of P and R (M ) the eigenspace corresponding to the eigenvalue −1 of P. Since P is Hermitian, it can be orthogonally diagonalized. To see this, we perform the Gram-Schmidt process to the columns of N and M , respectively. Suppose that the corresponding orthonormal column vectors are as follows:
It is clear that P V = V, P W = −W and U = V, W is unitary. Hence it follows from P * = P that
Therefore, similar to Theorem 2.2 in [29] , we get the following lemma.
Lemma 2.8. Let A ∈ H n×n . Then A ∈ RH n×n (P ) if and only if A can be expressed as
U is defined as (2.2).
At the end of the section, we present a criterion that a quaternion matrix is reflexive rennd.
P ) if and only if
where . Then there exist P ∈ GL m , Q ∈ GL r , T ∈ GL n−r such that
In some way, Lemma 3.1 can be regarded as an extension of the generalized singular value decomposition (GSVD) on a complex matrix pair (see [31] - [33] ). It is worth pointing out that there is a good collection of literature, [8] and [9] for example, on the GSVD approach for solving matrix equations. Now we propose an algorithm for finding out P, Q and T in Lemma 3.1. 
Apply a sequence of elementary row operations on the submatrices I
Then P, Q and T are obtained.
Now we consider (1.2). Let
3) 
In that case, the general solution of (1.2) can be expressed as (3.3) and (3.4) .
Proof. Obviously, matrix equation (1.2) is equivalent to the following matrix equation
If (1.2) is consistent, then by (3.1)−(3.5) and (3.9), we have the following     X 11 + Y 11 0 0 0 
where E, G ∈ SP * r are arbitrary but satisfy 
is also rennd, i.e.,
where G is rennd; 
