Abstract. Let G be a graph and let T be a tree with the same vertex set. Let e be an edge of T and A e and B e be the vertex sets of the components of T obtained after removal of e. Let E G (A e , B e ) be the set of edges of G with one endvertex in A e and one endvertex in B e . Let ec(G :
Introduction
In this paper we consider finite simple graphs. Our graph-theoretic terminology follows [4] . For a graph G by V G and E G we denote its vertex set and its edge set, respectively.
Let G and H be two connected graphs with the same vertex set. An H-layout L of G is a collection {P g : g ∈ E G } of paths in H, where P g is a path joining the end vertices of g. Such P g will be called detours for g, even in the case when P g = g.
For an edge h of H we define the congestion of L in h as the number of times h appears in L. More formally, c(h, L) = |{P g ∈ L : h ∈ P g }|.
The congestion of L is defined by
The edge congestion of G in H is defined by
where the minimum is over all H-layouts L of G.
The main purpose of the present paper is to study the following notions.
We define the tree congestion of G by t(G) = min{ec(G : T ) : T is a tree with V T = V G }.
Any tree with V T = V G satisfying ec(G : T ) = t(G) will be called a minimal congestion tree for G.
Observe that if T is a tree satisfying V T = V G , then G has exactly one T -layout.
We define the spanning tree congestion of G by s(G) = min{ec(G : T ) : T is a spanning tree of G}.
Any spanning tree of G satisfying ec(G : T ) = s(G) will be called a minimal congestion spanning tree for G. (By a spanning tree for G we mean a subgraph T of G such that V T = V G and T is a tree.)
If we replace in (1) the word 'tree' by the word 'path' we get the well known definition of the cutwidth:
cw(G) = min{ec(G : P ) : P is a path with V P = V G }.
The cutwidth has been actively studied, see [7] , [8] , [10] , [12, p. 201] , [19] , [25] , and references therein.
It is natural to consider parameters similar to (3) with paths replaced by other classes of graphs, some problems of this type were suggested in [8, p. 166] . Some work in this direction has already been done, in particular, [1] is devoted to similar parameter with 'path' replaced by 'grid', [6] is devoted to similar parameter with 'path' replaced by 'cycle', K. Bhutani and B. Khan [2] studied the minimal value of ec(G : H) over all H satisfying V H = V G and being isomorphic to a given graph. D. Bienstock [3] studied the embeddings of graphs into binary trees that minimize the congestion (the definitions used by him are the natural extensions of our definitions to the case when V G ⊂ V H ). Some results of similar nature can be found in [24] .
The present paper is devoted to parameters t(G), s(G), and to minimal congestion trees. Our interest to these parameters and objects is originated in the fact that the parameters t(G) and s(G) can be used to estimate the Banach-Mazur distance between discrete Sobolev spaces and l n 1 of the same dimension (I plan to present the obtained results on such estimates in a separate paper). Such estimates are important for study of minimal-volume projections of cubes, see [21] and [22] . An additional motivation for this study is that results on s(G) may be considered as 'congestional' analogues of the well-known results of O. Boruvka [5] , V. Jarnik [14] , J. Kruskal [17] , and R. C. Prim [23] on shortest (or minimal) spanning trees. See [16] and [20] for historical information and English translations of [5] and [14] .
Basic estimates for tree congestion
We need some more notation. Let n = |V G |. By d v we denote the degree of a vertex v ∈ V G . For a subset X ⊂ V G we define
Let us order vertices of G in such a way that
By diam(G) we denote the diameter of the graph G.
For each pair (u, v) of vertices of G we denote by m(u, v) the maximal number of edge-disjoint paths joining u and v in G. We let
To describe paths we list their vertices.
Working with trees it will be convenient to use related definitions and observations that are going back to C. Jordan [15] , see [13, pp. 35-36] .
Let u be a vertex of a tree T . If we delete all edges incident to u from T we get a forest. The maximal number of vertices in components of the forest is called the weight of T at u. A vertex v of T is called a centroid vertex if the weight of T at v is minimal. The weight of a centroid vertex is called the weight of T and is denoted by w(T ). A tree T has one or two centroid vertices. Two centroid vertices are present only in the case when T has an edge whose removal splits T into two components with the same number of vertices. In particular, in such a case |V T | = 2w(T ). So trees with odd |V T | and trees with w(T ) < |V T |/2 have exactly one centroid vertex. We call it the centroid of T .
It is easy to see that if we remove an edge incident to a centroid vertex v, then the component of T that does not contain v has at most as many vertices as the component that contains v. This observation implies the following characterization of w(T ).
For an edge e ∈ E T by A e and B e we denote the vertex sets of the components of T obtained after removal of e. Then w(T ) = max{min{|A e |, |B e |} : e ∈ E T }.
We use these definitions to get some inequalities for the congestion problems.
Let G be a graph and U , W be two disjoint subsets of V G . By E G (U, W ) we denote the set of all edges of G with one endvertex in U and one endvertex in W .
Let T be a tree satisfying V T = V G , and let e ∈ E T . Let A e and B e be the subsets of V T introduced above. Then e is used in |E G (A e , B e )| detours for edges of G. This observation implies some estimates for ec(G : T ).
If T is a spanning tree of G, then at least |A e | − 1 of edges of G incident to vertices of A e have both endvertices in A e . The same is true for B e . Hence in this case
Another immediate inequality is
Using (7) and the obvious inequality w(T ) ≤ |V G |/2 we get
The inequalities (5), (6), and (7) make us interested in trees having small weight. If we do not assume that T is a subgraph of G, then we may choose T to be a tree with one vertex of degree |V G | − 1 and all other vertices of degree 1. It is clear that w(T ) = 1 for such T . From (5) we get t(G) ≤ ∆ G . This inequality can be improved, see Theorem 1(a) below.
The inequalities above are more interesting for spanning trees. One of the reasons for this is that for a spanning tree T of G there is an estimate for w(T ) from below:
To get (9) we consider a centroid vertex v of T . The forest T \v has at most ∆ T ≤ ∆ G components and each of them has ≤ w(T ) vertices. Therefore
The inequality (9) follows.
The inequality (9) is particularly useful for graphs G for which there exist estimates for |E G (A e , B e )| from below. We recall two well-known relevant definitions. The complement of a subset X ⊂ V G will be denoted byX.
We say that a graph G has isoperimetric dimension δ with isoperimetric constant
for every proper subset X of V G , where c δ does not depend on X. See [9, Chapter 11] and [11] for information on this notion.
The Cheeger constant of G is defined to be the maximal real number h G satisfying
for every nonempty X ⊂ V G having nonempty complement. (The Cheeger constant can be considered as the isoperimetric constant corresponding to the infinite dimension.) See [9, Chapter 2] and [18, Chapter 1] for information on this notion.
We summarize our estimates for t(G) and s(G) in the following theorem.
.
Proof of (a).
• The inequality t(G) ≤ s(G) immediately follows from the definitions.
• To get the inequality s(G) ≤ |E G | − |V G | + 2 recall the well-known observation: we can remove |E G | − |V G | + 1 edges from E G in such a way that we get a spanning tree T of G.
For each removed edge g we consider its detour P g in T .
The number of such detours is |E G | − |V G | + 1. Hence each edge e ∈ E T belongs to at most |E G | − |V G | + 1 of them. Because each edge e ∈ E T is also a detour for itself, we get
• To show that m G ≤ t(G) we suppose that u, v ∈ V G are such that m(u, v) = m G .
Let T be a tree satisfying V T = V G . Let P = u, u 1 , u 2 , . . . , u k , v be a path joining u and v in T .
Let Q 1 , . . . , Q m G be edge-disjoint paths joining u and v in G.
Observe that since T is a tree, then for each vertex w ∈ V T , there exists a unique vertex x = x(w) in P satisfying
where by d T we denote the standard graph-theoretic distance between vertices of T .
It is easy to see that each of the paths Q 1 , . . . , Q m G has an edge e = {y, z} such that x(y) = u and x(z) = u. It is clear that the detour P e (because T is a tree, there is only one detour) contains the edge {u, u 1 }. Hence ec(G : T ) ≥ m G .
• To finish (a) we need to show that t(G) ≤ m G .
Proof. Let v ∈ V G be a vertex of the largest degree in G (that is d v = ∆ G ). Let T be the tree obtained by joining v with each of the other vertices in V G , that is
Observe that for each edge g ∈ E G there is a detour of length 1 or 2 in T . The length 1 occurs if v is one of the end vertices of g, the length 2 occurs if v is not among the end vertices of g. We mean that for g = {x, z} the detour is P g = x, v, z.
From this description
Proof. We use induction on the number k of vertices of degree > M ≥ m G in G.
The case k = 1 is implicit in the proof of the observation. there exists a set S containing l edges whose deletion separates u from v. It is easy to see that the graph obtained after the deletion of S from E G has exactly 2 components, let V 1 and V 2 be their sets of vertices, u ∈ V 1 and v ∈ V 2 . Let S = {{u 1 , v 1 }, . . . , {u l , v l }}, where u i ∈ V 1 and v i ∈ V 2 . Observe that neither {u i } nor {v i } have to be distinct.
We form two new graphs, G 1 and G 2 . The vertex set of G 1 is the union of V 1 and (l + 1) new vertices x 1 , x 2 , . . . , x l , x. The edge set of G 1 consists of those edges of G both of whose endvertices are in V 1 , together with the edges {u i , x i } and {x i , x} (i = 1, . . . , l).
The vertex set of G 2 is the union of V 2 and (l + 1) new vertices y 1 , y 2 , . . . , y l , y. The edge set of G 2 consists of those edges of G both of whose endvertices are in V 2 , together with the edges {v i , y i } and {y i , y} (i = 1, . . . , l).
Observe that the case M = 1 is trivial, because in this case G is a tree. So we assume that M ≥ 2. In such a case all added vertices have degrees ≤ M .
It is easy to check that m G 1 ≤ M and m G 2 ≤ M . Since u is in G 1 and v is in G 2 , then each of the graphs G 1 and G 2 has at least one and at most k − 1 vertices of degree > M .
By the induction hypothesis we can find a tree T 1 in G 1 and a tree T 2 in G 2 such that
, and all vertices of degree ≤ M in G 2 have degree 1 in T 2 . Since l ≤ M , then x has degree 1 in T 1 and y has degree 1 in T 2 . Let {x, z 1 } be the only edge incident to x in T 1 .
Since x 1 , . . . , x l have degree 2 in G 1 , the assumption implies that x 1 , . . . , x l have degree 1 in T 1 . Hence z 1 / ∈ {x 1 , . . . , x l }.
Let {y, z 2 } be the only edge incident to y in T 2 . As above we get z 2 / ∈ {y 1 , . . . , y l }.
We introduce a graph T with V T = V G in the following way. We remove from E T 1 all edges with endvertices in the set {x 1 , . . . , x l , x}. We remove from E T 2 all edges with endvertices in the set {y 1 , . . . , y l , y}. We let E T be the set of all remaining edges from E T 1 and E T 2 plus the edge {z 1 , z 2 }.
Since {x 1 , . . . , x l , x} have degree 1 in T 1 and {y 1 , . . . , y l , y} have degree 1 in T 2 , the graph T defined above is a tree with V T = V G , so the condition (A) is satisfied.
Observe that for each vertex from V 1 its degree in T is not greater than its degree in T 1 and for each vertex from V 2 its degree in T is not greater than its degree in T 2 . Hence the condition (C) of Lemma 1 is satisfied.
It remains to show that T satisfies the condition (B).
We denote the detour of e ∈ E G 1 in T 1 by P e . By the induction hypothesis each edge of T 1 is used in at most M detours.
We denote the detour of e ∈ E G 2 in T 2 by Q e . By the induction hypothesis each edge of T 2 is used in at most M detours.
Observe that the detour R f for f ∈ E G in T can be described in the following way.
(iii) The only edges of G that are neither in E G 1 nor in E G 2 are the edges of the set S. Their detours can be described in the following way. For f i = {u i , v i } the detour is
where the symmetric difference is defined in the natural way. So, for example P {u i ,x i } P {x i ,x} is the path from u i to x in T 1 . The equation (12) describes a path because the only vertex adjacent to x in T 1 is adjacent (in T ) to the only vertex adjacent to y in T 2 .
It is easy to see that each edge from E T 1 is used in at most the same number of detours {R f } as in detours {P e }, and that each edge from E T 2 is used in at most the same number of detours {R f } as in detours {Q e }. It is also easy to see that the edge {z 1 , z 2 } is used in detours {R f i } (i = 1, . . . , l) only. Hence ec(G :
Thus the proof of (a) is complete.
Proof of (b) and (c). Let T be a spanning tree of G. By (4) there exists an edge e ∈ E T such that min{|A e |, |B e |} = w(T ), where A e and B e are the vertex sets of the components of T obtained after removal of e. By (9) we get
Using this inequality and the definition of the Cheeger constant we get
Using the inequality (13) and the definition of the isoperimetric dimension we get
To prove (c) we observe that for each spanning tree T of G we have diam(T ) ≥ diam(G). Instead of (9) we use the following obvious statement: there exists an edge e ∈ E T such that min{|A e |, |B e |} ≥ diam(T ) 2
So we need to prove that t(G) ≥ k only.
Let T be any tree with vertex set V G . There are |V G | − 1 edges in T and k 2 |V G | edges in G. When we select a detour for each of the edges of G, a detour can be of length 1 at most |V G | − 1 times, and is of length at least 2 all other times. Therefore in total at least
edges are used in all of the detours. Therefore at least one of the edges of T is used in at least
detours, where by x we denote the least integer ≥ x. Hence ec(G : T ) ≥ k.
3 On the maximal possible spanning tree congestion for graphs with n vertices It follows immediately from Corollary 1 (and is easy to check without it) that s(K n ) = t(K n ) = n − 1. Also, Theorem 1(a) implies that for simple finite graphs (we do not consider any other graphs in this paper) n − 1 is the maximal possible tree congestion for graphs with n vertices.
The following example shows that n − 1 is not the maximal possible spanning tree congestion for graphs with n vertices.
Example. Let G be a graph with n = 2k vertices obtained from K n by removal of a perfect matching in K n (n ≥ 4). Then s(G) = 2(n − 3).
Proof. Let T be any spanning tree in G. We claim that T contains a path of length 3. In fact, let P be a longest path in T . If the length of P is 2, then, as it is easy to see, the central vertex of P is adjacent to each of the vertices of G, contrary to the definition of G.
Let P be a path in T of length 3 in G. Let e be the middle edge of P . Let m ≥ 2 be the number of vertices in one of the components obtained after the removal of e from T , and let n − m ≥ m be the number of vertices in the other component. Then the number of edges in G joining the components is ≥ m(n − m) − m = m(n − m − 1). Detours for all of these edges contain e. Hence ec(G :
To show that s(G) ≤ 2(n − 3) we consider the following spanning tree T . Let v be any vertex in G. We include into E T all edges incident to v as well as one edge incident to the only vertex that is not adjacent to v. It is easy to check that ec(G : T ) = 2(n − 3).
Remark. In a similar way we can exhibit examples of graphs G with odd numbers of vertices and s(G) ≥ 2(n − 3) − 1. The statement is nontrivial if the number of vertices is ≥ 5. The corresponding example is obtained by the removal from the complete graph of a maximal matching and an edge incident to the only vertex that is not saturated by the matching.
This simple example makes it interesting to study the sequence
Problem. What is the rate of growth of µ(n)?
Our next proposition shows that it is not possible to improve the estimate from below of the example by removing a bit more edges from a complete graph. ) be the remaining vertices. Each of them has at least n 3 neighbors in {x 1 , . . . , x k }. Therefore we can find a matching between u 1 , . . . , u m and some subset of {x 1 , . . . , x k }. Let E T be the set consisting of edges joining x 0 with x 1 , . . . , x k and the collection of edges from the matching between {u 1 , . . . , u m } and some subset of {x 1 , . . . , x k }.
It is clear w(T ) ≤ 2. Using (6) we get ec(G :
Nevertheless, the asymptotic estimate for µ(n) from below can be improved.
Theorem 2 There exists an absolute constant c > 0 such that µ(n) ≥ cn 3/2 .
Proof. We may and shall assume that n is of the form n = 3k − 2 √ k, where k is such that √ k is an integer and n is odd. We also assume that k > 4.
To prove the theorem it is enough to construct a graph G satisfying |V (G)| = n and
We construct G in the following way.
Vertices v and u in G are adjacent if and only if u, v ∈ C i for some i ∈ {1, 2, 3}.
Let T be a spanning tree in G satisfying s(G) = ec(G : T ). Since |V T | is odd, then T cannot have two centroid vertices. We denote the centroid of T by c.
Since the sets C 1 and C 3 are disjoint, then c does not belong to at least one of them. Without loss of generality we assume c / ∈ C 1 . The edges incident to c in T will be called central edges. If we remove all central edges from T , we get a forest. Let V 1 , . . . , V t be vertex sets of connected components of the forest, except the component whose only vertex is c. There is a natural bijective correspondence between the set of central edges and the set {V 1 , . . . , V t }. Let us denote the central edge corresponding to V i by e i .
Observe that C 1 cannot intersect more than √ k of the sets V 1 , . . . , V t . In fact, only √ k vertices of C 1 are adjacent to vertices that are not in C 1 , so there are only √ k "entrances" into C 1 .
Therefore there exists j ∈ {1, . . . , t} such that V j ∩ C 1 has at least √ k vertices.
In the former case we are done. In the latter case we get
There are (k − b 2 )b 2 edges joining V j ∩ C 2 with C 2 \V j . Hence e j is used in at least
If k > 4, this inequality implies |V j | > |V G |/2. We get a contradiction with the fact that c is a centroid.
The inequality (8) implies the following estimate for µ(n) from above:
Here we mean that n ≥ 2. We are going to show that for large values of n the inequality (14) can be improved. To do this we recall (14) was obtained as a consequence of ec(G : T ) ≤ w(T )(|V G | − w(T )).
Proposition 2 If T is a spanning tree of G and w(T ) ≥ 3, then
s(G) < w(T )(|V G | − w(T )).
Proof. Assume the contrary. Then the equality in (15) is attained. This means that for some edge e ∈ E T satisfying min{|A e |, |B e |} = w(T ) each vertex of A e is adjacent to each vertex of B e . Without loss of generality we assume that |A e | ≤ |B e |. We construct a new spanning tree R of G in the following way. Let u ∈ A e , let M ⊂ E G be a matching between A e \u and some subset of B e . Let E R be the union of M and the set of all edges of the form (u, v), where v ∈ B e .
It is easy to see that w(R) = 2. Since |V G | ≥ 2w(T ) ≥ 6, we get s(G) ≤ w(R)(|V G | − w(R)) < w(T )(|V G | − w(T )).
Recalling the proof of (8) .
Using an argument similar to the one used in Proposition 2 further improvements of (14) can be obtained. I do not present them because at the moment I do not see whether they can be used to show that µ(n) is o(n 2 ).
So at this time we know that c 1 n 3/2 ≤ µ(n) ≤ c 2 n 2 . The main open problem related to the topic of this paper is to get more precise estimates on the rate of growth of µ(n).
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