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(Al) 2 $n$ $N=\{1,2,\cdots,n\}$
(A2) $K=\{S,E\}$ $S$ $E$ $E$ $S$
1734 2011 33-40 33
(A3) $k\in K$ $\in N$ $M_{k}(x_{k}’)\subseteq N$
$B_{k}=\{1,2,\cdots,m_{k}\}$ $x_{k}\in M_{k}(x_{k}’)$ $b_{k}\in B_{k}$
$a_{k}=(x_{k},b_{k})\in A_{k}=N\cross B_{k}$
$M_{k}(x_{k}’)$










(Partially Observable Stochastic Game, POSG)
2.1 POSG $\Gamma$




(4) $A_{k}$ , $k\in K$ $k$
(5) $0_{S}=\{0\},O_{E}=\{0,1\},$ $O=O_{S}\cross O_{E}$ $S$ $E$
0 1
(6) $P_{STEP}$ : $S\cross Aarrow\Delta(S)$
$P_{STEP}\triangleright’|y,a)=\delta_{y^{s}x}$ , $y,y’\in S$ , $a=((x_{S},b_{S}),(x_{E},b_{E}))\in A$ , $x=(x_{S},x_{E})\in S$ (2)
$\delta_{y’x}$
$\delta$
(7) $P_{SIG}$ : $Aarrow\Delta(0)$
$P_{SIG}(0|a)=\{\begin{array}{ll}(1-\eta_{S}(a)X]-\eta_{E}(a)) if 0=(0,0) (1-\eta_{S}(a))\eta_{E}(a) if 0=(0,1)’ o\in O, a\in A (3)\end{array}$
(8) $R_{k}$ : $Aarrow \mathfrak{R}$ $k$
$R_{S}(a)=\eta_{S}(a)$, $a\in A$ (4)
$R_{E}(a)=-\eta_{S}(a)$, $a\in A$ (5)
3
2 $\Gamma$ FSC [8]
FSC POSG











1 FSC ( 1, O 1,
3 )


























$M\cross N$ $F$ $V(F_{1})$
$P_{1}$ ssp y, $V(F_{2})$ $P_{2}$ ssp z
$\Lambda^{k\cross l}$ $k\cross l$ 01
Algorithml: Sampled Saddle Point Algorithm
1 $P_{1}$ $\Gamma_{1}\in\Lambda^{M\cross m_{1}}$ $\Pi_{1}\in\Lambda^{N\cross n_{1}}$
2 $F$ $m_{1}\cross n_{1}$ $F_{1}=\Gamma_{1}’F\Pi_{1}$
3 $m_{1}$ $P_{1}$ $S_{m_{1}},$ $n_{1}$ $P_{2}$
$S_{n_{1}}$ ssp y $y i\equiv\arg\min_{1}\max_{zy_{1}\in S_{m}\in S_{\eta}}y_{1}’F_{1}z$ $y=\Gamma_{1}yi$
4y $\overline{V}(F_{1})$ $\overline{V}(F_{1})=\max_{=\in s_{\eta}}y_{1}^{l’}F_{1}z$
5 1 $\sim$4 $1arrow 2$ , $\max$ omin $z$ -V(F2)
ssp
( $P_{1}$ ).





$1-\delta$ $\epsilon$ $P_{\Gamma_{2},\Pi_{2}}$ $\Gamma_{2}$ $\Pi_{2}$











































$P$ 0.5 0.5 $P$ 1 0.5 $W$ $0$
5.1. FSC
FSC FSC
A $P$ 2 1 No. 1 5 SSP










(c) A $1arrow 0.75$
RND
(b) $L$ $1arrow 2$
RND
(d) A $L$ $2arrow 4$
2 95% (b) $L$ $1arrow 2$ ,



























(b) $E$ $1arrow 2$
$\subset\supset$ 100% SSP(E) – –SSP(S)
0.8






: : : :
(c) A $1arrow 0.75$ (d) A $E$ $2arrow 4$
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