In this paper, we present a novel method to detect salient object based on multi-level cues. First, a proposal processing scheme is developed by various object-level saliency cues to generate an initial saliency map. For the sake of more accurate object boundaries, a two-stage optimization mechanism is then proposed upon superpixel-level. Finally, the superpixel-level saliency map is further improved to construct the final saliency map by applying superpixel-to-pixel mapping. Extensive experimental results demonstrate that the proposed algorithm performs favorably against the state-of-art saliency detection methods in terms of different evaluation metrics on several benchmark datasets.
Introduction
Human visual system can rapidly and accurately identify the most attractive regions in scenes. Simulating such an ability, saliency detection came into being in the field of computer vision. As a pre-processing step, it has been successfully applied to various computer vision fields, such as image segmentation [1] , object recognition [2] , forgery detection [3] , image/video compression [4] and image retrieval [5] , and so on. However, it is still challenging for most of exiting saliency methods to detect accurate objects especially in complex scenes. This paper focuses on aggregating multilevel cues to improve the effect of image saliency detection.
Prior Work
Traditional salient object detection methods are mainly based on bottom-up models, which use low-level features or heuristics. Bottom-up models usually take pixels or superpixels as processing units to compute saliency. Wang et al. [6] computed pixel-wise image saliency by aggregating complementary appearance contrast measures with spatial priors. Yan et al. [7] presented a hierarchical model by using a multi-layer approach to infer saliency detection. Considering that superpixel can not only capture the structural information of an image but also speed up the processing, more and more superpixel-based methods have been proposed. Yang et al. [8] introduced a saliency detection method via manifold ranking on a graph. Zhou et al. [9] proposed a bottom-up salient region detection method that integrated compactness and local contrast cues. Yuan et al. [10] used a saliency reversion correction process for saliency detection based on a regularized random walk ranking model. Although these bottom-up saliency models can perform well, they are still challenging in complex scenes, which are mainly due to the lack of object-level features in the low-level mechanism.
Accordingly, many algorithms have begun to prefer to incorporate high-level features. Object proposal, which aims to produce an immense amount of candidates to cover the objects as many as possible, is proposed. However, most of works [11] , [12] just use all proposals to coarsely dig out the location of salient objects, which not only increase the workload but also do not work well. This is because only a small percentage of proposals can provide useful help and these methods ignore the property of each proposal. How to reasonably utilize object proposals to improve the performance of saliency detection is still challenging.
Motivation and Contribution
To address above issues, we propose a novel method by aggregating mutil-level saliency cues. First, we adopt high-level feature, namely object proposals, to derive an initial map guided by a proposal ranking scheme. With the advantage of superpixels, an object boundary refinement and a robust propagation process are then proposed to further improve the regional maps. Finally, a superpixelto-pixel mapping method is used to get the final pixle-level map. The comparative experiments validate the effectiveness and computational efficiency of the proposal model. In summary, the main contributions of our work include: r A robust proposal ranking scheme is derived by considering various spatial saliency cues on object level.
r Multi-level cues including object-level, superpixel-level and pixel-level are used, which bridges the gap between low-level cues and high-level features for saliency detection.
r An object boundary refinement and a robust propagation process are then proposed to improve the maps.
r Compared with the state-of-art saliency detection methods, the proposed method performs favorably against the state-of-art saliency detection methods in terms of different evaluation metrics on several benchmark datasets.
Methodology
An overview of our approach is presented in Fig. 1 . First, a proposal processing scheme is designed to select reliable proposals based on various object-level saliency cues and generate a coarse saliency map in Section 2.1. Furthermore, a refinement mechanism is then utilized to obtain more accurate object boundaries in Section 2.2. Finally, we refine the regional maps on pixel level to achieve saliency coherency in Section 2.3. In the following subsections, we will discuss the aforementioned research directions in more detail. 
Object-Level Saliency Map
For an image, we use the [13] to generate series of object proposals, which are likely to cover the objects. However, two remaining issues need to be addressed. First, it is time-consuming to process all proposals. In addition, not all proposals can provide useful information for saliency detection. Therefore, we formulate two indicators to select some reasonable object proposals for subsequent processing.
The first one is a pre-processing indicator: size control. Accordingly to [14] , the size ratio of salient object usually falls in the range 0.05 to 0.6. If a proposal is too large, it will be more likely to contain background regions. On the contrary, if a proposal is too small, it means that too few foreground regions will be contained. Hence, the scheme of size limitation can not only speed up the processing but also can effectively prevent the interference caused by oversized proposals.
To solve the problem that partial proposals are not conducive to saliency detection, we propose the second indicator: ranking scheme. It is designed to evaluate the confidence of each proposal as a salient object proposal. Herenin, a ranking score R (w i ) for each proposal is defined by considering spatial saliency cues on object level instead of traditional low-level:
where R O (w i ) denotes the corresponding objectness score of proposal w i . R B (w i ), and R C (w i ) indicate the background score, and compactness score, respectively.
1)Proposal background score:
According to background prior, it is of high probability for the regions along the image boundaries to be the background. Based on this prior, Zhu et al. [15] proposed the concept of boundary connectivity and compute it on superpixel level. Nonetheless, it might be not suitable for pixel level or superpixel level, because it is based on object level. In addition, it is also a difficult task for us to segment an image accurately. Different from [15] , we compute proposal background score by extending boundary connectivity to object level. The background score R B (w i ) is defined as:
Here, Bnd(I) denotes the boundary pixels of an image I, A(w i ) is the area of w i . Based on the above equation, the more pixels the proposal contacts with the boundaries, the smaller background score it is, which illustrates that the probability of the corresponding proposal covering the salient objects is low. The saliency map based on the background prior is shown in Fig. 2b , which is obtained by accumulating the background scores of all proposals.
2) Proposal compactness score: A high-quality proposal should preserve compactness of color attributes and spatial distribution. In this paper, we combine local color contrast and global spatial distribution to measure the proposal compactness score. For local color contrast, we mainly calculate their distance in CIELab space between the proposal w i and its neighboring region w i obtained by morphological dilation operation for w i :
For global spatial distribution, it is defined as below:
with
Here, s j is the position of w j ; χ(w i , w j ) is the chi-square distance between the proposal w i and w j in lab color feature space; σ d control the strength of the distribution, which is set to 1. N is the number of proposals; normalize(x) is a function that normalizes x. According to above definitions, the compactness score can be computed as:
The saliency results using compactness score R C are shown in Fig. 2c . After obtaining the different scores described above, we can get the ranking score R(w i ) by Eq. 1. According to ranking score, we select the top 30% with high color ranking score as salient object proposals for each image. Then, we compute the saliency value for each pixel by the following formula:
where m is the number of selected proposals. M i (x, y) = {0, 1}, where M i (x, y) = 1 if pixel (x, y) is contained within the proposal w i , and 0 otherwise. Here, we empirically set σ 2 obj = 3. Examples of our initial saliency result are shown in Fig. 2d . We can note that we can distinguish the background from the salient object.
Superpixel-Level Saliency Map

Boundary Refinement:
Although the obtained saliency is relative accuracy, some object boundaries are indefinite. To this end, we advance a graph-based method to get more accurate object boundaries upon superpixel-level. Give an image I, its superpixels SP = {sp i } N i =1 can be generated by SLIC [16] and the saliency of each superpixel sp i is the averaged saliency value of its pixels in initial saliency map. Then, a double threshold is applied to separate the SP into three types: foreground F(the value of each superpixel in F is higher than T h ), background B (the value of each superpixel in B is lower than T l ) and uncertain regions U (U = SP-F-B) . In this paper, we set T h = 0.8 and T l = 0.2.
Specifically, an undirected weighted graph G is first constructed and each superpixel represents a node. In this graph, each node is just connected to its directly neighboring nodes. The edge weight e between any two adjacent superpixels is defined as the Guassian weighted Euclidean distance in feature space extracted from the fully-convolutional network (FCN-32s) [17] , namely,
). In addition, we specify that the edge weight between any two homogeneous superpixels is zero. Base on the graph G with the above defined edge weight, the saliency value of the uncertain area s u in U is computed by measuring dissimilarity map and center-based weight:
Here w(s u ) denotes the center-based weight, which is mainly considering that salient object tends to appear near the center of the image. x i , y i , x c , y c denote the center coordinates of region i and the center coordinates of the image, respectively. σ x and σ y are set to one third of the image width and height, respectively. d geo (i , j) is the geodesic distance between i and j [18] . According to the above equation, for a node representing a foreground superpixel, the saliency value of superpixel s u is relatively higher resulting from the shorter of the path to the foreground node and the larger difference between it and background. The second is mainly to achieve the purpose that the close s u is close to the image center, the larger its value is. As shown in Fig. 2e , we can observe that the bear and person are all well highlighted.
Saliency Consistency:
In order to further improve the consistency of the saliency, we introduce a propagation process to refine the saliency maps S sp . In this paper, we adopt manifold ranking [8] for refining:
where W is the affinity metric and D is the degree matrix of W; s is the saliency values of S sp . The affinity entry is defined as:
0 other w i se (12) where N i is the set of neighbors of the superpixel i. Instead of constructing a 2-ring neighborhood graph [19] , [20] , we define that a node is connected to its directly neighboring nodes and the most similar node in its undirectly neighhood nodes. The rationale behind it is that it takes into account local spatial relationship while it effectively eliminates the interference caused by dissimilar nodes. To make sure superpixels with the same structure to have the similar value, we introduce mid-level structure information. First, we merge a quantity of superpixels together into much bigger regions using the mid-level clustering algorithm [21] . Then we re-define our similarity matrix as: (13) where a ij = 1 if i and j are in the same cluster, otherwise a ij = 0. Based on above definitions, Eq. 11 can be re-written as:
where D' is the degree matrix of P, and we set η = 0.99 [8] . Then, we normalize f to [0,1] and assign a saliency value to each pixels for a final map. According to Fig. 2f , the results are more accurate.
Pixel-Level Saliency Map
The conventional processing mechanism of setting all pixels in a superpixel to the same value usually produces a mosaic effect, because it ignores the internal structural information of the image. In order to address such problem, we adopt superpixel-to-pixel mapping method inspired by [22] to obtain the final pixel-level saliency map accurately. i.e.,
S fi nal = N or mali zed(S p ) (16) where N (p m ) denotes the superpixels that contain p m and its adjacent superpixel. bin (p m ) denotes the number for the quantized color of p m in the color quantization table CQ generated by quantizing uniformly each color channel (L,a,b) into qb bins. CH i indicates the color histogram of superpixle i. normalize(x) is a function that normalizes x. Furthermore, we adopt logistic function to further highlight the salient object and synchronously suppress the background regions. The accuracy of the saliency map is sensitive to the magnitude of superpixels for the reason that the scale of different salient objects may be not same. In order to eliminate the errors of the entire algorithm caused by superpixel segmentation, we compute a saliency map in four scales and take their average value as output. As is shown in Fig. 2g , depending the superpixel-to-pixel mapping method makes the result closer to the ground-truth.
Experimental Details
Experimental Setup
Dataset:
Our method is evaluated on five datasets including ASD [28] , ECSSD [7] , PASCAL [29] , SOD [30] and SED1 [31] datasets. ASD contains 1000 images and most of the images usually have only one salient object with high contrast to the non-salient object. ECSSD contains 1000 structurally complex images and it is more challenging. PASCAL-S includes 850 images with complex background. SOD consists of 300 images, where many images have multiple salient objects with various patterns. SED1 consists of 100 images where the objects have different scales and locations. In this paper, we extensively present comparison of the proposed algorithm against nine state-of-the-art saliency detection methods including: HS [7] , SF [23] , GS [18] , MR [8] , BFS [24] , LPS [25] , MB [26] , RR [27] , SRD [9] .
Evaluation Metrics:
We evaluate the performance using Precision-Recall (PR) curves, F-measure and MAE. The precision-recall curves is computed by binarizing the saliency map with a threshold sliding from 0 to 255. F-measure is the harmonic mean of the precision(P) and recall(R):
where β 2 is set to 0.3 to emphasize precision [25] . The MAE is the average difference between the saliency map S and the ground-truth G in pixel-level: MAE = mean|S(x,y)-G(x,y)|.
Comparison With Other Methods
First, visual comparisons are performed. We provide some saliency maps generated by the proposed method and other nine state-of-the-art algorithms in Fig. 3 . From the results, we can see that the saliency maps generated by our algorithm can clearly separate the salient objects from the background. For simple background and single-object(the first two rows in Fig. 3 ), our method can uniformly highlight the salient object with few scattered patches. For complex scenes or multiple objects(The third row to the sixth row), our method can still perform well.
Then quantitative comparisons are performed. The results of precision-recall (PR) curves, F-measure and MAE are presents in Fig. 4 to Fig. 8 and the corresponding quantitative evaluation results are presented in Table 1 . We first conduct the quantitative comparison on ASD dataset, and the results are shown in Fig. 4 . The precision-recall curves of our method outperform all of the other methods as shown in Fig. 4a , and our method can achieve the highest precision value of 0.9399. On the other hand, the highest F-measure and the best MAE of 0.9223, 0.0678 is accomplished by our method in Fig. 4b and Fig. 4c . Fig. 5 shows the results on ECSSD dataset. It is clear that the precision-recall curves of our method exceed all other algorithms as in Fig. 5a . Although our method achieves the second best MAE score, with a very minor margin(0.0002) to the best result(MB), it improves by over the second best in terms of 3.87%, 2.1%, 2.58% precision, recall and F-measure, respectively. Fig. 6 and Fig. 7 display the P-R curves, F-measure and MAE on PASCAL and SOD dataset, respectively. As shown in Fig. 6a and Fig. 7a , our method is the best among those competitive methods. The F-measure and precision are the highest as well as MAE the lowest on both PASCAL and SOD dataset.
On SED1 dataset, our method is superior to other methods (Fig. 8) . Our method performs the second highest precision value. Note that SRD achieves the highest precision value, however, it is at the expense of low recall. In terms of F-measure and MAE, Our method obtains the best performance.
Analysis of Our Algorithm
To demonstrate the effectiveness of our proposed algorithm, we show the evaluation results of PR curves and F-measures on the ASD, including object-level map without any processing (OWS), object-level map with our processing (OS), superpixel-level map only by boundary refinement (SBF), superpixel-level map with boudary refinment and manifold ranking (SBFMR), superpixel-level map with boudary refinment and our propagation method (SBFP), final result with single scale (FS) and final result with multi-scale (FMS). As shown in Fig. 9 , these results prove that it is all the components working together that lead to the best performance. 
Limitation and Analysis
The last row of Fig. 3 shows the failure cases where the proposed algorithm is unable to detect the salient object in some scenarios. This is mainly due to the affinity matrix only considering color and texture information, which is not discriminative for complex scenes. In the future, we will be interesting to exploit more sophisticated feature representations by deep learning to further enhance the current results.
Efficiency
The running time test is conducted on a 64-bit PC with Intel Core i5-4460 CPU @ 3.20 GHz and 8 GB RAM. Average running time is computed on the ASD dataset, and the corresponding results are presented in Table 2 . Due to our work achieve the object-level saliency map based on object proposals, it takes some time to extract them. And the holistic work just takes only 0.7842 s to process one image without extracting object proposals. As shown in Table 2 , the proposed algorithm is significantly faster than LPS, RR and BFS; and although being slower than other several methods, our method still outperforms them both considering the overall evaluation performances. Since the proposed algorithm is implemented by Matlab, if you rewrite it into C++ code, the running speed will be improved.
Conclusion
In this paper, we present an efficient salient region detection algorithm via multi-level saliency cues, including object-level, superpixel-level and pixel-level. With a robust proposal processing mechanism by considering various saliency cues on object-level, we get an initial saliency map. In order to obtain a uniformly high-response saliency map, a two-step refinement method based on superpixlelevel is designed and the final map is obtained by using superpixle-to-pixel mapping method. Experimental results not only demonstrate the superior performance of the proposed method but also a good balance between accuracy and computation cost. In the future, we will improve our model by extracting more discriminative features, and explore for more potential applications.
