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Abstract
We introduce structure theorems that refine Liouville’s Theorem on integration in closed form for
general derivations on multivariate rational function fields. By predicting the arguments of the new
logarithms that can appear in integrals, as well as the denominator of its rational part, those theorems
provide theoretical backing for the Risch–Norman integration method. They also generalize its applicability
to non-monomial extensions, for example the Lambert W function.
c© 2007 Elsevier Ltd. All rights reserved.
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Parallel integration is an alternative method for symbolic integration. While also based
on Liouville’s Theorem, it handles all the generators of the differential field containing the
integrand “in parallel”, i.e. all at once rather than considering only the topmost one in a recursive
fashion. As such, it has been called either the “new Risch algorithm” (Norman and Moore,
1977), the “Risch–Norman algorithm” (Fitch, 1981; Geddes and Stefanus, 1989; Harrington,
1979) or the “parallel Risch algorithm” (Davenport, 1982a,b; Davenport and Trager, 1985) in
the literature. Although it still contains heuristic aspects, its ease of implementation, speed, high
rate of success, and ability to integrate functions that cannot be handled by the Risch algorithm
make it an attractive alternative, so it is present in several computer algebra systems, either as a
replacement or preprocessor for the recursive algorithm. It is applicable to integrands contained
in differential fields (K , D) of the form K = C(X1, . . . , Xn) where ConstD(K ) = C and the X i
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are algebraically independent over C . By the strong Liouville Theorem (Bronstein, 1997; Risch,
1969), if the integral of f ∈ K is elementary over K , then there are v ∈ K , c1, . . . , cm algebraic
over C and u1, . . . , um ∈ K (c1, . . . , cm)∗ (where ∗ denotes the nonzero elements) such that
f = Dv +
m∑
i=1
ci
Dui
ui
. (1)
Since v is a quotient of multivariate polynomials in X1, . . . , Xn , and the ui ’s can be assumed
without loss of generality to be polynomials in X1, . . . , Xn , the parallel method consists in
making educated guesses for the ui ’s and the denominator of v, as well as for the degree of
its numerator. This reduces the problem of solving Eq. (1) to finding the ci ’s and the constant
coefficients of the numerator of v, which can be done by solving linear equations for those
constants. If those linear equations have a solution, then an integral of f is found. On the other
hand, the nonexistence of a solution does not always imply that f does not have an elementary
integral over K , as it could just mean that the guess was wrong. There are several published
variants of the parallel approach, differing in the details of the guess or the approach used to solve
for the unknown constants, but all share the property that there are functions having elementary
antiderivatives that cannot be found with that variant. As a consequence, parallel integration is
currently heuristic, and to turn it into an algorithm for a class of integrands requires proving that
the given guess catches all the functions in that class having elementary antiderivatives. This
remains an open problem. There is currently no proven degree bound for the numerator of v,
but Davenport and Trager (1985) have described the denominator of v and the ui ’s in the case of
nested logarithmic extensions of (C(x), d/dx).
We give in this paper new structure theorems that describe the denominator of v and the
logands ui in (1). The first one, in Section 2, shows that for arbitrary derivations on K , the
denominator of v and the logands ui either arise from the denominator of the integrand, or are
Darboux polynomials for an associated derivation on C[X1, . . . , Xn]. Because of its generality,
it can be used to integrate non-monomial functions such as expressions involving the Lambert
W function. We describe in Section 3 the set of Darboux polynomials for nested monomial
extensions, and show that our structure theorem predicts all the possible new logarithms that can
appear in the case of nested Liouvillian and real elementary extensions. The second structure
theorem, in Section 4, considers a class of differential fields where the complete denominator of
v can be described. That class includes, but is not limited to, nested logarithmic extensions of
(C(x), d/dx), so our theorem generalizes the results of Davenport and Trager (1985).
All rings and fields have characteristic zero in this paper. A differential field (K , D) is a field
K together with a given derivation D on K , and its constant subfield is denoted ConstD(K ).
1. Derivations of polynomial rings
Let D be an arbitrary1 derivation on the polynomial ring F[X1, . . . , Xn] where F is a field.
The central objects for parallel integration will be the Darboux polynomials (Darboux, 1878), so
we first recall their definition and algebraic structure.
Definition 1. p ∈ F[X1, . . . , Xn] is called a Darboux polynomial for D if p | Dp.
1 We do not require at this point that the constants be in F , nor that F be closed under D.
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Lemma 1. Let p1, . . . , pm ∈ F[X1, . . . , Xn] be such that gcd(pi , p j ) = 1 for i 6= j , and let
p =∏mi=1 peii where the ei ’s are positive integers. Then,
gcd(p, Dp) =
(
m∏
i=1
pei−1i
)
m∏
i=1
gcd(pi , Dpi ).
We omit the proof of the lemma, as it is the same as the proof of Lemma 3.4.4 in Bronstein
(1997) and well known. As a consequence, the Darboux polynomials of F[X1, . . . , Xn] form a
multiplicative monoid generated by F and the irreducible Darboux polynomials.
Proposition 1. Any product of Darboux polynomials is a Darboux polynomial, and so is any
divisor of a Darboux polynomial.
Proof. Let a, b ∈ F[X1, . . . , Xn] be Darboux polynomials. Then,
D(ab) = aDb + bDa = ab
(
Db
b
+ Da
a
)
so ab | D(ab). Let p be any irreducible factor of a, and write a = pnq where n > 0 and
gcd(p, q) = 1. By Lemma 1,
pnq = a = gcd(a, Da) = pn−1 gcd(p, Dp) gcd(q, Dq)
so pq = gcd(p, Dp) gcd(q, Dq), implying that p | Dp since gcd(p, q) = 1. Since a divisor of
a is a product of irreducible factors of a, it is then a Darboux polynomial. 
We now turn to extracting the Darboux factor of an arbitrary polynomial p ∈ F[X1, . . . , Xn],
which can be done using only gcd computations. We say that p = ps pn is a splitting factorization
of p if ps, pn ∈ F[X1, . . . , Xn], ps is a Darboux polynomial and no factor of pn is a Darboux
polynomial.
Proposition 2. (i) If p ∈ F[X1, . . . , Xn] is primitive with respect to Xk , then
gcd(p, Dp)
gcd(p, dp/dXk)
is the product of all the coprime irreducible Darboux factors of p.
(ii) If p ∈ F[X1, . . . , Xn] is squarefree and primitive with respect to Xk , then p = ps(p/ps) is
a splitting factorization of p, where ps = gcd(p, Dp).
Proof. (i) Let p ∈ F[X1, . . . , Xn] be primitive with respect to Xk , S1, . . . , Sn be all its coprime
irreducible Darboux factors and N1, . . . , Nm be all its coprime irreducible non-Darboux factors.
Then, p = u∏nj=1 Sd jj ∏mi=1 N eii for some u ∈ F , so by Lemma 1 applied to both D and d/dXk ,
we have
S = gcd(p, Dp)
gcd(p, dp/dXk)
=
n∏
j=1
S
d j−1
j
m∏
i=1
N ei−1i
n∏
j=1
gcd(S j , DS j )
m∏
i=1
gcd(Ni , DNi )
n∏
j=1
S
d j−1
j
m∏
i=1
N ei−1i
n∏
j=1
gcd(S j , dS j/dXk)
m∏
i=1
gcd(Ni , dNi/dXk)
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=
n∏
j=1
gcd(S j , DS j )
m∏
i=1
gcd(Ni , DNi )
n∏
j=1
gcd(S j , dS j/dXk)
m∏
i=1
gcd(Ni , dNi/dXk)
.
If we had degXk (Ni ) = 0 for some Ni , then Ni would divide the content of p with respect to Xk
in contradiction with p primitive with respect to Xk . Therefore, degXk (dNi/dXk) < degXk (Ni ),
so gcd(Ni , dNi/dXk) = 1 for each i since Ni is irreducible. Similarly, gcd(S j , dS j/dXk) = 1
for each j . Each S j is a Darboux polynomial, so gcd(S j , DS j ) = S j . Each Ni is not a Darboux
polynomial, so gcd(Ni , DNi ) = 1. Therefore, S = ∏nj=1 S j , which is the product of all the
coprime irreducible Darboux factors of p.
(ii) Suppose that p is additionally squarefree. Then gcd(p, dp/dXk) = 1, so by (i), ps =
gcd(p, Dp) is the product of all the coprime irreducible Darboux factors of p. But p is
squarefree, so p/ps has no irreducible Darboux factor. 
The hypothesis in Proposition 2 that p be primitive with respect to Xk is really needed:
consider the derivation D onQ[X, Y ] given by DX = 1 and DY = Y , and let p = XY + X2Y 2.
Then,
gcd(p, Dp)
gcd(p, dp/dX)
= Y
Y
= 1 and gcd(p, Dp)
gcd(p, dp/dY )
= Y
X
while p has the Darboux factor Y .
Proposition 2 yields two algorithms for extracting the Darboux factor of p ∈ F[X1, . . . , Xn]\
F . Let m be the highest index such that degXm (p) > 0, and write p = cq where c ∈
F[X1, . . . , Xm−1] is the content of p with respect to Xm and q is primitive with respect
to Xm . First compute recursively a splitting factorization c = cscn of c. Compute then
S = gcd(q, Dq)/ gcd(q, dq/dXm) and h = q/S. If S ∈ F , then q has no Darboux factor,
so a splitting factorization of p is p = cs(cnq). Otherwise, compute recursively a splitting
factorization h = hshn of h, and a splitting factorization of p is p = (cshsS)(cnhn). The second
approach is to first compute a squarefree factorization of p and then apply the first approach to
each squarefree factor.
Definition 2. Let K = F(X1, . . . , Xn) be the field of fractions of F[X1, . . . , Xn] and let D
be an arbitrary derivation on K . We define the denominator of K with respect to D, denoted
denD(K ), to be the least common multiple of the denominators of DX1, . . . , DXn .
Proposition 3. If DF ⊆ F, then denD(K )D is a derivation on F[X1, . . . , Xn].
Proof. First observe that denD(K )D is a derivation on K , as D is a derivation on K and every
multiple of a derivation is again a derivation. We have denD(K )F ⊆ F[X1, . . . , Xn], since
DF ⊆ F by assumption, and we have denD(K )DX i ∈ F[X1, . . . , Xn] for each i by definition
of denD(K ). Therefore F[X1, . . . , Xn] is closed under denD(K )D. 
2. Structure of elementary antiderivatives
Let now K = F(X1, . . . , Xn) be the field of fractions of F[X1, . . . , Xn], D be a derivation
on K such that DF ⊆ F , and D = denD(K )D, which is a derivation on F[X1, . . . , Xn] by
Proposition 3. It turns out that irreducibles that are not Darboux polynomials for D behave in the
expected way, that is derivation increases their power by one in denominators.
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Lemma 2. Let p ∈ F[X1, . . . , Xn] be an irreducible such that p 6 | Dp. If pm divides the
denominator of f ∈ K ∗ for some m > 0, then pm+1 divides the denominators of D f and
D f .
Proof. Suppose that pm divides the denominator of f ∈ K ∗ for some m > 0 and write
f = a/bps where s ≥ m, a, b ∈ F[X1, . . . , Xn] and p divides neither a nor b. Then,
D f = bpDa − apDb − sabDp
b2 ps+1
. (2)
Since p does not divide a, b and Dp, p does not divide sabDp. As it divides bpDa − apDb,
it follows that p does not divide the numerator of (2) hence that ps+1 divides the denominator
of D f . Since s ≥ m, pm+1 also divides it. Since D f = denD(K )Df , the denominator of D f
divides the denominator of Df , whence pm+1 also divides the denominator of Df . 
We can now state our first structure Theorem, that describes the general shape of an
elementary integral for elements of K . We write C for ConstD(K ) and C for its algebraic
closure.
Theorem 1. Suppose that ConstD(K ) ⊆ F, and let f = a/d ∈ K ∗ where a, d ∈
F[X1, . . . , Xn] are coprime. Let d = dsdn be a splitting factorization of d w.r.t D, and∏e
j=1 d
j
j and
∏t
k=1 p
ei
i be respectively the squarefree factorization of dn and its irreducible
factorization in CF[X1, . . . , Xn]. If f has an elementary integral over K , then there are
b, s ∈ F[X1, . . . , Xn], w1, . . . , wr ∈ CF∗, α1, . . . , αm, β1, . . . , βt , γ1, . . . , γr ∈ C and
s1, . . . , sm irreducible in CF[X1, . . . , Xn] such that s, s1, . . . , sm are Darboux polynomials for
D, and
f = D
 b
s
e∏
j=2
d j−1j
+ m∑i=1 αi Dsisi +
t∑
i=1
βi
Dpi
pi
+
r∑
i=1
γi
Dwi
wi
. (3)
Proof. Suppose that f has an elementary integral over K . By the strong Liouville
Theorem (Bronstein, 1997; Risch, 1969), there are v ∈ K , γ1, . . . , γr ∈ C , and u1, . . . , ur ∈
CK ∗ such that
f = Dv +
r∑
i=1
γi
Dui
ui
.
Using unique factorization in CF[X1, . . . , Xn], write ui = wi ∏ j pei ji j where wi ∈ CF∗, each
pi j ∈ CF[X1, . . . , Xn] is monic irreducible (over CF) and the ei j ’s are integers. Using the
logarithmic derivative identity and grouping together all the terms involving the same pi j we get
f = Dv +
M∑
j=1
ζ j
Dv j
v j
+
r∑
i=1
γi
Dwi
wi
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where ζ j ∈ C , v j ∈ CF[X1, . . . , Xn], and the v j are coprime, monic, and irreducible over CF .
Multiplying through by denD(K ) yields
denD(K ) f = Dv +
M∑
j=1
ζ j
Dv j
v j
+
r∑
i=1
γi
Dwi
wi
.
Let p ∈ F[X1, . . . , Xn] be an irreducible (over F) factor of the denominator of v such
that p 6 | Dp, and let ν > 0 be such that pν divides that denominator. By Lemma 2, pν+1
divides the denominator of Dv. The denominator of
∑
j ζ j (Dv j )/v j divides lcm j (v j ), which
is squarefree, so it is squarefree. Therefore, the factor pν+1 is not canceled by the sum of
logarithmic derivatives, so pν+1 divides the denominator of denD(K ) f . But the denominator
of denD(K ) f divides the denominator of f , so pν+1 | dn . Since this holds for every such factor
of the denominator of v, it must be of the form sh where s is a Darboux polynomial for D and h
divides
∏e
j=2 d
j−1
j . Therefore,
v = b
s
e∏
j=2
d j−1j
where b, s ∈ F[X1, . . . , Xn] and s | Ds. Suppose finally that vi 6 | Dvi for some i . Then, the
denominator of ζiDvi/vi is vi , which is coprime to the denominator of
∑
j 6=i ζ j (Dv j )/v j . If
vi does not divide dn , then vi does not divide the denominator of v, so it does not divide the
denominator of Dv, whence vi must divide the denominator of denD(K ) f , which divides d, in
contradiction with vi not dividing dn . Therefore each vi is either a Darboux polynomial for D
or a factor of dn . Breaking up
∑
j ζ j (Dv j )/v j into a sum over irreducible Darboux polynomials
and a sum over irreducible factors of dn yields (3). 
Theorem 1 gives parts of an elementary integral for f . When F = ConstD(K ),∑
i γiDwi/wi = 0, so that term can be removed from (3) and the remaining unknown parts are
the numerator of v and Darboux polynomials. For general derivations, the Darboux polynomials
are not known, but it is possible to compute the ones of low total degree by taking p to be a
polynomial with unknown constant coefficients. The condition p | Dp translates into a system
of nonlinear algebraic equations for the coefficients of p, which are then solved. This leads to a
finite set of monic irreducible Darboux polynomials. To see this, we note that if there were an
infinite set of such polynomials The´ore´me 3.3 on page 102 of Jouanalou (1979) would imply
that there exists a element u ∈ K\F such that Du = 0, contradicting our assumption that
F = ConstD(K ) (see also Singer (1992), pp. 686–687 for an elementary presentation of this
result when n = 2 and Weil (1995) p. 32 when n ≥ 2). Of course, the splitting factorizations of
denD(K ) and of the denominator of the integrand might also yield Darboux polynomials. We can
then use those as candidates for s and the si in (3), obtaining a heuristic integrator for differential
fields where the classical algorithms are not applicable, as in the following example.
Example 1. The Lambert W function is defined (see Corless et al. (1996)) as the solution of
W (x)eW (x) = x . Taking logarithmic derivatives on both sides yields
dW (x)
dx
(
1+ 1
W (x)
)
= 1
x
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whence
dW (x)
dx
= W (x)
x(1+W (x))
so by the chain rule, C(x,W ( f (x))) is closed under d/dx for any f ∈ C(x). Consider∫
x2 + (x2 + 2)W (x2)
x(1+W (x2))2 dx .
By the chain rule,
dW (x2)
dx
= 2x W (x
2)
x2(1+W (x2)) =
2W (x2)
x(1+W (x2))
so our integrand is
f = x
2 + (x2 + 2)t
x + 2xt + xt2 ∈ Q(x, t)
where Dx = 1 and Dt = 2t/(x + xt) (i.e. t = W (x2)). Computing a splitting factorization
of denD(K ) = x + xt yields the Darboux polynomial x for D. Searching for other ones by
computing denD(K )Dp/p where p = c00 + c10x + c01t + c11xt + c20x2 + c02t2, we find
that the only monic irreducible Darboux polynomials for D of total degree at most 2 are x and
t . Computing a splitting factorization of the denominator d = x + 2xt + xt2 of f yields the
Darboux polynomial x and the factor dn = 1 + 2t + t2 = (1 + t)2. Taking s1 = x , s2 = t and
s = s1s2, the candidate integral of f given by (3) is∫
f =
∑
i+ j≤δ ui j x i t j
xt (1+ t) + α1 log(x)+ α2 log(t)+ β log(1+ t)
where δ is a total degree bound on the numerator of v. Taking δ = 4 (a standard guess in parallel
integration since the total degrees of the numerator and denominator of f and of the guessed
denominator are all 3) and equating the derivative of our candidate integral to f yields a system
of 22 linear equations for the 18 unknowns α1, α2, β, ui j . Solving that system yields the general
solution∫
f = 2αt
2 + 2(u − α)t + x2
2t
− 2α log(x)+ α log(t)+ log(1+ t)
where α and u are arbitrary constants. Choosing α = u = 0 yields∫
x2 + (x2 + 2)W (x2)
x(1+W (x2))2 dx =
1
2
x2
W (x2)
+ log(1+W (x2)).
The denominator W (x2) appearing in the integral does not appear in the integrand, but is a
Darboux polynomial, as predicted by Theorem 1.
The reason we find a 2-parameter family of integrals for f is that 1, log(x) and log(t) are
linearly dependent over Q(x, t) since
Dt + Dt
t
= 2t
x(t + 1) +
2
x(t + 1) =
2(t + 1)
x(t + 1) = 2
Dx
x
.
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We could have used this information to eliminate either log(x) or log(t) from the candidate
integral, in which case we would have found a 1-parameter family of integrals, corresponding to
the arbitrary constant of integration.
3. Nested monomial extensions
As mentioned earlier, the Darboux polynomials are in general not known. They can be
described however in the case of nested monomial extensions, where we show that they arise
either from denD or from the special polynomials of the monomial extensions.
Definition 3. Let (k, D) be a differential field and (E, D) a differential extension. An element
t ∈ E is a monomial over k (with respect to D) if t is transcendental over k and Dt ∈ k[t].
It is easily seen that k[t] is closed under D whenever t is a monomial over k. Darboux
polynomials in monomial extensions k[t] are also called special polynomials (Bronstein, 1997).
We write S irrk[t]:k for the set of all the monic special irreducibles of k[t]. When k and k(t) have
the same subfield of constants, the specials for the usual monomials are well known: S irrk[t]:k is
empty when Dt ∈ k, is equal to {t} when Dt/t ∈ k, and contains only the factors of 1+ t2 when
Dt/(1+ t2) ∈ k (Bronstein, 1997, Chap. 5).
Let now K = F(X1, . . . , Xn) be the field of fractions of F[X1, . . . , Xn], and D be a
derivation on K such that each F(X1, . . . , X i−1) is closed under D and each X i is a monomial
over F(X1, . . . , X i−1). Taking i = 1, this implies in particular that DF ⊆ F , so D =
denD(K )D is a derivation on F[X1, . . . , Xn]. For any nonzero p ∈ F(X1, . . . , X i−1)[X i ], write
p+ ∈ F[X1, . . . , X i ] for the product of p by the least common multiple of the denominators of
its coefficients with respect to X i . We introduce the notation
S irrK :F =
{
p+ for p ∈
⋃
1≤i≤n
S irrF(X1,...,X i−1)[X i ]:F(X1,...,X i−1)
}
⊂ F[X1, . . . , Xn].
Theorem 2. When K is a tower of nested monomial extensions, the irreducible Darboux
polynomials for D are exactly all the members of S irrK :F and all the irreducible factors of
denD(K ).
Proof. Let p be an irreducible factor of denD(K ), and let j be the highest index such that
degX j (p) > 0. Then, p ∈ E[X j ] where E = F(X1, . . . , X j−1), so Dp ∈ E[X j ] since
X j is a monomial over E . We can then write Dp = a/b where a ∈ F[X1, . . . , X j ] and
b ∈ F[X1, . . . , X j−1], which implies that p 6 | b. We have
bDp = bdenD(K )Dp = denD(K )a
and p | denD(K ), so p | bDp. Since p is irreducible, it follows that p | Dp, hence that p is a
Darboux polynomial for D.
Let now p ∈ S irrK :F . Then, p = q+ for some m and q ∈ S irrE[Xm ]:E , where E =
F(X1, . . . , Xm−1). Since p = αq with α ∈ E∗ and q is irreducible in E[Xm], it follows that
p is irreducible in E[Xm]. Since p is primitive by definition of S irrK :F , it follows that p is also
irreducible in F[X1, . . . , Xm−1][Xm]. In addition, α | Dα in E[Xm], so p | Dp in E[Xm], which
implies that p | Dp in E[Xm, . . . , Xn], hence that p | Dp in F[X1, . . . , Xm−1][Xm, . . . , Xn].
Conversely, let p ∈ F[X1, . . . , Xn] be an irreducible Darboux polynomial for D, and
let j be the highest index such that degX j (p) > 0. Then, Dp ∈ E[X j , . . . , Xn] where
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E = F(X1, . . . , X j−1). Since p is a Darboux polynomial, p | denD(K )Dp in E[X j , . . . , Xn].
Suppose that p does not divide denD(K ) in F[X1, . . . , Xn]. Then p does not divide denD(K )
in E[X j , . . . , Xn], so p | Dp in E[X j , . . . , Xn]. As p and Dp are both in E[X j ], this implies
that p divides Dp in E[X j ], hence that p is special with respect to D. Write p = q+ where
q ∈ E[X j ] is p divided by its leading coefficient with respect to X j . Then q = αp for α ∈ E∗ is
monic, irreducible, and special with respect to D since
Dq = pDα + αDp = q
(
Dα
α
+ Dp
p
)
.
Therefore, q ∈ S irrK :F . 
As a consequence, there can be Darboux polynomials even when S irrK :F is empty, as in the case
of nested primitive extensions, but their irreducible factors are limited to the factors of denD(K ).
Consider for example K = Q(x, t) with Dx = 1 and Dt = Dq/q for some q ∈ Q[x]. Since
denD(K ) is the squarefree part of q , every irreducible factor of q is a Darboux polynomial
and can appear as a logand in integrals, which explains the log(x + 1) term in this example
from Davenport and Trager (1985):∫
log(x2 − 1) dx = (x − 1) log(x2 − 1)+ 2 log(x + 1)− 2x .
Remark also that denD(K ) is not always a Darboux polynomial when the X i are not all
monomials: in the differential field K = Q(x, t) of Example 1 with Dx = 1 and Dt =
2t/(x + xt), we have denD(K ) = x(t + 1) and x is a Darboux polynomial but not t + 1.
Theorem 2 yields in particular a finite list of monic irreducible Darboux polynomials when
K is a Liouvillian or real elementary extension of F and ConstD(K ) ⊆ F , since S irrK :F is known
in that case. When F = ConstD(K ), we get from Theorem 1 a list of all the possible new
logarithms that can appear, so our results explain the “anomalous” log(1+tan2 θ) terms reported2
by Davenport (1982b).
Although its irreducible factors are in a known list, the polynomial s in (3) remains unbounded
since it is not necessarily irreducible. We study in the next section a class of differential fields,
that includes nested logarithmic extensions, in which s can be fully described.
4. Simple differential fields
We describe in this section how Theorem 1 can be improved in a class of differential fields
that includes nested logarithmic extensions as well as more general ones. Darboux polynomials
for arbitrary derivations do not always satisfy Lemma 2: for example inQ(X) with DX = X , we
have D(1/X) = −1/X . We are interested in differential fields where every irreducible Darboux
polynomial divides denD and satisfies Lemma 2. As in Section 2, let K = F(X1, . . . , Xn),
D be a derivation on K such that DF ⊆ F , and D = denD(K )D, which is a derivation on
F[X1, . . . , Xn] by Proposition 3.
2 About this exceptional logarithm, Davenport (1982b) wrote: “The necessity for this additional technique, not
immediately deducible from the differential definition of tan, is a little disappointing, since it makes it less plausible
that an integration system could operate from the differential definition of the functions in terms of which it had to
integrate”.
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Definition 4. We say that an irreducible p ∈ F[X1, . . . , Xn] is simple with respect to D if pm
divides the denominator of f ∈ K ∗ for some m > 0 implies that pm+1 divides the denominator
of Df . We say that (K , D) is simple if every irreducible Darboux polynomial for D is simple
and divides denD(K ).
A differential field with no nontrivial Darboux polynomial is clearly simple. This is the case
for (C(x), d/dx) but also for towers of nested monomial extensions when S irrK :F is empty and
denD(K ) = 1, as in the following example.
Example 2. Consider K = Q(x, t) with the derivation D given by Dx = 1 and Dt = x − t2.
Since the differential Galois group of y′′(x) = xy(x) is SL2(C), the corresponding Riccati
equation y′(x) + y(x)2 = x has no algebraic function solution, so S irrQ(x)[t]:Q(x) is empty
by (Bronstein, 1997, Theorem 3.4.3). Since S irrQ[x]:Q is also empty and denD(K ) = 1, Theorem 2
implies that Q[x, t] contains no nontrivial Darboux polynomial, hence that Q(x, t) is simple.
A key property of simplicity is that it is preserved by primitive extensions, provided that no
new constant is introduced and that denD is squarefree, which is equivalent to requiring that the
denominators of the DX i are all squarefree.
Lemma 3. Suppose that ConstD(K ) ⊆ F, that E = F(X1, . . . , Xn−1) is closed under D, and
that DXn ∈ E. If E is simple and denD(K ) is squarefree, then K is simple.
Proof. Since DXn ∈ E , the denominators of all the DX i are in F[X1, . . . , Xn−1], so
denD(K ) ∈ F[X1, . . . , Xn−1]. In addition S irrE[Xn ]:E is empty by Bronstein (1997, Theorem
5.1.1) since ConstD(K ) = ConstD(E). Let p ∈ F[X1, . . . , Xn] be an irreducible Darboux
polynomial for D. (In this proof, D always refers to denD(K )D, but not to denD(E)D.) As
p | denD(K )Dp and denD(K ) ∈ E∗, p | Dp in E[Xn]. Since S irrE[Xn ]:E is empty, we
must have p ∈ F[X1, . . . , Xn−1], so Dp ∈ E and denD(E)Dp ∈ F[X1, . . . , Xn−1]. Let
h = denD(K )/denD(E) ∈ F[X1, . . . , Xn−1]. Since p | Dp = h(denD(E)Dp) and p is
irreducible, it must divide h or denD(E)Dp. If p | h, then p | denD(K ). If p | denD(E)Dp,
then p is a Darboux polynomial for denD(E)D, which is a derivation on F[X1, . . . , Xn−1] by
Proposition 3. Since E is simple, this implies that p | denD(E). Therefore, every irreducible
Darboux polynomial for D divides denD(K ).
Let now f ∈ K ∗ be such that pm divides the denominator of f for some m > 0, and write
f = a/bps where s ≥ m, a, b ∈ F[X1, . . . , Xn] and p divides neither a nor b. Then,
denD(K )
p
D f = 1
p
D f = bDa − aDb − sab
Dp
p
b2 ps+1
, (4)
which shows that at most ps+1 divides the denominator of (denD(K )/p)Df . Write a =∑i ai X in
where ai ∈ F[X1, . . . , Xn−1]. Since p ∈ F[X1, . . . , Xn−1] does not divide a, it cannot divide
all the ai , so the set I = {i s.t. p 6 | ai } is not empty and we can write a = aˆ + pa¯, where p
does not divide any coefficient of aˆ = ∑i∈I ai X in and a¯ = ∑i /∈I (ai/p)X in ∈ F[X1, . . . , Xn].
Similarly, since p does not divide b, we can write b = bˆ+ pb¯, where bˆ, b¯ ∈ F[X1, . . . , Xn] and
p does not divide any coefficient of bˆ. We have
Da = Daˆ + pDa¯ + a¯D p = Daˆ + p
(
Da¯ + a¯ D p
p
)
≡ Daˆ (mod p),
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and similarly Db ≡ Dbˆ (mod p). Therefore,
bDa − aDb − sab Dp
p
≡ bˆDaˆ − aˆDbˆ − saˆbˆ D p
p
(mod p). (5)
Let α = degXn (aˆ), β = degXn (bˆ) and A, B ∈ F[X1, . . . , Xn−1] be the leading coefficients
with respect to Xn of aˆ and bˆ respectively. Since DXn ∈ E and denD(K ) ∈ F[X1, . . . , Xn−1],
DXn = denD(K )DXn ∈ F[X1, . . . , Xn−1], so
bˆDaˆ − aˆDbˆ − saˆbˆ D p
p
=
(
BDA − ADB − s AB Dp
p
)
Xα+βn + q (6)
where q ∈ F[X1, . . . , Xn] and degXn (q) < α + β. Let now
g = A
Bps
∈ E .
From the definitions of aˆ and bˆ, p divides neither A nor B, so ps divides the denominator of g. If
p | denD(E)Dp, then p is simple since E is simple. Otherwise, p is simple by Lemma 2 applied
to E . So ps+1 must divide the denominator of Dg in any case. Since p | denD(K ), which is
squarefree, p does not divide denD(K )/p, so ps+1 divides the denominator of (denD(K )/p)Dg.
We have
denD(K )
p
Dg = 1
p
Dg = BDA − ADB − s AB
Dp
p
B2 ps+1
so
p 6 | BDA − ADB − s AB Dp
p
.
It follows then from (5) and (6) that
p 6 | bDa − aDb − sab Dp
p
and (4) implies that ps+1 divides the denominator of (denD(K )/p)Df , which divides the
denominator of Df . Therefore, ps+1 divides the denominator of Df . Since s ≥ m, pm+1 also
divides it, so p is simple. Therefore, K is simple. 
We now have a large class of simple differential fields, namely nested primitive extensions
with denD squarefree.
Theorem 3. If ConstD(K ) ⊆ F, DX i ∈ F(X1, . . . , X i−1) for 1 ≤ i ≤ n and denD(K ) is
squarefree, then K is simple and the denominator of D f/ f is squarefree for any f ∈ K ∗.
Proof. We first prove by induction on n that K is simple. Since DX1 ∈ F , denD(F(X1)) = 1,
which is squarefree. In addition, S irrF[X1]:F is empty by Bronstein (1997, Theorem 5.1.1), so
F(X1) is simple by Theorem 2. Suppose now that n > 1 and that the towers with n−1 generators
are simple when denD is squarefree. Let E = F(X1, . . . , Xn−1). Since denD(E) | denD(K ),
denD(E) is squarefree, so E is simple by the induction hypothesis, and K is simple by Lemma 3.
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We now prove the last assertion, first for an irreducible p ∈ F[X1, . . . , Xn]. Let S be the
set of indices i such that p divides the denominator of DX i . Note that 1 /∈ S since DX1 ∈ F ,
so let m be n if S is empty, min(S) − 1 otherwise. Then, p ∈ F[X1, . . . , Xm] and p does not
divide the denominators of DX1, . . . , DXm , so p does not divide h = denD(F(X1, . . . , Xm)).
Since hDp ∈ F[X1, . . . , Xm], the denominator of Dp/p divides ph, which is squarefree, so the
denominator of Dp/p is squarefree. Let now f ∈ K ∗ and write f as f = ∏i peii where the pi
are irreducible and the ei are integers. By the logarithmic derivative identity,
Df
f
=
∑
i
ei
Dpi
pi
.
Since the denominator of each Dpi/pi is squarefree, so is the denominator of Df/ f . 
The condition denD(K ) squarefree is satisfied in particular by nested logarithmic extensions
of a single primitive extension, which are therefore simple.
Corollary 1. If ConstD(K ) ⊆ F, DX1 ∈ F and each X i is a logarithmic monomial over
F(X1, . . . , X i−1) for 2 ≤ i ≤ n, then denD(K ) is squarefree and K is simple.
Proof. We first prove by induction on n that denD(K ) is squarefree. Since DX1 ∈ F ,
denD(F(X1)) = 1, which is squarefree. Suppose now that n > 1 and that denD(E) is squarefree,
where E = F(X1, . . . , Xn−1). Let f ∈ E∗ be such that DXn = Df/ f . Since denD(E)
is squarefree, the denominator of Df/ f is squarefree by Theorem 3 applied to E . Therefore,
denD(K ), which is the least common multiple of denD(E) and the denominator of Df/ f is also
squarefree. Once denD(K ) is squarefree, K is simple by Theorem 3. 
We can finally give our second structure theorem for simple differential fields with denD
squarefree. As earlier, C denotes the algebraic closure of ConstD(K ).
Theorem 4. Suppose that ConstD(K ) ⊆ F, K is simple, and denD(K ) is squarefree. Let
f = a/d ∈ K ∗ where a, d ∈ F[X1, . . . , Xn] are coprime, d = dsdn be a splitting factorization
of d w.r.t D, denD(K ) = hshn be a splitting factorization of denD(K ) w.r.t D, d = ∏ej=1 d jj
be the squarefree factorization of d, dn = ∏tk=1 peii be the irreducible factorization of dn in
CF[X1, . . . , Xn], and hs =∏ml=1 s fii be the irreducible factorization of hs in CF[X1, . . . , Xn].
If f has an elementary integral over K , then there are w1, . . . , wr ∈ CF∗, b ∈ F[X1, . . . , Xn]
and α1, . . . , αm, β1, . . . , βt , γ1, . . . , γr ∈ C such that
f = D
 be∏
j=2
d j−1j
+ m∑i=1 αi Dsisi +
t∑
i=1
βi
Dpi
pi
+
r∑
i=1
γi
Dwi
wi
. (7)
Proof. Suppose that f has an elementary integral over K . Then, by Theorem 1, there are
c, s ∈ F[X1, . . . , Xn], u1, . . . , uq irreducible in CF[X1, . . . , Xn], w1, . . . , wr ∈ CF , and
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α1, . . . , αq , β1, . . . , βt , γ1, . . . , γr ∈ C such that s, u1, . . . , uq are Darboux polynomials for
D, and
f = D
 c
s
w∏
j=2
d j−1nj
+
q∑
i=1
αi
Dui
ui
+
t∑
i=1
βi
Dpi
pi
+
r∑
i=1
γi
Dwi
wi
where dn =∏wj=1 d jn j is the squarefree factorization of dn . Since K is simple, the ui must divide
denD(K ), so we can take q = m and ui = si , since s1, . . . , sm are all the irreducible Darboux
factors of denD(K ). Let now p ∈ F[X1, . . . , Xn] be an irreducible factor of s and let ν > 0 be
such that pν divides s. Since s is a Darboux polynomial for D, p is also one by Proposition 1,
so p | denD(K )Dp. Therefore, the denominator of Dp/p divides denD(K ), which implies that
the denominator of Dp/p is squarefree. Since K is simple, p is simple, so pν+1 divides the
denominator of D(c/s
∏w
j=2 d
j−1
nj ). As the denominator of Dp/p is squarefree, the factor p
ν+1
is not canceled by the sum of logarithmic derivatives, so pν+1 | ds . Therefore, s | ∏zj=2 d j−1s j
where ds = ∏zj=1 d js j is the squarefree factorization of ds , which implies that f can be written
in the form (7). 
As earlier, when F = ConstD(K ), ∑i γiDwi/wi = 0, so that term can be removed from (7).
Of course, when K is also a tower of nested monomial extensions, there is no need to compute
a splitting factorization of denD(K ), and one can take the si to be all the irreducible factors of
denD(K ) in CF[X1, . . . , Xn].
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