We introduce a more general class of fractional-order boundary value problems involving non-separated type multi-point and multi-strip boundary conditions. Several existence and uniqueness results for the given problem are established by applying the tools of fixed-point theory. Some illustrative examples are also included. The boundary conditions introduced in this work are of quite general nature and reduce to many special cases by fixing the parameters involved in the conditions.
Introduction
In the last few decades, fractional-order differential equations equipped with a variety of boundary conditions have been studied. The literature on the topic includes the existence and uniqueness results related to classical, periodic/anti-periodic, nonlocal, multi-point, and integral boundary conditions, for instance, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
In this paper, motivated by the aforementioned works, we consider a more general class of boundary value problems of Caputo type fractional differential equations and nonseparated type multi-point and multi-strip boundary conditions. Precisely, we investigate the existence and uniqueness of solutions for the following fractional differential equation: x (s) ds, 0 < σ 1 < σ 2 < · · · < σ m-2 < · · · < ξ 1 < η 1 < ξ 2 < η 2 < · · · < ξ p-2 < η p-2 < 1, Here we remark that the boundary conditions (1.2) can be interpreted in the sense that the linear combinations of values of the unknown function and its derivative at the end points of the interval under consideration are proportional to the sum of their respective multi-point and multi-strip values. It is imperative to mention that nonlocal boundary conditions play a key role in formulating physical, chemical, or other processes involving some peculiarities occurring inside the domain, for instance, see [19] ; while the integral boundary conditions find useful applications in the computational fluid dynamics (CFD) studies of blood flow [20] and regularization of ill-posed parabolic backward problems in time partial differential equations (e.g., mathematical models for bacterial self-regularization [21] ).
The rest of the paper is organized as follows. We recall some basic concepts of fractional calculus and introduce the integral operator associated with the given problem in Sect. 2. Existence results, which rely on Schauder's fixed point theorem, nonlinear alternative for single valued maps, and Krasnoselskii's fixed point theorem, are presented in Sect. 3. In Sect. 4, we obtain the uniqueness results by means of Boyd and Wong's fixed point theorem and Banach's fixed point theorem together with Hölder's inequality. Examples illustrating the obtained results are presented in Sect. 5, and the paper concludes with some interesting observations in Sect. 6.
Preliminaries
First of all, we recall some basic definitions [22] . For α > 0, [α] denotes the integer part of the real number α.
Definition 2.1
The Riemann-Liouville fractional integral of order α > 0 for a locally integrable real-valued function f on 0 ≤ t < b < ∞ is defined as
In passing we remark that the Caputo fractional derivative c D α a with a = 0 is denoted by c D α .
Remark 2.4 (see [22, 23] 
Next, we present an auxiliary lemma which plays a key role in the sequel.
Lemma 2.5 For g
subject to the boundary conditions (1.2) is equivalent to the fractional integral equation
2)
3)
Proof It is well known [22] that the solution of fractional differential equation (2.1) can be written as 6) where b 0 , b 1 ∈ R are arbitrary constants. Using the boundary conditions (1.2) together with (2.6), we find that
where k (k = 1, 2, 3) are given by (2.3) . Substituting the values given by (2.7) and (2.8) in (2.6), we obtain (2.2). The converse follows by direct computation. This completes the proof.
In the forthcoming analysis, we define the space
equipped with the norm
where c D β denotes the standard Caputo fractional derivative of order 0 < β ≤ 1. As shown in [24] , (X, · X ) is a Banach space. Introduce an operator F : X → X as follows: 9) and observe that problem (1.1)-(1.2) has solutions if and only if operator (2.9) has fixed points. Furthermore, using the value of F (x) given by
For convenience, we set the notations:
13)
and
Existence results
This section is devoted to the existence results for problem (1.1)-(1.2). Our first existence result is based on Schauder's fixed point theorem.
Lemma 3.1 (Schauder's fixed point theorem [25] ) Let U be a closed, convex, and nonempty subset of a Banach space X. Let P : U → U be a continuous mapping such that P(U) is a relatively compact subset of X. Then P has at least one fixed point in U. γ . Let B r = {x ∈ X : x X ≤ r} with r > 0 to be specified later. It is clear that B r is a closed, bounded, and convex subset of the Banach space X. We will show that there exists r > 0 such that the operator F maps B r into B r . For x ∈ B r , we have (Fx)(t)
From the above inequalities, we obtain
.
Let r be a positive number such that r ≥ max 3L, (3Md 1 )
Then, for any x ∈ B r , it follows that
In view of the continuity of f , it is easy to verify that F is continuous. 
In consequence, we obtain
independent of x ∈B. Therefore the operator F : B r → B r is equicontinuous and uniformly bounded. Hence, by the Arzelá-Ascoli theorem, it follows that F(B r ) is relatively compact in X. Therefore, the conclusion of Theorem 3.1 applies, and consequently problem (1.1)-(1.2) has at least one solution on [0, 1]. The proof is completed.
Corollary 3.3 Let f
Then the boundary value problem For ρ 1 = ρ 2 = 1, Theorem 3.2 takes the following form.
Corollary 3.4 Assume that f : [0, 1] × R × R → R is a continuous function satisfying the assumption: |f (t, x, y)| ≤ ν(t)+d
2) has at least one solution on [0, 1].
In our next result, we make use of Leray-Schauder's nonlinear alternative to prove the existence of solutions for problem (1.1)-(1.2). [25] Proof Firstly, we show that the operator F : X → X defined by (2.9) maps bounded sets into bounded sets in the space X. Let B r = {x ∈ X : x X ≤ r}, r > 0. For any x ∈ B r , we have (Fx)(t)
Theorem 3.5 (Nonlinear alternative for single-valued maps
From the above inequalities, we find that
As established in the proof of Theorem 3.2, one can show that F is equicontinuous on bounded sets of X. Finally, for λ ∈ (0, 1), let x = λFx. Then it is easy to obtain that
In view of (A 3 ), there exists M such that x = M. Let us set
Note that the operator F : V → C([0, 1], R) is continuous and completely continuous. From the choice of V , there is no x ∈ ∂V such that x = λFx for some λ ∈ (0, 1). Consequently, by the nonlinear alternative of Leray-Schauder type (Theorem 3.5), we deduce that F has a fixed point x ∈ V , which is a solution of problem (1.1)-1.2). This completes the proof.
Our last existence result is based on Krasnoselskii's fixed point theorem. 
and γ ∈ (0, q -1) and the function m : [0, 1] → R + is Lebesgue integrable with power
where Z 1 , Z 2 are defined by (2.14) and (2.15), respectively.
Proof Selecting ρ > L, we define B ρ = {x ∈ C : x X ≤ ρ} and introduce the operators A and B on B ρ as follows:
For any x, y ∈ B ρ , as in the proof of Theorem 3.2, it can be shown that Ax + Bx X ≤ L < ρ. This shows that Ax + By ∈ B ρ . The operator A is completely continuous as in Theorem (3.2). Using assumption (A 5 ), as in the proof of Theorem 4.5, it can be shown that the operator B is a contraction with the aid of (3.1). Thus all the assumptions of Lemma 3.7 are satisfied. Hence the conclusion of Lemma 3.7 implies that problem (1.1)-(1.2) has at least one solution on [0, 1].
Similarly, we have
In view of the given condition m (Z 1 + Z 2 ) < 1, it follows that the mapping F is a con- 
Examples
Let us consider problem (1.1)-(1.2) with specific data: 
. For the illustration of Theorem 4.5, let us take
in (1.1) and note that
Here m(t) = 
Conclusions
We have studied a nonlinear fractional differential equation with nonlinearity depending on the unknown function together with its lower-order fractional derivative, equipped with a general type of non-separated boundary conditions involving finite many nonlocal points and sub-segments of the interval [0, 1]. Several existence and uniqueness results have been derived by applying different tools of the fixed point theory. Our results are quite general and give rise to many new cases by assigning different values to the parameters involved in the problem. For explanation, we enlist some special cases.
• By fixing r j = 0 = γ j , j = 1, . . . , p, in (1.2), our results correspond to the ones for non-separated multi-point boundary conditions. On the other hand, we obtain the results for non-separated multi-strip boundary conditions by taking α j = 0 = δ j , j = 1, . . . , p, in (1.2).
• In case we choose r j = γ j = α j = δ j = 0, j = 1, . . . , p, in ( multi-point and multi-strip conditions. In the nutshell, the boundary value problem studied in this paper is of fairly general nature and covers a variety of special cases.
