This paper shows that the least absolute shrinkage and selection operator (LASSO) can provide an exact optimal solution to a special type of constrained cardinality minimization problem, which is motivated from a sensor network measurement robustness analysis problem. The constraint matrix of the considered problem is totally unimodular. This is shown to imply that LASSO leads to a tight linear programming relaxation of the considered cardinality minimization problem. The presented result is based on a deterministic argument, which differs from other well-known deterministic results for LASSO such as mutual incoherence and restricted isometry property. There exist cases given in this paper where the proposed result is applicable, while mutual incoherence and restricted isometry property are not.
Introduction

Sensor Network Measurement Robustness Analysis
Consider a sensor network with n nodes. Let θ ∈ R n be a vector of the states of the nodes, and θ is to be estimated by a vector of measurements z satisfying z = Hθ, where H ∈ R m×n is a matrix with full column rank. Since H has full column rank, a unique estimate of θ can be obtained. Now consider the situation where a subset of the measurements, indexed by I, become faulty and are no longer available. Denotē I as the complement of I relative to {1, 2, . . . , m} and H(Ī, :) as a submatrix of H containing only the rows indexed byĪ. Then depending upon the rank of H(Ī, :), from the remaining measurement set the relation z(Ī) = H(Ī, :)θ might or might not be sufficient to uniquely estimate θ. If the measurement set is robust to fault, the cardinality of the smallest index set I such that H(Ī, :) is rank deficient should be large. This robustness analysis can be carried out if the following problem minimize I |I| subject to rank(H(Ī, :)) < n
is solved for all values of k, with |I| being the cardinality of the index set I. Note that by solving (1) for each k, it is also possible to identify whether measurement k is "vulnerable" or not; k is considered vulnerable if it is involved in a small cardinality index set I k such that H(Ī k , :) is rank deficient. While desirable to solve, (1) is a combinatorial search of the rows whose removal renders H rank deficient. No scalable solution algorithms have been found for this problem in general. However, certain structure of the H matrix allows (1) to be solved efficiently (i.e., in polynomial time). In particular, this paper shows that (1) can be solved via linear programming (LP) if H is of the form H = DA, where D is a nonsingular diagonal matrix and A is a totally unimodular matrix. A matrix is totally unimodular if the determinant of every square submatrix is either −1, 0 or 1. The following describes some applications where totally unimodular matrices naturally arises in (1).
(0, 1) matrices with consecutive ones property A (0, 1) matrix satisfies consecutive ones property if either for each row or for each column, the 1's appear consecutively. Matrices of this type are totally unimodular [1] .
Now consider a networked control system [2, 3] with one controller and n sensor nodes. entry is the number of sensors in the measurement cluster k. A is (0, 1) matrix with consecutive ones in the each row. Again, to identify the vulnerable measurements, (1) can be solved.
Directed graph incidence matrix
The topology of a sensor network is described by its incidence matrix, which is totally unimodular [1] . Let A be the incidence matrix. With proper interpretation of the measurement vector z, the state vector θ and the nonsingular diagonal matrix D, the relation z = DA T θ is vital for the state estimation of various applications. These include clock synchronized sensor network [5, 6] , electric power network [7, 8] , irrigation network [9] , etc. However, for the incidence matrix case, (1) can be solved more efficiently [10] .
Problem Statement and Main Contributions
It can be shown, in Appendix, that (1) is equivalent to (see Definition 1) the following cardinality minimization problem:
where H(k, :) denotes the k th row of matrix H. Since for any x, Hx 0 = DAx 0 = Ax 0 , problem (2) is equivalent to a special case of the following problem which is the focus of this paper:
where A ∈ R m×n with m > n is a totally unimodular matrix, k ∈ {1, 2, . . . , m} is an arbitrary index, and I ⊂ {1, 2, . . . , m} is an arbitrary index set. The symbol · 0 denotes the cardinality of a vector.
Problem (3) is a special type of cardinality minimization. In general, no efficient algorithms have been found for solving cardinality minimization problems, so heuristic algorithms are often considered. The least absolute shrinkage and selection operator (LASSO) [11] technique is a heuristic algorithm which has received much attention.
To apply LASSO to problem (3), the following LP problem is set up and solved:
where in the objective function in (4) the vector 1-norm replaces the cardinality in (3). An optimal solution to (4) is then used as an approximate solution to (3), since the two optimization problems have the same feasible set. An important question is under what conditions is an optimal solution (4) also optimal to (3). The answer is provided by the main result of this paper. It states that under the assumption that A is totally unimodular, if (4) is feasible, then there exists at least one optimal solution to (4) which is also optimal to (3). In addition, this optimal solution can be found by using the simplex algorithm to solve the following standard form LP problem [12] , which is equivalent to (4):
The main contribution described above will be formally stated in Theorem 1, Remark 3.1 and Remark 3.2 in Section 3.
Previous Work
With a change of decision variable z = Ax, problem (3) can be posed as:
where L T spans the null space of A T and z(I) denotes a sub-vector of z containing the entries corresponding to the index set I. Problem (6) is a special case of a constrained cardinality minimization problem
where Φ has more columns than rows, and has full row rank. Again, an important question regarding the use of LASSO (as well as other heuristic techniques such as basis pursuit [13] , weighted l 1 minimization [14] and matching pursuit [15] ) is the conditions which guarantee that the approximate solution is in fact optimal. References [16, 17, 18, 19] provide some probabilistic conditions. They guarantee the optimality of the LASSO approximate solution of a random instance of (7) with high probability, provided that the entries of matrix Φ in (7) are drawn from certain distributions and the optimal solution is sufficiently sparse (e.g., [17] ). Some other theories are based on asymptotic analysis, stating that the LASSO approximate solution can be optimal when the numbers of rows and/or columns of Φ approach infinity [20, 21] . While the aforementioned probabilistic and asymptotic theories are powerful in general, they do not apply to the case considered in this paper where the entries of A in (3) (and correspondingly Φ in (7)) are deterministic and the dimensions are fixed. Nevertheless, deterministic conditions in fact exist. For instance, [22, 23] provide deterministic results based on the mutual incoherence. [18] introduces the concept of restricted isometry property (RIP) and establishes a sufficient condition for the LASSO approximate solution to be optimal, based on RIP with some appropriate parameters. However, these deterministic results require some notion of orthogonality of the columns of Φ, an attribute the considered problem in (3) does not necessarily possess. As an example, consider A in (3) being an incidence matrix (a type of totally unimodular matrix), and a corresponding L matrix in (6) as follows: 
SupposeĪ in (6) is empty and k = 7. Then the mutual incoherence of the corresponding Φ in (7) is one. Consequently, condition (18) in [24] reduces to a trivial statement.
A similarly distressing situation occurs with RIP. The RIP condition in [24] does not apply for any s-sparse optimal solution with s ≥ 2. This is because the corresponding RIP parameter δ would be at least √ 3, and this is greater than what is allowed by the theory.
Unlike the mutual incoherence and RIP results, which are based on orthogonality, this paper proposes an alternative, polyhedral combinatorics based condition to guarantee the optimality of the LASSO solution. This condition requires that the matrix A in (3) is totally unimodular and the constraint must be of the special form as in (3).
In particular, this paper shows that (4), as a result of applying LASSO to (3) , is an LP relaxation of (3). The special structure in (3) implies that if (3) is feasible then at least one basic feasible solution of the LP relaxation (i.e., a vertex of the polyhedral feasible set) is optimal to both (3) and the LP relaxation. This establishes that the LASSO approximate solution is optimal (so long as the approximate solution is appropriately obtained). Note that this paper is not the first attempt to explore matrix structure. For instance, results in which Φ in (7) is a concatenation of two orthogonal matrices can be found in [16] . However, to the authors' best knowledge, results regarding totally unimodularity and LASSO do not exist.
Organization of the Paper
The outline of the rest of the paper is as follows. In Section 2 some definitions will be introduced and two preliminary lemmas will be presented. Then Section 3 describes the main result of the paper. Section 4 gives the conclusions.
Preliminaries
Definitions
This paper makes of the following definition of equivalence of optimization problems as follows: Definition 1. Two optimization problems are equivalent if there is an one-to-one correspondence of their instances. The corresponding instances are either both infeasible, unbounded or having optimal solutions. In the last case, it is possible to construct an optimal solution to one problem from an optimal solution to the other problem and vice versa. In addition, the two problems have the same optimal objective values.
In the subsequent discussion it will be clear how to construct the optimal solutions for two equivalent problems, in the context of the current paper. In fact, the equivalent problems involved always share at least one common optimal solution. Finally, note that according to the definition, problems (4) and (5) are equivalent.
Definition 2 ( [12]). For a standard form LP problem
where C ∈ R l×p with l < p, a basic solution θ of (8) is a solution to the system of equations Cθ = d with at most m (i.e., the number of rows of C) nonzero entries. A basic feasible solution θ of (8) is a basic solution such that θ ≥ 0. Strictly speaking, the notion of basic (feasible) solution is associated with a standard form LP problem instance (e.g., [12] pp. 53-54). However, in this paper basic (feasible) solution can also be associated with a polyhedron (e.g., {θ Cθ = d, θ ≥ 0}). This is because it is the polyhedron in an LP problem that defines the basic (feasible) solutions. 
where I |I| is an identity matrix of dimension |I|, and 1 is a vector of all ones.
The first step of the proof is to show that every basic solution of the polyhedron 
then v(j) ∈ {−1, 0, 1}, ∀ j.
The solutions in (10) characterize the nonzero entries of all basic solutions of the polyhedron P (see [12] , pp. 54-55). Next the case where C does not have full row rank is considered. In this case, Theorem 2.5 in [12] (p. 57) states that there exists a matrix Q, consisting of rows of an identity matrix of appropriate dimension, such that the polyhedron P Q {θ QCθ = Qd, θ ≥ 0} is equal to P, and QC has full row rank. Since any submatrix of a totally unimodular matrix is also totally unimodular, the analysis in the case where C has full row rank can be repeated to show that the basic solutions of the polyhedron P Q have their nonzero entries satisfying (11) . This concludes that the nonzero entries of every basic solutions to problem (8) satisfy (11) .
To complete the proof, let an optimal basic feasible solution be (x
