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Abstract
We propose a simple but efficient method to combine semi-supervised learning with weakly-
supervised learning for deep neural networks. Weakly-supervised learning is to solve the
task which requires fine-level prediction with only coarse-level annotations available. De-
signing deep neural networks for weakly-supervised learning is always accompanied by a
trade-off between fine-level information detection performance and coarse-level classifica-
tion accuracy. While combining weakly-supervised learning with semi-supervised learning
using unlabeled data, in contrast to seeking for this trade-off, we design two different mod-
els for different targets. One merely pursues finer information detection performance as the
final target, while another one is more professional in achieving higher coarse-level classi-
fication accuracy so that it is regarded as a more professional teacher to teach the former
model using unlabeled data. We present an end-to-end semi-supervised learning process
termed Guided Learning for these two different models to improve the training efficiency.
Our approach outperforms the 1st place result on DCASE2018 Task 4 which employs Mean
Teacher with a well-design CRNN network from 32.4% to 38.9%, achieving state-of-the-art
performance.
Keywords: Semi-supervised learning, weakly-supervised learning, deep neural network
1. Introduction
In recent years, neural networks have achieved remarkable results in many artificial intel-
ligence tasks. However, neural networks with a large number of training parameters tend
to require lots of manual annotation data. According to the hierarchical distinguish on the
task and the degree of annotation refinement, manual annotations are divided into fine-level
annotations and coarse-level annotations as shown in Figure 1. Fine-level annotations are
annotations that match the target of the task, while coarse-level annotations merely refer
to a rough range of the target. For example, fine-level (pixel-level) annotations in semantic
segmentation contain the detailed position information of categories Noh et al. (2015); Chen
et al. (2017) while coarse-level (image-level) annotations merely tell whether there is a cer-
tain category occurring in an image Wu et al. (2014); Papandreou et al. (2015). Similarly,
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(a) Fine-level annotations
(b) Coarse-level annotations
Figure 1: The illustration of fine-level annotations and coarse-level annotations.
fine-level (frame-level) annotations in sound event detection contain detailed timestamp
information of classification Cakir et al. (2015); Parascandolo et al. (2016) while coarse-
level (clip-level) annotations merely tell whether a certain category occurs in an audio clip
McFee et al. (2018); Kong et al. (2019). Obviously, coarse-level annotations reduce the high
cost of manual annotations but also increase the difficulty of model training. Therefore,
how to take advantage of data with coarse-level annotations for weakly-supervised learning
has gradually become the focus of research. Furthermore, limited to the scale of weakly-
labeled data, how to combine unlabeled data with a small amount of weakly-labeled data
for semi-supervised learning is still a challenge.
Weakly-supervised learning pursues fine-level predictions when only coarse-level anno-
tations are available during learning. Combining neural networks with multiple instance
learning (MIL) Zhou and Zhang (2002); Quellec et al. (2017) is a popular and effective
weakly-supervised learning scheme. As for neural networks, work by Oquab et al. (2015)
shows the convolutional units of convolutional neural network (CNN) contain finer informa-
tion than coarse-level annotations even without any fine-level supervision, based on which
Zhou et al. (2016) developed a weakly-supervised method with CNN and a global aver-
age pooling (GAP) layer. Similar researches are carried out by Oquab et al. (2015) and
Kolesnikov and Lampert (2016). As discussed in Long et al. (2015), there is a dense pre-
diction trade-off of CNN design between larger receptive field and finer information due
to the sampling operation and the limitation of the receptive field of the CNN filters. In
other words, although larger sampling scale is followed by fewer trainable parameters, more
efficient training, larger receptive field, and more accurate coarse-level prediction, it leads to
worse fine-level predictions due to the less detail information than the original scale. There-
fore, when designing CNN architectures for weakly-supervised learning, seeking for such
a trade-off is essential. When combining weakly-supervised learning with semi-supervised
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learning using unlabeled data, this trade-off remains but more factors will be taken into
account.
As for semi-supervised learning, most of methods improve generalization performance
using unlabeled data by utilizing another teacher model with a different strategy (teacher-
student mode method) Lee (2013); Laine and Aila (2016); Tarvainen and Valpola (2017),
exploiting generative models Kingma et al. (2014); Salimans et al. (2016); Narayanaswamy
et al. (2017) or denoising Rasmus et al. (2015). In this paper, we concentrate on the teacher-
student mode methods. Pseudo-labeling Lee (2013), in which groundtruths of unlabeled
data come from the model prediction, can be regarded as a self-teaching method. The
model plays two roles at the same time: teacher model and student model. Exploiting
new prediction of unlabeled data at each training step to optimize the model actually is a
strategy to encourage the network output to be insensitive to variations in the directions
of the low-dimensional manifold Chapelle and Zien (2005); Rifai et al. (2011). Temporal
Ensembling Laine and Aila (2016) also developes this strategy. Differently, based on the
idea that an ensemble of multiple neural networks generally yields better predictions than
a single network in the ensemble, Temporal Ensembling exploits the integration prediction
of models at different training epoch instead of the single every-step prediction. Here, the
teacher model is the integration of models at different training epochs. This ensembling
guarantees better quality of the predictions. However, there is an obvious shortage: the
predictions update once per epoch so that the larger the dataset is, the longer time is
required to compute the new predictions. On the other hand, the delay in updating results
in the slow convergence of the model. Mean Teacher Tarvainen and Valpola (2017) was
proposed to overcome the limitation of Temporal Ensembling. Mean Teacher utilizes a
teacher model which has the same model architecture as the student model instead of
integrating teacher model and student model on the same model and compute the consistent
loss for these two models at every step. Based on the idea that averaging model weights
over training steps tends to produce a more accurate model than using the final weights
directly Polyak and Juditsky (1992), the teacher model uses exponential moving average
weights of the student model so that it is able to generate better predictions. Therefore,
better predictions are guaranteed by exponential moving average weights instead of temporal
ensembling predictions and on-line learning enables feedback loop between the teacher and
the student model to be more timely and efficiently. In addition, the input augmentation
conditions used in both two methods help smooth the decision boundary lying in low-density
regions.
In this paper, we propose a semi-supervised learning method fitting for weakly-supervised
learning. We follow the teacher-student mode discussed above and take the strategy of
guaranteeing the better predictions of the teacher model by a different design of the teacher
model and the student model instead of temporal ensembling predictions or exponential
moving average weights. According to the characteristics of weakly-supervised learning, we
design two targets: finer information and higher coarse-level classification accuracy. Instead
of seeking for the trade-off mentioned above, we design a model with larger sampling scale
pursuing higher coarse-level classification accuracy to teach another model with smaller
sampling scale merely pursuing finer information, which guarantees the superior ability of
the teacher model even without any ensemble prediction. Since the teacher model is ex-
plicitly more professional in coarse-level prediction, we term it a more professional teacher.
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Figure 2: General design of the neural network for weakly-supervised learning. Three grids
on the left represent intermediate layers (feature maps) of the neural network.
Several pooling layers lead to the compression of their sizes. When the final
layer is restored to its original size for fine-level prediction, most of the detailed
information lost.
Another student model is thus able to concentrate more on fine information than coarse-level
classification accuracy. We propose an efficient end-to-end learning process named Guided
Learning, during which the more professional teacher model guides the student model to
learn online.
In the rest of this paper, we describe in detail Guided Learning with a more professional
teacher in Section 2, demonstrate the effectiveness of our approach on the dataset of DCASE
challenge task 4 in Section 3, and draw conclusions in Section 4.
2. Guided Learning
We develop a semi-supervised learning method named Guided Learning (GL) fitting for
weakly-supervised learning, which exploits a teacher-student mode and requires a more
professional teacher model and a more promising student model. In Section 2.1, we will
introduce the design principle of the teacher model and the student model and in Section 2.2,
we describe in detail the learning process of the two models.
2.1. The design principle of a more professional teacher model and a more
promising student model
For weakly-supervised learning with deep neural networks, there are two targets: a coarse-
level target for training using the weak label and a fine-level target for prediction which is
the final target. For binary classification, assuming that x is the input feature of the neural
network and f(x) denotes the coarse-level predicted probability of the neural network for
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input x, then the coarse-level prediction is:
φ(f(x)) =
{
1, f(x) ≥ α
0, otherwise
(1)
where α is a threshold between 0 and 1 to generate coarse-level prediction.
Similarly, assuming that f
′
loc(x) denotes the fine-level predicted probability of the neural
network at location loc for input x, then the fine-level prediction at location loc is:
ϕ(f
′
loc(x)) =
{
1, f
′
loc(x) · φ(f(x)) ≥ β
0, otherwise
(2)
where β is a threshold between 0 and 1 to generate fine-level prediction.
Since only coarse-level (weak) labels are available during training, the model tends to
learn coarse-level target with supervision and learn fine-level target without supervision.
As shown in Figure 2, when designing a neural network for weakly supervised learning,
we note that dense output benefits coarse-level classification accuracy but loses recognition
ability at a fine scale compared to the original scale. On the contrary, the less scale com-
pression of the output of the feature encoder in the neural network enables the model to see
finer information but leads to relatively poor coarse-level classification accuracy. Accord-
ing to Equation 2, high coarse-level classification accuracy is a necessary but not sufficient
condition for fine-level prediction. Therefore, in general weakly-supervised learning tasks,
designing a balanced network to solve this trade-off between these two targets is essential.
When exploiting a teacher-student mode method to combine semi-supervise, there are
two important issues: how to raise the quality of coarse-level predictions of the teacher
model and how to raise the potential capability on fine-level predictions of the student
model. The trade-off exactly provides us the principle to design two totally different models
to solve the problems: a more professional teacher model (PT-model) and a more promising
student model (PS-model). The PT-model designed by increasing output dense considers
only training targets (coarse-level target) and shows a superior capability on coarse-level
classification performance. The PS-model with less scale compression has greater potential
to see finer information.
Obviously, the PT-model is able to generate better coarse-level prediction than the PS-
model during training even without any additional training strategies such as temporal
ensembling predictions and exponential moving average weights.
2.2. Learning process
As shown in Algorithm 1, we introduce the implementation of GL, in which the PT-
model guides the PS-model to learn online. Three losses play important roles during GL.
Assuming that Sθ(x) and Tθ′ (x
′
) are the coarse-level predicted probabilities of the PS-
model (with trainable parameters θ) and the PT-model (with trainable parameters θ
′
)
respectively, y is the groundtruth for input x (x
′
) and we choose Cross Entropy as a loss
function, then the supervised loss of the models is:
Lsupervised = J(y, Sθ(x)) + J(y, Tθ′ (x
′
)) (3)
J(y, z) = −y · log z − (1− y) · log (1− z) (4)
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Algorithm 1 Guided learning pseudocode.
Require: xk = training input with index k
Require: L = set of weakly-labeled training input
Require: U = set of unlabeled training input
Require: yk = label of weakly-labeled input xk ∈ L
Require: Sθ (x) = neural network of the PS-model with trainable parameters θ
Require: Tθ′ (x) = neural network of the PT-model model with trainable parameters θ
′
Require: g (x) = stochastic input augmentation function
Require: J (t, z) = loss function
Require: φ(z) = prediction generation function
Ensure: θ, θ
′
for i = 1→ num epoches do
if i > start epoch then
a← 1− γi−start epoch . calculate the weight of unsupervised loss of the PT-model
else
a← 0
end if
for each minibatch ß do
sk ← Sθ (xk ∈ ß) . the coarse-level predicted probability of the PS-model
tk ← Tθ′ (g(xk) ∈ ß) . the coarse-level predicted probability of the PT-model
s˜k ← φ (sk) . convert the predicted probability into 0-1 prediction
t˜k ← φ (tk)
if xk ∈ L then
loss← 1|ß|
{∑
xk∈J∩ß [J (yk, sk) + J (yk, tk)]
}
. supervised loss
end if
if xk ∈ U then
loss← 1|ß|
{∑
xk∈U∩ß
[
J
(
t˜k, sk
)
+ a · J (s˜k, tk)
]}
. unsupervised loss
end if
update θ, θ
′
. update network parameters
end for
end for
This supervised loss helps both models update their parameters using weakly-labeled
data at every step during training. Since the PS-model is expected to catch up with the
coarse-level performance of the PT-model, an unsupervised loss is introduced to guide the
PS-model to learn:
Lunsupervised = −φ(Tθ′ (x
′
)) · logSθ(x)− (1− φ(Tθ′ (x
′
)) · log (1− Sθ(x)) (5)
Another unsupervised loss is used to fine-tune the PT-model. We argue that as the
training progresses, the capability of the PS-model on coarse-level prediction gradually
approaches the PT-model. Therefore, by exchange the learning direction of two models, we
can encourage the output of the PT-model to be insensitive to variations in the directions
of the low-dimensional manifold just like the fine-tuning phase in Pseudo-Label. Then this
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unsupervised loss is:
L
′
unsupervised = −φ(Sθ(x)) · log Tθ′ (x
′
)− (1− φ(Sθ(x))) · log (1− Tθ′ (x
′
)) (6)
Considering the inherent gap between the capability of the two models on coarse-level
prediction, we utilize the input augmentation to improve the stability of unsupervised learn-
ing with L
′
unsupervised. We apply augmentation to the input of the PT-model so that unla-
beled data helps the PT-model to be insensitive to variations in the directions of the low-
dimensional manifold even with the relatively poor prediction provided by the PS-model.
Then the input with augmentation of the PT-model is:
x
′
= g (x) (7)
where g is a stochastic input augmentation function.
At the beginning of the training, the PT-model simply updates with the supervised loss
due to the poor performance of the PS-model. Conversely, the fact that the superiority of
the PT-model is guaranteed by the design of model architecture enables the PS-model to
keep an unsupervised loss all the time. In this cold start phase, the loss we employ is:
Lfirst = Lsupervised + Lunsupervised (8)
After s epochs, the PS-model is considered not to fall behind the PT-model a lot and
the PT-model begins to keep an unsupervised loss to fine tune itself. In this phase, the loss
we employ is:
Lsecond = Lsupervised + Lunsupervised + a · L′unsupervised (9)
Here, the exponentially increasing weighted factor a is expected to be relatively small
and increase slowly in the early stages of training. If a is too large, the PT-model will be
consistent with the weaker PS-model so that contribute little to raise the performance of
the PS-model.
3. Experiment
3.1. Data set
The dataset we utilize to evaluate our method is from DCASE2018 Task 4 Serizel et al.
(2018), which is a a subset of Audioset Gemmeke et al. (2017) by Google, consisting of
ten sound events inside the house: speech, dog, cat, alarm bell and ringing, dishes, frying,
blender, running water, vacuum cleaner and electric shaver toothbrush. The set containing
57157 10-second audio clips is divided into four subsets: weakly-labeled training set (1578
clips), unlabeled in domain training set (14412 clips), unlabeled out of domain training
set (39999 clips), strongly-labeled validation set (288 clips) and strongly-labeled test set
(880 clips). We take the combination of the weakly-labeled training set and unlabeled in
domain training set as our training set in which the proportion of weakly-labeled data is
about 10% in our experiments. The dataset is for multi-class sound event detection, which
not only requires to tell whether a certain event category occurs in an audio clip (coarse-
level prediction) but also requires to detect the onset and the offset of the event (fine-level
prediction).
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Figure 3: The model architectures of the PT-model and the PS-model.
3.2. Model architecture
As shown in Figure 3(a), the architecture of the PT-model utilized in our experiment
comprises 5 components: an input batch normalization layer, 4 CNN modules, a CNN
block, an attention pooling module with Disentangled Feature Lin et al. (2019), and a
dense layer. The CNN block comprises a convolutional layer, a batch normalization layer
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and a ReLU activation layer as depicted in 3(c). Each CNN module comprises a CNN
block, a Maxpooling layer and a dropout layer. As shown in Figure 3(b), the architecture of
the PS-model comprises an input batch normalization layer, 3 CNN modules, an attention
pooling module, and a dense layer. The CNN modules in PS-model doesn’t comprise any
dropout layer. The main differences between the PT-model and the PS-model lie in the
pool size of max pooling layers in CNN modules, where there is no compression on the
time scale of the PS-model. The total trainable parameters of the PT-model is 332364 and
that of the PS-model is 877380. The input augmentation is implemented by Gaussian noise
(δ = 0.15) on the input layer.
We employed 64 log mel-bank magnitudes which are extracted from 40 ms frames with
50% overlap and the every 10-second audio clip is extracted into 500 frames. Since the
PS-model does not do any sampling compression in the time scale, it is able to make fine-
level predictions for 500 frames, while the fine-level prediction sequence with a size of 5 of
the PT-model needs to be restored to its original size. During post-processing, a group of
median filters with adaptive window size is utilized for smoothing the prediction.
3.3. Training and evaluation
The models are trained utilizing the Adam optimizer Kingma and Ba (2014) with learning
rate of 0.0018 and mini-batch of 64 10-second patches for 200 epochs. The learning rate
is reduced by 0.2 per 10 epochs. Training early stops if there is no more improvement in
coarse-level macro F1 score Mesaros et al. (2016) on the validation set within 15 epochs
and the best performing model on the validation set will be retained for prediction during
training. All the experiments are repeated 20 times, and the average performances, as well
as the best performances within these 20 experiments, are reported.
All models are evaluated using the sed eval package to compute event-based measure
with a 200ms collar on onsets and a 200ms / 20% of the events length collar on offsets and
segment-based measure on 1s segments. Mesaros et al. (2016). Both event-based measure
and segment-based measure are related to the performance on sound event detection (fine-
level prediction), between which event-based F1 score is the main indicator to measure
the performance of the model. We report coarse-level macro F1 score Mesaros et al. (2016)
to measure the performance of the model on audio tagging (coarse-level prediction).
3.4. Results
We set start epoch s = 5, and experiment with different values for factor α (see details
in Algorithm 1). As shown in Table 1, model GL-0.998 (GL with α = 0.998) with input
augmentation achieves the best average performance with an event-based F1 score of 0.358
on fine-level prediction. As shown in Table 2, GL-0.998 achieves an event-based F1 score of
38.9% (the best result within these 20 experiments), outperforming the first place JiaKai
(2018) in the challenge by 6.5 percentage points. The first place JiaKai (2018) in the
challenge employs Mean Teacher Tarvainen and Valpola (2017) with a well-design CRNN
network to solve the task and achieves an event-based F1 score of 32.4% on the dataset.
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Table 1: The average performances of models
Model Audio tagging
Sound event detection
Event-based Segment-based
Supervised-only
PS-model 0.549± 0.034 0.271± 0.054 0.526± 0340
PT-model 0.593± 0.049 0.105± 0.010 0.492± 0.067
Without augmentation
GL-1 0.640± 0.022 0.290± 0.026 0.550± 0.035
GL-0.999 0.649± 0.041 0.314± 0.041 0.576± 0.051
GL-0.998 0.646± 0.025 0.308± 0.033 0.567± 0.040
GL-0.996 0.627± 0.020 0.311± 0.019 0.565± 0.025
GL-0.998* 0.584± 0.030 0.324± 0.007 0.536± 0.028
With augmentation
GL-1 0.618± 0.041 0.333± 0.029 0.573± 0.035
GL-0.999 0.632± 0.034 0.345± 0.037 0.584± 0.040
GL-0.998 0.636± 0.049 0.358± 0.032 0.592± 0.038
GL-0.996 0.627± 0.025 0.351± 0.030 0.587± 0.030
GL-0.998* 0.592± 0.019 0.332± 0.023 0.545± 0.019
3.4.1. Supervised learning
As shown in Table 1, the supervised-only PT-model achieves a macro F1 score of 0.593,
outperforming the supervised-only PS-model, which exactly meets our expectation. This is
because the size of the feature map of the PT-model is compressed by several pooling layers
step by step. Finally, the receptive field of high-level feature representation is large which
makes it better combine with the contextual information. On the contrary, the receptive
field of every-frame high-level feature representation of the PS-model is only 2.2% (11/500)
of total frames. The gap between the capability of the two models to integrate contextual
information explains why the PT-model achieves better coarse-level performance.
On the other hand, as shown in Table 1, the supervised-only PS-model achieves a event-
based F1 score of 0.271, outperforming the supervised-only PT-model by 16.6 percentage.
Obviously, the PT-model lost the ability to see finer information due to the compression
of time scale. Figure 4 lists the detection results of an audio clip example and shows the
fine-level predicted probabilities output by models. As shown in Figure 4(a), the PS-model
outputs more refined detection results than the PT-model, making the smoothed result of
the PS-model as shown in Figure 4(b) closer to the groundtruth.
3.4.2. The effect of GL
As shown in Table 1, GL-1, GL-0.999, GL-0.998, and GL-0.996 (with input augmentation)
all outperform supervised-only PT-model and PS-model both on coarse-level and fine-level
performances. This indicates that the unlabeled data doesn’t only help the PS-model to
10
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Table 2: The performances of models with best event-based F1 score
Model Audio tagging
Sound event detection
Event-based Segment-based
Supervised-only
PS-model 0.576 0.290 0.545
PT-model 0.630 0.115 0.532
Without augmentation
GL-1 0.660 0.310 0.572
GL-0.999 0.685 0.338 0.602
GL-0.998 0.667 0.336 0.606
GL-0.996 0.647 0.330 0.588
GL-0.998* 0.602 0.332 0.564
With augmentation
GL-1 0.643 0.361 0.601
GL-0.999 0.659 0.376 0.609
GL-0.998 0.658 0.389 0.623
GL-0.996 0.652 0.381 0.614
GL-0.998* 0.623 0.336 0.570
catch up with the coarse-level performance of the PT-model but also help it to exceed the
PT-model.
When α = 1, the PT-model doesn’t learn from the unlabeled data (the weight of semi-
supervised loss L
′
unsupervised is always 0). In this case, the PS-model in GL-1 outperforms
supervised-only PS-model by 6.9 percentage points on coarse-level performance and 6.2
percentage points on fine-level performance. When α decreases to 0.998, the PS-model
in GL-0.998 achieves best performance, which denotes that the PT-model in GL-0.998 is
optimized with L
′
unsupervised. However, when α decreases to 0.996, the weight of L
′
unsupervised
increases more rapidly and the performance of the PS-model in GL-0.996 starts to decline.
To demonstrate the effect of the more professional teacher model, we utilize another
PS-model instead of a PT-model to guide a PS-model to learn and show the results as GL-
0.998* in the tables. These two PS-model employ the same model architecture shown in
Figure 3(b). Comparing the performance of GL-0.998 and GL-0.998* in Table 1, we found
that GL-0.998 outperforms GL-0.998* by 4.4 percentage points on coarse-level performance
and 2.6 percentage points on fine-level performance. Therefore, GL-0.998 takes advantage
of the better coarse-level prediction of the PT-model just as we expected. In addition, the
trainable parameters of the PT-model are always much fewer than that of the PS-model
(the training parameters of the PS-model in our experiments are 2.6 times that of the
PT-model), which greatly improves the training efficiency.
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(a) Fine-level predicted probabilities output by models.
(b) Fine-level predicted probabilities smoothed by median windows.
Figure 4: The comparison of performances on event detection of models with supervision
and without supervision.
3.4.3. The effect of input augmentation
Comparing GL-0.998* with augmentation and without augmentation, we found that the
input augmentation did help improve both coarse-level and fine-level performance. As
discussed in Section 2.2, the input augmentation might work by helping the PT-model
(the model architecture of the PT-model is the same as the PS-model in GL-0.998*) to be
insensitive to variations in the directions of the low-dimensional manifold. In this way, the
better predictions the PT-model yields, the better performance the PS-model achieves.
However, when the model architecture of the PT-model varies from the PS-model, the
input augmentation weakens the coarse-level performance but raise the fine-level perfor-
mance of the PS-model. We argue that the weak coarse-level performance results from
the different low-dimensional manifolds of these two models. An input with augmentation
might lay in a low-dimensional manifold of the PT-model, which is expected to be pre-
dicted to be y
′
. But when it comes to the corresponding low-dimensional manifold of the
PS-model, this input is predicted to be 1 − y′ . This goes against our intention of utilizing
input augmentation.
Nevertheless, the input augmentation still helps to improve the fine-level performance
of the PS-model. As shown in Table 1, GL-0.998 with augmentation outperforms GL-0.998
without augmentation by 5 percentage points on fine-level performance. We argue that
unsupervised learning of fine-level information implying in weakly-supervised learning is
12
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sensitive to false targets provided for training. During GL, the targets of unlabeled data
for the PS-model come from predictions of the PT-model with input augmentation, which
leads to the diverse of targets of controversy samples. Diverse targets of controversy samples
reduce the probability that a certain false target is kept in the learning of the PS-model
all the time, which increases the stability of unsupervised learning of fine-level information
implying in weakly-supervised learning.
4. Conclusion
In this paper, we propose a teacher-student mode method named Guided Learning to com-
bine semi-supervised learning with weakly-supervised learning. Based on the characteristics
of deep neural networks for weakly-supervised learning, we analyze the trade-off implied in
the structural design of the networks between the intermediate target and the final target
of weakly supervised learning and present how to design a more professional teacher model
to optimize a more promising student model using unlabelled data. Since the quality of
teacher-generated targets is important in semi-supervised learning methods with teacher-
student mode, the principle gives an efficient strategy to yield better teacher-generated
predictions from the perspective of weakly-supervised learning. We also introduce an ef-
ficient on-line learning process for these two models. Moreover, a better learning process,
which considers the more detailed differences between the teacher model and the student
model, is left to explore in the future.
Experimental results on the dataset of DCASE2018 Task 4 show that the proposed
method achieves state-of-the-art performance, outperforming the first place in the challenge
who employs Mean Teacher with a well-design CRNN network by 6.5 percentage point.
References
Emre Cakir, Toni Heittola, Heikki Huttunen, and Tuomas Virtanen. Polyphonic sound event
detection using multi label deep neural networks. In 2015 international joint conference
on neural networks (IJCNN), pages 1–7. IEEE, 2015.
Olivier Chapelle and Alexander Zien. Semi-supervised classification by low density separa-
tion. In AISTATS, volume 2005, pages 57–64. Citeseer, 2005.
Liang-Chieh Chen, George Papandreou, Florian Schroff, and Hartwig Adam. Rethinking
atrous convolution for semantic image segmentation. arXiv preprint arXiv:1706.05587,
2017.
Jort F Gemmeke, Daniel PW Ellis, Dylan Freedman, Aren Jansen, Wade Lawrence, R Chan-
ning Moore, Manoj Plakal, and Marvin Ritter. Audio set: An ontology and human-labeled
dataset for audio events. In 2017 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pages 776–780. IEEE, 2017.
Lu JiaKai. Mean teacher convolution system for dcase 2018 task 4. Tech. Rep., DCASE
Challenge, 2018.
Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv
preprint arXiv:1412.6980, 2014.
13
Lin Wang Liu Qian
Durk P Kingma, Shakir Mohamed, Danilo Jimenez Rezende, and Max Welling. Semi-
supervised learning with deep generative models. In Advances in neural information
processing systems, pages 3581–3589, 2014.
Alexander Kolesnikov and Christoph H Lampert. Seed, expand and constrain: Three prin-
ciples for weakly-supervised image segmentation. In European Conference on Computer
Vision, pages 695–711. Springer, 2016.
Qiuqiang Kong, Yong Xu, Iwona Sobieraj, Wenwu Wang, and Mark D Plumbley. Sound
event detection and time–frequency segmentation from weakly labelled data. IEEE/ACM
Transactions on Audio, Speech and Language Processing (TASLP), 27(4):777–787, 2019.
Samuli Laine and Timo Aila. Temporal ensembling for semi-supervised learning. arXiv
preprint arXiv:1610.02242, 2016.
Dong-Hyun Lee. Pseudo-label: The simple and efficient semi-supervised learning method
for deep neural networks. In Workshop on Challenges in Representation Learning, ICML,
volume 3, page 2, 2013.
Liwei Lin, Xiangdong Wang, Hong Liu, and Yueliang Qian. Specialized decision surface
and disentangled feature for weakly-supervised polyphonic sound event detection. arXiv
preprint arXiv:1905.10091v4, 2019.
Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully convolutional networks for
semantic segmentation. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 3431–3440, 2015.
Brian McFee, Justin Salamon, and Juan Pablo Bello. Adaptive pooling operators for weakly
labeled sound event detection. IEEE/ACM Transactions on Audio, Speech and Language
Processing (TASLP), 26(11):2180–2193, 2018.
Annamaria Mesaros, Toni Heittola, and Tuomas Virtanen. Metrics for polyphonic sound
event detection. Applied Sciences, 6(6):162, 2016.
Siddharth Narayanaswamy, T Brooks Paige, Jan-Willem Van de Meent, Alban Desmaison,
Noah Goodman, Pushmeet Kohli, Frank Wood, and Philip Torr. Learning disentangled
representations with semi-supervised deep generative models. In Advances in Neural
Information Processing Systems, pages 5925–5935, 2017.
Hyeonwoo Noh, Seunghoon Hong, and Bohyung Han. Learning deconvolution network for
semantic segmentation. In Proceedings of the IEEE international conference on computer
vision, pages 1520–1528, 2015.
Maxime Oquab, Le´on Bottou, Ivan Laptev, and Josef Sivic. Is object localization for free?-
weakly-supervised learning with convolutional neural networks. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pages 685–694, 2015.
George Papandreou, Liang-Chieh Chen, Kevin P Murphy, and Alan L Yuille. Weakly-and
semi-supervised learning of a deep convolutional network for semantic image segmen-
tation. In Proceedings of the IEEE international conference on computer vision, pages
1742–1750, 2015.
14
Short Title
Giambattista Parascandolo, Heikki Huttunen, and Tuomas Virtanen. Recurrent neural
networks for polyphonic sound event detection in real life recordings. In 2016 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages
6440–6444. IEEE, 2016.
Boris T Polyak and Anatoli B Juditsky. Acceleration of stochastic approximation by aver-
aging. SIAM Journal on Control and Optimization, 30(4):838–855, 1992.
Gwenole´ Quellec, Guy Cazuguel, Be´atrice Cochener, and Mathieu Lamard. Multiple-
instance learning for medical image and video analysis. IEEE reviews in biomedical
engineering, 10:213–234, 2017.
Antti Rasmus, Mathias Berglund, Mikko Honkala, Harri Valpola, and Tapani Raiko. Semi-
supervised learning with ladder networks. In Advances in neural information processing
systems, pages 3546–3554, 2015.
Salah Rifai, Yann N Dauphin, Pascal Vincent, Yoshua Bengio, and Xavier Muller. The
manifold tangent classifier. In Advances in neural information processing systems, pages
2294–2302, 2011.
Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec Radford, and
Xi Chen. Improved techniques for training gans. In Advances in neural information
processing systems, pages 2234–2242, 2016.
Romain Serizel, Nicolas Turpault, Hamid Eghbal-Zadeh, and Ankit Parag Shah. Large-scale
weakly labeled semi-supervised sound event detection in domestic environments. arXiv
preprint arXiv:1807.10501, 2018.
Antti Tarvainen and Harri Valpola. Mean teachers are better role models: Weight-averaged
consistency targets improve semi-supervised deep learning results. In Advances in neural
information processing systems, pages 1195–1204, 2017.
Jiajun Wu, Yibiao Zhao, Jun-Yan Zhu, Siwei Luo, and Zhuowen Tu. Milcut: A sweeping line
multiple instance learning paradigm for interactive image segmentation. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, pages 256–263,
2014.
Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, and Antonio Torralba. Learning
deep features for discriminative localization. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 2921–2929, 2016.
Zhi-Hua Zhou and Min-Ling Zhang. Neural networks for multi-instance learning. In Pro-
ceedings of the International Conference on Intelligent Information Technology, Beijing,
China, pages 455–459, 2002.
15
