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Abstract
We extend the π-calculus with polyadic synchronisation, a generalisation of the
communication mechanism which allows channel names to be composite. We show
that this operator embeds nicely in the theory of π-calculus, and makes it possible to
derive divergence-free encodings of distributed calculi. We give a separation result
between the π-calculus with polyadic synchronisation (eπ) and the original calculus,
in the style of an analogous result given by Palamidessi for mixed choice. We encode
Local Area π showing how to control the local use of resources in eπ.
1 Introduction
Process calculi provide a useful framework to reason about the theory of dis-
tributed systems: they are praised both for great simplicity and expressiveness.
In designing the π-calculus [21], Occam’s razor principle seems to have played
a major roˆle: the language is terse and powerful, and before proposing a new
construct compelling examples should be shown to justify such an extension.
Therefore, to advocate the proposal of polyadic synchronisation, we start intro-
ducing two expressivity problems from the world of open distributed systems.
The ﬁrst problem is to model e-services where customers are guaranteed not
to be involved indeﬁnitely in transactions with partners that do not provide
a service complying with their requirements. Sketching EDπ, in [6] we show
1 BRICS, Basic Research In Computer Science, funded by the Danish National Research
Foundation.
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a pragmatic way to program a solution: providing abstraction mechanisms to
represent transactions. The second problem is to model a distributed object
system where messages are dispatched to a certain object if and only if it
provides the method invoked in the request, and it is ready to execute it. An
accomplished solution is the semantics of Vasconcelos and Tokoro’s calculus
of objects [31], upon which the TyCO programming language is based [30,26].
The ﬁrst problem requires interaction to take place only if both customer and
service provider agree on a set of service parameters. The second one requires
the message and the recipient to agree on object identity and method. Both
problems can be generalised as instances of the problem of matching vectors of
values among diﬀerent processes. We deﬁne the Matching Problem as follows:
Is it possible to design modular distributed systems where clients and servers
interact only if they share a certain number of values, without introducing
divergence?
The solution consists in bringing the values to be matched directly in the
interface of each process towards the system, and providing semantic rules
that allow interaction if and only if those interfaces are compatible. It is the
solution adopted by both of the approaches mentioned above.
We show that the Matching Problem cannot be solved in π-calculus with
mixed choice, and to overcome this limitation we introduce polyadic synchro-
nisation: a basic and incremental 2 extension of the calculus. The idea is
that the subject of an input or output action is no longer restricted to be a
single name, but is now a vector of names. For example we allow preﬁxes
such as a · b(x) and a · b〈v〉, where the channel is identiﬁed by vector (a, b).
It turns out that with this extension, matching can be expressed in terms of
the communication mechanism, and therefore is no longer needed as primi-
tive. Polyadic synchronisation can be thought of as describing communication
over channels with structured addresses, rather than atomic ones. A typical
π-calculus implementation would test for the presence of a given name in a
pool of channel names before dispatching a message. An implementation of
polyadic synchronisation would require repeating this procedure for each part
of the address of a given channel. From a diﬀerent perspective, considering
the whole synchronisation vector as a single address, would allow a smooth
adaptation of the existing implementations of π-calculus.
1.1 Modeling locations
Many distributed calculi refer to an explicit notion of location, intended as a
unit of distribution where computation takes place. Some of them are pre-
sented as extensions of the π-calculus, and are based on the idea that processes
running in parallel at some location can independently migrate or communi-
cate with other processes, locally or remotely. Examples of languages of this
2 As intended by Berger and Honda in [3]
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kind are to be found in [15,2,9,7,29,13]. From a pragmatic point of view, it
emerged clearly that these models were to some extent more appropriate than
π-calculus to describe physical distribution. From a theoretical point of view,
the necessity of these variants has not been stated in general, to the best of
our knowledge. Take the Distributed π-calculus [15] (where π-like processes
are explicitly enclosed in locations), as a paradigmatic example. Its main re-
duction rule states that communication among two processes can take place
only when they are in the same location:
(RComm) l[a〈v〉.P ] | l[a(x).Q] → l[P ] | l[Q{v/x}]
Our point is that a location can be seen as a name characterising all the
interactions in which a process participates: hence it can be modeled as an
additional synchronisation parameter in all the communications of a located
process. Migration is simply the dynamic (re)binding of the location compo-
nent of each preﬁx. For example the result of encoding the Dπ network
l[a〈m〉.P | a(x).go x.b〈v〉.Q] | m[b(y).R]
is a process in this extension of π-calculus (eπ), where the migration construct
go x disappears and the three threads of execution are run in parallel:
l · a〈m〉.P | l · a(x).x · b〈v〉.Q | m · b(y).R.
Note that rule (RComm) reported above, stating that two processes are al-
lowed to react if and only if they share two values (location and channel) at
the same time, is another instance of the Matching Problem.
Therefore, a possible interpretation of our expressivity result is that explicit
locations are a fundamental concept in distributed calculi, since the attempt
to encode them in models with simple synchronisation in general introduces
divergence. Analogously, we suggest that nested locations are not encodable
in models with a ﬂat space of locations, justifying for example the lack of
compositional, divergence-free encodings of Ambients into other calculi.
1.2 Modeling cryptography
As another example, we claim that eπ is able to express an interesting class
of security protocols. In fact, it is possible to use polyadic synchronisation
to encode secure channels: the sending along public channel a of datum m
encrypted under key k is expressed as a · k〈m〉.P , implying that m can be
received only by an agent knowing the secret password k, beside the public
name a. With respect to the Spi-calculus of Abadi and Gordon [1], this
solution lacks the power of expressing keys obtained by hashing data. We
consider now a diﬀerent way to represent encryption in eπ, still relying on the
ability to synchronise on multiple names, but more expressive. We propose
constructs for encrypting and decrypting data, such that encrypted messages
are represented as names (therefore can still be encrypted, sent, or used as
keys), and encryption is nondeterministic (encrypting the same message under
the same key two times yields diﬀerent results). These construct are:
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[[encrypt m
k
x in P ]] = (νx)(!x · k〈m〉 | P )
[[decrypt x
k
m in P ]] = x · k(m).P
The ﬁrst construct encrypts data m under key k and returns the encrypted
message as name x, fresh to be used in all the scope embraced by P . Decryp-
tion of message x through key k binds name m in the continuation P to the
original message provided that the key is the same as the one used to encrypt
it. Note how x, the result of the encryption, is a restricted name whose scope
is process P . This is not a limitation because the scope of x can be extended
in the standard way using extrusion, allowing modularity in the deﬁnition
of processes. For example it is easy to see that the system below evolves to
R{m/w} | S | A and that A alone cannot compromise the secrecy of m.
Receiver : (ν k)secure〈k〉.public(y).decrypt y
k
w in R
Sender : (ν m)secure(z).encrypt m
z
x in public〈x〉.S
System : (ν secure)(Sender | Receiver) | A
1.3 Related work
Introducing transaction algebras, Ferrari [12] extends CCS with composite pre-
ﬁxes, allowing a mixed form of polyadic synchronisation and synchronisation
between multiple parties. Castellani and Boudol [5] have studied the inﬂuence
of regarding ﬁnite computations as atomic events on concurrent languages se-
mantics, yet it seems that polyadic synchronisation is not expressible in their
framework. Nestmann [23] has studied the expressive power of the joint in-
put, a liberalisation of the join patterns of [14], in the π-calculus framework:
it can be seen as a form of biadic synchronisation for input processes only 3 .
For the lack of a corresponding biadic output, it does not provide a solution
to the matching problem. Abadi and Gordon (Appendix A of [1]) mentioned
synchronisation on tuples to point out that π-calculus could be made more
resistant to security attacks, but did not develop the subject any further.
Milner [22] advocated the idea of synchronisation along tuples in a talk about
the polynomial π-calculus, but there are no more references on the subject.
1.4 Plan of the paper
In Section 2 we extend the π-calculus with polyadic synchronisation, and
we show that its equational theory is robust with respect to this extension.
In Section 3 we prove that polyadic synchronisation enhances the expressive
power of the calculus by showing a separation result. We give a fully-abstract
divergent encoding of eπ in π-calculus, and we relate our expressivity result
to previous ones. In Section 4 we show an example of the expressivity of eπ,
giving a divergence-free uniform encoding of Local Area π-calculus [9].
3 The main reduction rule for joint input is a〈c〉|b〈d〉|{a(x)|b(y)}.P ↘ P{c/x}{d/y}, where
{a(x)|b(y)}.P could be seen as a · b(x, y).P , yet behaving diﬀerently than in eπ.
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2 Polyadic Synchronisation in π-calculus
The π-calculus [21] is a formalism to describe concurrent execution of com-
municating processes based on the idea, inherited from CCS, of synchronising
over named channels. Our proposal is to extend the synchronisation mech-
anism to the case where channels are denoted by vectors of names, allowing
interaction to happen only when such vectors match element-wise. Synchro-
nisation remains atomic: we enforce an all-or-nothing behaviour.
2.1 Syntax
The syntax of processes and the structural congruence relation remain the
same as the ones in the literature of π-calculus, sometimes with straightfor-
ward extensions:
P,Q,R ::= 0 | Σi αi.Pi | P | Q | (νn)P | !P
The diﬀerence lies in the generalisation of the input and output preﬁxes:
α ::= a1 · ... · ak(x) | a1 · ... · ak〈m〉
A channel is now a vector of names, the synchronisation vector : π-calculus
is the instance where only vectors of length one are allowed. Synchronisation
vectors will be denoted by letters u and v, and where necessary we will write
preﬁxes of pure synchronisation in CCS-style. The subject of an input or
output preﬁx is the channel used for communication and the object is the
parameter. Given a preﬁx α, we recall the notion of free names (fn(α)),
bound names (bn(α)), and names (n(α) = fn(α) ∪ bn(α)):
α fn(α) bn(α)
u(x), u〈νx〉 {a|a ∈ u} {x}
u〈b〉 {a|a ∈ u} ∪ {b} ∅
Functions fn and bn are extended in the usual way to processes. A name s
is fresh respect to a set S if s /∈ S, and respect to a process P if s /∈ n(P ).
The notation Π1..nPi is a shorthand for polyadic parallel composition P1|...|Pn.
Polyadicity with respect to the objects of communication is a concept orthog-
onal to polyadic synchronisation: when needed, we will refer to the polyadic
version of the calculus.
The πN family. We denote with πk the sub-language where the length of syn-
chronisation vectors is at most k. A degenerate case is π0, where channels are
nameless and processes interact through a global ether 4 : 〈v〉.P | (x).Q −→
P | Q{v/x}. In particular, π-calculus = π1 \ π0, and eπ =
⋃
n πn, whereas
πN will denote the family of calculi {π0, π1, π2, ...}.
4 It is essentially the local communication mechanism of the Ambient Calculus [7].
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2.2 Semantics
We deﬁne the operational semantics of polyadic synchronisation as an exten-
sion of the π-calculus labeled transition system, in particular adapting the
late lts of [21] to synchronisation vectors. Transition labels α are τ for silent
action, u(x) for input, u〈b〉 for free output, and u〈νb〉 for bound output. We
omit the symmetric rules for (Comm) and (Close).
Σiαi.Pi
αi−→ Pi
(Prefix)
P
u〈b〉−→ P ′, Q u(x)−→ Q′
P |Q τ−→ P ′ | Q′{b/x} (Comm)
P | !P α−→ P ′
!P
α−→ P ′ (Bang)
P
u〈νx〉−→ P ′, Q u(x)−→ Q′
P |Q τ−→ (νx)(P ′ | Q′) (Close)
P
α−→ P ′
(νx)P
α−→ (νx)P ′x ∈ α (Res)
P
u〈x〉−→ P ′
(νx)P
u〈νx〉−→ P ′
x ∈ u (Open)
Matching. In eπ it is possible to deﬁne matching as a derived operator. If x
does not appear free in P , the process (νx)(x ·m | x ·n.P ) is equivalent to the
π-calculus process [n = m]τ.P : by rule (Comm) the two processes x ·n.P and
x ·m can interact only if n is equal to m. Note that the restriction on name x
prevents interference from any possible context. Matching, if successful, will
result in a τ (hidden) action.
2.3 Equational Theory
In this section we show that our extension is robust with respect to the equa-
tional theory of the π-calculus [20]. We start extending the notion of (Strong)
early bisimulation to the case of synchronisation vectors.
Deﬁnition 2.1 [Bisimulation] A binary symmetric relation S on processes is
an early bisimulation if and only if: P S Q and P α−→ P ′ implies
(i) if α = u(x) then ∀b.∃Q′ : Q u(x)−→ Q′ ∧ P ′{b/x} S Q′{b/x}
(ii) if α is not an input then ∃Q′ : Q α−→ Q′ ∧ P ′ S Q′.
P is early bisimilar to Q (P ∼˙Q) if P S Q for some early bisimulation S.
As in π-calculus, ∼˙ is an equivalence relation but it is not a congruence,
because it is not closed under input preﬁx. For instance a | b ∼˙ a.b + b.a,
whereas c(a).(a | b) ˙∼ c(a).(a.b + b.a). The closure of bisimulation under
any context is a congruence relation that we will denote with ∼; for a formal
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treatment of the subject we refer to [28]. Strong early bisimulation in eπ is ﬁner
than in π-calculus with matching. In [28] it is shown that the two processes
P1 = a(x).0 + a(x).P and P2 = P1 + a(x).[x = n]P are early bisimilar. In
eπ they are not: the matching in P2 becomes (νb)(b · x | b · n.P ), and if x = n
P2 can perform a τ action before reducing to P , whereas P1 cannot provide
a counterpart. Consider now late bisimulation, which diﬀers from the early
one in the order given to the quantiﬁcations over b and Q′. Late bisimulation
remains ﬁner, as in π-calculus: the substitution of process P1 above (also in
P2) with process P
′
1 = a(x).τ + a(x).τ.P , which provides the missing τ action,
yields processes that are early but not late bisimilar.
The previous relations are called strong bisimulations. It is interesting in
some cases to abstract over τ actions and consider bisimulation with respect to
input and output actions only. Let =⇒ be the reﬂexive and transitive closure
of
τ−→ and α=⇒ be =⇒ α−→=⇒. Weak early bisimulation (≈˙) is obtained by
replacing all of the instances of Q
α−→ Q′ in Deﬁnition 2.1 with Q α=⇒ Q′.
The asynchronous case. Following [4,16], we deﬁne the asynchronous eπ (aeπ)
as the restricted language with non-blocking output and without summation.
In [27] it is shown that in the asynchronous π-calculus without matching, weak
ground bisimulation 5 (≈˙G) becomes a congruence. This result does not hold
for aπi when i ≥ 2, because of the ability to encode matching. For example
b(x).[x = a]x〈a〉 ≈˙G b(x).0, but adding an output which sends a on channel b
we have b〈a〉 | b(x).[x = a]x〈a〉 ˙≈G b〈a〉 | b(x).0.
3 Expressivity of Polyadic Synchronisation
In the following we will refer to the notion of ”reasonable” encoding given
by De Boer and Palamidessi in [11] and widely adopted in the literature, in
particular in [25]. The idea is that the encoding of a language should be com-
positional, in the sense of homomorphic with respect to parallel composition
and nondeterministic choice, and should be termination invariant, meaning
that success or failure of a process should be preserved by the translation.
3.1 A Hierarchy of π-calculi
We proceed to show our main expressivity result: the πN family of process
calculi is strictly ordered by inclusion with respect to expressive power. In
particular, we show that the Matching Problem is a separation problem: it is
not possible to write two non-divergent processes in πk to detect wether two
vectors of k + 1 identiﬁers are equal, whereas it is possible in πk+1.
The Matching Problem. In order to formalise the deﬁnition of Matching Prob-
5 A bisimulation is ground when only the second point in Deﬁnition 2.1 is considered, where
α means then any action.
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lem, we focus on a general notion of calculus: the Communication Based Cal-
culus (CBC ). A process algebra C is a CBC if parallel processes can interact
only by means of a point to point communication mechanism, based on the
notion of presenting the environment with complementary stimuli constituted
of shared free names. Moreover, C must provide a construct to express inﬁnite
behaviour (e.g. a replication operator ”!”), and names must be drawn from a
simple set: no algebra can be deﬁned on them. In the following, let P and Q
be processes in some CBC : we will write P ↪→ Q meaning that P performs a
ﬁnite number of reductions (eventually none) and becomes Q, and P ↪→ if P
is deadlocked. Two complementary stimuli with names in α, will be denoted
by
α1·...·αn−→ , α1·...·αn−→ . We deﬁne object barbs P↓〈s〉 as the ability of P to present
the environment with an output stimulus whose object is s. P↓S will denote
the set of all the object barbs with values in S exhibited by process P , i.e.
P ↓S  {s ∈ S | P ↓〈s〉}. Finally, P is a process template of degree n if and
only if its free names (parameters) are {y, x1, ..., xn}, and we will write it as
P
(y)
(x1,...,xn)
or simply as P according to the context. The instantiation of the
parameters in P with names b, a1, ..., an, will be denoted by P
b
a1,...,an
. We will
call b the process index and a1, ..., an the process identiﬁers.
Example 3.1 To become familiar with the previous deﬁnitions, we show some
examples in eπ (which is a CBC, as most other process algebras are). Take
an eπ process P = x1 · x2〈x2〉 | x1 · x2(w).〈y〉, and consider it as the pro-
cess template of degree 2 P
(y)
(x1,x2)
. Instantiating its parameters as in P ia,b =
a · b〈b〉 | a · b(w).〈i〉, we can observe that P ia,b ↪→ 〈i〉 = Q, (P ia,b↓〈b〉 ∧ Q↓〈i〉)
holds, and P ia,b↓{i,j}= ∅, whereas P ia,b↓{a,b,i,j}= {b}. Finally, Q ↪→.
To convey the intuition behind a Matching System, consider in the following
deﬁnition each process L as a lock, and each process K as a key. The arity of
a Matching System speciﬁes the number of parameters necessary to establish
that a key is able to open a lock. In a ﬁnite amount of steps, each key must
be associated to one of the complementary locks, if any such exists. On the
other hand, unrelated keys and locks shall not be associated.
Deﬁnition 3.2 (Matching System) Let K and L be any two process tem-
plates of degree n. K and L constitute a Matching System MSn(K,L) of
arity n if and only if, for all ﬁnite sets I and J of fresh indices, for any possible
choice of the identiﬁer vectors ki = ki1, ..., k
i
n and l
j = lj1, ..., l
j
n, and for all P
of the form Πi∈I Kiki1,...,kin | Πj∈J !L
j
lj1,...,l
j
n
, the following hold:
(i) For every process Q such that P ↪→ Q and Q ↪→
(a) each instance of K must be associated to a matching instance of L
(if any exists): ∀i.(∃j.ki = lj)⇒ (∃j.(i, j) ∈ Q↓I×J ∧ ki = lj);
(b) in all the matched pairs, the corresponding instances of K and L
must have the same identiﬁers: ∀(i, j) ∈ Q↓I×J . ki = lj.
(ii) There is no inﬁnite sequence of reductions starting from process P .
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Example 3.3 The π0 processes K = 〈y〉 and L = (w).〈w, y〉, considered as
process templates K
(y)
() and L
(y)
() , constitute a matching system MS 0(K,L). In
fact, K and L have no identiﬁers, and therefore every exchange of indices is le-
gal. For example: 〈i1〉|〈i2〉|〈i3〉|!(w).〈w, j〉 ↪→ 〈i1, j〉|〈i2, j〉|〈i3, j〉|!(w).〈w, j〉 ↪→,
and condition (i) and (ii) of Deﬁnition 3.2 are satisﬁed. Note that since each
process is initially assigned a fresh index, it is not possible to observe e.g.
Q↓〈i2,j〉 without a (perhaps indirect) interaction of processes K i2 and Lj.
Diﬀerent instances P and P ′ of a matching system MSm(K,L) obtained by
instantiating in parallel an arbitrary number of copies of K and L, are closed
under parallel composition, provided that all the indices are distinct: P ′′ =
P |P ′ is another legal instance of the same matching system. In fact, it is a
crucial property of matching systems to be open, in the sense that a process
cannot make assumptions on the parallel context where it is executed.
Deﬁnition 3.4 (Matching Problem) Given a communication based cal-
culus C, the Matching Problem MPm(C) of arity m consists in ﬁnding two
processes K,L ∈ C such that MSm(K,L).
Expressivity of Polyadic Synchronisation. We are ready to present the main
technical result of the paper:
Theorem 3.5 (Expressivity) For all nonnegative integer numbers n and m
the problem MPm(πn) has a solution if and only if n ≥ m.
Proof. (⇐)We give explicitly a solution parametric inm which can be shown
to satisfy all the requirements of Deﬁnition 3.2:
K
(y)
(x1,...,xm)
= x1 · ... · xm〈y〉; L(y)(x1,...,xm) = x1 · ... · xm(w).〈w, y〉
Note the degenerate case for m = 0, reported in Example 3.3.
(⇒) Consider the minimal casem = n+1 and assume thatMPn+1(πn) has
a solution. We show that this hypothesis leads to a contradiction. Let K,L
be those two πn process templates of degree n + 1 such that MSn+1(K,L).
They must necessarily satisfy conditions (i) and (ii) of Deﬁnition 3.2 for all
the possible instantiations of their parameters, with the restriction that each
process index must be fresh. In particular, the instantiation of the problem
where P = K ia1,...,an,a | !Lja1,...,an,a and all the a1, ..., an, a are distinct, must be
such that condition (i.a) is satisﬁed, and the output 〈i, j〉 must be presented
to the system. But neither K i nor Lj know both i and j, so at least one
communication must take place (a process cannot generate free names). Since
K belongs to πn, it can present the environment with a stimulus of at most
n free names. Without loss of generality, we can assume that K i tries to
interact with Lj through a stimulus
a1·...·an−→ . Lj must necessarily oﬀer the
corresponding stimulus
a1·...·an−→ . Now consider the instantiation where P =
Kia1,...,an,a | !Lj
′
a1,...,an,b
. Since a = b the pair Ki, Lj′ is ruled out by condition
(i.b), but whenKi presents
a1·...·an−→ to the environment, Lj′ can intercept it with
9
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a1·...·an−→ : neither a nor b appear in the stimulus, Lj′ is built from the same process
template as Lj, and all of the identiﬁers are distinct. We have shown that in
principle Ki can always communicate with a process that is not the right
partner. Since a process can synchronise exclusively through its identiﬁers 6 ,
and the identiﬁers of Ki are n + 1, Ki can attempt at most M = (n + 1)n
diﬀerent stimuli. We can pick up a set of identiﬁer vectors for L such that each
instance of L is able to intercept each stimulus presented by K i. Let α1, ..., αM
be the stimuli that Ki can produce: for k ∈ 1..M , each αk = αk1, ..., αkn is a
diﬀerent combination of the process identiﬁers a1, ..., an, a. We have noticed
above that Lj is able to perform
a1·...·an−→ . For each αk, Ljk
αk1 ,...,α
k
n,b
k can interact
through
αk1 ·...·αkn−→ with Ki, but choosing bk = a the pair Ki, Ljk must be ruled
out, and therefore to detect the hypothetical presence of Lj, another stimulus
αk
′
must be produced. The system P = K ia1,...,an,a | Πk !Lj
k
αk1 ,...,α
k
n,b
k , where
all the bk are fresh is well formed, and contains an inﬁnite loop. In fact, P
is doomed to stimulate the environment to identify a possible partner for K i,
whereas the Lj
k
sub-processes will continue to consume all of those stimuli,
yielding an inﬁnite computation. ✷
Remark 3.6 The requirement that all of the processes must be instances of
two particular templates K and L simpliﬁes the proof, but is not substantial.
We believe that replication is not strictly necessary as well, but it helps to ﬁnd
a simple counterexample. We expect that the theorem could be generalised
to any CBC with an n-ary synchronisation mechanism, since the proof relies
only on the general assumptions thereof.
Corollary 3.7 (Expressivity of Polyadic Synchronisation) The next
three results are direct consequences of Theorem 3.5.
(i) The expressivity of languages in the πN family is strictly ordered by inclu-
sion according to the natural ordering on the indices: π0 ⊂ π1 ⊂ ... ⊂ eπ.
(ii) It is impossible to have a reasonable encoding of channels in π0.
(iii) The eπ is strictly more expressive than the π-calculus, in particular there
exists no reasonable encoding of eπ in π-calculus.
3.2 Translating into π
We show that it is possible to encode aeπ in polyadic π-calculus augmented
with if-then-else 7 and µ-recursion, introducing divergence but preserving
full-abstraction: for simplicity, we give the case of aπ2.
6 More precisely a process can interact through its free names. In our case, since i is fresh
by hypothesis, no other process could communicate through a synchronisation mentioning
that name.
7 In the following we use the abbreviation [a = b]P,Q for if a = b then P else Q.
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The encoding is an homomorphism, except for the following cases:
[[b · a〈c〉]] = b〈a, c〉 (Out)
[[b · a(y).P ]] = µX.b(x, y).[x = a][[P ]], (b〈x, y〉 |X) (Inp)
[[!P ]] = µX.([[P ]] |X) (Rep)
The key rule is (Inp) where we simulate the preﬁx b · a(y).P in two steps:
an input on b and a matching on a, introducing the need to backtrack in case
of failure. If that is the case (say by having reacted with the wrong output
preﬁx b〈a′, c〉), we use recursion to re-establish the initial state.
We now consider a slightly modiﬁed version of an lts relation for the asyn-
chronous polyadic π-calculus with recursion (❀). If the continuation of an
input process is an if-then-else, the corresponding action in the lts will be
labeled with its guard, otherwise a trivial matching 8 will be appended:
a(u).[x = y]P,Q
a(u)[x=y]
❀ [x = y]P,Q; otherwise a(u).P
a(u)[x=x]
❀ P
The semantics ignores the matching appended to the labels, therefore the
behaviour of processes is unaltered. What is aﬀected, is the strong bisimula-
tion relation ∼˙π, that becomes ﬁner: it is now able to discriminate matching
labels that are not equivalent. The encoding of aπ2 in π is fully-abstract
with respect to ∼˙ and ∼˙π. To establish a correspondence among the ac-
tions in the two labeled transition systems, we state that [[b · a〈c〉]] = b〈a, c〉,
[[b · a(y)]] = b(x, y)[x = a], and [[τ ]] = τ .
Theorem 3.8 For all processes P and Q in aπ2:
(i) If P
α−→ Q then [[P ]] [[α]]❀ [[Q]].
(ii) If [[P ]]
[[τ ]]
❀ Q′ then (∃Q.P τ−→ Q ∧Q′ ≡π [[Q]]) ∨ (Q′ ≡π [[P ]]).
(iii) If [[P ]]
[[b·a〈c〉]]
❀ Q′ then (∃Q.P b·a〈c〉−→ Q ∧Q′ ≡π [[Q]]).
(iv) P ∼˙Q if and only if [[P ]]∼˙π[[Q]].
Proof. Point (i) follows from Lemma A.3, point (ii) from Lemma A.4, point
(iii) from part (ii) of Proposition A.1, and point (iv) from Lemma A.5, all in
the appendix. ✷
3.3 Comparing Expressiveness
We believe that Palamidessi’s result (Theorem 4.2 of [25]), stating the reduced
expressive power of asynchronous π-calculus with respect to the synchronous
π-calculus with mixed choice, holds analogously in our setting: the ability to
synchronise on more than one channel name does not allow to break the sym-
metry between identical processes. On the other hand, since we have shown
8 The relation is well-deﬁned, since process P is structurally equivalent to [n = n]P,Q for
any possible Q and n.
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in the ﬁrst part of the proof of Theorem 3.5 that a solution for the Matching
Problem can be built in asynchronous eπ, the two constructs of polyadic syn-
chronisation and mixed choice can be considered orthogonal. Below we show
a diagram of the resulting hierarchy of expressiveness between π-calculus and
eπ 9 , in order to stress the diﬀerence between our result and many others to
be found in the literature: we propose an extension rather than a restriction
of π-calculus and we show that it is substantial by means of a negative result.
aπ
[25]
[self][25]
[self]
π
eπ
aeπ
If an operator ≤ and a total order on names were provided, the leader election
problem could be easily solved in the π-calculus without mixed choice, using
for example the LCR algorithm [8]. Analogously, if a composition operator on
names was provided as primitive, also the matching problem would be solvable
in π-calculus: the process identiﬁers could be composed together to constitute
a single channel name.
4 Encoding Local Areas
As an example of how eπ can be used to study the notion of locality, we
give an encoding of the Local Area π-calculus (laπ) of Chothia and Stark [9],
an extension of the π-calculus capturing the phenomenon of names which are
known globally but can refer only to local information. We show that a similar
reasoning can be easily carried on also in eπ.
In laπ names can be used as subjects of actions only in statically scoped
areas (local areas), whereas they can be freely communicated as values.We
introduce laπ through a paradigmatic example taken from [9], and we refer
the reader to the same source for a complete introduction.
Example 4.1 In this example the client can invoke a remote service ﬁnger
on the server exactly as it would have done in π-calculus. The novelty is that
names declared in an host area (e.g. ﬁnger) cannot be used as a communication
channel at the net level, even though they are known by both the client and
the server processes.
9 Without any pretence of completeness: the literature is rich with expressivity results on
diﬀerent fragments of the π-calculus. In particular, we refer the reader to [24,23,17,18,19]
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Client = (νc)(w〈ﬁnger , c〉 | c(x).print〈x〉)
Server = !w(s, r).s〈r〉 | !ﬁnger(y).y〈wUsers〉 |
!daytime(z).z〈wDate〉
System = net [host [Client ] | host [Server ]]
Declarations = ﬁnger@host , daytime@host , print@host , c@net ,w@net
An encoding of laπ in π-calculus is given in [10], but as the authors point out,
it is divergent 10 . Below we give a divergence-free, uniform encoding of laπ in
eπ, and we state an operational correspondence.
[[Γ  l 0]]∆ = 0 (Zero)
[[Γ  l P |Q]]∆ = [[Γ  l P ]]∆ | [[Γ  l Q]]∆ (Par)
[[Γ  l m[P ]]]∆ = (νe)[[Γ  m P ]]∆,m
→e e /∈ fn(P ) ∪ cod(∆) (Area)
[[Γ  l (νa : σ)P ]]∆ = (νa)[[Γ, a : σ  l P ]]∆ (Res)
In the following rules e = ∆(m) where Γ(a) = σ@m:
[[Γ  l a〈b〉]]∆ = e · a〈b〉 (Out)
[[Γ  l a(b).P ]]∆ = e · a(b).[[Γ, b : σ  l P ]]∆ (In)
[[Γ  l !a(b).P ]]∆ =!e · a(b).[[Γ, b : σ  l P ]]∆ (Rep)
Theorem 4.2 (Correctness of the Encoding) For any well-typed process
Γ  l P in the laπ and any transition α = a〈b〉 or α = τ , the following hold:
(i) if Γ  l P α=⇒ P ′ then [[Γ  l P ]]∆
[[α]]∆
=⇒ [[Γ  l P ′]]∆;
(ii) if [[Γ  l P ]]∆
[[α]]∆
=⇒ Q then ∃P ′ : Γ  l P α=⇒ P ′ and [[Γ  l P ′]]∆ ≡ Q;
where [[τ ]]∆ = τ and [[a〈b〉]]∆ = e · a〈b〉 if e = ∆(m) and Γ(a) = σ@m.
Proof. Follows from Theorem 5.1 of [10] and Theorem 3.8 of [self]. ✷
Note that the reasoning that in laπ is carried out through a type system, can
be expressed in eπ at the language level, without introducing divergence. It
can be argued that a type system is indeed the appropriate tool for discerning
global deﬁnitions and local uses of names, yet embedding the laπ in the π-
calculus framework, allows a large body of theory and tools to be reused. We
conclude with an example of encoding.
10The π-calculus process resulting from the translation of the input preﬁx is analogous to
the one obtained encoding the input preﬁx of eπ in π-calculus.
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Example 4.3 We translate Example 4.1 in eπ. In the resulting processes,
local areas are translated in terms of restrictions (νe), (νeC), (νeS), and decla-
rations are translated as the composition of synchronisation parameters:
Client = (νc)(e · w〈ﬁnger , c〉 | e · c(x).eC · print〈x〉)
Server = !e · w(s, r).eS · s〈r〉 | !eS · ﬁnger(y).e · y〈wUsers〉 |
!eS · daytime(z).e · z〈wDate〉
System = (νe)((νeC)Client | (νeS)Server)
5 Conclusions and Future Work
We have extended the communication mechanism of π-calculus to the case
where channels are vectors. It is a simple idea that we believe has occurred
to many other researchers, but has not received a formal treatment so far.
We have shown by the existence of a separation problem that this exten-
sion in not trivial, i.e. it allows for an interesting class of problems arising in
the domain of distributed systems to be solved in the π-calculus framework.
We have given an example of such a problem, by encoding local areas in eπ.
Another example of the expressive power of polyadic synchronisation is its
ability to model encryption. By expressing cryptographic protocols in this
setting, it would be possible to use the rich equational theory of π-calculus
to reason about their correctness. The main application for eπ, according to
us, is to support the understanding of other distributed calculi. We have a
typed encoding of Distributed π-calculus in eπ and we would like to compare
the induced lts with a typed lts for Dπ. Encoding Ambients in eπ seems to
be more diﬃcult, but would give very interesting insight, if the π-calculus lts
and bisimulation techniques could be adapted to the Ambient Calculus. In his
Ph.D. thesis [32], Vivas Frontana proposes πB (an extension of π-calculus with
a blocking operator) as a mean to reason about the concept of dynamic binding
in process calculi. He shows that blocking and mismatching are mutually en-
codable. Polyadic synchronisation allows dynamic binding to be expressed in
the π-calculus framework from a diﬀerent perspective. In fact, the Dπ exam-
ple reported in the introduction, also shows how a migrating process can gain
access to the local names of a subsystem without requiring any explicit com-
munication. Nestmann [23] has studied the expressive power of a π-calculus
extended with the joint input construct (πJ), showing that it gives the power
to derive a deadlock and livelock -free encoding of mixed choice. It would be
interesting to compare the relative expressivity of πJ and
eπ, and to enrich the
hierarchy of expressiveness shown in [23] with our results.
Concluding, we think that Theorem 3.5 can be read in two diﬀerent ways:
on the one hand, a simple generalisation of π-calculus allows a class of dis-
tributed calculi to be reduced to it fairly easily; on the other hand, it shows
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that calculi with an explicit notion of location are to some extent more ex-
pressive than the π-calculus.
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A Proofs
The following lemmas, where ≡π is the π-calculus structural congruence and
≡ its adaptation to aπ2, are needed to prove Theorem 3.8.
Proposition A.1 For any process P in aπ2:
(i) If P
b·a〈c〉−→ Q then P ≡ (b · a〈c〉 |Q).
(ii) If [[P ]]
b〈a,c〉
❀ Q′ then there exists Q such that P
b·a〈c〉−→ Q,
[[P ]] ≡π (b〈a, c〉 |Q′), and Q′ ≡π [[Q]].
Proof. Both cases follow by induction on the inference rules, the second one
also by deﬁnition of encoding. ✷
Proposition A.2 For any process P in aπ2:
(i) If P
b·a(x)−→ Q then for some P1 and P2, P ≡ b·a(x).P1 |P2 and Q ≡ P1 |P2.
(ii) If [[P ]]
b(x,y)[x=a]
❀ Q′ then for some Q,P1, P2 such that P
b·a(x)−→ Q:
- [[P ]] ≡π [[b · a(x).P1]] | [[P2]]
- Q′ ≡π ([x = a][[P1]], (b〈x, y〉 | [[b · a(x).P1]]) | [[P2]]).
Proof. Analogous to the previous proposition. ✷
Lemma A.3 For any process P in aπ2, if P
α−→ Q then [[P ]] [[α]]❀ [[Q]].
Proof. By cases on the label α: using point (i) of propositions A.1 and A.2,
and by deﬁnition of encoding. ✷
Lemma A.4 For any process P in aπ2, if [[P ]]
[[τ ]]
❀ Q′ then (∃Q.P τ−→ Q ∧
Q′ ≡π [[Q]]) ∨ (Q′ ≡π [[P ]]).
Proof. By structural induction on process P . We show the more interesting
case, parallel composition. P = P1 |P2, and we have that [[P1 |P2]] τ❀ Q and
the modiﬁed communication rule of π-calculus is applied:
[[P1]]
b(x,y)[x=a]
❀ Q1, [[P2]]
b〈d,c〉
❀ Q2
[[P1 |P2]] τ❀ Q1{d/x, c/y} |Q2
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There are two cases:
- d = a. In this case communication happens in both calculi. By point (ii) of
Proposition A.2 we can infer the structure of the continuation of the input
process
Q1 ≡π ([x = a][[P3]], (b〈x, y〉 | [[b · a(x).P3]]) | [[P5]])
whereas point (ii) of Proposition A.1 gives us the structure of the output
process
[[P2]] ≡ (b〈a, c〉 | [[P4]])
Applying the communication rule and instantiating the values a and c, we
can resolve the matching [a = a] by structural congruence, obtaining
[[P1 |P2]] τ❀≡π ([[P3]] | [[P5]]) | [[P4]]
On the right hand side, again by Proposition A.1, A.2, and rule (Comm),
we have that P1 |P2 τ−→ P3 |P5 |P4.
- d = a. Now the output [[P2]] b〈d,c〉❀ Q2 carries a value d that does not allow
the original processes to react. Following the same procedure as in the
preceding case we obtain
[[P1 |P2]] τ❀ ([d = a][[P3]], (b〈d, c〉 | [[b · a(x).P3]]) | [[P5]]) | [[P4]]
and resolving the matching [d = a] by structural congruence, we ﬁnd that
the result is equivalent to the initial state, allowing us to conclude that
[[P1 |P2]] τ❀≡π b〈d, c〉 | [[b · a(x).P3]]) | [[P5]] | [[P4]]
where P ′ ≡ P1 |P2.
✷
Lemma A.5 P ∼˙Q ⇔ [[P ]]∼˙π[[Q]].
Proof. By deﬁnition of ∼˙ and ∼˙π, (⇒) follows from Lemma A.3, (⇐) follows
from Lemma A.4 and Proposition A.2, . ✷
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