Abstract-Compared with real-world polling, election prediction based on social media can be far more timely and cost-effective due to the immediate availability of fast evolving Web contents. However, information from social media may suffer from noise and sampling bias that are caused by various factors and thus pose one of biggest challenges in social media-based data analytics. This paper presents a new model, named competitive vector auto regression (CVAR), to build a reliable forecasting system for the US presidential elections and US House race. Our CVAR model is designed to analyze the correlation between image-centric social multimedia and real-world phenomena. By introducing the competition mechanism, CVAR compares the popularity among multiple competing candidates. More importantly, CVAR is able to combine visual information with textual information from rich and multifaceted social multimedia, which helps extract reliable signals and mitigate sampling bias. As a result, our proposed system can 1) accurately predict the election outcome, 2) infer the sentiment of the candidate photos shared in the social media communities, and 3) account for the sentiment of viewer comments towards the candidates on the related images. The experiments on the 2012 US presidential election at both national and state levels, as well as the 2014 US House race, have demonstrated the power and promise of the proposed approach.
predictions are influential in two aspects: on the one hand, the voting population and interest groups are interested in the predictions. On the other hand, the candidates and parties may adjust their campaign strategies according to the predictions.
The election of the President and the Vice President of the United States is an indirect vote in which citizens cast ballots for a slate of members of the U.S. Electoral College; these electors in turn directly elect the President and Vice President. According to the US Constitution, each state is allocated a number of Electoral College electors equal to the number of its Senators and Representatives in the U.S. Congress. Presidential elections occur every four years (since 1792) on Election Day, the Tuesday between November 2 and 8, coinciding with the general elections of various other federal, states and local races. The 2012 election was held on November 6.
Until today, the highest authority resource for predicting the U.S. presidential election is opinion polls, which randomly choose small samples of the voting population and aggregate their opinions. Due to the nature of the US presidential election, two kinds of relevant opinion polls, nationwide and statewide, are relevant to election prediction. The sampling size of each poll is usually about one thousand or some comparable number. The candidates for the polling investigation are either registered voters or likely voters. Due to the importance of the presidential election, there were many different polls administered by different agencies. For example, RealClearPolitics.com (RCP) lists several major polls including Gallup, CNN/Opinion Research, ABC/Washington Post, NBC/WSJ, Pew Research, IBD/TIPP, Rasmussan Reports, Politico/GWU, Monmouth/SurveyUSA/Braun, as well the RCP average. Moreover, a number of journalists and scientists 1 2 tried to fuse the polling results from different resources and obtained more accurate predictions [1] . Recently, the increasing popularity of social multimedia networks has promote the acceptance of media campaign. However, the results from [2] suggest that voters are not easily swayed by those media advertisements of different candidates. This may suggest the possibility of construction of accurate forecasting model when we can acquire voters' opinions.
However, polls based forecasting has shown limitations. It has been criticized for survey design, the sampling bias and so on. Indeed, the low percentage of sampling rate inevitably introduces sampling bias and causes prediction errors. Recent research has shown trend of increasing skepticism on polling predictions of election outcomes [3] . Presidential elections are closely related to many different issues, including election margins, incumbency, model credibility as discussed in [4] and economic factors as analyzed in [5] . The difficulty of large scale sampling also lies in the cost. The cost for polling a large number of subjects on the daily basis can quickly become prohibitive. For example, the majority of the opinion polls in the 2012 U.S. presidential election indicated that the race between the two candidates, Obama and Romney, was extremely close and slightly in favor of Romney. However, in the final vote, Obama received significantly more votes than Romney even in most of the swing states. The limitation of opinion polling is more clear in predicting the vote in the state of Florida. Before the Election Day, almost all the opinion polls indicated that Romney was winning the state, but in reality Obama won Florida (after yet another delay in counting votes).
A recently emerging trend in data analytics is to rely on social media data from the web for prediction and forecasting, where the actions of individual Internet users can be properly pooled to indicate macro trends. A prime example is Google Trends, which uses search engine queries for influenza surveillance [6] . Other similar studies include using search advertisement click through [7] , Yahoo search queries [8] and health website access logs [9] . Specifically in [6] , Google search engine queries and data from the Centers for Disease Control (CDC) are used to find 45 specific search terms that are related to the percentage of influenza related physician visits. This model allows for monitoring influenza rates 1-2 weeks ahead of the CDC reports.
The problem of using general search engines is that the original query log is not publicly available and the queries trends may become noisy under the impact of news events. As Twitter becomes widely popular, researchers [10] have developed models to visualize the spread of infectious diseases, such as flu, throughout a real-life population (New York City) observed through online social media (Twitter). However, the noise issue remains with Twitter data. It was found that electoral predictions using the published research methods on Twitter data are not better than chance [11] . Nevertheless, Twitter Political Index was published daily during the 2012 Presidential Election.
Previously, Jin et al. [12] built a framework to show that social media (specifically, uploaded images in Flickr), and not only search terms, are also useful for representing the consensus of a crowd and for forecasting trends and public opinions, including the 2008 presidential elections and product sales. In this work, we also use Flickr as the example platform for several reasons: 1) Popularity: launched in February 2004 and acquired by Yahoo! in March 2005, Flickr is one of the most popular social image storage and sharing websites (hosting more than 6 billion images as of August 2011), which enables users to annotate images and make notes and comments, thus forming a large online social network and information network at the same time; 2) Availability: unlike other social network websites, such as Facebook, most Flickr data is publicly available and downloadable via its API; and 3) Demographics: Flickr has been around longer and is not as flashy as Facebook or Twitter, therefore its users are probably a better proxy of the voting population than those of Facebook and Twitter (which are adopted by more of the younger generations).
To provide a remedy to the limitations of real world polling, this paper will extend existing work [12] and explore effective models and multifaceted feature attributes to combine the exploding amount of online social multimedia with real world polling to better predict the presidential election.
With the development of online social media, more and more users choose to post images or even videos to express their opinion in presidential election. These images or videos are viewed by other users. Such image sharing and commenting activities may closely reflect what happens in the real world. It is easy to understand the advantages of online multimedia over the traditional polling. Online multimedia is dynamic, which means we can acquire real time statistics from the online communities. With the advances in computers and searching engines, crawling of online content will become cheaper and cheaper compared with the cost of large scale polling. However, information from social media may also suffer from the sampling bias problem because not every voter in the real world is an active user in online social media.
To leverage the advantages of both worlds, we propose in this paper to combine real world polling with online social media. • CVAR aims to analyze the correlation between social multimedia and real world phenomena.
• CVAR introduces a new competition mechanism, which can compare the popularity among multiple competing candidates.
• CVAR is suitable for combining visual and textual information from rich and multifaceted social multimedia. Our experimental results on the 2012 presidential election and the 2014 House races show that CVAR can predict the voting results with high accuracy and speed. More importantly, CVAR provides an intuitive way to interpret the election prediction as well as analyzes what are the important factors in the presidential election. Our empirical findings include the following.
• Vice-president candidates had strong influence on the presidential election only temporarily after the vice president debates. Over time, the effects of vice president candidates are not significant. • The sentiment of the images (inferred from either the images or the image descriptions) provides a small but important correction to the prediction outcome.
• The sentiment of the viewer comments presents additional reading of the voting population and contributes to the prediction accuracy.
• Our proposed models and social multimedia features are effective for presidential election prediction at both national and state levels, as well as the House race.
II. RELATED WORKS
The majority of existing political forecasting systems are based on Twitter and Twitter sentiment analysis [13] , [14] , [11] . O'onnor et al. [15] revealed the high correlation between sentiment of Twitter messages and the polling results on consumer confidence and political opinion. Tumasjan et al. [14] employed LIWC text analysis software to investigate whether Twitter is used as a forum for political deliberation in German federal election. Their results show that Twitter is indeed used extensively for political deliberation, where the mere number of messages mentioning a party reflects the election result. Moreover, joint mentions of two parties are in line with real world political ties and coalitions. Franch et al. [13] forecasted the vote share of the 2010 UK General Election with the motivation of 'wisdom of the crowds', employing the ARIMA model that accurately predicted the votes for the Labour party, Liberal-Democrats and Conservatives. However, there are counter arguments [11] that question whether prediction using Twitter data is reliable enough. They find that electoral predictions using the published research methods on Twitter data are not better than chance. Gayo-Avello et al. [16] reported similar results, where no correlation was discovered between existing analysis techniques using Twitter messages and election outcomes. Moreover, the results of [17] illustrated non-significant correction between Likes of candidates in Facebook and their share of votes in the election. Their analysis indicated that this was due to the bias in the social network itself; and may be solved by developing robust models and accumulating abundant data. Note that it is easy to make fake Twitter followers [18] . A recent study (http://tinyurl.com/o5zpe29) shows that it costs only $18 to buy 1,000 followers, which would make the analytics results less reliable.
Unlike the previous work in [13] , [14] , [11] , [19] , this paper does not place all the bet solely on the online world. In contrast, we connect the social media information with real world polling data and focus on the connection between online world and real world.
Our work is partially motivated by Nate Silver's work on political prediction, which has attracted tremendous attention [20] . His model successfully predicted the winning party in all the 50 states of the 2012 U.S. presidential election. However, the details of his model have not been published. In his interview [21] , he talked about the importance of big data, and distinguishing signal and noise as the key to improving the accuracy of prediction. This motivates us to bring more reliable data analytics social media, one of the largest data source for big data.
Our work is also motivated by the recent progress in understanding Flickr images [22] . Zhang et al. [23] discussed how to refine noisy tags and geotags using image features and ecological phenomena including ground snow cover, snow fall and vegetation density. Kim et al. [24] used more than ten million Flickr images for semantic understanding and topic modeling. Ishiguro et al. [25] tried to better understand and evaluate image data by utilizing social curation data. Cao et al. [26] tried to enhancing the annotation of Flickr images via Logistic Canonical Correlation Regression. Motivated by these studies, as well as the attempt in [12] to use Flickr images to forecast the 2008 presidential election and the sales of popular IT products and achieved promising performance, in this paper, we will generalize the work in [12] with a new prediction model, richer multimedia attributes, and more interesting findings.
Note that we choose Flickr as our data source instead of Twitter. Different from Twitter, where users can casually post text information, Flickr users need to invest more effort to create, upload, share, and comment on influential multimedia content. This kind of multifaceted and reliable features captures more informative and reliable signals for prediction. Meanwhile, the proposed model leverages different kinds of features, which can improve the robustness of the model by exposing different views of data to the model.
III. PREDICTION MODEL
To connect the social media with real world, we build a new model named Competitive Vector Auto-Regressive (CVAR) for political prediction. To make the presentation clearer, we first review the classical Vector Auto-Regressive (VAR) model [27] , [28] , which is a powerful tool in macro economics to analyze different economic phenomena. Then we will build our new model by introducing the competitive concept to VAR.
A. VAR Model
Let denote the observations of different variables in period . Typically, the VAR( ) model can be represented as follows: (1) where is a vector representing the observations at time , are fixed coefficient matrices, is a fixed vector of intercept terms, and denote the order of a VAR model, also known as lags.
is called white noise or innovation process. For white noise, typically, we assume , and for , where gives the expectation. The goal of VAR model is to learn from past observations and to predict the development trend. In this work, includes both the state of real world model and the multiple features of social media communities. The motivation of using multiple features is to capture the rich nature of social media communities, including users, multimedia, and social network structures. The set of features includes the sentiment of visual features, user comments and textual features, at both state and national levels. By plugging multiple features into the analysis, the VAR model can predict the election votes as well as the probability for each candidate to win.
Among the different ways to infer the parameters of the VAR model, ordinary least square (OLS) is one of the most widely used methods [27] . The objective of OLS is to minimize the difference between the estimated value of and its estimated value . Let denote the total number of observations, OLS tries to minimize (2) If we define , and , then (1) can be written in a matrix form
In this way, the objective of inferring the VAR model can be written as follows to minimize (4)
B. Competitive VAR for Election Prediction
In the VAR model, the relationship between different variables is reflected through the coefficient matrix. Different variables are connected and their influence on each other is diffused using this model. Even though we can analyze the coefficients to check the relationship between different variables, no prior information on the interaction of different variables is used. This may be inappropriate in many cases.
In this paper, we propose the Competitive VAR model, where prior knowledge is employed to indicate the competition between the candidates. First, we define principal variables as the predicted values of most interests, and supporting variables as those that interact with the principal variables. In this way, can be represented as , where are the principal variables, and the remaining variables are the supporting variables. Specifically, we suppose the supporting variables can be grouped, where each principal variable will have a supporting group containing one or more supporting variables. The coefficient matrix summarizes the diffusion of the information in the principal variables and supporting variables. In this way, we can emphasize the principal variables more by adding prior information on the interaction between the principal variables as well as the supporting variables.
To illustrate how our model works, we use CVAR to predict the 2012 U.S. presidential election as an example. However, we believe there are many other problems to which the proposed method can be applied. Since we are more concerned with who will win the election, the principal variables are the supporting rates of the candidates (Obama VS. Romney) in the presidential election. Let denote the Flickr features for Obama, and at the same time, let denote the Flickr features for Romney. In terms of the principal and supporting variables, now can be given as (5) where is the supporting rate of Obama, and is the supporting rate of Romney. These two are the principal variables in this model, and the remaining Flickr features are the supporting variables for and . In this case, the total number of features is , and each principal feature has a group of supporting features. Given the above, we want to distinguish the influence of different groups of Flickr features on and . More specifically, we have some prior information that the Flickr features of Obama should have a larger influence on than on , and likewise for Romney. Thus, for every coefficient matrix we have
where denote the index of feature in . For instance, , and from (5). For each coefficient matrix , the constraint in terms of the th Flickr feature for Obama in (6) can be expressed as follows: (8) where is a vector of all zeros and (9) We have a similar result for the constraints in (7). Define B as follows: (10 
where . In other words, (12) ensures that the supporting rates for both candidates sum to one for all the observations. Denote , and ). Let , then the multivariate least square estimation of is obtained by minimizing (13) subject to (11) and (12), where denotes Kronecker product. The problem in (13) is a quadratic convex programming with linear constraints. This problem can be solved using standard convex optimization packages. In our implementation, we use the CVX [29] packages to solve this optimization problem.
Note that the constraints in (12) are on the variables but not the coefficients. To satisfy this constraint, we first normalize the polling data before we apply CVAR to this data. After we obtain the prediction results, the results will be normalized to satisfy the constraints in (12) . The proposed CVAR is particularly designed for predictions including competitive parties, where the competitive constraints can be taken into consideration. In this perspective, CVAR is different from other variants of VAR, such as Bayesian VAR [28] , where parameters are estimated from random variables with prior distributions.
IV. MULTIFACETED FLICKR FEATURES
In [12] , a number of basic Flickr features were proposed to predict the presidential election as well as product sales. These Flickr features can be computed with respect to different lengths of time periods, e.g., daily, monthly and quarterly. These features are proved to be effective in predicting the Reuter/Zogby poll in the real world. Furthermore, these features plus the AR or SAR model effectively predicted the seasonal sales of different products. In this study, we extend the idea of using Flickr features. Among the original features defined in [12] , we only use images uploaded per day (IPD) and users uploading images per day (UPD).
However, different from [12] , which does not account for the different sentiment of photos or the different sentiment of viewers, we now use both the textual and visual features extracted from the photos to define a richer and potentially more informative set of features. As shown in Fig. 1 , images can be both flattering and unflattering to the candidates, as can the viewer comments. Moreover, in [12] , one needs to calculate the Flickr background model to remove the influence of Flickr popularity itself. This whole procedure involves several parameters to choose, which can be impractical in reality.
In this section, we introduce the new Flickr features. These features provide a multifaceted view of people's opinions as expressed through online social multimedia. By applying the proposed CVAR model to these multifaceted features, we hope to achieve more reliable and more accurate predictions.
A. Image Metadata Features
Different from other social networks, such as Facebook and twitter, Flickr is focused on the sharing of photos. This implies that if a user of Flickr wants to have a larger influence and attract more attention from other users in the community, he needs to upload carefully chosen or designed content, which typically includes high-quality photos, relatively formal descriptions and well chosen tags. This leads to the fact that users in Flickr are more likely to spend more effort to attract more attention. Therefore, the content on Flickr is far more informative and reliable for prediction than casually posted text information on Twitter or Facebook.
Meanwhile, the behavior of users may differ from one to another. The differences between users are mainly reflected by the semantic content of their images. For instance, in presidential election related photos, user A may intend to criticize the policies of President Obama by uploading a vilified image of Obama. Conversely, another user B may show his support for Obama by uploading images relating to some uplifting and charitable activities of Obama. To accurately model the users' intentions and the influence of their photos, we should pay attention to the additional information included in each photo beyond image counting in [12] .
Generally speaking, each photo contains at least two aspects of information, the visual information and text information. The text information can be further categorized into two groups.
• Metadata of the photo. This is textual information, including the title, description and tags. They are provided by the owner of the photo and rarely change after they are uploaded.
• Viewer comments. This is also textual information but provided by the viewers of the photo. This reflects the influence of photo within the social network of Flickr. Photos in Flickr diffuse their influence mainly through other people's views and comments. The viewer comments may reflect other people's opinion on the subject of the photo. These two kinds of textual features can be mined to distinguish different groups of photos and also different groups of viewers.
B. Visual Features
The textual information related to an image may be too noisy. Sometimes owners or viewers may use hot tags/words or radical languages to attract more views and comments from other Flickr users, even though the image itself is unrelated to the textual information provided by the owner or the viewers.
On the other hand, visual features indicate the true content of a photo. Different people may have different reactions to the same photo. The users of Flickr are always first attracted by the visual content of the photo itself, then if they try to get more information on that photo, they may be interested in the text description and viewer comments. Therefore, the visual content of a photo plays an important role in the influence of the photo.
Another observation is that candidates may employ images for negative campaigning (http://tinyurl.com/q99ey24). Since images normally deliver subtle and rich information, they are popular media for negative campaigning. Fig. 2 shows several negative campaigning images. By employing visual features, we are able to capture the impact of negative campaigning, which may not be included in textual information.
The sentiment of a photo can be extracted by examining the facial expression of the subject in that photo. In our implementation, we firstly extract 68 facial features from each photo. We use openCV to extract faces in each photo. If there are multiple faces extracted from a single image, we will use a simple vote mechanism to determine the facial expression of that photo. If there is no face detected, we simply ignore this photo for visual features.
Next, we try to find facial features on a detected face. We use Stasm [30] , a C++ library, to find the facial features. The extracted features contain over 100 features (the coordinates of 68 feature points). PCA (Principal Component Analysis) is used to reduce the dimensionality. Afterwards, we use an Adaboost classifier to classify the faces into three categories, flattering, unflattering and neutral. To guarantee the quality of the training set, we label the training face images into three categories by committee consensus.
C. The Viewer Factor
The viewer comments reflect the popularity and influence of photos in Flickr. They extend the owner's sentiment on this image, and also provide readings on the viewers' sentiments towards the subject of the photo. To mine the sentiment of a particular comment, we need to classify the comment according to the textual information. The challenge is that most Flickr comments are very short and can be noisy. This poses problems for many known text classification techniques [31] .
Fortunately, it is noticed in [32] , different social networks often share many common features, such as the hot topics, and the commonly used online language. This observation has led researchers to classify the content of a comment based not only on the comment itself, but also from the corpus built from other social networks. This leads to the success of classifying different text features [33] , . Among these two systems, the first relies on the SentiWordNet [33] and the second (Sentiment140) is designed particularly for Twitter. Given that the Flickr comments are similar in length and nature to tweets, we adopt Sentiment140 as our engine to extract the sentiment of the Flickr viewer comments.
The sentiment of a social image can be positive or negative, while the sentiment of the viewers towards the social image or its message can be further separated. Therefore, a single social image can indeed bring out a large amount of public opinions that would otherwise be hidden, and has a magnifying effect for sensing the voter sentiment. In this sense, we believe that "a social image is worth a thousand votes" in the context of this study.
V. EXPERIMENTS AND RESULTS
In this section, we first describe how to process the Flickr data. Then we present the prediction results of using different models and different features. 4 
A. Data
We use the Flickr API to collect the photos for both candidates, Obama and Romney. Particularly, we query with the keyword "Obama" and "Romney" respectively. To acquire the data for each day, we delimit each query by setting the starting date and the ending date. Fig. 3 shows that as the election approached, both candidates attracted more and more attention. Obama has an advantage over Romney in terms of the number of 4 The code and the data used in this section will be released after the paper is published. Flickr IPD and UPD features. The highest points of Fig. 3(a) and Fig. 3(b) correspond to the Election Day. There are also three peak points before the Election Day in Fig. 3(b) . These correspond to the three TV debates between the two presidential candidates. Because of the inherent advantages of Obama over Romney on the Internet, we need to remove this bias in the data by preprocessing. In our implementation, we use the differences in the IPD and UPD of each candidate as the Flickr features, which better reflect the popularity change of both candidates and at the same time remove the need for the Flickr background calibration in [12] .
Meanwhile, we also collected the full list of house members (http://tinyurl.com/6pyy4r) at Aug, 2014. Similarly, we collect all the images from Flickr on these 432 house representatives. We want to predict the national house race between Democratic Party and Republic Party. For polling results, we manually crawled the polling results from RealClearPolitics (http:/ /www.realclearpolitics.com/epolls). In particular, we combine the polling results from different available polls. The averaged supporting rates are the eventual ground truth supporting rates for our models. We train all the models using the data before the prediction dates and the features from the prediction dates are employed to predict the supporting rates.
B. Prediction at the National Level 1) Prediction Results on Key Days:
Using the features proposed in previous Section, we compare the results of VAR, CVAR and AR models on different sets of features. As the Flickr-AR model cannot use multiple Flickr features at the same time, we only use one Flickr feature at a time. The results with the least prediction error are reported. The prediction results of different models are presented in Table I . We predict the support rate on different dates, namely, the days after the three presidential TV debates and the election day. Only the IPD and UPD Flickr features on both candidates are used so far for prediction. From the table, CVAR gives the best prediction results in every case. In particular, the result on the Election Day is quite close to the polling data. It should be noticed that even though the VAR model gives the best prediction result on Oct. 17th, the performance is inconsistent. For instance, the prediction results by VAR on Oct. 23rd indicate that Obama beats Romney. This is different from the polling data that Romney was ahead on that day. The performance of AR, even though not as good as CVAR, is also acceptable. However, for Flickr-AR, the performance is not satisfying due to the fact that there are too many parameters to adjust and it is sensitive to the choice of Flickr features.
2) Visual Features: Fig. 5 gives the prediction results using visual features only. The results are as good as using textual features.
3) Putting All Facets Together: In this section, we use a combination of all the features proposed in the previous sections. As Flickr-AR models cannot use multiple features at the same time, the results of Flickr-AR and AR models are not shown. We only show the results of VAR and CVAR in Fig. 6 . We predict the results of future five days at different time points. Intuitively, the combination of different features should strengthen the performance of our models by revealing different aspects of the social multimedia data to the model. However, the results indicate that the VAR model produces relatively lower performance than the combination of textual features. This may be due to the fact that, with the increase of features, more data are needed to estimate the model. Without the competition mechanism, the VAR model would be unstable when too many features are available. Nevertheless, CVAR still produces acceptable prediction results, and the visual features helped improve the performance. 
C. Prediction at the Swing States Level
For the U.S. presidential election, the outcome is determined by the electoral college system. Under this system, it is convenient that the states of America can be roughly grouped into three categories: the red states, the blue states and the swing states. Historically, people in the red states will predominantly vote for the Republican Party and in the blue states people will mostly vote for the Democratic Party. Therefore, usually the candidates will focus on the swing states that determine the winner.
Many photos, as well as the authors' profiles in Flickr, effectively contain the geo-location information. By extracting the geotags (either GPS coordinates or place names in the photo metadata), we can classify the photos into different states and More specifically, we can use the Flickr features from the swing states to predict the actual winner of presidential election. To achieve this, we need to bin photos in these swing states. The Flickr API allows us to extract the GPS coordinates of a photo when they are available. However, only a relatively small portion of photos in Flickr contain GPS information. Fortunately, many Flickr users tag photos with location information. Furthermore, the description and the viewer comments probably also contain the location clues.
We apply natural language processing techniques to extract the location information. Location is a type of named entity. In our implementation, we use the methods proposed in [34] for the extraction of the location entities (See http://nlp.stanford. edu/software/CRF-NER.shtml).
For the extracted location entities, different strategies are applied to determine the location of a photo. If the tags of a photo contains a state location, then we use this as the location of a photo. If there is no location information in the tags, then we check the description part of the photo. Lastly we check the comments of a photo. In the description and comments, there may be multiple different location names, so we simply use a vote mechanism to roughly determine the location of the photo even though a better scheme can be developed. If there is no location information, then we simply discard the photo for state-level prediction. Due to the fact that there are fewer photos for a state and fewer photos containing geo-location information,we use weekly IPW and UPW instead of daily IPD and UPD to predict the election results in different states. Table II shows the prediction results for different states on the Election Day. The final data is from the official election results (http://www.cnn.com/election/2012/results/main). The results show that the CVAR model gives the most accurate prediction results with respect to the official election results. In particular, the CVAR model is the only one that successfully predicts the winning party in all of the swing states. The Flickr-AR model gives the most accurate prediction result in Colorado. Even though all the models correctly predict the winner in Colorado, the results deviates somewhat from the official election results. Insufficient geo-tagged data may lead to the poor performance of these models. In North Carolina, Ohio and Wisconsin, the VAR model outperforms the other three models. However, CVAR also illustrates the extremely competitiveness in these states. For all the remaining four states, CVAR produces the most accurate results.
D. Prediction of House Race
In this section, we evaluate the performance of different algorithms on the 2014 House race. For data collection, we use the same algorithm to collect data on all the representatives from the US House. Next, statistics of the members from both parties are aggregated to build the statistics for the two parties, respectively. Based on the statistics of both parties along with the polling data of their supporting rates, we are able to learn different regression models to predict their supporting rates on different dates. In particular, we use the same procedure described above to extract both textual and visual features. Fig. 7 shows the prediction results on selected dates for the supporting rates of the two parties using different regression models. To better visualize the data, we omit some dates in some intervals. In particular, we focus on several of the key dates, where the supporting rates of the two parties flipped according to the average from different polls. Fig. 7(a) shows the prediction results of the supporting rates of the two parties using the IPD and UPD signals for both VAR and CVAR models,, where CVAR produces the most consistent results with the polling data. On the other hand, Fig. 7(b) shows the prediction results for the same several chosen dates using more signals from visual and textual aspects. Surprisingly, the performance of the VAR model becomes worse after the addition of other signals. It is possible that more signals may cause the VAR model to become unstable and converge to much worse a worse optimum. Note that the CVAR model still produces the most consistent results with respect to the real polling data. This suggests that the CVAR model is a more stable model by coupling the competing candidates or parties who are vying for the same voter poll.
E. Discussions
The experimental results have illustrated the effectiveness of the proposed social multimedia-based approach. In particular, we summarize several observations.
• During the 2012 U.S. presidential election, several institutions released the prediction results using only the tweets from Twitter. Twitter map (http://tinyurl.com/alwssou) from Oxford Internet Institute is one of the released influential prediction results. Even though they could predict the overall result that Obama would win the election, the results at state level are far from accurate to reflect the intense competition between the two candidates. In fact, many of the red states (including even Texas and Louisiana) were called for Obama based on Twitter signals, grossly over-estimating the winning margin by Obama.
• AR model can only employ a single social signal at a time. Even though we try all the social signals sequentially and report the best result, it may still suffer from insufficient characterization of the multiple facets involved in the prediction.
• Flickr-AR model tries to take the popularity changes of Flickr into consideration. However, since its essential nature is an AR model, it suffers from the same problem as AR model. Furthermore, the trend of hot topics (such as presidential elections) may be different from the trend of the whole Flickr website. Therefore, taking overall Flickr popularity into consideration may have a negative effect (Flickr-AR fails to beat AR in Table II ). • Generally speaking, by taking more social signals into consideration, VAR model can outperform AR model in most of the prediction tasks. In particular, the CVAR model appears to be a more stable model by coupling the competing candidates or parties who are vying for the same voter poll.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a Competitive VAR (CVAR) model to predict presidential and congressional elections using a combination of real-world polling data and online social multimedia data. We investigate and analyze different multifaceted signals including textual and visual information associated with the online shared photos in Flickr. Developed on top of the VAR model, the CVAR model is also able to employ multifaceted signals for prediction. Moreover, CVAR is able to take prior knowledge, e.g. constraints between features, into consideration, which leads to better performance in terms of prediction accuracy. The experimental results on the 2012 U.S. presidential election and the 2014 US House Race have demonstrated the effectiveness of the proposed models at both the national and state levels, thus correctly predicting both popular votes and electoral votes. In the future, we will apply the proposed framework to other races, at state and local levels, in the U.S. as well as other countries.
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