New technology has provided new tools for effective spatial planning. Through the example of locating suitable sites for urban development in Ulaanbaatar, this paper illustrates how multicriteria decision analysis and geographical information systems can be used for more effective urban planning. Several constraint and factor criteria were identified, transformed into map layers, and weighted together using the analytic hierarchy process. Besides localization results, this study shows the effect of using poor elevation data and how a sensitivity analysis can be applied to yield further information, spot weighting weaknesses, and assess the quality of the criteria.
Introduction
1.1. Background. Spatial planning for urban development is always associated with different types of decision-making problems and strategies, and the outcomes of planning will clearly differ depending on who the stakeholders and analysts are, together with which approaches and techniques are used. Until as recent as the last decade, most spatial planning activities worldwide have been done without the use of geographic information systems (GIS) and multicriteria decision analysis (MCDA) technologies, and even today they are rarely combined, despite the fact that most planning organizations have sufficient computer and software resources. For example, Bhatta [1, p. 57 ] stated "that compared to the swift adoption of GIS, urban analysts have been slower to embrace technical developments in spatial analysis." The reason for this lack of use of spatial-analytical tools that may be beneficial for planning can partly be linked to a shortage of domain-specific expertise among spatial planners, or as Berke et al. [2, p . 91] put it: "Without a planning staff skilled in computer applications, the new technology is of little use." Most critical is "the 'soft' side of the 'technology package': technique, organization, and knowledge" (Klosterman [3, p. 4] ). Therefore, nowadays many university programs in planning try to incorporate GIS in their program curricula, but so far most programs do not show any explicit content of the combination of GIS and MCDA in their course syllabi. Although there is a slow increase of using these tools by university students and researchers, to a large extent planning practitioners are still unaware of the opportunities these tools provide, especially in developing countries.
Multicriteria Decision Analysis for Spatial Planning.
One of the biggest challenges local governments and community groups face today is to find new areas for development in a sustainable way, without degrading land values. GIS and MCDA together provide tools for handling such natural resource management issues (National Research Council [4] ; Malczewski [5] ; Chen et al. [6] ). In short, GIS-based MCDA takes data (input) and combines it into a weighted map (output). As GIS is capable of handling and combining different types of data (both nonspatial and spatial as well as multitemporal and multiscale) in a time-efficient and cost-effective way, there has been a steady increase in interest for using GIS together with MCDA techniques (Chen et al. [6] ). Furthermore, the previous conventional map overlay approaches have been considerably advanced thanks to the integration of MCDA techniques with GIS (Malczewski [5] ), and therefore local governments and community groups, among others, have started to implement the technology together with more sophisticated spatial analysis (National Research Council [4] ). For successful implementation of spatial MCDA two things are of critical importance (Malczewski [5, p. 33] ):
(i) "The GIS capabilities of data acquisition, storage, retrieval, manipulation, and analysis" (ii) "The MCDM capabilities for combining the geographical data and the decision maker's preferences into unidimensional values of alternative decisions"
With the advent of powerful personal computers, practical MCDA tools, and user-friendly GIS, a number of studies have been carried out showing the usefulness of these techniques. With respect to land management, already in the 1960s the Land Inventory branch of the Canadian government and the Harvard Lab for Computer Graphics and Spatial Analysis created a GIS for developing land management plans (Malczewski [5] ). Examples from the 80s and 90s include Lyle and Stutz [7] , who looked at urban suitability modeling, and Miller et al. [8] , who looked at potential sites for greenway development in a town, and more recent ones encompass Berke et al. [2] , Carr and Zwick [9] , Jain and Subbaiah [10] , Liu et al. [11] , Zucca et al. [12] , Yang et al. [13] , Onüt et al. [14] , Park et al. [15] , and Rikalovic et al. [16] .
Aims.
Mongolia is a post-communist country, and together with many others, like post-Soviet states, planning practitioners have been used to plan the cities without any involvement of citizens, making the planning process both very straightforward, fast, and without any interruptions in the initial project periods. Today, many of these countries have new legislation requiring public participation input and at the same time the technology and higher education may have fallen behind. As to our knowledge, no scientific studies have been reported on physical planning in Mongolia where spatial MCDA is used. Together with the fact that most spatial MCDA studies are carried out by specialists, not working in regular planning departments in the public sector, and for many developing countries they do not even exist, this justifies the need for examples illustrating the advantages and opportunities these tools provide. Then the planning process can benefit from technology (technical point of view), as well as from understanding of the underlying problem and democratic perspectives (social points of view). Taking Ulaanbaatar as an example, the general scope of this paper is to bring practitioners, especially those in developing countries, knowledge of the opportunities of combining MCDA with GIS. This will be achieved through fulfilling the following objectives:
(i) Illustrate how MCDA and GIS can be used in the planning process for new urban areas, in order to raise the awareness among planners when strong domain knowledge is lacking, and present a strategy for locating new urban areas.
(ii) Identify relevant criteria for carrying out a spatial MCDA for new urban area development.
(iii) Compare different resolution of the digital elevation data to see how results are affected.
(iv) Illustrate how the sensitivity analysis can contribute to see if the relative weights of criteria are robust.
The structure of the paper is as follows: Section 2 contains the methods descriptions; Section 3 describes the results; Section 4 finishes with discussion and conclusions.
Methods

Study Area.
To achieve the aims of the paper, Ulaanbaatar, the capital city of Mongolia, and its surroundings are used as an example. The city is located in northeastern Mongolia, in the narrow valley of Tuul River in the Khentii Mountain Range (Figure 1 ), at the boundary of taiga, mountain forest, and steppe.
With annual mean temperature of −1.3 ∘ C and minimum temperatures often below −30 ∘ C, Ulaanbaatar is one of the coldest cities of Mongolia as well as the coldest capital city in the world. Although summers are warm (July average 16.9 ∘ C), winters are cold (January average −22.3 ∘ C). Total annual precipitation is on average 281.7 mm, which mostly comes as summer rain (>82% in June-September) and as small amounts of snow in the cold season (Sato [17] ). With respect to land use, the city has undergone a dramatic urbanization trend during the last decade (the urban land use distribution of Ulaanbaatar city is presented in Table 1 ). Using high-resolution satellite image fusion interpretation, Amarsaikhan et al. [18] concluded that the central part of Ulaanbaatar city was urbanized very rapidly. In the socialist time, 1930-1990, 571 buildings were constructed, while during the first years of post-socialist time, 1990-2008, 792 buildings were raised, which demonstrates a significant land demand for urban development. Herders and farmers, many of them migrating from rural places, have played a big role in this urban expansion (sprawl). Just half a decade ago, in 1956, the city's population was 118,000, but today 1.3 million residents, out of Mongolia's 3 million in total, are living in the Ulaanbaatar region. One key factor for such rapid urbanization is probably due to the nomadic life style of Mongolian people; that is, it is not more difficult to put up a traditional ger tent in the outskirts of a city than it is to put it up anywhere else.
In the residential zone ger area, which covers about 32% percent of all territory of the city, urban expansion has accelerated so far so it adversely impacts green-belt areas, wetlands, water buffer zones, open space, and public land (see how the red area in Figure 2 is changing between 2001 and 2010 and also that it is mainly spreading in the narrow valleys out from the city center).
Workflow and Criteria
Treated. This study consisted of two main stages: data processing and MCDA (Figure 3 ). In the first stage, relevant criteria were identified with respect to physical considerations and the minimum requirements found in Ulaanbaatar urban plan and vision documents, and in the second stage the actual analysis was performed.
For the locational and physical criteria, example tables for standard residential urban development are provided by, for example, McDonald et al. [21] , Rowe et al. [22] , Wells and King [23] , USDA [24] , FAO [25] , and NSW Environment Protection Authority [26] . These sources were used as inspiration for this study ( Table 2 ). Based on Table 2 and other criteria, the constraints shown in Table 3 were considered.
Analytic Hierarchy Process.
Unless all criteria are of Boolean data type, that is, either true or false, some kind of weighting needs to be employed to be able to combine them. Malczewski [29] noted that in the last 20 years of scientific works related to the integration of MCDA with GIS there have been a number of multicriteria decision rules invented. However, some are used more frequent. Out of the total 259 surveyed papers treating multiattribute decision analysis, 143 were of the type Boolean overlay or weighted summation. A similar, but more developed method is the analytic hierarchy process (AHP) developed by Saaty [30] , which uses additive Step 2: spatial multicriteria analysis Physical criteria
Step 1: data processing Environment/ conservation Economy Location-based criteria Other criteria
Presteps: identification of the problem and objectives, data validation, and so forth weighting and also can derive the weights associated with the map layers as well as being able to aggregate and include the level representing alternatives into the hierarchy structure (Malczewski [29] ). Furthermore, AHP is capable of relating both tangible and intangible criteria.
To derive values for criteria weights, we treated all factor maps as if they belonged to the same hierarchy level (using the freeware software AHP 2.0 by Brandt [31] ). In AHP, as some criteria may be relatively more important than other criteria, the criteria are compared pairwise against each other in order to get relative weights for each of them. Then the final suitability score of each pixel in the final map can be calculated from
where is the suitability with respect to the objective being considered, is the relative weight of factor , and is Mathematical Problems in Engineering 5 the criteria score of factor . Through this weighted linear combination of factors, the sum of all weights will be 1, and all weights can be directly associated with their corresponding percent of importance. The criteria score, which also contains similar elements of importance, is determined after a normalization procedure (cf. Section 2.4.2).
In this study, all pairwise comparison weights were arbitrarily decided by us. The slope factor was assigned the highest weight. Thereafter, distance to already existing urban areas, soil type, distance to roads, distance to rivers, vegetation cover type, and finally the terrain aspect were assigned progressively lower weights (Table 4) .
GIS Processing
Preparation of GIS Layers.
To be able to produce both the factor maps (listed in Table 4 ) and constraint maps, which indicate if the areas can be considered at all, a number of data sources and methods to create the information layers were used (Table 5 ). Most information was collected from a subset of a Landsat 7 satellite image of September 2010 (free download available from http://landsat.usgs.gov/landsat-data-access) and radar-based SRTM elevation data of 2001 from the CGIAR Consortium (free download available from http://srtm.csi .cgiar.org/) and optical stereo-based ASTER GDEM elevation data (free download available from http://asterweb.jpl.nasa .gov/gdem.asp), but also other sources were used for data and information input.
Production of Constraint and Factor Maps.
In spatial MCDA studies usually two different types of maps, or information layers, are used: constraint and factor maps. Constraint maps are of the Boolean data type, meaning that they consist of cells with only two possible values, zeroes (0) or ones (1), or in other words, false or true. When such maps are multiplied with each other, for a particular cell to result with the value 1, all layers have to contain that number. If as much as one layer contains the value 0, also the resulting map will have the value 0 for that cell, meaning that it is not possible at all to utilize for the intended purpose (in this case impossible to use for urban development). In this study constraint maps were produced for barren lands, forests, rivers including surrounding buffer zone, wetlands, national parks, and slopes that are too steep.
Factor maps, on the other hand, show for each factor each cell's suitability with respect to the goal (in this case urban development). Initially the factor maps can contain values of any type or size. For example, distance to agricultural areas may be represented by cell values in meters and soil types by plain text. To be able to analyze such different types of data together, all data need to be converted to numerical format as well as being normalized; that is, the value of high suitability with respect to one factor (criterion) has to have the same value as one of another factor. Therefore, to represent the suitability, all factors were normalized, meaning in this case that the value ranges of all factor maps were stretched from 0 to 255. This means that 0 is considered to be of very low suitability and 255 of very high suitability, irrespectively of factor type (criteria). The factor maps produced were slope gradient, urban distance, soil, road distance, river distance, vegetation cover, and aspect. As they all contained the whole range of values between 0 and 255, the maps produced could serve as continuous representations of distances to objects, suitability, and so forth.
Executing the MCDA.
To execute the MCDA, all constraint maps were multiplied with each other, producing one combined constraint map. The factor maps, on the other hand, first had to be multiplied with their corresponding weights from the AHP and, thereafter, summed together into one combined factor map. Finally, the combined constraint map and the combined factor map were multiplied together. The general equation is
where is the total suitability score, is the weight corresponding to , that is, factor map , and is constraint map . Now every pixel in the final result map contains a suitability score for urban development.
Sensitivity Analysis.
As many scientists argue that realworld decisions are uncertain because we have insufficient information or fuzzy descriptions of the semantic meaning of the events, phenomena, statements themselves, and so forth, the results of MCDA are usually associated with uncertainties or direct errors or undesirable consequences (Aerts et al. [32] ; Malczewski [29] ; Tenerelli and Carver [33] ). Among errors and variability in model choice, system understanding, weighting factors, data used, and human judgment, one of the greatest contributors to controversy and uncertainty is the criteria weights, which also may have a significant impact on the results (Feizizadeh and Blaschke [34] ).
One way to account for such uncertainties is to perform a sensitivity analysis that aims to assess the response of a model to changes in input parameters (Crosetto et al. [35] ; Gómez Delgado and Bosque Sendra [36] ; Ligmann-Zielinska and Jankowski [37] ; Chen et al. [6] definition of sensitivity analysis is "the study of how the uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input." Then it will be possible to see "'which of the uncertain input factors is more important in determining the uncertainty in the output of interest?' or 'if we could eliminate the uncertainty in one of the input factors, which factor should we choose to reduce the most the variance of the output?'" (Saltelli et al. [38, p. ix] ).
There are different types of sensitivity methods that can be used, for example, probabilistic Monte Carlo simulations (e.g., Aerts et al. [32] ; Benke and Pelizaro [39] ), the Variancebased Global Sensitivity Analysis (GSA) method (Homma and Saltelli [40] ), or representing weights with different degrees of fuzziness (Kordi and Brandt [41] ). However, among the most popular sensitivity analysis methods is the One-Factor-At-A-Time (OAT) (cf. Daniel [42, 43] ). This method changes the value of only one factor at a time, while keeping all other factor values constant. Although the method suffers from some limitations, there are a number of advantages compared with other methods: (1) it is intuitive (i.e., the analyst can see if a change by some percentage of one factor will result in a corresponding output change), (2) the results from the sensitivity analysis can be instantaneously visualized and explored, (3) no prior knowledge about OAT is required, and (4) it is computationally effective and does not require huge amounts of model executions (LigmannZielinska and Jankowski [44] ). Usually one of the following is done to analyze the criteria sensitivity: changing criteria values, changing relative importance of criteria, or changing criteria weights (Chen et al. [6] ).
To test the robustness of our MCDA model and to see how the analyzed urban development locations change when small deviations in the criteria values are applied, a sensitivity analysis was performed by changing each of the factor criteria weight values at a time (OAT), that is, changing the values by ±6, ±12, and ±18%, respectively, from the original value (Table 6 ). Correspondingly, all other criteria lost proportional shares according to the equation given by Chen et al. [6] :
where ( , ) is the weight of the th criterion at a certain percent level, ( , ) is the weight of the main changing criterion at a certain percent level, ( , 0) is the weight of the th criterion for the base map run, and ( , 0) is the weight of the main changing criterion , for the base map run.
Results
Result of MCDA.
Combined constraint maps were produced (containing the product of barren lands, forests, rivers including surrounding buffer zones, wetlands, national parks, and slopes that are too steep) for two different cases of DEM resolution (Figure 4 ). If as much as one criterion's value is 0 for a particular pixel, that pixel's resulting value will also be 0 and considered not possible for urban development (black areas in Figure 4) . Furthermore, the effect of resolution can also be seen; for example, small constraint areas may appear within the suitable areas for the 30 m DEM, while the same areas for the 90 m DEM show up as larger contiguous suitable sites.
Also combined factor maps were produced (containing the weighted sum of slope gradient, urban distance, soil, road distance, river distance, vegetation cover, and aspect) for the two different DEM resolutions ( Figure 5 ). In these maps, all pixels have values that represent the total suitability, excluding the possibility of constraint occurrence. The main difference between them can be seen in the valleys where the low-resolution DEM leads to larger areas of high-ranked suitability. Finally, for both sets of DEM resolution, the combined constraint map was multiplied with the combined factor map to produce final suitability maps for urban development (Figure 6 ).
Sensitivity Analysis.
The results from the sensitivity analysis are presented in Table 7 , which shows how many cells there are in each suitability class ( 1 = low suitability, 2 = medium suitability, and 3 = high suitability), as well as how many and percentage of the cells that have shifted class compared with the base map.
To illustrate how the variation of criteria weights impacts the analysis, the sensitivity maps were compared with the original base map (Figure 7) . The most suitable locations are shown in white and light gray and the unsuitable locations in dark gray to black. Considering the S3 class, most changes occurred for the two cases when slope gradient weight was decreased by 18% and urban distance weight was increased with 18%, that is, resulting in 47.7% and 23.7% areal change, respectively. Spatially most changes occurred in the north part of the Ulaanbaatar city vicinity. Particularly the valleys show pixels changing to or from the 3 class. In the sensitivity analysis, although many pixels changed class to and from class 3, out of the 14 pixels in the base map with very high suitability scores (where value ≥ 250) nine pixels still retained such high scores after a weight-change scenario of ±18% for all factors (Figure 8 ). This implies that the MCDA in fact is more robust than the statistics in Table 7 express.
Data Validation: Comparison with City Master Plan.
Good reference or ground truth data are required for validation of the results of the MCDA. Provided that the earlier developed urban development zone map of Ulaanbaatar (i.e., the land management department of Ulaanbaatar's city master plan with legal binding urban development zones (Myagmartseren et al. [45] )) was based on sound planning strategies and reliable data, an accuracy assessment could be carried out where the results of this MCDA were compared to that urban development zone map. The urban development zone map has three zones: (i) a zone for development of high density, (ii) a zone for development of low density, and (iii) a zone prohibited for development. The third zone consists of preurban agriculture, green-belt forests, or other natural conservation uses, as well as areas where soil, land, water, distance to other features, and so forth are very unsuitable for urban development and if utilized would require vast resources in terms of additional planning and special engineering measures. Therefore, it is both likely and desirable that these areas remain for conservation purposes only.
To keep comparisons simple, the suitability maps were reclassified into two classes: one suitable class ( 2 + 3) with values 84-256 and one unsuitable class ( 1) with values 0-84. For comparison, the suitable class was matched to the zone for development and the unsuitable class to nondevelopment zones according to the urban development zone map of Ulaanbaatar (Figure 9 ). Then a confusion/error matrix (Table 8) was calculated, including the commonly used overall accuracy, producer's accuracy, user's accuracy measurement, and Kappa analysis (Congalton [46] ).
As the overall accuracy is 0.71, meaning that 71% of the pixels are identically classified in both maps, it appears that the final suitability map resembles previous land use planning represented by the urban development zone map. The Kappa coefficient, on the other hand, is relatively low. A value of 0.46 indicates that the classified map is about 46% better than a random assignment of these classes. However, it should be noted that the previous development zone map, besides pure suitability concerns, also is based on subjective thoughts and visions of planners, considerations of local people (e.g., that preurban local communities may have refused development activity), and others.
By extracting spatially contiguous pixels with the highest suitability values, especially areas located in the western parts of Ulaanbaatar were found particularly interesting for future development (Figure 10 ).
Discussion and Conclusions
In Mongolia, during the last decade, the use of remotely sensed data and simple overlaying techniques has been routinely practiced for urban land suitability evaluation and new settlement site selections. However, together with spatial MCDA techniques, environmental and land management activities may be more precise, quick, and cost effective. Furthermore, MCDA has also been shown to have a significant demonstrative effect for decision makers; hence the general scope of this paper is to bring practitioners knowledge of the opportunities of combining MCDA with GIS. As the results of this study clearly demonstrate the advantages of considering the opportunities using MCDA with GIS for Aspect (weight change −18%) (Cell change 5.5%) Figure 7 : Result of sensitivity analysis over the northern part of the study area when one criterion is changed either +18 or −18%. White areas represent pixels that belonged to class 3 from the beginning and pixels that have changed to or from class 3. The cell change percentage value refers to the percent pixels that changed to or from 3 class.
urban development, these techniques should be considered mandatory in larger projects. For example, urban planners may be demanded to use detailed and classified suitability maps, such as those proposed by Hannam and Hicks [47] , or to describe all constraints and factors in detail in the legends of maps (as van Gool et al. [48] did for land resources mapping). Building on the above, the following discussion will proceed from the specific objectives outlined in Section 1.3. By following the general structure of this paper, a straightforward approach is presented on how to utilize MCDA and GIS in the planning process for locating new urban areas (Objective 1). The procedure generally starts with requests from politicians or official authority personnel to develop a city in one or another way. After the goals of development have been determined, it is the analyst's job to gather information on which criteria are needed for the analysis and get access to or prepare production of necessary data. The next step usually requires external input to be able to rank or weight the criteria against each other. Depending on the character of the criteria, this may be a straightforward and relatively easy task, or it may be a delicate one requiring well-thought analyses, maybe involving both experts and the general public, that may require special techniques to be able to combine diverse opinions (cf., e.g., Forman and Peniwati [49] ; Matsatsinis and Samaras [50] ; Jaganathan et al. [51] ; Chakhar and Saad [52] ; Shi et al. [53] ). After the weights have been determined, the analyst produces the different map layers that represent the weighted criteria and performs the MCDA GIS analysis. Consecutively, an uncertainty analysis can be made if reference data are available to estimate inaccuracies, and through varying the weights within relevant ranges a sensitivity analysis can be carried out. Finally, the resulting suitability map has to be scrutinized for possible flaws and the most suitable locations have to be checked through field visits to see if the model successfully represents the reality or if there are other issues that may hinder further progress (e.g., cadastral or land-ownership issues). Regarding identifying relevant criteria (Objective 2), the criteria listed in Section 2.2 seem to be generally accepted in previous research literature for this kind of study, as well as being feasible to carry out. However, it is also obvious that this study could have benefited from other or additional criteria. For example, geotechnical data were not used despite their importance regarding ground stability issues in the urban site selection process, nor were local people consulted for participation in the evaluation. Using local people's community knowledge about their land and their needs is a key issue in land use planning. In this respect, also planning agencies should be considered as they may be a conduit to resources external to a community. Including these kinds of criteria would most likely have resulted in changed weights in the AHP. Still, the reason for not including these criteria in this study was mainly due to shortage of data and the time factor, as the general purpose was not to produce the perfect urban development plan, but rather to provide an approach for using MCDA and GIS in planning. Furthermore, in general the use of remotely sensed data was shown to be very effective for production of many criteria layers, but also the methods used to create the GIS layers could have an effect on the criteria used in the analysis. For example, unsupervised classification, at least in this particular study, did provide better results for urban areas. But it did not clearly identify forest and open spaces, where, on the other hand, supervised classification performed better. It may also be wise to consider what will happen if the area is larger, necessitating even more criteria, if the area will provide countless alternatives for development, or if the best locations are even more suitable for other types of activities and should be kept for those.
To derive the slope and aspect GIS layers, two different elevation datasets of 30 m and 90 m spatial resolution were used, enabling a comparison to see how results were affected (Objective 3). These datasets are available for free and for 14 Mathematical Problems in Engineering developing countries thus provide popular alternatives to more costly data collection methods, provided the resolution is adequate. As most criteria in this study were derived from 30 m Landsat ETM imagery, better resolution than 30 m seemed to be of no value. However, if the study area had been smaller and the analysis had required higher resolution, these elevation datasets, as well as satellite images, may have been too poor. When comparing the results of using the 90 m DEM with the sensitivity analysis, where only the 30 m DEM was used, it can be seen that the lower resolution DEM affected the final result in a greater way than did the change in relative criteria weights. Besides the general changes, a coarser DEM resolution led to larger contiguous areas of high-ranked suitability. This can be directly linked to the cell size's influence on the slope. Big cell sizes may smoothen local terrain variation, thereby resulting in lower slopes than small cell sizes would produce. However, in mountainous terrain, local pockets of flat terrain may produce higher scores for small cell sizes. Therefore, it is recommended to try to find DEMs with as high resolution as possible, while keeping in mind that the other criteria have to be of about the same resolution to take advantage of the DEM.
Through the sensitivity analysis, it could be determined if the model itself and the relative weights of the criteria were robust (Objective 4). In general, although sensitive to weight value changes, all criteria weights as well as the entire model can be considered to be robust. As expected, the largest number of pixels moving to or from the highest suitability class 3 occurred when the criterion of the largest relative weight, that is, slope, was tested. Roughly, the percent change of pixels belonging to S3 then was twice the size of the change in weight. With smaller relative weights, also the number of pixels changing suitability classes was smaller (e.g., vegetation cover and aspect). Geographically, it can be seen that most changes occurred in the northern part of the Ulaanbaatar city vicinity. This may be due to that two criteria-slope and urban distances-were largely constrained by the narrow valleys and localization of previous infrastructure, thereby abruptly changing the suitability of a pixel within short distance ranges. Therefore, it is of importance to first look at which criteria are capable of producing significantly changed results when exposed for weight changes in a sensitivity analysis. Secondly, it is important to try to minimize the uncertainties related to the weight determination of those criteria. However, as new areas of the highest suitability class may show up, the sensitivity maps could also function as additional tools for finding potential expansion areas for urban development.
When the result of the analysis was compared with the existing development plans, the general pattern of suitable locations coincides. However, the Kappa coefficient reveals that there is a disagreement between them. The main difference is that previous plans have dedicated a much larger area for future development. The reason could be due to different ways of thinking between a GIS expert and planners, with respect to territory development. The planners, for example, may have thought more on policies, local community responses, and visions rather than the actual conditions, which form the basis in the GIS analysis. If the difference is too large between these kinds of analyses and the vision of planners, there may be a risk of low implementation or even abandonment of using these kinds of analyses. Therefore, it is desirable to include both the planners and their visions into the MCDA analyses and the opposite-including MCDA in the planning process.
