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3. Aufgabenstellung 
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4. Einleitung 
 
In der Fahrzeugindustrie wird die rechnerische Simulation in vielen verschiedenen Gebieten 
eingesetzt. Dies erlaubt vor allem die Kosten von Prototypenversuchen und –teilen zu verringern. 
Um sicherzustellen, dass die Ergebnisse der rechnerischen Simulation mit denen aus der Realität 
übereinstimmen und entsprechende Aussagen zulassen, muss viel Aufwand in die Modellierung 
von Designstufe (CAD) und virtueller Teststufe (CAE) betrieben werden. 
 
 
Abbildung 4-1:  Versuch und Irrtum Methodik 
 
Die Entwicklung von Querträgern und deren Anbindungen ist keine Ausnahme. Die erwähnten 
Punkte treffen zu und daraufhin müssen auch einige neue spezifische Aspekte berücksichtigt 
werden. Als Nachweis der Güte des Systems werden unterschiedliche Testverfahren verwendet, 
die durchgehend auf den neuesten Stand gebracht werden. Daraufhin sind die Anforderungen 
von jedem OEM abhängig. Zuletzt, und durch den hohen Kostendruck bedingt, werden in letzter 
Zeit auch neue Fertigungsverfahren untersucht.  
Da viele OEM einen Nachweis der Güte des Systems erwarten, scheint die rechnergestützte 
Entwicklung ein geeignetes Tool sowohl für die Design- als auch für die Teststufe. Ein 
Berechnungsmodell auf Basis eines FE-Modells dient auβerdem als virtuelles Werkzeug für die 
Bestätigung des Modells.  
In diesem Zusammenhang wächst der Bedarf nach einer Methodik, die sowohl flexibel ist und 
auch so weit wie möglich die Designstufe (CAD) und die virtuelle Teststufe (CAE) automatisiert. 
Die Flexibilität dieser Methodik soll erlauben, dass verschiedene Testverfahren und 
Einschränkungen, die vom Hersteller, von den Fertigungsprozessen oder sogar vom Endpreis des 
Querträgers abhängen können, verwendet werden. 
Ziel dieser Arbeit ist die Verwendung eines parametrischen 3D-CAD-Modells zu beschreiben und 
diesen bei der Optimierung eines Querträgers und deren Anbindungen zu benutzen, da diese 
Modelle eine leichte Umsetzung der Anpassungen ermöglichen und in Hinsicht auf die 
Anforderungen von verschiedenen Testverfahren optimiert werden können.  
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Abbildung 4-2:  Parametrische Optimierung 
 
Dadurch sollten sowohl die Entwicklungskosten als auch die Entwicklungszeit von Querträgern 
deutlich verringert werden. 
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5. Stand der Technik 
 
Der Querträger ist ein System, das speziell für die Absorption von Energie im Falle eines frontalen 
Zusammenstoßes entworfen ist. Die Hauptaufgabe solcher Systeme ist, die großtmöglichste 
Schutzwirkung der Insassen zu gewährleisten. 
 
Querträger werden heutzutage sowohl im vorderen als auch im hinteren Teil eines Fahrzeugs 
verwendet. Damit ein Fahrzeug verkauft werden kann, müssen die Querträger mehrere gesetzlich 
vorgeschriebene Testverfahren überstehen. Diese Tests können in den nächsten Hauptgruppen 
eingeordnet werden: niedrige Geschwindigkeit, hohe Geschwindigkeit, Kompatibilität und 
Fußgängerschutz. Zudem unterscheidet man auch zwischen Frontal- , Seiten- und Heckaufprall. 
 
Viele Fahrzeughersteller benutzen Verbrauchertests, die sogar anspruchsvoller als die vorigen 
sind. Ihr Ziel ist nicht nur die Norm zu erfüllen, sondern auch Ergebnisse zu erlangen, die das 
Ansehen der Marke verstärken. In dieser Kategorie können die Tests von EuroNCAP und von 
mehreren Versicherungsgesellschaften eingeordnet werden. 
 
 
Abbildung 5-1:  Querträger 
 
Viele Querträger sind auβerdem mit Schäumen ausgestattet, die für den Schutz der Fuβgänger 
entworfen wurden. Diese Schäume sind normalerweise aus expandiertem Polypropylen (PPE) 
oder Polyurethan (PUR). Eine Eigenschaft dieser Schäume ist, dass sie nach der Verformung zu 
ihrer Anfangsgeometrie zurückkehren. Aus diesem Grund können Materialien wie z.B. Polyethylen 
(PE) oder Polystyrol (PS) nicht eingesetzt werden.     
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Abbildung 5-2:  Schaum 
 
Da sie nur wenig Energie absorbieren können, ist ihr Einfluss in dieser Arbeit vernachlässigbar. 
6. Bestandteile 
 
6.1. Querträger 
Die Hauptfunktion des Querträgers ist die Komponenten innerhalb des Fahrzeugs zu schützten. 
Ein gut entworfener Querträger schützt diese Komponenten, indem die maximale Eindringung im 
Fall eines Zusammenstoßes eingeschränkt wird. Somit wird gewährleistet, dass das Fahrzeug 
weiterhin funktioniert und teure Bestandteile, wie zum Beispiel der Motor und der Kühler nicht 
geschadet werden. Die Absorption von Energie bei diesem Bestandteil wird in Zusammenstößen 
bei niedriger Geschwindigkeit auf ungefähr 30% der gesamten kinetischen Energie geschätzt. 
[Bécares, 2008] 
 
6.2. Crashbox 
Die Hauptfunktion der Crashbox ist die Energie des Aufpralls zu absorbieren (ungefähr 70% der 
gesamten kinetischen Energie, wenn der Zusammenstoß bei niedriger Geschwindigkeit 
stattfindet), sodass die Längsträger des Fahrzeugs so wenig wie möglich geschadet werden. 
[Bécares, 2008] 
Die meisten Crashboxen absorbieren diese Energie, indem eine kontrollierte plastische 
Verformung erfolgt. Diese Verformung wird mit Hilfe von Prägungen kontrolliert. Die Crashboxen 
müssen nach einem Zusammenstoß ausgetauscht werden. Infolgedessen sollten sie preisgünstig 
sein. Manche Fahrzeuge haben in letzter Zeit hydraulische Crashboxen eingesetzt. Diese können 
Energie absorbieren, ohne zusammenzubrechen. Da sie aber in Vergleich zu den traditionellen 
Crashboxen viel teurer sind, werden sie nur in High-End-Fahrzeugen benutzt. 
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Abbildung 6-1:  Crashbox 
 
In der folgenden Tabelle können die Fertigungsprozesse und die eingesetzten Materialen beider 
Bestandteile verglichen werden. [Gestamp, 2011] 
Bestandteil Fertigungsprozess Eingesetzte Materialien 
Querträger 
Cold-stamping Stahl, HSS (High-strength-steels),  Aluminium, Magnesium 
Warm-Stamping Stahl, HSS (High-strength-steels) 
Hydroforming Stahl, Aluminium, HSS (High-strength-steels) 
Drawing Aluminium 
Crashbox 
Cold-stamping Stahl, HSS (High-strength-steels),  Aluminium, Magnesium 
Warm-Stamping - 
Hydroforming Stahl, Aluminium, HSS (High-strength-steels) 
Drawing Aluminium 
Tabelle 6-2:  Fertigungsprozesse und eingesetzte Materialien 
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7. Testverfahren 
 
 Die Auslegung und Konstruktion von Querträgern und deren Anbindungen (Crashbox) an andere 
energieabsorbierende Strukturen wird durch einen wesentlichen Faktor beeinflusst. Jeder 
Fahrzeughersteller fordert, dass ihre Querträger eigene Testanforderungen bestehen, die in der 
Regel anspruchsvoller als die gegenwärtigen Regulierungen sind. Zu den gesetzlichen 
Anforderungen (ECE-Regulierungen) und den In- House Tests der OEMs kommen noch die 
Anforderungen von Verbraucherschutzorganisationen (NCAP, IIHS) und anderen Einrichtungen 
(AZT, RCAR) dazu. 
In den verschiedenen Testverfahren wird die Aufprallperformance des Systems auf folgende 
Punkte ausgewertet: 
Schutzwirkung (Eindringung und Energieabsorption) 
Reparaturkosten (Schutz von schwer austauschbaren Komponenten) 
Langzeithaltbarkeit 
Kompatibilität 
Zumal die Mehrheit der Zusammenstöße (zwischen 75% und 80%, siehe Abbildung 7.1) bei 
niedriger Geschwindigkeit stattfinden (weniger als 25km/h), werden diese Tests als Schwerpunkt 
dieser Arbeit dienen.  Unfälle bei hoher Geschwindigkeit sind nicht so häufig, da die erste 
Reaktion eines Fahrers immer zu bremsen ist. Kompatibilitäts- und Fußgängertest werden im 
beschriebenen Rahmen auch in dieser Arbeit bearbeitet werden. Außerdem muss beachtet 
werden, dass die Leistung von Querträgern bei Zusammenstößen in hoher Geschwindigkeit 
schnell abnimmt. Die Energieabsorption dieser Bestandteile in einem frontalen Zusammenprall 
bei einer Geschwindigkeit von 56km/h ist ungefähr  ein 7% der gesamten kinetischen Energie 
(siehe Tabelle 15-1 Vergleich der Testverfahren). 
 
Abbildung 7-1:  Unfallstatistik 
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Obwohl bei jedem Testverfahren unterschiedliche Kriterien verwendet werden, gibt es mehrere 
Punkte, die übereinstimmen. Zu den erwünschten Eigenschaften des Systems gehört, dass die 
Bestandteile sowohl an der Vorder- als auch an der Hinterachse von Fahrzeugen verwendbar sind. 
Darüber sollten alle verformbaren Komponenten austauschbar sein, ohne schneiden oder 
schweißen zu müssen. 
In dieser Arbeit wird der Querträger sowohl für ein Testverfahren bei niedriger (RCAR 
Strukturtest, 15km/h) als auch für ein Testverfahren bei hoher Aufprallgeschwindigkeit (FWRB-
Testverfahren, 56km/h) optimiert. Die Geometrie des Querträgers muss dadurch eine 
Kompromisskonfiguration aufnehmen, in der zugleich die Reparaturkosten minimiert werden und 
die Sicherheit der Insassen gewährleistet wird.  
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7.1. RCAR Strukturtest 
 
Der RCAR Strukturtest (auch AZT Crashreparaturtest genannt) ist ein relativ neuer frontaler Test 
des RCAR (Research Council for Automobile Repairs) und benutzt eine feste Barriere. Dieser Test 
ist an Fahrzeugen von weniger als 2500kg gerichtet. Die Besonderheit dieses Tests ist, dass die 
Barriere ein Offset hat. Diese Überdeckung ist vom 40% ± 25 mm der gesamten Breite des 
Querträgers und die Geschwindigkeit des Fahrzeugs wird auf 15± 1  km/h festgelegt [RCAR Paper 
Procedures, 2006]. In der Abbildung 7-2 kann die Konfiguration dieses Tests betrachten. Wichtig 
ist außerdem, dass der Aufprall immer fahrerseitig stattfindet. 
 
 
Abbildung 7-2:  RCAR Strukturtest 
 
Seit dem Jahr 2006 werden schräg unverformbare Barrieren benutzt, deren Winkel (α) mit der 
Senkrechten 10º beträgt. Die Abrundung ist von 150mm. Alle anderen Barrierenmaβe sind 
irrelevant, soweit die Barriere deutlich höher als der Fahrzeugfront ist. 
Das Fahrzeug ist beim Aufprall ungeführt (keine Freiheitsgrade werden gesperrt) und frei von 
Antriebskräften. Außerdem muss das Fahrzeug im fahrfertigen Zustand sein. In Fahrerposition 
wird ein Dummy (50% männlicher Perzentil) angegurtet und der Gangschalthebel wird auf 
neutrale Stellung gesetzt. 
Die feste Barriere hat in diesem Test eine Masse von 1400 kg ±5 kg während das Fahrzeug 
entsprechend eine Masse, die dem „Lehrgewicht + 75 kg (Fahrerdummy) + Kraftstofftank“, haben 
soll. 
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7.2. RCAR Bumpertest 
 
In diesem RCAR Bumpertest wird ein frontaler Zusammenstoß gegen eine verformbare Barriere 
durchgeführt. Wie im vorigen Fall, handelt es sich um ein Crashtest bei niedriger Geschwindigkeit, 
da das Fahrzeug gegen die Barriere mit einer Geschwindigkeit von 10 km/h ±0.5 km/h aufprallt 
[RCAR Paper Procedures, 2007]. 
Die verformbare Barriere erlaubt in diesem Crashtest auch gleichzeitig ein Kompatibilitätstest 
durchzuführen. Dies ist nicht der Fall in anderen Crashtest, wo eine unverformbare Barriere 
benutzt wird, die nur ein Fahrzeug-Wand Zusammenstoß simulieren kann. 
Ein Kompatibilitätstest versucht die Bedingungen zu simulieren, die in einem Zusammenstoß 
zwischen zwei Fahrzeugen auftreten würden. In den letzten Jahren ist festgestellt worden, dass in 
Fahrzeug-Fahrzeug Zusammenstöße mehr Schaden auftreten als in  Fahrzeug-Wand 
Zusammenstöße (die Reparaturkosten im ersten Fall waren bei gleicher Geschwindigkeit 40% 
höher). Die Erklärung dafür ist, dass die bisher entworfenen Querträger schlechte Kompatibilität 
hatten, sodass eines der beiden Fahrzeuge immer unter den anderen glitt. 
 
Verformbare Barriere des Bumpertests 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 7-3:            Kompatibilitätstest     
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Die Ergebnisse dieser Kompatibilitätsteste zeigen folgende Punkte: 
Geometrie: 
Stoßstangen müssen in einer gemeinsamen Distanz zum Boden positioniert werden damit es beim 
Aufprall sowohl Unterfahren als auch Überfahren vermieden werden 
Stabilität: 
 Stoßstangen müssen hoch und breit genug sein, um mit den Stoßstangen anderer Fahrzeuge trotz 
der Verformungen richtig zu interagieren  
In diesem Testverfahren ist die Distanz zwischen Boden und Barriere bei frontalen Aufprallen von  
455 ±3 mm.  
Es handelt sich hier um einen zentrierten Aufprall mit 100% Überdeckung. Die 
Aufprallsgeschwindigkeit wird auf 10.0 ±0.5 km/h festgelegt. Wie beim RCAR Strukturtest wird 
auch hier eine feste Barriere benutzt.  
 
 
 
 
 
 
 
 
Abbildung 7-4:  RCAR Bumpertest Barriere 
 
Die wichtigsten geometrischen Maße für die Simulation sind die vordere Kurvatur (R= 3400mm ± 
25 mm), die Breite (1500mm ± 25 mm) und die Höhe (100 mm ± 2). 
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7.3. High velocity Full Width Rigid Barrier (FWRB) 
 
Zurzeit gibt es in Europa nur einen frontalen Crashtest, der mit hoher Aufprallgeschwindigkeit 
stattfindet und gesetzlich vorgeschrieben ist. Deswegen werden in letzter Zeit einige Tests in 
diesem Rahmen entwickelt, die vor allem zur Prüfung der Kompatibilitätsperformance gelten 
sollen.    
In dieser Arbeit wird der FWRB-Test (Full Width Rigid Barrier) benutzt um den Querträger und 
seine Anbindungen in Hinsicht auf Kompatibilität zu optimieren. Wie beim RCAR Bumpertest, 
handelt es sich hier um einen zentrierten Aufprall mit 100% Überdeckung. 
 
Abbildung 7-5:  FWRB-Testkonfiguration 
 
Die Aufprallgeschwindigkeit wird auf 56.0 ±0.5 km/h festgelegt. Wie in beiden vorigen 
Testverfahren wird auch hier eine feste Barriere benutzt. Bei diesen hohen 
Aufprallgeschwindigkeiten entstehen groβe Verzögerungen, die gleichzeitig erlauben, dass die 
Rückhaltungssysteme geprüft werden [Mervyn Edwards, 2010]. 
Eine Besonderheit der Barriere in diesem Test ist, dass sie in 128 Messstellen (8x16 und jeweils 
125x125mm) unterteilt ist. Diese Unterteilung erlaubt, die Kompatibilitätsperformance des 
Systems zu bewerten. Das Kompatibilitätskriterium basiert sich vor allem auf die Kräfte, die in den 
Zellen der dritten und vierten Reihe (581 Zone) der Barriere gemessenen werden. 
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Abbildung 7-6:  581 Zone 
 
Abbildung 7-7:  LCW (Load Cell Wall) 
 
Kompatibilitätskriterien: 
Folgende Kriterien werden im Zeitpunkt, wo eine Gesamtkaft von 200kN auf der gesamten 
Barriere gemessen wird, geprüft: 
1. Zumindest ein 50% der energieabsorbierenden Strukturen (Querträger und Crashbox) 
muss in der 581 Zone verhalten sein  
2. Die in Reihe 3 und 4 gemessenen Gesammtkräfte müssen gröβer als 100kN sein 
3. Die Kräfte auf Reihe 4 müssen zwischen 20% und 80% der Gesamtkräfte in den Reihen 3 
und 4 betragen  
Dieser Testverfahren ist zurzeit nur ein Vorschlag und andere Alternativen wie z.B. der FWDB-
Crashtest (Full Width Deformable Barrier) werden auch untersucht. In dieser Arbeit wurde der  
FWRB-Crashtest ausgewählt, da es kurzfristig eine hohe Wahrscheinlichkeit gibt, dass dieser 
gesetzlich vorgeschrieben wird. Da viele andere Crashtests eine starre Barriere benutzen, soll 
dadurch eine größere globale Homogenität in den Crashtests erreicht werden. Der Einsatz von 
verformbaren Barrieren wird eher langfristig geplant [Mervyn Edwards, 2010].  
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8. Software 
 
In dieser Arbeit wurde folgende Software verwendet: 
CAD-Modell Catia 
Netzgenerierung ANSA 
Aufbau des Modells Hypercrash 
Morphing Hypermesh 
DOE/Optimierung Hyperstudy 
Postprocessor 
meta-Post   
Hypergraph 
Tabelle 8-1: Software 
 
Eine parametrische Optimierung mit Hyperworks (in diesem Fall Hypermesh und Hyperstudy) 
ermöglicht alle Phasen zwischen „Design Concept“ und „Prototype“ systematisch durchzuführen.  
 
 
Abbildung 8-2:  Parametrische Optimierung 
 
Sowohl die Versuchplanung als auch die Optimierung können Ergebnisse liefern und bearbeiten, 
die aus verschiedenen Disziplinen stammen (Crash (stress analysis and stiffnes analysis) , NVH 
(modal analysis), ...). Auβerdem können anhand dieser Software auch Modelle optimiert werden, 
die nicht linear sind. 
 
Abbildung 8-3:  Statistische Werkzeuge 
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9. Parametrische Modelle 
 
Beim Aufbau eines FE-Modells gilt der Bereinigungsaufwand der Netzgenerierung als eine der 
zeitaufwendigsten Phasen. Damit diese Phase bei jeder geometrischen Änderung des Modells 
nicht wiederholt werden muss, gibt es die Möglichkeit Morphing-Tools anzuwenden, um das 
Modell zu parametrisieren. In einem parametrisierten Modell wird das Elementnetz bei jeder 
geometrischen Änderung automatisch angepasst.  
 
Urspügliches Elementnetz Konuswinkel 
  
Radius Prägungen 
  
Abbildung 9-1:  Automatische Anpassung des Elementnetzes 
 
 
 
Obwohl eine visuelle Kontrolle der Anpassungen immer noch nötig ist, wird der Aufwand zur 
Pflege des Netzes dadurch deutlich verringert. Die visuelle Kontrolle ist bei dieser automatischen 
Anpassung des Netzes notwendig, da kleine Elemente entstehen können, die einen kleineren 
Zeitschritt als im ursprünglichen Fall erfordern.  
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Abbildung 9-2:   Elementverzerrung 
 
Eine Simulation mit einem nicht geeigneten Zeitschritt kann die Ergebnisse der Optimierung 
verfälschen.  
Der Zeitschritt (Δt) hängt von der kleinsten Kantenlänge des Elementnetzes (L) ab und beeinflusst 
unmittelbar die Dauer der Rechnung. Je kleiner die Elementgröβe, desto kleiner der nötige 
Zeitschritt für die korrekte Simulation. 

E
L
tMax   
Die anderen Parameter, die den höchstmöglichen Zeitschritt (ΔtMax) beeinflussen sind der 
Elastizitätsmodul (E) und die Dichte (ρ). Wird zum Beispiel eine Kantenlänge des Elementnetzes (L) 
von 5mm bei einem Bauteil aus Stahl (E = 210·109 N/m2 und ρ = 7,86·103 kg/m3) benutzt, so ist der 
höchstmögliche Zeitschritt (ΔtMax) von ungefähr 1 µs. 
Wenn ein Zeitschritt erzwungen wird, der höher als der nötige ist, werden eine Reihe von 
Anpassungen am Modell automatisch durchgeführt. Diese Anpassungen können vom Hinzufügen 
von Masse bis zur Änderung der Dichte dieser Elemente umfassen.  
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10. Optimierung 
 
Als allgemeingültige Definition von “Optimierung“ gilt die Suche der vorteilhaftesten 
Konfiguration des Systems. [Martin, Borst, Leyffer, 2011]  
Diese Suche ist ein iterativer Prozess, indem eine bestimmte Zielfunktion maximiert/minimiert 
wird. Die Zielfunktion kann auf zwei unterschiedliche Weisen berechnet werden. Hiermit werden 
die ersten Unterschiede zwischen alternativen Optimierungsverfahren deutig: 
 
Systemgestützte Optimierung: 
Bei einer systemgestützten Optimierung wird die Zielfunktion bei jeder Iteration anhand einer 
neuen Simulation ausgewertet. Dieser Vorgang kann aber zu einem hohen Rechenaufwand 
führen. 
Modellgestützte Optimierung 
Bei der modellgestützten Optimierung werden die Werte der Zielfunktion anhand eines 
mathematischen Modells (Response Surface) geschätzt. Die Genauigkeit der Endergebnisse hängt 
direkt von der Güte des mathematischen Modells ab. Der Rechenaufwand um eine 
mathematische Gleichung zu optimieren ist deutlich geringer als im vorigen Fall. 
 
Abbildung 10-1:  Vergleich der Optimierungsverfahren 
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Unabhängig vom Optimierungsverfahren müssen folgende Begriffe definiert werden: 
Zielfunktion: Die Zielfunktion ist die Kombination einer oder mehrerer Zielgröβen. Wenn mehrere 
Zielgröβen benutzt werden kann die Zielfunktion mit Hilfe von Wichtungsfaktoren oder anhand 
der desirability functions definiert werden. 
Die desirability function (D) wird als Produkt der Zielgröβen erhalten.  Bevor aber diese 
Funktionen miteinander multipliziert ist es notwendig, einige Transformationen durchzuführen. 
Als Erstes wird für jede Funktion ein Grenzwert und ein Target festgelegt. Danach muss die 
Funktion so transformiert werden, dass sie für Werte unter dem Grenzwert den Wert 0 aufnimmt 
und für Werte über dem Target den Wert 1 aufnimmt. Für Zwischenwerte darf einfach linear 
interpoliert werden, sodass Werte im Rang *0,…,1+ aufgenommen werden. 
Nachdem diese Transformationen durchgeführt wurde, ist das Ziel der Optimierung diese neue 
desirability function (D) zu maximieren [Myers, 2009].  
 
m
mdddD )·...··( 21  
Das theoretische Maximum dieser Funktion liegt bei 1. In diesem Punkt würden alle Targets 
gleichzeitig erfüllt werden. 
Da diese Transformationen nicht immer einfach sind, können anstatt der desirability functions (D)  
auch Wichtungsfaktoren benutzt werden. Die Wichtungsfaktoren funktionieren auf eine sehr 
ähnliche Art. Als erster Schritt müssen alle Zielgröβen normalisiert werden. Dies kann erreicht 
werden, indem die Funktion durch seinen Durchschnittswert dividiert wird. Danach muss jeder 
Zielgröβe ein Wichtungsfaktor zugeordnet werden. Die Zielfunktion wird als lineare Kombination 
dieser gewichteten und normalisierten Zielgröβen erreicht.  
nmmnn ywywywD ·...·· 2211   
Ein Nachteil dieser Methode ist, dass sowohl Targets als auch Grenzwerte nicht berücksichtigt 
werden. In späteren Kapiteln wird dieser Punkt noch mal erwähnt werden und eine mögliche 
Lösung geschildert.  
 
Parameter: Die Parameter einer Optimierung können in jeder Iteration verändert werden. Als 
Parameter können zum Beispiel geometrische Variablen, Materialeigenschaften, Dicken oder 
Fertigungsprozesse der Komponenten ausgewählt werden. 
Einschränkungen: Die Einschränkungen sind Bedingungen die bestimmte Zielgröβen einhalten 
müssen, damit das gesamte Modell als gültig gilt. Bei der Optimierung von Querträgern und deren 
Anbindungen erscheint zum Beispiel, in der Suche nach einer optimalen Aufprallperformance eine 
Einschränkung des maximalen Gewichts als sinnvoll.  
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Der Rechenaufwand der Optimierung steigt offensichtlich mit wachsender Parameteranzahl. Ein 
weiterer Nachteil von wachsender Parameteranzahl ist die Existenz mehrerer lokalen Optima. Die 
Unterscheidung zwischen lokalen und globalen Optima erfordert erneut mehr Information über 
das System und diese Information kann wie zuvor nur durch weiteres Rechnen erlangt werden. 
Damit der Rechenaufwand in Systemen mit hoher Parameteranzahl trotzdem beschränkt bleibt, 
müssen die einflussreichsten Parameter von den Parametern mit untergeordneter Bedeutung 
unterschieden werden. In dieser Arbeit wird zu diesem Zweck die Technik des 
Parameterscreenings benutzt. 
Daraufhin  werden die Schritte beschrieben, um eine Response Surface mit möglichst geringem 
Rechenaufwand zu generieren um anschlieβend eine modellgestützte Optimierung 
durchzuführen. Die Ergebnisse dieser Optimierung werden von der Genauigkeit abhängen, mit 
der diese Response Surface das System modelliert.  
 
 
Abbildung 10-2: Response Surface 
 
Versucht man mit einer Response Surface die ganze Versuchsebene zu modellieren, so kommt es 
zu komplexen mathematischen Modellen (Polynome hohen Grades), die mehrere lokale Optima 
haben. In solchen Fällen steigt der Rechenaufwand. Auβerdem sind diese Modelle schwer 
interpretierbar. Zur Interpretation eines mathematischen Modells gehört eine Analyse der 
Robustheit und der möglichen Verbesserungsrichtungen des Systems. 
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Abbildung 10-3: Robustheit 
 
Eine bessere Lösung ist, durch sequenzielle Experimentation, kleine Teile der Versuchsebene zu 
modellieren. Hiermit ist es möglich, das System mit Hilfe von einfacheren mathematischen 
Modellen zu repräsentieren (in dieser Arbeit werden höchstens Polynome zweiten Grades 
benutzt).    
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10.1. Sequenzielle Experimentation 
 
Nachdem anhand eines Parameterscreenings die Einflussparameter identifiziert wurden, wird ein 
Punkt auf der Versuchsebene als Startpunkt gewählt. Dieser Punkt wird als Mittelpunkt einer 
neuen und kleineren Versuchsebene gelten. 
Die neue Versuchsebene wird durch ein erneutes DOE analysiert. Anschlieβend wird die 
Information des DOE dazu genutzt, ein mathematisches Modell anzupassen. 
Es gibt zwei Möglichkeiten. Ist der Startpunkt weit von einem Optimum entfernt, so genügt ein 
Polynom ersten Grades um das System zu modellieren. Diese Information wird benutzt, um den 
nächsten Startpunkt einer neuen Versuchsebene zu finden. Die Suche eines neuen Startpunktes 
wird im Kapitel steepest ascent/descent beschrieben. 
 
Abbildung 10-4: Lineares Verhalten 
 
Andererseits, wenn ein Polynom ersten Grades nicht ausreicht, um das System zu repräsentieren, 
gilt dies als Hinweis für Kurvatur innerhalb der analysierten Versuchsebene.  
 
Abbildung 10-5: Kurvatur 
 
In diesem Fall kann ein Polynom zweiten Grades angepasst werden um die Response Surface zu 
generieren und die Position des Optimums zu bestimmen. 
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10.2. Validation und Interpretation der Ergebnisse 
 
Der letzte Schritt einer Optimierung ist die Validation der Ergebnisse. Die Genauigkeit des 
erlangenden Optimums kann mit einer Simulation geprüft werden. 
 Anschlieβend kann auch eine systemgestützte Optimierung durchgeführt werden. Wählt man 
nämlich das angebliche Optimum als Startpunkt der Optimierung, so sollte eine neue Lösung in 
wenigen Iterationen erreicht werden.  
Zuletzt können die Ergebnisse interpretiert werden. In dieser Phase wird besonderer Wert auf die 
Robustheit des Optimums gelegt. Die Robustheit bestimmt nämlich, ob die Toleranzen der 
Fertigungsprozesse eng genug sind, sodass trotz der Streuung alle Produkte eine gute Leitung 
haben. 
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11. Parameterscreening 
11.1. Einflussparameter 
 
Die einflussreichsten Parameter müssen schon in einer frühen Phase der Optimierung erkannt 
werden, um den Rechenaufwand möglichst gering zu halten. Es gibt unterschiedliche 
Versuchsplanungen (DOE), die diese Bestimmung anhand eines Parameterscreenings 
ermöglichen. In diesem Kapitel werden verschiedene Versuchsplanungen erklärt um anschlieβend 
die Versuchsplanung zu wählen, die bei gleicher Anzahl an Experimenten die meiste Information 
über das System liefert.   
Ob ein Parameter einflussreich ist oder nicht, hängt vor allem von den Grenzwerten, die für seine 
Änderung festgelegt werden. Da diese Grenzwerte problemabhängig sind, kann es bei jeder 
Anwendung des Optimierungsverfahrens zu unterschiedlichen Ergebnissen kommen. 
Ein Parameter wird als einflussreich bezeichnet, wenn sein Koeffizient oder einer seiner 
Wechselwirkungen im mathematischen Modell dazu beiträgt, die Zielfunktion zu erklären.  
Mathematisches Modell mit 3 Parametern und ohne Wechselwirkungen: 
332211 ··· xaxaxacy   
 
Mathematisches Modell mit 3 Parametern und Wechselwirkungen: 
3213,2,1323,2313,1212,12211 ··········· xxxdxxbxxbxxbxaxacy   
 
Die Wechselwirkungen von mehr als 2 Parametern haben einen sehr geringen Einfluss. Aus 
diesem Grund wird normalerweise mit der Hypothese gearbeitet, dass diese Wechselwirkung null 
sind ( 3,2,1d  = 0). 
 
Die vorigen Formeln können im Fall von s Parametern verallgemeinert werden:   
Txxxxfxxfy ss  ),...,(,)(),...,( 11  
 
Wenn das mathematische Modell ein Polynom ersten Grades ist:
 
ssssss xxbxxbxaxacy ··...···...· )1(),1(212,111   
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Die Anzahl der Wechselwirkungen zweiten Grades (k) kann anhand dieser Formel berechnet 
werden: 
2
2 ss
k


 
s = Anzahl der Parameter des Systems 
 
Wie im vorigen Kapitel schon erwähnt wurde, kann es auch nötig sein ein Polynom zweiten 
Grades zu verwenden.  Die Struktur dieser Polynome ist folgende: 
  




s
i
ji jijiiii
s
i
ii xxbxdxacy
1
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1
····  
Die Anzahl der Koeffizienten in einem Polynom zweiten Grades (ai,di,i,bi,j) wird mit der folgender 
Formel berechnet: 
2
)1·(
·21


ss
sm  
Um diese Koeffizienten bestimmen zu können, müssen mindestens m Experimente durchgeführt 
werden. Auβerdem muss mit jedem Parameter auf mindestens 3 verschiedenen Stufen 
experimentiert werden. 
 
11.2. Methode der kleinsten Fehlerquadrate 
 
In dieser Arbeit werden alle mathematischen Modelle mithilfe der Methode der kleinsten 
Fehlerquadrate angepasst. Mit dieser Methode wird versucht, die Summe der Fehlerquadrate zu 
minimieren: 



n
i
iyxf
1
2 )))((min(
 
f(x) = Mathematisches Modell 
yi = Ergebniss der Experimente
 
Im vorigen Kapitel wurde erwähnt, dass ein Parameter als einflussreich bezeichnet wird, wenn 
sein Koeffizient oder eine seiner Wechselwirkungen im mathematischen Modell dazu beiträgt, die 
Zielfunktion zu erklären. Zwei Koeffizienten werden häufig im Zusammenhang mit der Methode 
der kleinsten Fehlerquadrate benutzt, um die Genauigkeit eines Modells zu bewerten. 
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Der Bestimmtheitsmaβ R2 und der Korrelationskoeffizient RAdj
2 werden mit folgenden Formeln 
berechnet: 


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p= Anzahl der aus dem Modell ausgeschlossenen Parameter 
 = Durchschnittswert der Zielfunktion in den Ergebnissen der Versuchsplanung  
 
Beide Koeffizienten können Werte zwischen [0,..,1] annehmen. Der Bestimmtheitsmaβ R2 ist am 
gröβten, wenn alle Koeffizienten im Modell benutzt werden. Um nur die einflussreichen 
Koeffizienten in unserem Modell aufzubewahren und damit nichtsignifikante Terme 
auszuschlieβen, sollte aber anstatt R2 am besten der Korrelationskoeffizient RAdj
2 maximiert 
werden. Die Eliminierung dieser nichtsignifikanten Terme findet in der Parameterscreeningphase 
statt und ist sehr wichtig um den Rechenaufwand möglichst gering zu halten. 
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11.3. Versuchsplanung (DOE) 
 
Damit die einflussreichsten Parameter mit möglichst wenigen Experimenten erkannt werden, 
können mehrere Versuchsplanungsstrategien angewendet werden. Im Allgemeinen gilt die 
folgende Regel: 
Je kleiner die Parameteranzahl, desto detaillierter die Versuchsplanungsstrategie, die mit gleicher 
Anzahl an Experimenten verwendet werden kann. In dieser Arbeit soll durch sequenzielle 
Experimentation sowohl die Versuchsebene als auch die Parameteranzahl so weit reduziert 
werden, bis es anhand einer Response Surface zweiten Grades möglich ist, das System richtig zu 
modellieren und die optimale Konfiguration zu finden.   
Bei der Eliminierung nichtsignifikanter Parameter können folgende Anweisungen benutzt werden: 
Parameteranzahl > 7 -> Fractional Factorial 
Parameteranzahl > 3   –> Full Factorial 
Parameteranzahl ≤ 3 -> Central composite design or Box-Behnken 
Diese Anweisungen gelten nur zur Orientierung. Durch ihre Anwendung wird versucht, dass die 
Anzahl an Experimenten nicht zu groβ wird.  
 
11.3.1. Lineare Modelle 
 
Sowohl fraktionelle als auch komplette faktorielle 
Versuchsplanungen sind für lineare Modelle gedacht.  Sie 
erlauben einflussreiche Parameter zu identifizieren, aber 
können zur Herstellung einer Response Surface nicht benutzt 
werden. In beiden Versuchsplanungen werden Experimente 
durchgeführt, in denen die Parameter nur ihre Grenzwerte 
aufnehmen.  
Abbildung 11-1: Faktorielles DOE 
 
11.3.1.1. Fractional factorial DOE 
 
Da es sich um eine fraktionelle Versuchsplanung handelt, werden nicht alle Kombinationen 
ausprobiert. Dies ermöglicht, die Anzahl an Experimenten zu reduzieren. Als Nachteil kann es zu 
einer möglichen Vermengung der Effekte und Wechselwirkungen kommen. 
 
 
TU Berlin, FG Kraftfahrzeuge                                          Manuel Orantes,Matr.-Nr.: 337897 
Masterarbeit Nr.: 1/11                                                                                                     35 
11.3.1.2. Full factorial DOE 
 
Da es sich um eine komplette fraktionelle Versuchsplanung handelt, werden alle Kombinationen 
ausprobiert. Hiermit können alle Effekte und Wechselwirkungen ohne Vermengung berechnet 
werden. 
 
11.3.2. Quadratische Modelle 
 
Um quadratische Modelle anzupassen, werden Versuchsplanungen verwendet, die mit jedem 
Parameter auf mindestens 3 verschiedenen Stufen experimentieren. 
 
11.3.2.1. Central composite design 
 
Die Versuchsplanung Central composite braucht mehr 
Experimente als die vom Typ Box-Behnken. Beide erlauben 
quadratische Modelle anzupassen und damit Response 
Surfaces herzustellen. Der wichtigste Vorteil dieser 
Versuchsplanung ist, dass alle Effekte und Wechselwirkungen 
mit derselben Genauigkeit geschätzt werden. 
Die Versuchsplanungen vom Typ Central Composite können 
als eine Erweiterung der kompletten faktoriales DOE 
verstanden werden. 
Abbildung 11-2: CCD          
 
11.3.2.2. Box-Behnken 
 
Diese Versuchsplanung kann nur mit 3, 4, 5, 6, 7, 9, 10, 11, 12, 
oder 16 Parametern verwendet werden. Im Gegensatz zum 
Central Composite ist in diesem Fall die Genauigkeit bei der 
Einschätzung von Effekten und Wechselwirkungen nicht 
konstant.  
  
Abbildung 11-3: Box-Behnken  
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11.3.3. Computerexperimente 
 
Die vier vorgestellten DOE werden häufig in physischen Experimenten benutzt. 
Computerexperimente (DACE = Design and Analysis of Computer Experiments) besitzen, im 
Gegenteil zu physischen Experimenten, keine Versuchsstreuung. Die Zielgröβen werden auf 
deterministische Weise bestimmt, da alle Parameter kontrolliert werden.  
Physische Experimente: Txxxxfxxfy ss  ),...,(,)(),...,( 11   
Computerexperimente : Txxxxfxxfy ss  ),...,(,)(),...,( 11  
Diese Eigenschaft spielt bei der Auswahl von einer optimalen Versuchsplanung eine wichtige 
Rolle. Bei Computerexperimenten kann auf Wiederholungsrechnungen verzichtet werden und die 
Parameter dürfen auch mittlere Werte annehmen (nicht nur beide Grenzwerte) ohne die 
Genauigkeit bei der Einschätzung der Effekten und Wechselwirkungen zu verringern (die 
Vermengung bleibt auch kontrolliert). In solchen Fällen werden die sogenannten „space filling 
designs“ bevorzugt.  
 
11.3.3.1. Latin Hypercube design (LHD) 
 
In diesem DOE werden die Experimente so ausgewählt, dass die Parameter am besten auf der 
Versuchsebene verteilt sind. Die Anzahl an Experimenten kann beliebig ausgewählt werden. 
Eigenschaften der Latin Hypercube designs: 
 Können leicht mit einem Computer hergestellt werden 
 Akzeptieren eine hohe Anzahl an Parametern 
 Die Standardabweichung ist geringer als in durch Zufall generierte Experimente 
Ein LHD kann auβerdem auch orthogonal sein. In diesem Fall wird eine uniforme Distribution der 
Experimente auf der ganzen Versuchsebene gesichert.  
 
I. Durch Zufall generierte Experimente 
 
 
II. LHD 
 
 
III. Orthogonales LHD 
Abbildung 11-4:  LHD  
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Die Eigenschaften von DACE verhindern nicht, dass bei der Analyse von LHD ähnliche 
Vorgehensweisen verwendet werden, als bei der Analyse von anderen DOE mit Versuchsstreuung.  
 
Abbildung 11-5:  Physische Experimente -DACE 
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11.4. Schrittweise Regression 
 
Die Ergebnisse des DOE sollen dazu nutzen, die einflussreichsten Parameter des Systems zu 
identifizieren, um die mathematischen Modelle zu vereinfachen und den Rechenaufwand 
möglichst gering zu halten. Wie vorher schon erwähnt wurde, werden in dieser Arbeit Teile der 
Versuchsebene anhand Polynome von Grad 1 oder 2 modelliert. Die Polynome ersten Grades 
genügen um das Verhalten in Bereichen der Versuchsebene, die weit entfernt von einem 
Optimum sind, zu beschreiben während die Polynome zweiten Grades eher in Bereichen mit 
Kurvatur eingesetzt werden. 
Die Eliminierung nichtsignifikanter Terme sollte kein automatisierter Prozess sein. Der Computer 
sollte diese Phase nicht ohne Überwachung durchführen, da hier die durch Erfahrung erworbenen 
Kenntnisse über das System einbezogen werden können, um eine bessere Lösung zu erreichen.   
Bei jeder Regression passt das Programm Hyperstudy ein komplettes Modell mithilfe der 
Methode der kleinsten Fehlerquadrate. Die Methodik der schrittweisen Regression die hier 
verwendet wird um nichtsignifikante Terme auszuschlieβen verwendet ausschlieβlich Information 
aus dem Fenster “Build-Approximation“ von Hyperstudy. Diese Methodik ist eine Anpassung des 
ANOVA-Verfahrens (Analysis of variance). In diesem vereinfachten Verfahren werden nur die 
vorher erwähnten Koeffizienten (Bestimmtheitsmaβ R2 und Korrelationskoeffizient RAdj
2 ) benutzt. 
Sehr wichtig ist zu verstehen, dass R2 im kompletten Modell immer am gröβten ist. Da aber ein 
komplettes Modell viele nichtsignifikante Terme haben kann, sollte RAdj2 maximiert werden. RAdj
2 
benachteiligt Modelle mit mehreren Koeffizienten. Eine ideale Eliminierung nichtsignifikanter 
Terme hat zur Folge, dass R2 und RAdj
2 in einem Mittelwert konvergieren. Die Differenz beider 
Koeffizienten (R2 - RAdj
2) kann also als Anzeiger benutzt werden, um zu bestimmen ob das 
angepasste Modell weitere nichtsignifikante Terme enthält. 
Um diese nichtsignifikanten Terme zu identifizieren können sowohl individuelle als auch kollektive 
Signifikanzteste durchgeführt werden. Die Information, die anhand der Programms Hyperstudy 
geliefert wird, ermöglicht beide Möglichkeiten zu verwenden. 
Die Eliminierung nichtsignifikanter Terme ist nicht immer eindeutig. Der Benutzer sollte diesen 
Prozess kontrollieren damit im Zweifellfall immer die Parameter ausgeschlossen werden, die 
durch Erfahrung weniger Einfluss auf das System haben. Auβerdem sollte der Benutzer 
kontrollieren, dass der “sparsity Prinzip“ eingehalten wird. Dieses Prinzip sagt, dass ein Effekt aus 
einem Modell nicht entfernt werden kann soweit eine verwandte Wechselwirkung oder ein 
verwandter Effekt höheren Grades immernoch im Modell enthalten ist. 
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11.4.1. Individuelle Signifikanzteste  
 
In einem individuellen Signifikanztest werden die Ergebnisse des kompletten Modells (mit allen m 
Koeffizienten) und die Ergebnisse des alternativen Modells verglichen. Da es sich um einen 
individuellen Signifikanztest handelt, wird im alternativen Modell nur ein Koeffizient (bj) entfernt. 
Die Nullhypothese wird dem alternativen Modell zugewiesen: 
0:0 jH 
 0:1 jH   
 
Um die richtige Hypothese zu bestimmen, wird folgender statistischer Parameter verwendet 
 
 j
j
bse
b
t 0
 
se= standard error 
 
 
Hyperstudy berechnet automatisch diese Parameter für alle Koeffizienten des Modells. Die 
Gewissheit kann vom Benutzer festgelegt werden (normalerweise 95%) und dadurch werden die 
Konfidenzintervalle berechnet. Wenn der Wert null nicht in diesem Konfidenzintervall vorhanden 
ist, kann mit der angegebenen Gewissheit versichert werden, dass dieser Koeffizient einflussreich 
ist. 
 
Jedes Mal, dass ein Koeffizient vom Modell entfernt wird, ändern sich alle statistischen Parameter 
und Konfidenzintervalle. Die Eliminierung nichtsignifikanter Terme ist also ein iterativer Prozess, 
indem es nicht nur eine einzige Lösung gibt. Die Reihenfolge in der die Terme ausschlossen 
werden, kann auch das Endergebiss beeinflussen.  
 
Es gibt mehrere Methoden der schrittweisen Regression. Die wichtigsten Methoden sind: 
 
 Forward selection 
 Backward elimination 
 Stepwise regression 
 
Die forward selection beginnt mit einem Modell ohne Koeffizienten. Diesem Modell werden 
schrittweise die einflussreichsten Terme hinzugefügt (|t0|>tin). 
 
Die backward elimination beginnt mit dem kompletten Modell. Von diesem Modell werden 
schrittweise die nichtsignifikanten Terme eliminiert (|t0|<tout). 
 
Zuletzt gibt es auch die stepwise regression in der die zwei bis jetzt erwähnten Methoden 
kombiniert werden. Diese Methode ist die einzige, die die Möglichkeit betrachtet, dass ein 
Koeffizient, der in einem vorigen Schritt hinzugefügt/eliminiert wurde, im nächsten Schritt 
nichtsignifikant/einflussreich werden kann, da es mit einem andern Koeffizienten interagieren 
kann. 
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11.4.2. Kollektive Signifikanzteste 
 
Die kollektiven Signifikanzteste erlauben, mehrere Terme gleichzeitig zu eliminieren. Ein wichtiger 
Vorteil dieser Methodik ist, dass im Vergleich zu den wenig flexiblen Methoden der individuellen 
Signifikanzteste, die Erfahrung des Benutzers eine wichtigere Rolle bei der Auswahl der 
Hyphotesen spielt. Die kollektiven Signifikanzteste sind deshalb für die Entfernung der ersten 
Terme geeignet. Anschlieβend kann das Modell anhand individueller Signifikanzteste weiter 
vereinfacht werden. 
 
Die kollektiven Signifikanzteste vergleichen die Ergebnisse des ursprünglichen Modells mit den 
Ergebnissen des alternativen Modells. Im alternativen Modell können beliebig viele Koeffizienten 
eliminiert werden. Die Nullhypothese (H0) wird auch hier dem alternativen Modell zugeordnet.  
 
0...: 10  qH 
 0/.../0: 11  qoderundoderundH 
  
Um die richtige Hypothese zu bestimmen, wird folgender statistischer Parameter verwendet: 
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q Einschränkungen der Form  βi =0 
n Experimente 
 
Die F-Snedecor Verteilung mit q Freiheitsgraden im Zähler und (n-p) Freiheitsgrade im Nenner hat 
die folgende Form: 
 
 
 
Abbildung 11-6:   F-Snedecor 
p  Koeffizienten βi ≠0 des Modells H0  
(β0 wird auch gezählt) 
 
 
Wenn aus der Formel ein Wert berechnet wird, der niedriger als der Wert in der Tabelle (siehe 
Anhang Tabelle 11.6) ist, können wir mit der ausgewählten Gewissheit (normalerweise 95%) 
versichern, dass die Nullhypothese akzeptiert werden kann und damit alle analysierten 
Koeffizienten nichtsignifikant sind. 
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Bis jetzt wurde nur die Möglichkeit beschrieben das System mittels eines Polynoms zu 
repräsentieren. Die wichtigsten Eigenschaften dieser Auswahl sind: 
 
 Leicht zu implementieren 
 Gutes Verhalten in linearen und leicht nichtlinearen Systemen 
 
Es gibt aber auch die Möglichkeit komplexe mathematische Modelle anzuwenden wie z.B. Kriging, 
multi-layer, regression splines oder local polynomial regression [Myers, 2009].  
Die Regression eines Polynoms anhand der Methode der kleinsten Fehlerquadrate wurde 
eigentlich für die Modellierung nichtdeterministischer Systeme gedacht. Trotzdem hat sich diese 
Methode auch bei DACE sehr effektiv gezeigt.  
Wie im Dokument “Comparison of response surface and Kriging models for multidisciplinary 
design optimization” gezeigt wird, lohnt es sich in vielen Fällen nicht, komplexere Modelle (wie 
z.B. Kriging) anzuwenden, da der Rechenaufwand steigt und die Interpretation der Ergebnisse 
auch schwieriger wird.      
 
Abbildung 11-7:  Kriging -LSF 
 
11.5. Regressionsanalyse 
 
Die durch die Methode der kleinsten Fehlerquadrate angepassten Modelle müssen einige 
Eigenschaften erfüllen, damit sie gültig sind. In den nächsten Seiten werden einige Kriterien 
vorgestellt, die zur Bestätigung des Modells helfen können. 
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11.6. Residuenanalyse 
 
Die Residuenanalyse versucht festzustellen, ob die Residuen sowohl eine Normalverteilung als 
auch eine konstante Standardabweichung haben. Zu diesem Zweck können folgende Diagramme 
benutzt werden. 
 
11.6.1. Normal probability plot der Residuen 
 
 
 
Abbildung 11-8:  Normal Probability Plot 
In diesem Diagramm kann eine Kurvatur der Punkte erkannt werden. In solchen Fällen sollte eine 
Transformation der Zielfunktion (Logarithmus, ...) durchgeführt werden. 
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11.6.2. Residuen – Predicted value  
 
 
Abbildung 11-9:  Residuals Versus the Fitted Values 
 
In diesem Diagramm kann es zu einer Distribution kommen, die einem Trichter ähnelt. Wenn 
dieser Trend bei den Versuchsergebnissen zu erkennen ist, lohnt es sich auch hier eine 
Transformation der Zielfunktion (Logarithmus, ...) durchzuführen.  
 
Anhand der Residuen ist es auch möglich, einzelne Fehler in den Experimenten zu erkennen. 
Hierfür werden die skalierten Residuen benutzt.   
 
11.6.3. Skalierte Residuen 
 
Zwei verschiedene skalierte Residuentypen werden weit benutzt. Sowohl die standarisierten 
Residuen als auch die Residuen der Student-Verteilung liefern ähnliche Information: 
Standarisierte Residuen    Residuen der Student-Verteilung 

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ei Restwert (residual) 
σ Standardabweichung der Residuen 
hii Term der diagonale der “hat matrix“ 
 
In beiden Fällen sollen die Residuen erkannt werden, bei denen der Modul des skalierten Wertes 
gröβer als 3 ist. Diese Werte entsprechen ungewöhnlichen Beobachtungen. Die ungewöhnlichen 
Beobachtungen eines DOE können auf Fehler bei der Simulation zurückzuführen sein (siehe Punkt 
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7: Zeitschritt und morphing). Deswegen sollten diese Experimente ausführlich untersucht werden. 
Ungewöhnliche Beobachtungen haben nämlich einen groβen Einfluss auf das durch LSR 
angepasste mathematische Modell. 
Wenn die erwähnten Probleme durch einfache Transformationen der Zielfunktion nicht lösbar 
sind, sollte versucht werden ein Polynom zweiten Grades als Modell anzupassen. Dies sollte aber 
nicht in frühen Phasen der Optimierung passieren, da die ersten analysierten Teile der 
Versuchsebene nur selten das globale Optimum enthalten. In diesen frühen Phasen gibt es eine 
alternative Lösung. Diese Lösung ist, die analysierte Versuchsebene weiter zu reduzieren und die 
Anzahl an Experimenten zu erhöhen.     
Nachdem es gelungen ist ein Polynom ersten Grades anzupassen kann mit der nächsten Phase 
fortgesetzt werden.  
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12. Steepest ascent/descent 
 
Anhand der Methodik, die in den nächsten Zeilen erklärt wird, wird versucht, eine 
Verbesserungsrichtung des Systems zu finden. Diese Richtung erlaubt eine neue Versuchebene zu 
definieren, in der die Zielfunktion optimalere Werte annimmt. Damit diese Methodik angewendet 
werden kann, ist es nötig, dass die ursprüngliche Versuchsebene mit einem Polynom ersten 
Grades repräsentiert wird. 
 
 
Abbildung 12-1:  Steepest ascent 
 
Ziel dieser Methodik ist, die sequenzielle Experimentation auf Versuchsebenen durchzuführen, 
die bei jeder Iteration optimalere Werte der Zielfunktion liefern, bis das globale Optimum erreicht 
wird.  Die Verbesserungsrichtung kann aus den Koeffizienten der linearen Regression erhalten 
werden. Wenn die Zielfunktion maximiert werden soll (steepest ascent ), wird dieser Vektor als 
(β1, ... ,βn) definiert.  Soll die Zielfunktion minimiert werden (steepest descent), so ändert sich der 
Vorzeichen dieses Vektors (-β1, ... ,-βn). 
Die Suche eines neuen Mittelpunkts für die neue Versuchsebene findet vom ursprünglichen 
Mittelpunkt und in Richtung dieses Vektors statt. Auf dieser Geraden werden neue Experimente 
durchgeführt. Die Distanz zwischen Experimenten auf dieser Geraden kann freiwillig gewählt 
werden. Die besten Ergebnisse werden erreicht wenn diese Distanz in Bezug zur Gröβe der 
Versuchsebene gewählt wird. Bei kleinen Versuchsebenen sind groβe Distanzen zu vermeiden, 
damit die Zone des Optimums nicht übersehen wird. Jedes Experiment auf dieser Geraden ist eine 
neue Simulation. Als neuer Mittelpunkt der Versuchsebene wird der Kandidat mit einer 
optimalsten Zielfunktion gewählt.  
 
Abbildung 12-2:  Sequenzielle Experimentation 
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Dieser Prozess wird wiederholt, bis ein mathematisches Modell ersten Grades nicht genügt um 
die Versuchsebene zu repräsentieren. Dies ist nämlich ein eindeutiges Indiz, dass in dieser Zone 
eine Kurvatur der Zielfunktion vorhanden ist. Diese Zonen können am besten mit Polynomen 
zweiten Grades beschrieben werden. Danach ist es möglich auf der Response Surface die 
optimale Konfiguration der Parameter analytisch zu berechnen. 
Beispiel:  
 
Zielgröβe 1:  ),...,( 11 sxxfy   Ziel = maximieren 
Zielgröβe 2:  ),...,( 12 sxxgy   Ziel = minimieren 
 
Wenn die Wichtungsfaktore (K1 y K2) benutzt werden: 
Verbesserungsrichtung der Zielgrösse 1:   v1 = (βf1, ... ,βfn) 
 Verbesserungsrichtung der Zielgrösse 2:  v2 = (-βg1, ... ,-βgn) 
Verbesserungsrichtung der Zielfunktion:  vg = K1·v1 + K2·v2 
 
 
 
 
 
 
 
Ursprüngliche Versuchsebene          Verbesserungsrichtung 
 
 
 
 
 
 
 
 
 
 
 
 
 
Verschlechterung (grau)    Neue Versuchebene 
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13. Ablauf der Optimierung 
 
Die Optimierung von Querträger und Crashboxen wird anhand von zwei unterschiedlichen 
Testverfahren durchgeführt. In dieser Arbeit wird der RCAR Strukturtest beziehungsweise der 
FWRB-Crashtest als Vertreter der Testverfahren in niedriger/hoher Geschwindigkeit ausgewählt. 
Hiermit werden bei der Optimierung des Systems unterschiedliche Überlagerungen der Barriere 
benutzt. Obwohl der RCAR Bumpertest nicht direkt angewendet wird, werden beim FWRB-
Crashtest mehrere Aspekte berücksichtigt, sodass auch im RCAR Bumpertest eine gute 
Aufprallperformance des Systems gewährleistet wird.    
Da im RCAR Strukturtest der Einfluss der Crashboxen viel gröβer als der Einfluss des Querträgers 
ist, wird dieser Testverfahren dazu dienen, die Geometrie der Crashboxen zu optimieren. Danach 
wird die parametrische Optimierung erneut durchgeführt werden, um anhand des FWRB-
Crashtests die Geometrie des Querträgers auf ähnliche Weise zu optimieren. 
 
 
 
 
Abbildung 13-1:  Übersicht 
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14. Optimierung der Crashboxen 
 
Im RCAR Strukturtest kann kein kostbarer Bestandteil geschadet werden. Die Längsträger sind 
nicht nur teuer, sondern auch schwer zu ersetzen. Aus diesem Grund dürfen sie bei einem 
Aufprall von niedriger Geschwindigkeit keineswegs verformt werden und können deshalb auch als 
Steifkörper modelliert werden.  
Die parametrische Optimierung wird in derselben Reihenfolge durchgeführt werden, wie auch in 
den vorigen Kapiteln ihre Grundlagen erklärt wurden. 
 
14.1. Parametrisierung  
 
Als Erstes werden die Morphing-Tools benutzt, um das Modell zu parametrisieren. Dies 
ermöglicht, dass das Elementnetz des parametrischen Modells bei jeder geometrischen Änderung 
automatisch angepasst wird. 
Für die Optimierung wurden 7 Parameter ausgewählt. Diese Parameter bestimmen die Geometrie 
der Crashboxen und können jeweils unabhängig von den anderen verändert werden. Die 
Grenzwerte (Unter- und Obergrenze) schildern mögliche Einschränkungen der Fertigungsprozesse 
dieser Bestandteile. 
 
Parameter Beschreibung Untergrenze Obergrenze Anfangswert 
dv_1 Radius 10.5 mm 12 mm 10.5 mm 
dv_2 Konuswinkel (senkrecht) 0 mm 15 mm 0 mm 
dv_3 Konuswinkel (waagerecht) 0 mm 15 mm 0 mm 
dv_4 Prägung Nr.1 (waager.) - 6.5 mm  6.5 mm 0 mm 
dv_5 Prägung Nr.2 (senk.) - 6.5 mm  6.5 mm 0 mm 
dv_6 Prägung Nr.3 (waager.) - 6.5 mm  6.5 mm 0 mm 
dv_7 Prägung Nr.4 (senk.) - 6.5 mm  6.5 mm 0 mm 
Tabelle 14-1:  Parameter der Optimierung der Crashboxen 
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Ursprüngliches Elementnetz Konuswinkel 
  
Radius Prägungen 
  
Abbildung 14-2:  Parameter der Optimierung der Crashboxen 
 
Sowohl die vier Prägungen als auch beide Konuswinkel sind unabhängige Parameter, sodass sie 
nicht unbedingt gleiche Werte annehmen müssen.  
 
Abbildung 14-3: Kombination der  Parameter 
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14.2. Zielgröβen und Zielfunktion 
 
Im RCAR Strukturtest gibt es mehrere Zielgröβen, die berücksichtigt werden sollen. Die 
Grenzwerte, die einzuhalten sind, begrenzen die maximale Eindringung, den maximalen Wert des 
ersten Kraftpeaks und die Energie, die zu absorbieren ist. Aus diesen Einschränkungen entsteht 
folgende ideale Kurve: 
 
Abbildung 14-4 : Ideale Kontaktkraft 
 
Die Zielgröβen werden ab jetzt mit folgender Notation gekennzeichnet: 
s:  Maximale Eindringung des Querträgers 
FMAX :  Maximale Kontaktkraft 
MSE_F: Summe der Fehlerquadrate der Kontaktkraft 
Die Kontaktkraft sollte in jeden Zeitpunkt so gut wie möglich die ideale Kurve folgen, damit die 
maximale Energie absorbiert wird. Da diese Kontaktkraft aber nicht konstant ist, wird als Zielgröβe 
die Summe der Fehlerquadrate benutzt: 



k
i
TARGETi FtFFMSE
0
2))((_  
Hier ist besonders wichtig, dass die Zeitpunkte (ti) in denen die Kontaktkraft gemessen wird, im 
richtigen Intervall gewählt werden. Der erste Kraftpeak ist nämlich schwer zu vermeiden und kann 
die Ergebnisse verfälschen wenn die ersten Zeitpunkte ungünstig gewählt werden. In dieser Arbeit 
wird dies vermieden, indem der erste Zeitpunkt (t1) nach dem Kraftpeak gewählt wird. Die ideale 
Kontaktkraft (FTarget) wird in diesem Fall auf 120kN fixiert. 
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Als Einschränkungen der Optimierung werden der erwähnte Grenzwert der maximalen 
Eindringung (s) und ein Grenzwert für die maximale Kontaktkraft (FMAX) definiert: 
 
mmls 075,92127·725,0%·5,72)1( 
 
 
Diagramm 14-5:  Eindringung (Anfangsgeometrie) 
 
kNFMAX 150)2(   
Als Zeitpunkte zur Berechnung der MSE_F wurden folgende 10 Zeitpunkte ausgewählt: 
ti=(0,0125 + 0,0025·i) s  i ɛ [1,...,10]  
 
Diagramm 14-6:  Kontaktkraft (Anfangsgeometrie) 
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Da es mehr als eine Zielgröβe gibt, muss eine Zielfunktion als Kombination dieser Zielgröβen 
definiert werden. Die Zielgröβen s und MSE_F müssen normalisiert, gewichtet und anschlieβend 
minimiert werden. 
nmmnn ywywywD ·...·· 2211   
nn swFMSEwD ·_· 21   
Um die Zielgröβen zu normalisieren werden ihre Werte durch die Ergebnisse der 
Anfangskonfiguration dividiert: 
o
n
FMSE
FMSE
FMSE
_
_
_ 
  
o
n
s
s
s 
 
Die Ergebnisse der Simulation können in den Abbildungen 14-5 und 14-6 betrachtet werden und 
lieferten folgende Werte: 
so=81,84 mm   MSE_Fo = 89480,3 N 
Die Wichtungsfaktore werden folgenderweise ausgewählt: 
%801 w   
%202 w  
Es wird viel mehr Wert auf die Zielgöβe MSE_F gelegt, da es bei der Zielgröβe s weniger wichtig ist 
diese weiterhin zu minimieren, wenn ein bestimmter Grenzwert überschritten ist. Dieser 
Grenzwert sorgt schon dafür, dass die wichtigen Bestandteile des Fahrzeugs (Kühler, Motor, ...) 
nicht geschadet werden, und wird als Einschränkung in die Optimierung eingebaut. 
Die Zielfunktion, die hiermit entsteht ist: 
)·2,0
_
_
·8,0min()min(
00 s
s
FMSE
FMSE
D 
 
 
14.3. Versuchsplanung 
 
Die Optimierung der Crashboxen anhand des RCAR Strukturtests soll den Wert von 7 
geometrischen Parametern dieses Bestandteils definieren. Als Erstes wird eine Versuchsplanung 
auf der ganzen Versuchsebene durchgeführt. Dieser erste Ansatz sollte genügend Information 
über das System liefern, damit nichtsignifikante Variablen eliminiert werden und der 
Rechenaufwand der Optimierung möglichst gering bleibt. Die Experimente werden auf der ganzen 
Versuchsebene anhand eines LHD verteilt, sodass es auch möglich sein wird sicherzustellen, dass 
die Simulationen keine Probleme wegen der automatischen Anpassung des Elementnetzes 
anweisen.    
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Die Anzahl der Experimente, die bei dieser Versuchsplanung verwendet wird, kann beliebig 
gewählt werden. In dieser Arbeit werden die Grundlagen der faktoriellen DOE auf den LHD 
extrapoliert, um diese Anzahl der Experimente zu berechnen. 
Eine komplette faktorielle Versuchsplanung, bei der alle möglichen Kombinationen ausprobiert 
werden, würde 27=128 Experimente benötigen. Hiermit könnten alle Effekte und 
Wechselwirkungen ohne Vermengung berechnet werden.  
Fraktionelle faktorielle DOE benötigen weniger Experimente, haben aber als Nachteil, dass es zu 
einer möglichen Vermengung der Effekte und Wechselwirkungen kommen kann. 
Wenn die Hypothese akzeptiert wird, dass die Wechselwirkungen von mehr als 2 Parametern 
einen sehr geringen Einfluss haben, so reicht für die erfolgreiche Modellierung des Systems eine 
faktorielle Versuchsplanung aus, die erlaubt, folgende Koeffizienten (c, ai, bi) zu berechnen: 
 
ssssss xxbxxbxaxacy ··...···...· )1(),1(212,111   
 
Die nächste Formel beschreibt, wie die Anzahl an Experimente (n) berechnet werden kann, die für 
die Bestimmung dieser Koeffizienten nötig sind: 
ksn 1
 
s = Anzahl der Parameter 
k = Anzahl der Wechselwirkungen II Grades 
 
Wie schon vorher erwähnt wurde, kann die Anzahl der Wechselwirkungen II Grades aus der 
Anzahl an Parametern berechnet werden: 
2
2 ss
k


 
Da es s=7 Parameter gibt, wird es k=21 Wechselwirkungen II Grades geben, sodass die Anzahl an 
Experimenten mindestens n=29 sein muss. 
Die Anzahl der nötigen Experimente, um bei einer faktoriellen Versuchsplanung alle 
Wechselwirkungen II Grades ohne Vermengung zu berechnen, müsste anschlieβend auf n=32 
aufgerundet werden (es dürfen nur Vielfache von 2x verwendet werden). Diese Anzahl gilt als gute 
Orientierung um die Anzahl der Experimente des LHD zu wählen. Damit aber sowohl ein Modell 
ersten Grades als auch ein Modell zweiten Grades angepasst werden kann, wird diese Anzahl 
erneut bis auf 36 Experimente erhöht (siehe Kapitel 14.5 Parameterscreening für weitere 
Information). 
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14.4. Bestätigung der Experimente 
 
Bevor die Ergebnisse der Experimente analysiert werden, müssen zuerst alle Simulationen 
bestätigt werden. Hierzu erweisen sich grafische Mittel als sehr nützlich. In diesem Fall werden 
Diagramme benutzt, in denen die Zielgröβen mit physikalischer Bedeutung auf beiden Achsen 
repräsentiert werden. Die Zielgröβe MSE_F ist ein statistischer Parameter. Deswegen wird sie in 
diesem Kapitel nicht analysiert. 
 
Diagramm 14-7 *:  Bestätigung: FMAX - Eindringung 
(Diagramme/Abbildungen die mit einem * gekennzeichnet sind, können vergröβert im Anhang gefunden werden) 
 
Da nur die Zielgröβen mit physikalischer Bedeutung ausgewählt wurden, können ungewöhnliche 
Ergebnisse leicht identifiziert werden. In solchen Fällen sollte geprüft werden, ob diese 
Abweichung nicht an einem Fehler bei der automatischen Anpassung des Netzes liegt, die zu 
einem ungeeigneten Zeitschritt führte. 
 
  
Diagramm 14-8:  Zeitschritt (run11) 
 
In diesem Fall wird das elfte Experiment (run11) exemplarisch ausgewählt. Es zeigt sich, dass die 
Simulation fehlerfrei ist, da der angewendete Zeitschritt 4·10-7 s beträgt, und die Geometrie 
keinen Zeitschritt unter 6,75·10-7s erfordert. Aus diesem Grund wurde keine Masse hinzugefügt, 
sodass die Masse der Crashbox während der ganzen Simulation konstant blieb.  
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14.5. Parameterscreening 
 
Diese erste Versuchsplanung wird auf der ganzen Versuchsebene durchgeführt und soll genügend 
Information über das System liefern, damit nichtsignifikante Variablen eliminiert werden können 
und der Rechenaufwand der Optimierung möglichst gering bleibt. Diese Versuchsplanung wird 
vom Typ LHD gewählt, da ein “space-fillig design“ für DACE angemessener als die gewöhnlichen 
faktoriellen Versuchsplanungen ist. 
Die Ergebnisse der 36 Experimente erlauben, folgendes Polynom ersten Grades anhand der 
Methode der kleinsten Fehlerquadrate anzupassen: 
7654321 04,003,005,001,008,008,008,009,1 dvdvdvdvdvdvdvD   
Dieses Polynom beschreibt die Zielfunktion mit einem Bestimmtheitsmaβ R2=3,12%. Dieser 
Bestimmtheitsmaβ ist deutlich zu niedrig um gültige Information aus der Regression zu erhalten.  
Wenn die erste Versuchsplanung genügend Experimente hat, um ein Polynom zweiten Grades 
anzupassen, sollte dies offensichtlich bevorzugt werden. In diesem Fall sind dafür 36 Experimente 
notwendig.  
36
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Die Ergebnisse der 36 Experimente erlauben also folgendes Polynom zweiten Grades anhand der 
Methode der kleinsten Fehlerquadrate anzupassen. Alle Wechselwirkungen, die nicht aus zwei 
Prägungen stammen werden direkt ausgeschlossen:  
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Dieses Polynom beschreibt die Zielfunktion mit einem Bestimmtheitsmaβ R2=72,76% und einem 
Korrelationskoeffizient RAdj
2=36,44%. Der Unterschied in beiden Parametern deutet an, dass 
mehrere nichtsignifikante Koeffizienten aus diesem Modell ausgeschlossen werden können. 
Beide Modelle sind nicht dazu fähig, mit groβer Genauigkeit die Zielfunktion auf der ganzen 
Versuchsebene zu repräsentieren. Die Zielfunktion ist nämlich auf der ganzen Versuchsebene viel 
komplexer als ein Polynom ersten/zweiten Grades. Das Polynom zweiten Grades kann aber 
genügend Information liefern, um nichtsignifikante Parameter zu identifizieren.  
Bevor eine neue Versuchsplanung auf einer kleineren Versuchsebene durchgeführt wird, lohnt es 
sich diese nichtsignifikanten Terme auszuschlieβen und zu fixieren. 
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Polynom zweiten Grades: 
Koeff. Parameter Lower Value Upper T-value 
β0 Konstante 0,16 0,72 1,28 2,74 
β1 dv_1 -0,48 1,32 3,12 1,56 
β2 dv_2 2,80 4,57 6,33 5,52 
β3 dv_3 -4,54 -2,94 -1,34 -3,92 
β4 dv_4 -0,20 -0,03 0,14 -0,39 
β5 dv_5 -0,17 -0,00 0,16 -0,07 
β6 dv_6 -0,21 -0,04 0,12 -0,56 
β7 dv_7 0,01 0,19 0,38 2,16 
β8 dv_1 -2,44 -0,88 0,68 -1,20 
β9 dv_2
2 -9,60 -7,86 -6,11 -9,59 
β10 dv_3
2 1,99 3,52 5,05 4,91 
β11 dv_4
2 -0,28 0,12 0,53 0,65 
β12 dv_5
2 -0,24 0,09 0,43 0,57 
β13 dv_6
2
 -0,48 -0,13 0,20 -0,86 
β14 dv_7
2 -0,75 -0,31 0,12 -1,52 
β15 dv_1 · dv_2 - - - - 
β16 dv_1 · dv_3 - - - - 
β17 dv_1 · dv_4 - - - - 
β18 dv_1 · dv_5 - - - - 
β19 dv_1 · dv_6 - - - - 
β20 dv_1 · dv_7 - - - - 
β21 dv_2 · dv_3 - - - - 
β22 dv_2 · dv_4 - - - - 
β23 dv_2 · dv_5 - - - - 
β24 dv_2 · dv_6 - - - - 
β25 dv_2 · dv_7 - - - - 
β26 dv_3 · dv_4 - - - - 
β27 dv_3 · dv_5 - - - - 
β28 dv_3 · dv_6 - - - - 
β29 dv_3 · dv_7 - - - - 
β30 dv_4 · dv_5 -1,04 -0,51 0,02 -2,03 
β31 dv_4 · dv_6 -0,63 -0,25 0,13 -1,37 
β32 dv_4 · dv_7 -0,39 0,01 0,43 0,08 
β33 dv_5 · dv_6 -0,45 -0,08 0,29 -0,47 
β34 dv_5 · dv_7 -0,52 -0,15 0,20 -0,93 
β35 dv_6 · dv_7 0,32 0,72 1,13 3,83 
Tabelle 14-9: Regression1 (Polynom zweiten Grades) 
Als Erstes werden kollektive Signifikanzteste durchgeführt in denen der „sparsity principle“ 
eingehalten wird. Da die schrittweise Regression vom kompletten Modell ausgeht, wird hier die 
Methode der “backward elimination“ benutzt.  
Wichtig ist, dass es nicht nur ein richtiges mathematisches Modell gibt. Die Vereinfachung des 
Modells sollte so weit durchgeführt werden, dass der Rechenaufwand gering bleibt und zugleich 
keine wichtige Information verloren geht.  
“Everything should be made as simple as possible, but not simpler.” Albert Einstein 
Ein Parameter auszuschlieβen und zu fixieren sollte eine durchdachte Entscheidung sein, die sich 
auf die Erfahrung bei der Lösung ähnlicher Probleme stützt. 
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Zuerst wird versucht die quadratischen Koeffizienten und die Wechselwirkungen mit kleinerem |t-
Value| auszuschlieβen (Rot markierte Koeffizienten der  Tabelle 14-9). 
 
0: 34333213121180  H  
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Um die richtige Hypothese zu bestimmen, wird folgender statistischer Parameter verwendet: 
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Da F niedriger als 2,4786 (Anhang: Tabelle 11.6 mit m= 7 und n =21) ist, können wir mit einer 
Gewissheit von 95% versichern, dass die Nullhypothese akzeptiert werden kann und damit alle 
analysierten Koeffizienten nichtsignifikant sind. 
Neues Modell: 
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Dieses Polynom beschreibt die Zielfunktion mit einem Bestimmtheitsmaβ R2=65,88% und einem 
Korrelationskoeffizient RAdj
2=45,71%. Da es immer noch einen deutlichen Unterschied zwischen 
beiden Parametern gibt, können weitere nichtsignifikante Koeffizienten aus diesem Modell 
ausgeschlossen werden können.
 
Koeff. Parameter Lower Value Upper T-value 
β0 Konstante 0,34 0,74 1,12 3,90 
β1 dv_1 0,09 0,46 0,83 2,60 
β2 dv_2 4,17 5,48 6,78 8,70 
β3 dv_3 -3,40 -2,23 -1,05 -3,93 
β4 dv_4 -0,13 0,01 0,13 0,06 
β5 dv_5 -0,13 0,01 0,14 0,09 
β6 dv_6 -0,23 -0,09 0,04 -1,34 
β7 dv_7 -0,02 0,13 0,28 1,76 
β9 dv_2
2 -10,61 -9,36 -8,09 -15,37 
β10 dv_3
2 1,02 2,12 3,21 3,99 
β14 dv_7
2 -0,60 -0,31 -0,02 -2,25 
β30 dv_4 · dv_5 -0,85 -0,54 -0,22 -3,54 
β31 dv_4 · dv_6 -0,43 -0,21 0,01 -1,92 
β35 dv_6 · dv_7 0,44 0,75 1,06 5,03 
Tabelle 14-10: Regression2 (Polynom zweiten Grades) 
 
Mögliche Kandidaten um im nächsten Schritt auszutreten sind:   β1, β4, β5,β6,β7 und β31 
Damit der „sparsity principle“ eingehalten wird können  β4, β5,β6 und β7 nicht ausgeschlossen 
werden, da ihre Parameter noch in anderen Wechselwirkungen oder verwandten Effekte höheren 
Grades vorhanden sind. Im nächsten Schritt wird also versucht, die Koeffizienten β1 und β31 aus 
dem Model zu eliminieren. 
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Da F niedriger als 3,7389 (Anhang: Tabelle 11.6 mit m= 2 und n =14) ist, können wir mit einer 
Gewissheit von 95% versichern, dass die Nullhypothese akzeptiert werden kann und damit alle 
analysierten Koeffizienten nichtsignifikant sind. 
Neues Modell: 
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Koeff. Parameter Lower Value Upper T-value 
β0 Konstante 0,54 0,95 1,34 4,86 
β2 dv_2 2,80 4,12 5,42 6,49 
β3 dv_3 -3,14 -1,84 -0,53 -2,90 
β4 dv_4 -0,10 0,04 0,18 0,59 
β5 dv_5 -0,19 -0,04 0,10 -0,56 
β6 dv_6 -0,24 -0,09 0,07 -1,13 
β7 dv_7 -0,08 0,09 0,24 1,01 
β9 dv_22 -8,28 -7,03 -5,76 -11,50 
β10 dv_32 0,94 2,18 3,41 3,65 
β14 dv_7
2
 -0,48 -0,18 0,12 -1,19 
β30 dv_4 · dv_5 -0,56 -0,28 -0,01 -2,07 
β35 dv_6 · dv_7 0,25 0,56 0,86 3,81 
Tabelle 14-11: Regression3 (Polynom zweiten Grades) 
 
Die Ergebnisse zeigen, dass der Parameter dv_1 (Radius) einen sehr geringen Einfluss auf die 
Zielfunktion hat. Deswegen lohnt es sich diesen aus der Optimierung auszuschlieβen und zu 
fixieren. Es zeigt sich auch, dass die Wechselwirkungen der Prägungen, wie schon vorher vermutet 
wurde, einen groβen Einfluss haben und das beide Konuswinkel als quadratische Terme auftreten.  
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14.6. Neue Versuchsebene 
 
Um mögliche Kandidaten für Mittelpunkte der neuen Versuchsebenen zu finden, werden die 
Diagramme untersucht, in denen die Zielfunktion in der y-Achse und die Einschränkungen in der x-
Achse repräsentiert werden. 
125,1)1( ns  
 
Diagramm 14-13 *:  MSE_F - Eindringung 
 
kNFMAX 150)2(   
 
Diagramm 14-14 *:  MSE_F - FMAX 
 
Der Mittelpunkt der neuen Versuchsebene kann grafisch bestimmt werden. Dieser Punkt soll alle 
Einschränkungen erfüllen und gleichzeitig die Zielfunktion minimieren. Die erste Einschränkung 
wird von allen Simulationen auβer doe_27 erfüllt. Die zweite Einschränkung wird nur in den 
Simluationen doe_3, doe_17 und doe_29 erfüllt. 
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Diagramm 14-15 *:  Zielfunktion 
 
Zunächst werden die drei besten Kandidaten untersucht: 
Doe_003 Doe_017 Doe_029 
 
  
Abbildung 14-16:  Kandidaten 
 
 Kandidat dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
DOE_03 0,77 0,05 0,14 0,06 -0,54 0,68 -0,35 
DOE_17 0,40 0,39 0,35 -0,57 -0,01 -0,42 -0,65 
DOE_29 0,88 0,46 0,50 0,42 -0,61 -0,65 0,82 
Tabelle 14-17:   Mögliche Mittelpunkte der neuen Versuchsebene 
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Zuletzt können auch die Animationen der Simulation betrachtet werden. Dadurch kann gesichert 
werden, dass z.B. die Prägungen beim Kandidaten in richtiger Reihenfolge zusammenbrechen, da 
diese Eigenschaft bei dem Entwurf einer Crashbox erwünscht ist. Deswegen sollte die Auswahl 
des Mittelpunktes der neuen Versuchsebene, wie es schon bei der Eliminierung nichtsignifikanter 
Parameter der Fall war, kein automatisierter Prozess sein und vom Benutzer kontrolliert werden. 
Bei den Simulationen der drei Kandidaten wurden folgende Probleme beobachtet: 
1. Die Reihenfolge in der die Prägungen zusammenbrechen war in allen Kandidaten nicht 
wie erwünscht. 
 
Abbildung 14-18: Zusammenbrechen der Prägungen 
2. Bei manchen Geometrien kam es zu einer Verformung des Querträgers weil die 
Prägungen der Crashboxen nicht genügend Platz hatten. 
 
Abbildung 14-20: Verformung des Querträgers 
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Kandidat Zusammenbrechen der Prägungen Verformung des Querträgers 
3 
  
  
17     
29     
Tabelle 14-21:  Analyse der Simulation der Kandidaten 
 
Da nur Kandidat 29 alle Kriterien erfüllt, wird diese Geometrie als neuer Mittelpunkt der nächsten 
Versuchsebene ausgewählt. 
 
 
Diagramm 14-22 *:  Neuer Mittelpunkt der Versuchsebene 
 
Vergleicht man die Kontaktkraft der Anfangsgeometrie (blau) mit der Kontaktkraft des neuen 
Mittelpunktes (braun), so werden mehrere Punkte deutlich. Der Kraftpeak des neuen 
Mittelpunktes ist deutlich niedriger als der ursprüngliche. Der Abstand zur maximalen erlaubten 
Kraft von 150kN hat sich vergröβert. Deshalb sollte diese Einschränkung in den nächsten Schritten 
der Optimierung keine Probleme liefern. Wichtiger ist aber, dass die neue Geometrie deutlich 
mehr Energie absorbiert (siehe Anhang: Diagramm 14-49), weil sie eine gröβere Kontaktkraft 
(Diagramm 14-22) und Eindringung (Diagramm 14-13) hat. Die Minimierung der MSE_F erweist 
sich hiermit als ein guter Ansatz, um die Kurve der idealen Kontaktkraft zu nähern.   
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14.7. Steepest descent 
 
Nachdem der Mittelpunkt entschieden wurde, muss die Gröβe der neuen Versuchsebenen 
definiert werden, in denen durch sequenzielle Experimentation und Anpassung von 
mathematischen Modellen die Optimierung der Zielfunktion stattfinden wird. Je gröβer diese 
Versuchsebenen gewählt werden, desto mehr Probleme werden bei der Anpassung von 
mathematischen Modellen auftreten. Auf der anderen Seite erlauben aber groβe 
Versuchsebenen, dass ein gröβerer Schritt in der Methode des steepest ascent/descent benutzt 
wird.    
Als Nächstes wird also die Kompromisslösung gewählt, dass die neuen Versuchsebenen ein 5% 
der ursprünglichen Versuchsebene umfassen werden. Diese Gröβe sollte ungefähr den Toleranzen 
in den Fertigungsprozessen der Parameter entsprechen: 
Parameter Toleranz [µm] Spielraum [mm] Prozentteil  
Radius ±100 1,5 6,67% 
Konuswinkel (senkrecht) ±500 15 3,33% 
Konuswinkel (waagerecht) ±500 15 3,33% 
Prägung Nr.1 (waager.) ±750 13 5,77% 
Prägung Nr.2 (senk.) ±750 13 5,77% 
Prägung Nr.3 (waager.) ±750 13 5,77% 
Prägung Nr.4 (senk.) ±750 13 5,77% 
Tabelle 14-23:   Toleranzen der Fertigungsprozesse 
 
Die erste Versuchsebene kann anhand des Startpunktes und seiner Gröβe vollständig definiert 
werden. In dieser neuen Versuchsebene wird eine Versuchsplanung durchgeführt um 
anschlieβend ein mathematisches Modell anzupassen. 
Mittelpunkt = DOE_029 
 Mittelpunkt dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
DOE_29 0,88 0,46 0,50 0,42 -0,61 -0,65 0,82 
Tabelle 14-24:   Mittelpunkt1 der neuen Versuchsebene 
 
Neue Grenzwerte der Parameter: 
 
Grenzwert 
Parameter Untererg. Obererg. 
dv_1 - - 
dv_2 -0,015 0,015 
dv_3 -0,015 0,015 
dv_4 -0,050 0,050 
dv_5 -0,050 0,050 
dv_6 -0,050 0,050 
dv_7 -0,050 0,050 
Tabelle 14-25:   Grenzwerte1 der Parameter 
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Damit diese neue Versuchsplanung durchgeführt werden kann, müssen die Anfangswerte der 
Parameter als Erstes mit der Anweisung “apply shape“ innerhalb von Hypermesh fixiert werden. 
Dies ist gültig für alle Parameter des Typs “shape“. Diese Parameter werden danach in Hyperstudy 
einen Anfangswert von null bekommen und die Grenzwerte benutzen, die in der vorigen Tabelle 
abgebildet werden. Da es jetzt nur noch 6 freie Parameter (dv_1 wurde wegen seinen geringen 
Einfluss auf die Zielfunktion fixiert) gibt, genügt eine Versuchsplanung LHD mit 28 Experimenten, 
um sowohl ein lineares als auch, falls nötig, ein Modell zweiten Grades anzupassen.  
Ergebnisse des LHD auf der neuen Versuchsebene: 
Versuchsplanung Experimente Gröβe Modell R2 Radj
2 
 DOE LH 28 5% Linear 0,97 0,96 
 DOE LH 28 5% 2° Order  - -  
 Tabelle 14-26:   Genauigkeit1 der mathematischen Modelle 
Der Bestimmtheitsmaβ beweist, dass auf dieser Versuchsebene ein Polynom ersten Grades 
genügt, um die Zielfunktion mit groβer Genauigkeit zu beschreiben. Dies ist ein Indiz dafür, dass 
es auf dieser Ebene keine Kurvatur gibt, sodass es auch kein Optimum geben kann. Deshalb wird 
als Nächstes eine Verbesserungsrichtung berechnet, auf der ein neuer Mittelpunkt bestimmt 
werden kann.  
Mathematische Modelle 
Koeff. Parameter Lower Value Upper T-value 
β0 Konstante 0,74 0,74 0,74 1003,27 
β1 dv_2 0,00 0,01 0,01 1,41 
β2 dv_3 0,11 0,11 0,11 72,23 
β3 dv_4 -0,06 -0,06 -0,05 -42,35 
β4 dv_5 0,02 0,03 0,03 18,16 
β5 dv_6 0,34 0,34 0,35 264,00 
β6 dv_7 -0,59 -0,59 -0,58 -443,92 
Tabelle 14-27: Regression (Polynom ersten Grades) 
 
765432 59,034,003,006,011,001,074,0 dvdvdvdvdvdvD    
Die Verbesserungsrichtung kann aus den Koeffizienten der linearen Regression erhalten werden. 
Da die Zielfunktion minimiert werden soll (steepest descent), wird dieser Vektor als      (-β1, ... ,-βn) 
definiert.   
Die Verbesserungsrichtung (R)  für die steepest descent Methodik kann auβerdem auch 
normalisiert werden (r): 
 
 

_
R    
_
r  
 
dv_2 0,002 
dv_3 0,108 
dv_4 -0,058 
dv_5 0,025 
dv_6 0,343 
dv_7 -0,587 
dv_2 -0,003 
dv_3 -0,157 
dv_4 0,083 
dv_5 -0,036 
dv_6 -0,496 
dv_7 0,849 
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Nachdem der Vektor der Verbesserungsrichtung berechnet worden ist, muss der Schritt 
entschieden werden, der für die neuen Experimente auf der Geraden eingesetzt werden wird. Die 
besten Ergebnisse werden erreicht wenn diese Distanz im Verhältnis zur Gröβe der 
Versuchsebene gewählt wird. Bei kleinen Versuchsebenen sind groβe Distanzen zu vermeiden, 
damit die Zone des Optimums nicht übersehen wird. 
Die normalisierte Verbesserungsrichtung wird mit einem Schritt von s=0,05 multipliziert, damit c1 
innerhalb der vorigen Versuchsebene liegt. Die Werte der Parameter werden mit folgendem 
Ausdruck berechnet: 
___
·· rsiMci      i ɛ [1,...,5] 
 Kandidat dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 Zielfunktion 
c1 0,88 0,46 0,49 0,42 -0,61 -0,67 0,86 0,71 
c2 0,88 0,46 0,48 0,43 -0,61 -0,70 0,90 0,67 
c3 0,88 0,46 0,48 0,43 -0,62 -0,72 0,95 0,65 
c4 0,88 0,46 0,47 0,44 -0,62 -0,75 0,99 0,63 
c5 0,88 0,46 0,46 0,44 -0,62 -0,77 1,03 - 
Tabelle 14-28: Kandidaten für Mittelpunkte der neuen Versuchsebene 
 
Normalerweise werden neue Kandidaten untersucht, bis es zu einem Punkt kommt, wo sich die 
Zielfunktion nicht weiter verbessert. In diesem Fall musste aber die Methodik des steepest 
descent vorher unterbrochen werden, da ein Parameter (dv_7) an die Obergrenze der 
Versuchsebene gelang. Da es nicht weiter möglich ist, dieselbe Verbesserungsrichtung zu 
benutzen, wird eine neue Versuchsplanung durchgeführt. Erneut wurde ein LHD mit 28 
Experimenten benutzt. Die Experimente wurden auf einer Versuchsebene, deren Größe 5% der 
Gesamtebene beträgt, verteilt.  
 
 Mittelpunkt dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
c4 0,88 0,46 0,47 0,44 -0,62 -0,75 0,99 
Tabelle 14-29:   Mittelpunkt2 der neuen Versuchsebene 
Neue Grenzwerte der Parameter: 
 
Grenzwert 
Parameter Untererg. Obererg. 
dv_1 - - 
dv_2 -0,015 0,015 
dv_3 -0,015 0,015 
dv_4 -0,050 0,050 
dv_5 -0,050 0,050 
dv_6 -0,050 0,050 
dv_7 -0,010 0,010 
Tabelle 14-30:   Grenzwerte2 der Parameter 
Versuchsplanung Experimente Gröβe Modell R2 Radj
2 
 DOE LH 28 5% Linear 0,32 0,12 
 DOE LH 28 5% 2° Order 0,92 0,76 
 Tabelle 14-31:   Genauigkeit2 der mathematischen Modelle 
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Dieser Prozess wird wiederholt, bis ein mathematisches Modell ersten Grades nicht genügt um 
die neue Versuchsebene zu repräsentieren. In diesem Fall zeigt schon der Bestimmtheitsmaβ der 
zweiten Versuchsebene, dass auf dieser Versuchsebene Kurvatur vorhanden ist, sodass ein 
Optimum gefunden werden kann. 
 
Mathematische Modelle 
Koeff. Parameter Lower Value Upper T-value 
β0 Konstante 0,62 0,63 0,64 128,62 
β1 dv_2 0,02 0,03 0,04 9,51 
β2 dv_3 -0,47 -0,47 -0,46 -206,57 
β3 dv_4 -0,10 -0,09 -0,08 -36,70 
β4 dv_5 0,14 0,15 0,15 45,70 
β5 dv_6 0,16 0,16 0,17 78,83 
β6 dv_7 -0,09 -0,08 -0,08 -29,30 
β7 dv_2
2 -29,45 -29,44 -29,43 -5399,09 
β8 dv_3
2 -55,29 -55,28 -55,26 -10093,80 
β9 dv_4
2
 3,71 3,72 3,74 684,70 
β10 dv_5
2
 -0,27 -0,26 -0,24 -46,30 
β11 dv_6
2 7,28 7,29 7,30 1353,14 
β12 dv_7
2 -28,99 -28,98 -28,96 -4066,05 
β13 dv_2 · dv_3 - - - - 
β14 dv_2 · dv_4 - - - - 
β15 dv_2 · dv_5 - - - - 
β16 dv_2 · dv_6 - - - - 
β17 dv_2 · dv_7 - - - - 
β18 dv_3 · dv_4 - - - - 
β19 dv_3 · dv_5 - - - - 
β20 dv_3 · dv_6 - - - - 
β21 dv_3· dv_7 - - - - 
β22 dv_4 · dv_5 3,08 3,10 3,12 428,85 
β23 dv_4 · dv_6 8,77 8,78 8,79 1951,15 
β24 dv_4 · dv_7 -14,18 -14,16 -14,14 -1657,22 
β25 dv_5 · dv_6 -5,90 -5,89 -5,88 -1046,10 
β26 dv_5 · dv_7 5,60 5,62 5,63 771,45 
β27 dv_6 · dv_7 -32,98 -32,97 -32,95 -5018,86 
Tabelle 14-32: Regression (Polynom zweiten Grades) 
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14.8. Optimierung 
 
Sobald eine Versuchsebene mit Kurvatur erreicht wird, in der es nicht möglich ist, anhand eines 
Polynoms ersten Grades die Zielfunktion mit genügender Genauigkeit zu repräsentieren, wird die 
Information des LHD dazu benutzt, ein Polynom zweiten Grades anzupassen. Wenn die Anzahl der 
Experimente jedes LHD seit der “screening phase“ eingehalten wurde, ist es sicher, dass 
Hyperstudy dieses Polynom automatisch anpassen kann, ohne dass eine Versuchsplanung mit 
einer gröβeren Anzahl an Experimenten wiederholt werden muss.  
Modell zweiten Grades: 
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Anschlieβend kann das Optimum des Modells analytisch bestimmt werden (siehe Anhang: Tabelle 
14-34*): 
 
dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
0,880 0,475 0,485 0,490 -0,670 -0,760 1,000 
Tabelle 14-33: Modellgestütztes Optimum  
Zielfunktion MGO: D= 0,578 
 
Die Genauigkeit des erlangenden Optimums kann mit einer einzigen Simulation geprüft werden: 
 
Zielfunktion MGO: D= 0,629 
 
Da die Versuchsebene sehr weit reduziert wurde, kann zuletzt auch eine systemgestützte 
Optimierung (SGO) durchgeführt werden. Wählt man den Mittelpunkt der letzten Versuchsebene 
als Startpunkt der Optimierung, so wird das Optimum mit 16 Iterationen bestimmt. 
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Diagramm 14-34:  Iterationen SGO1 
 
Wird stattdessen das angebliche Optimum als Startpunkt der Optimierung gewählt, so wird die 
Anzahl an notwendigen Iterationen bis auf 14 reduziert (siehe Anhang: Tabelle 14-35*): 
 
Diagramm 14-36:  Iterationen SGO2 
In beiden Fällen werden sehr ähnliche Ergebnisse erhalten. Die Werte stimmen nicht ganz 
überein, weil die Optimierung bei einer Konvergenz von 1% beendet wurde.  
 
 dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
SGO1 0,880 0,454 0,474 0,449 -0,637 -0,778 0,995 
SGO2 0,880 0,466 0,476 0,460 -0,640 -0,790 0,998 
 
 
Tabelle 14-37: SGO1 und SGO2  
Zielfunktion SGO: D= 0,6098 
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Die Genauigkeit des systemgestützten Optimums (SGO) kann mit dem modellgestützten Optimum 
(MGO) verglichen werden. 
 
  dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
SGO2 0,880 0,466 0,476 0,460 -0,640 -0,790 0,998 
MGO 0,880 0,475 0,485 0,490 -0,670 -0,760 1,000 
Abweichung 0,000 0,009 0,009 0,030 -0,030 0,030 0,002 
Spielraum [mm] 1,5 15 15 13 13 13 13 
Abweichung [mm] 0 0,135 0,135 0,390 -0,390 0,387 0,026 
Tabelle 14-38: Vergleich SGO2-MGO   
 
Die Ergebnisse zeigen, dass bei der Einschätzung der Parameter anhand der MGO keine 
Abweichung stattfindet, die gröβer als 0,4mm ist. 
 
14.9. Ergebnisse des AZT  
 
Die Anzahl an Experimenten, die für die Optimierung der Crashboxen benötigt wurde, hängt 
davon ab, welche Optimierungsstrategie betrachtet wird. Die besten Ergebnisse wurden anhand 
der systemgestützten Optimierung erreicht, die das angebliche Optimum der modellgestützten 
Optimierung als Startpunkt benutzt (SGO2). Für diese Optimierungsstrategie wurden 110 
Experimente benötigt (siehe Tabelle 14-39). Wenn die Genauigkeit eines modellgestützten 
Optimums ausreichend ist, kann die Anzahl an Simulationen bis auf 97 reduziert werden. In 
diesem Fall kann die Abweichung der Parameter bis zu 0,4mm betragen. 
 
Phase MGO SGO1 SGO2 
Parameterscreening 36 36 36 
Steepest descent1 28 28 28 
Kandidaten 4 4 4 
Steepest descent2 28 28 28 
Optimierung - 16 14 
Bestätigung 1 - - 
Anzahl der Experimente 97 112 110 
Tabelle 14-39: Anzahl der Experimente   
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Die optimierte Geometrie der Crashboxen kann in folgender Abbildung betrachtet werden: 
 
Abbildung 14-40: Optimierte Crashbox 
Die Geometrie der Crashboxen wurde optimiert um im Bereich t ɛ [0,015s -0,0375] möglichst viel 
Energie zu absorbieren. Der erste Peak der Kontaktkraft wurde in dieser Arbeit damit nicht 
berücksichtigt. Als einzige Einschränkung sollte er eine maximale Kraft von 150kN nicht 
beschreiten. Die Ergebnisse der Optimierung werden deshalb zunächst nur im Bereich t ɛ [0,015s -
0,0375] bewertet: 
 
s              mm49,48  
 

_
F             N129188  
 .AbsE        J 6264,33  
 MAXF        N 136430  
 .AbsMAXE J 6615,49  
 .Energ                 %95  
  
 
Die Ergebnisse können auch in den Diagrammen 14-41 und 14-42 betrachtet werden. Die 
energetische Leistung (µEnerg.) vergleicht die absorbierte Energie mit der Energie die absorbiert 
würde wenn die Kurve im analysierten Bereich ideal wäre und F = FMAX gälte. Dieser Parameter 
zeigt , dass die Anpassung erfolgreich gewesen ist.  
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Diagramm 14-41*:  Kontaktkraft (Optimierte Geometrie) 
 
 
 
Diagramm 14-42*:  Eindringung (Optimierte Geometrie) 
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14.10. Robustheit der Response Surface 
 
Zuletzt können die Ergebnisse interpretiert werden. In dieser Phase wird besonderer Wert auf die 
Robustheit des Optimums gelegt. Die Robustheit bestimmt nämlich, ob die Toleranzen der 
Fertigungsprozesse eng genug sind, sodass trotz der Streuung eine gute Leistung der Crashboxen 
gewährleistet werden kann. 
Die Toleranzen der Fertigungsprozesse der Crashboxen haben einen Einfluss auf die Zielgröβen 
und werden in folgender Tabelle zusammengefasst: 
 
Parameter Toleranz [µm] Spielraum [mm] Prozentteil  
Radius ±100 1,5 6,67% 
Konuswinkel (senkrecht) ±500 15 3,33% 
Konuswinkel (waagerecht) ±500 15 3,33% 
Prägung Nr.1 (waager.) ±750 13 5,77% 
Prägung Nr.2 (senk.) ±750 13 5,77% 
Prägung Nr.3 (waager.) ±750 13 5,77% 
Prägung Nr.4 (senk.) ±750 13 5,77% 
Tabelle 14-43:   Robustheit 
 
Die gröβte Toleranz ist natürlich bei den Fertigungsprozessen der Prägungen zu finden, da die 
Erlangung dieser Dimension weitaus komplizierter als die Anderen ist. 
 
Parameter dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
Optimum 0,880 0,466 0,476 0,460 -0,640 -0,790 0,998 
Toleranz ±0,067 ±0,033 ±0,033 ±0,058 ±0,058 ±0,058 ±0,058 
Tabelle 14-44:   Toleranzen der Fertigungsprozesse 
 
Die Kontaktkraft im worst-case Szenario (WCS) kann durch eine systemgestützte Optimierung in 
einer durch die Toleranzen definierte Versuchsebene berechnet werden. Um diese Kurve zu 
erhalten, muss die Zielfunktion maximiert werden (siehe Anhang: Tabelle14-45). 
 
dv_1 dv_2 dv_3 dv_4 dv_5 dv_6 dv_7 
0,880 0,447 0,476 0,460 -0,578 -0,787 0,975 
Tabelle 14-46: Worst case Szenario (WCS) 
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Diagramm 14-47:  Iterationen WCS 
 
Die Kontaktkraft des Systems hat im worst-case Szenario immerhin folgende Kurve: 
 
Diagramm 14-48*:  Kontaktkraft (Streuung der Fertigungsprozesse) 
 
Da die Zielfunktion einen Wert von 0,6714 hat und nur leicht vom Optimum abweicht kann 
versichert werden, dass ein robuster Optimum erreicht wurde.  
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15. Optimierung des Querträgers 
 
Im FWRB-Crahtest werden die Ergebnisse viel stärker durch die Geometrie des Querträgers als 
durch die Geometrie der Crashboxen beeinflusst. Dieser Testverfahren wird deswegen dazu 
Nutzen, die Geometrie des Querträgers zu optimieren.  
In einem Crashtest bei hoher Geschwindigkeit kann die kinetische Energie nicht alleine anhand 
des Querträgers und der Crashboxen absorbiert werden.  Dies kann mithilfe folgender Daten 
begründet werden: 
 
AZT FWRB 
 v 4,17 15,56 [m/s] 
m 1200 1200 [kg] 
Ekin 10416,67 145185,17 [J] 
Tabelle 15-1:   Vergleich der Testverfahren 
 
Die Energiedifferenz beider Testverfahren ist fast eine Gröβenordnung gröβer als die Energie, die 
von den Crashboxen absorbiert werden kann, und muss also überwiegend durch die Längsträger 
absorbiert werden. Da die Modellierung der Längsträger als Steifkörper ab jetzt nicht mehr gültig 
ist, wird zunächst die Ersatzsteifigkeit dieses Bestandteils berechnet. 
 
15.1. Ersatzsteifigkeit der Längsträger 
 
Die Optimierung der Längsträger überschreitet die Ziele dieser Masterarbeit. Aus diesem Grund 
werden diese durch eine Feder im Modell ersetzt. Um die Ersatzsteifigkeit dieser Feder zu 
berechnen, wurden die Daten realer Crashtests bei hoher Geschwindigkeit aus der Datenbank der 
NHTSA benutzt. 
Die Ersatzsteifigkeit (k) wurde aus der Ableitung des a-s Diagramms berechnet: 
skamF ··    s
m
k
a ·    
m
k
ds
da
  
In der Datenbank der NHTSA kann das a-t Diagramm eines beliebigen Testverfahrens konsultiert 
werden. In diesem Fall wurden die Daten von sieben Autos ausgewählt, deren Masse, die Masse 
des hier angewendeten Modells [1200kg + Dummy], ähnelte. Zuerst wurde die ursprüngliche a-t 
Kurve anhand eine 60Hz SAE-Filters filtriert. Als Nächstes kann die Kurve s-t als doppelte Integrale 
der a-t Kurve berechnet werden. Anschlieβend ist es möglich, die a-s Kurve als Crossplot beider 
Kurven zu bilden.  
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Bei diesem Vorgehen wurden folgende Punkte berücksichtigt, um die Randbedingungen der 
Integralen zu definieren: 
 Die v-t Kurve wurde so verschoben, dass v(0s) = 15,56 m/s 
 Die s-t Kurve wurde so verschoben, dass für s(0s) = 0m 
 
  
Diagramm 15-2:  v-t  und s-t Diagramme (CHEVROLET-AVEO) 
 
Diagramm 15-3:  a-s Crossplot (CHEVROLET-AVEO) 
 
Im Crossplot sind zwei unterschiedliche Steifigkeiten zu beobachten. Die Erste entspricht dem 
Querträger und den Crashboxen. Diese Steifigkeit kann anhand der Ableitung der Kurve im 
Bereich [0,04m – 0,055m] berechnet werden. Die Steifigkeit, die aber in dieser Arbeit benutzt 
wird, entspricht den Längsträgern. Diese Ersatzsteifigkeit kann ebenso als Ableitung der Kurve im 
Bereich [0,07m – 0,09m] berechnet werden. 
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Diagramm 15-4:  a-s Crossplots  
 
Da die Steifigkeit in diesem Bereich nicht konstant ist, wird bei jedem Modell der 
Durchschnittswert berechnet. 
Die Ergebnisse der sieben Modelle können in der nächsten Tabelle betrachtet werden. 
 
Test Nr. Fahrzeug  Modell da/ds [N/(m·kg)] m [kg] k [N/m] 
 4989 MAZDA RX-8 1226 1543 1892104 
 34561 HONDA CIVIC 1349 1335 1800748 
 38731 HYUNDAI ACCENT 1472 1308 1924722 
 39051 KIA RIO 1472 1291 1899707 
 58731 CHEVROLET AVEO 1526 1354 2066204 
 70761 HONDA CR-Z 1472 1386 2039499 
 73751 TOYOTA COROLLA 1177 1413 1663384 
 
     
1898052 
 Tabelle 15-5:  Ersatzsteifigkeit aus Datenbank 
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Diagramm 15-6: Ersatzsteifigkeit aus Datenbank 
 
Rundet man die Ersatzsteifigkeit auf 1900 N/mm, so kann die Steifigkeit der Federn im Modell mit 
folgenden Formeln berechnet werden: 
21 kkk   (zwei Federn in parallel) 
Da beide Federn im Modell gleich sind, gilt: 
mm
N
kk 95021   
Die maximale Kraft, die diese Federn machen werden ist, im Fall des Chevrolet Aveo (siehe 
Diagramm 15-3): 
Nkg
G
s
m
GFMax 6000001354·
1
81,9
·45
2
  
Damit die Federn diese Kraft leisten können, brauchen sie jeweils eine Länge von mindestens 
314mm. Als Sicherheitsmaβnahme wird eine Länge von 500mm ausgewählt. 
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Abbildung 15-7: Modellierung der Längsträger 
 
 
Diagramm 15-8: Verhalten der Feder 
Bei der Modellierung wurde eine ideale Feder ohne Ausschmetterung benutzt. Die ganze Energie, 
die bis zum Zeitpunkt 0,055s absorbiert wird, wird danach wieder zurückgegeben. Dieses 
Verhalten entspricht nicht ganz der Wirklichkeit. Für t > 0,055s müsste eigentlich eine neue 
Ersatzsteifigkeit berechnet werden, die auf jeden Fall kleiner sein würde, da wegen der 
Ausschmetterung bis t=0,055s eine Energiedissipation stattfand. Da aber die Kurve der 
Kontaktkraft in dieser Arbeit nur bis zum Zeitpunkt wo F = 200kN (siehe FWRB-Crashtest) von 
Interesse ist, und dies unabhängig von den Crashboxen auf jeden Fall vor t=0,055s passiert, kann 
dieses vereinfachte Modell mit Garantie eingesetzt werden.      
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Vergleicht man die Ergebnisse des Modells mit den realen Ergebnissen, so kann man schnell 
erkennen, dass die Modellierung erfolgreich gewesen ist. 
 
 
Diagramm 15-9: Kontaktkraft [N]  - Zeit [s] 
 
Dieser Vergleich wurde vor der Optimierung durchgeführt. Die Anfangsgeometrien des 
Querträgers und der Crashboxen sind in dieser Konfiguration weit weg von optimal. Es ist zu 
erwarten, dass nach der Optimierung des Querträgers der erste Peak niedriger wird, sodass sich 
die Ergebnisse des Modells sogar noch besser an die der Realität anpassen. Die Fläche unter der 
roten Kurve ist deutlich gröβer weil im Modell eine Feder ohne Ausschmetterung benutzt wurde. 
Das Fahrzeug hat demzufolge eine gröβere Geschwindigkeit beim Zurückschlagen. 
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15.2. Parametrisierung   
 
Wie in der Optimierung der Crashboxen werden auch hier Morphing-Tools benutzt, um das 
Modell zu parametrisieren.  
 
Parameter Beschreibung Untergrenze Obergrenze Anfangswert 
dv_1 Tiefe der Prägung 20 mm 25 mm 20 mm 
dv_2 Tiefe des Querträgers 70 mm 85 mm 0 mm 
dv_3 Radius 7.5 mm 10 mm 7.5 mm 
dv_4 Dicke des Querträgers 1.5 mm 2.5 mm 1.5 mm 
dv_5 Höhe des Querträgers 356 mm  558 mm 455 mm 
Tabelle 15-20:  Parameter der Optimierung des Querträgers 
 
 Ursprünglicher Elementnetz 
 
 
 
Abbildung 15-21:  Elementnetz des Querträgers 
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Radius 
                                                     
 
 
Tiefe des Querträgers 
 
                                                         
 
 
Tiefe der Prägung 
 
                                   
Abbildung 15-22:  Parameter der Optimierung des Querträgers 
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15.3. Zielgröβen und Zielfunktion 
 
Anhand der Zielgröβen soll entschieden werden, ob das System die Kompatibilitätskriterien 
erfüllt.  Diese Kriterien werden im Zeitpunkt, wo eine Gesamtkraft von 200kN auf der gesamten 
Barriere gemessen wird, geprüft: 
 
Abbildung 15-23:  FWRB – Load Cell Wall 
Kompatibilitätskriterien: 
1. Mindestens 50% der energieabsorbierenden Strukturen müssen in der 581 Zone 
verhalten sein 
2. Die in Reihe 3 und 4 gemessenen Gesamtkräfte müssen gröβer als 100kN sein 
3. Die Kräfte auf Reihe 3 müssen zwischen 20% und 80% der Gesamtkräfte in den Reihen 3 
und 4 betragen 
 
 Um diese Kriterien zu überprüfen, wurden folgende Zielgröβen ausgewählt:  
H : Höhe des Querträgers (z-Koordinate der Symmetrieebene)  
FR3 : Gesamtkräfe in den Zellen der 3. Reihe der LCW  
FR4 : Gesamtkräfe in den Zellen der 4. Reihe der LCW 
M : Masse des Querträgers 
Wird der RCAR-Bumpertest berücksichtigt um die Höhe des Querträgers zu bestimmen, so 
erkennt man, dass diese Lage viel zu hoch für den FWRB-Crashtest ist. In dieser Höhe werden fast 
keine Kräfte in die 3. Reihe der LCW hinzugeleitet, sodass die Kompatibilitätskriterien 2) und 3) 
nicht erfüllt werden können. Die Vereinheitlichung der Kriterien in Crashtests ist immer ein 
Problem gewesen und wird hiermit auch deutlich. 
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Abbildung 15-24:  RCAR Bumpertest 
 
Eine mögliche Lösung, die in dieser Masterarbeit nicht weiter diskutiert wird, ist, PEAS (Primary 
energy absorbing system) und SEAS (Secondary energy absorbing system) auf unterschiedliche 
Höhen aufzubauen. 
 
 
Querträger + Crashbox z=505mm 
 
 
Längsträger z=455mm 
 
Abbildung 15-25: PEAS-SEAS 
 
Wie gesagt, wird diese Lösung in dieser Masterarbeit nicht berücksichtigt. Ziel der 
Optimierung wird sein, die Geometrie des Querträgers so zu optimieren, dass die Höhe 
des Systems im FWRB-Crashtest maximiert wird und sich so weit wie möglich der idealen 
Höhe von 505mm für den RCAR-Bumpertest nähert. Dabei wird auch berücksichtigt, dass 
das Gewicht des Systems nicht zu groβ wird. Da zwei Zielgröβen in der Zielfunktion 
benutzt werden, ist es notwendig diese zu normalisieren und wichten. 
nmmnn ywywywD ·...·· 2211   
nn mwhwD ·· 21   
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Um die Zielgröβen zu normalisieren wird ihr Wert mit dem Ergebnis der Anfangskonfiguration 
dividiert: 
mm
h
h
h
h
o
n
455

  kg
m
m
m
m
o
n
11,3

 
Die Wichtungsfaktore werden folgenderweise ausgewählt: 
%1151 w   
%152 w  
Diese Wichtungsfaktore haben zur Folge, dass für jede 10mm Erhöhung höchstens 525g Gewicht 
hinzugefügt werden können.  
Die Zielfunktion, die hiermit entsteht ist: 
)·5,0·5,1max()max( nn mhD   
Als Einschränkungen der Optimierung werden die Kompatibilitätskriterien benutzt: 
 
Mindestens 50% der energieabsorbierenden Strukturen müssen in der 581 Zone verhalten 
sein
 
558
2
100
508)1( h
  
356
2
100
406)2( h
 
 Die in Reihe 3 und 4 gemessenen Gesamtkräfte müssen gröβer als 100kN sein 
 
kNFF RR 100)3( 43 
   
 Die Kräfte auf Reihe 3 müssen zwischen 20% und 80% der Gesamtkräfte in den Reihen 3 und 4 
betragen 
2,0)4(
43
3 
 RR
R
FF
F
 
8,0)5(
43
3 
 RR
R
FF
F
 
 
Die ersten beiden Einschränkungen können direkt als Grenzwerte der Parameter definiert 
werden. Die 100mm entsprechen der Höhe des Querträgers und sind konstant da sie kein 
Parameter der Optimierung sind. 
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15.4 Versuchsplanung 
 
Die Optimierung des Querträgers anhand des FWRB-Crashtest soll den Wert von 5 Parametern 
dieses Bestandteils definieren.
 
Bei der Optimierung des Querträgers werden einige Änderungen in der Methodik durchgeführt. 
Die Zielfunktion besteht hier nämlich aus zwei Zielgrößen, die eine physische Bedeutung haben. 
Die erste Phase (paramter screeening) kann also ohne Simulationen durchgeführt werden. Die 
Parameter, die die Zielfunktion beeinflussen, können direkt bestimmt werden. Die Zielfunktion 
wird ausschlieβlich durch die Parameter dv_4 (Dicke des Querträgers) und dv_5 (Höhe des 
Querträgers) beeinflusst. Die Optimierung von zwei Parametern kann auf der ganzen 
Versuchsebene durchgeführt werden, ohne dass ein großer Rechenaufwand erfordert wird.  
Werden die restlichen Parameter nicht verändert, so wird die Zielfunktion nach 10 Iterationen für 
folgende Werte von dv_4 und dv_5 maximiert: 
 
dv_4 = 485 mm  dv_5 = 1,5 mm 
Zielfunktion Höhe des Querträgers [mm] Gewicht [kg] FR3 [kN] FR4 [kN] FR3/(FR3+FR4) 
1,000 455 3,11 100,00 100,00 0,50 
1,076 485 3,11 34,75 165,25 0,21 
Tabelle 15-26:  Systemgestützte Optimierung mit 2 freien Parametern 
 
Die Zielfunktion konnte nicht weiter maximiert werden, da die Einschränkung (4) aktiviert wurde: 
2,0)4(
43
3 
 RR
R
FF
F
 
Um die Zielfunktion weiter zu optimieren, sollen als Nächstes die Parameter analysiert werden, 
die diese Einschränkung beeinflussen. In diesem Fall muss eine Versuchsplanung durchgeführt 
werden, da die Parameter, die die Zielgrößen dieser Einschränkung beeinflussen, nicht direkt 
erkannt werden können. Im nächsten Schritt wird also die aktive Einschränkung zur neuen 
Zielfunktion.  
43
3
RR
R
FF
F
D

  
Ziel dieser Phase wird sein, eine Geometrie zu finden, die mit dem größtmöglichsten Spielraum 
diese Einschränkung erfüllt. Diese Geometrie des Querträgers wird nämlich erlauben, dass die 
Höhe des Systems weiter erhöht werden kann, bis die Einschränkung wieder aktiviert wird. 








43
3max)max(
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R
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D  
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In dieser Optimierung können alle Parameter bis auf dv_4 (Dicke des Querträgers) und dv_5 
(Höhe des Querträgers) verändert werden. Da es 3 freie Parameter gibt, wird eine 
Versuchsplanung mit 14 Experimenten ausgewählt. 
 
15.5 Bestätigung der Experimente 
 
Da in dieser Phase Geometrievariablen verändert wurden und dadurch das Elementnetz 
automatisch angepasst wurde, ist es nötig, die Ergebnisse der Simulation zu bestätigen. Die 
Experimente wurden wie bei der Optimierung der Crashboxen bestätigt.  
 
Diagramm 15-27:   Bestätigung der Ergebnisse 
 
In diesem Fall konnte man grafisch keine ungewöhnlichen Ergebnisse erkennen. 
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15.6 Parameterscreening 
 
Die Ergebnisse der 14 Experimente erlauben folgendes Polynom ersten Grades anhand der 
Methode der kleinsten Fehlerquadrate anzupassen: 
 
DOE LHD (14 Experimente): 
321 025,0012,0024,0201,0 dvdvdvD   
 
Dieses Polynom beschreibt die Zielfunktion mit einem Bestimmtheitsmaβ von R2=71,21% und 
einem Korrelationskoeffizient RAdj
2=62,57%.  
Die Ergebnisse der 14 Experimente erlauben auch folgendes Polynom zweiten Grades anhand der 
Methode der kleinsten Fehlerquadrate anzupassen: 
 
DOE LHD (14 Experimente): 
323121
2
3
2
2
2
1321
057,0095,0093,0049,0
032,0047,0036,0051,0172,0137,0
dvdvdvdvdvdvdv
dvdvdvdvdvD


 
 
Dieses Polynom beschreibt die Zielfunktion mit einem Bestimmtheitsmaβ von R2=96,69% und 
einem Korrelationskoeffizient RAdj
2=89,25%.  
Die Genauigkeit des Modells zweiten Grades ist gut genug um direkt ein Optimum zu finden. 
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15.7 Optimierung 
 
Da nur 3 freie Parameter vorhanden sind und keine nichtsignifikanten Parameter identifiziert 
wurden, kann eine modellgestützte Optimierung durchgeführt werden.  
 
Diagramm 15-28:   Modellgestützte Optimierung 
 
Die Geometrie, die mit dem größtmöglichsten Spielraum die Einschränkung (4) erfüllt wurde nach 
12 Iterationen bestimmt (siehe Anhang: Tabelle 15-31).  
 
dv_1 dv_2 dv_3 dv_4 dv_5 
1 0 0 0,6 0 
Tabelle 15-30: MGO  
Zielfunktion:  D = 0.233 
Diese Geometrie des Querträgers wird erlauben, dass die Höhe des Systems weiter erhöht 
werden kann, bis die Einschränkung wieder aktiviert wird.  
Werden die Parameter, die die Geometrie des Querträgers definieren (dv_1, dv_2 und dv_3) in 
diesen Werten fixiert, und die Parameter dv_4 und dv_5 wieder freigestellt, so wird die 
ursprüngliche Zielfunktion nach 5 Iterationen für folgende Werte von dv_4 und dv_5 wieder 
maximiert: 
dv_4 = 486 mm  dv_5 = 1,5 mm 
 
Zielfunktion Höhe des Querträgers [mm] Gewicht [kg] FR3 [kN] FR4 [kN] FR3/(FR3+FR4) 
1,071 485 3,206 38 162 0,23 
1,079 486 3,206 34 166 0,20 
Tabelle 15-32:  Systemgestützte Optimierung mit 2 freien Parametern 
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Die Zielfunktion, wie zu erwarten war, kann wegen derselben Einschränkung wie vorher nicht 
weiter maximiert werden. In der zweiten Optimierung konnte die Höhe des Querträgers nur 1mm 
erhöht werden. Betrachtet man die Iterationen (siehe Anhang: Tabelle 15-35 Iterationen) so sieht 
man, dass eine weitere Erhöhung des Querträgers nur dann möglich wäre, wenn der Anstieg des 
Gewichts (als Folge der Erhöhung der Dicke des Querträgers) in der Zielfunktion nicht so stark 
bestraft würde. Dies kann erreicht werden indem die Wichtungsfaktore verändert werden.  
 
15.8 Ergebnisse des FWRB 
 
Insgesamt wurden 42 Experimente für die Optimierung des Querträgers benötigt.  
Die optimierte Geometrie erlaubt, die Höhe des Querträgers bis auf 486mm zu erhöhen. In dieser 
Lage werden alle Kriterien des FWRB-Crashtests erfüllt und die Distanz zur optimalen Lage des 
RCAR-Bumpertests bis auf 19mm minimiert. 
Es hat sich gezeigt, dass die Änderungen der Geometrie des Querträgers wenig Einfluss auf die 
Zielfunktion haben. Die Höhe des Querträgers könnte nur durch eine Erhöhung seiner Dicke 
weiter maximiert werden. Da aber die Wichtungsfaktore so ausgewählt wurden, dass für jede 
10mm Erhöhung höchstens 525g Gewicht hinzugefügt werden können, und diese Entscheidung 
angemessen erscheint, wird bei dieser Höhe die Optimierung beendet. 
Eine mögliche Lösung, die in dieser Optimierung nicht betrachtet wurde, wäre für den Querträger 
ein Material mit besseren mechanischen Eigenschaften auszuwählen. Dadurch könnte ein 
ähnlicher Effekt wie die Erhöhung der Dicke erreicht werden, ohne dass das Gewicht steigt.  
 
 
Abbildung 15-33: Optimierter Querträger 
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16 Zusammenfassung und Ausblick 
 
16.1 Zusammenfassung 
 
Die parametrische Optimierung hat sich als ein geeignetes Werkzeug für den Entwurf von 
Querträgern und Crashboxen gezeigt. Ihre Flexibilität erlaubte, in zwei verschiedenen 
Testverfahren, jeweils die beste Konfiguration zu erlangen und gleichzeitig den Rechenaufwand 
im Vergleich zur Versuch und Irrtum Methode deutlich zu verringern.  
Die unterschiedlichen Phasen der Optimierung und ihre Zwischenergebnisse liefern nämlich 
zahlreiche nützliche Information. Zu den nützlichsten Zwischenergebnissen gehören: 
nichtsignifikante Parameter, Verbesserungsrichtung und Robustheit 
Die Identifizierung nichtsignifikanter Parameter erlaubt, dass diese in einer frühen Phase der 
Optimierung ausgeschlossen werden und damit der Rechenaufwand verringert wird. Wie schon 
vorher erwähnt wurde, verändert sich der Einfluss der Parameter in den verschiedenen 
Testverfahren. Noch weniger intuitiv ist aber, dass dieser Einfluss auch von den Grenzwerten, die 
zur Veränderung der Parameter festgelegt werden, abhängt. 
Die Verbesserungsrichtungen zeigen, welche Parameter verändert werden sollten, um bessere 
Ergebnisse zu erhalten. Wird die Grenze der Versuchsebene erreicht, so wird hiermit angedeutet 
welche Einschränkung der Fertigungsprozesse eine weitere Verbesserung verhindert. Dadurch 
kann entschieden werden, ob zum Beispiel eine Investition in Maschinen oder vielleicht ein 
Materialwechsel geeigneter ist, um diese Grenze zu überschreiten. 
Die Robustheit des erlangenden Optimums bestimmt, wie die Streuung der Toleranzen der 
Fertigungsprozesse die Aufprallperformance beeinflusst.  Diese Information kann, wie es schon 
bei der Verbesserungsrichtung der Fall war, dazu benutzt werden, die Entscheidung zu treffen, wo 
eine größere Investition gerechtfertigt ist. 
Obwohl dem Benutzer viel Arbeit erspart wird, muss auch berücksichtigt werden, dass die 
Entscheidungen, die von ihm abhängen anspruchsvoller sind, da sie die Endergebnisse stark 
beeinflussen werden. Eine parametrische Optimierung ist kein 100% automatisierter Prozess. 
Vorige Erfahrung bei der Simulation von ähnlichen Problemen erweist sich als unverzichtbar, um 
folgende Punkte zu erfüllen: 
 Bei der Anpassung des Elementnetzes darf keine zu große Elementverzerrung stattfinden.  
 Das Ausschließen nichtsignifikanter Parameter muss eine durchdachte Entscheidung sein, 
die sich auf die Erfahrung bei der Lösung ähnlicher Probleme stützt. 
 Die Validierung der Ergebnisse benötigt eine Schätzung der Größenordnung. 
Außerdem braucht der Benutzer einige Kenntnisse von Statistik. Diese Kenntnisse sind zum 
Beispiel notwendig, um eine geeignete Anzahl an Experimenten für die Versuchsplanungen zu 
wählen oder die Signifikanzteste durchzuführen. 
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Diese Arbeit hat auch gezeigt, dass bei der Anwendung einer parametrischen Optimierung 
mehrere Einschränkungen auftreten: 
 Die automatische Anpassung des Elementnetzes beschränkt die Änderungen, die anhand 
der Morphing-Tools durchgeführt werden können. 
 Da kein neues Elementnetz hergestellt wird, muss die kleinste Kantenlänge der Elemente 
kontrolliert werden, damit der Zeitschritt nicht zu klein wird und der Rechenaufwand 
dadurch steigt. 
 Beim Verschieben einiger Knoten erwiesen sich Probleme mit den Schweißpunkten. Eine 
zu große Verschiebung führte zur Auflösung dieser Schweißpunkte. 
Die Reihenfolge, in der die Bestandteile optimiert werden, kann die Ergebnisse der Optimierung 
verändern. Aus diesem Grund sollten zuerst die Bestandteile optimiert werden, deren Einfluss am 
gröβten ist. 
Die Ziele der Aufgabenstellung dieser Arbeit wurden trotz der erwähnten Einschränkungen 
weitgehend erreicht. Die parametrische Optimierung hat sich als eine flexible Methodik erwiesen, 
die sowohl die Anforderungen verschiedener Testverfahren als auch beliebige Randbedingungen 
berücksichtigen kann. Durch den Vergleich unterschiedlicher Optimierungsstrategien wurde 
auβerdem das Optimierungsverfahren identifiziert, das nicht nur die Entwicklungskosten, sondern 
auch die Entwicklungszeit verringert. 
 
16.2 Ausblick 
 
Die Ergebnisse zeigen, dass es keine Vereinheitlichung in den Kriterien der Crashtests gibt. Dieses 
Problem konnte teilweise gelöst werden, sodass eine gute Aufprallperformance in beiden 
Testverfahren gewährleistet werden kann. Es sollte aber berücksichtigt werden, dass dies eine 
Kompromisslösung ist und, dass es ohne eine Vereinheitlichung der Kriterien nicht möglich ist, 
sowohl die Sicherheit der Insassen als auch gleichzeitig die Reparaturkosten zu optimieren. 
 
Die Arbeit hat auch einige Grundthesen der passiven Sicherheit bewiesen. In den Testverfahren in 
niedriger Geschwindigkeit ist der Einfluss der Crashboxen viel größer als der Einfluss aller anderen 
Bestandteile. Im Gegensatz dazu ist der Einfluss von Querträger und Längsträger in Testverfahren 
in hoher Geschwindigkeit weitaus wichtiger als der Einfluss der Crashboxen. Dies erlaubt, das 
gesamte System sowohl in Hinblick auf Testverfahren in niedriger als auch gleichzeitig in hoher 
Geschwindigkeit zu optimieren. 
 
Die Tatsache, dass der künftige Entwurf von Querträgern, durch den Einsatz neuer Materialien 
und alternativen Fertigungsprozessen beeinflusst werden wird, beschränkt in keiner Weise die 
Anwendbarkeit der parametrischen Optimierung. Ganz im Gegenteil, die zusätzliche Information, 
die durch die Anwendung dieser Methodik erhalten wird, ist vor allem in den Forschungsphasen 
sehr nützlich ist, da in diesen frühen Phasen das Verhalten des Systems noch unbekannt ist.       
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Abbildung 7-3:   Kompatibilitätstest    18.04.2011 09:41 
http://www.rcar.org/Papers/Procedures/BumperTestProcedure.pdf 
 
Abbildung 7-4:  RCAR Bumpertest Barriere   20.04.2011 11:18 
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Abbildung 9-2: Elementverzerrung    16.05.2011 12:23 
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Abbildung 10-1: Vergleich der Optimierungsverfahren 23.05.2011 11:44 
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Abbildung 11-4:  LHD      28.04.2011 14:38 
http://en.wikipedia.org/wiki/Latin_hypercube_sampling 
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Diagramm 14-7 *:  Bestätigung F_MAX - Eindringung 
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Diagramm 14-13 *:  MSE_Force - Eindringung 
 
TU Berlin, FG Kraftfahrzeuge                           Manuel Orantes,Matr.-Nr.: 337897 
 
Masterarbeit Nr.: 1/11                                                                                                         
 
 
 
 
Diagramm 14-14 *:  MSE_Force - F_MAX 
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Diagramm 14-15 *:  Zielfunktion 
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Diagramm 14-22 *:  Neuer Mittelpunkt der Versuchsebene 
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 Tabelle 14-34: Iterationen der modellgestützten Optimierung 
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 Tabelle 14-35: Iterationen der systemgestützten Optimierung 
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Diagramm 14-41*:  Kontaktkraft (Optimierte Geometrie) 
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Diagramm 14-42*:  Eindringung (Optimierte Geometrie) 
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 Tabelle 14-45: Iterationen des WCS 
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Diagramm 14-48*:  Kontaktkraft WCS 
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Diagramm 14-49:  Absorbierte Energie 
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Diagramm 15-29*:  Zielfunktion - Masse 
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Tabelle 15-31: Iterationen der LCW1 
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Tabelle 15-35: Iterationen der LCW2 
 
