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Abstract
Firm size distributions and firm dynamics have important implications for macroe-
conomic outcomes, particularly aggregate productivity through effects on allocation of
human and physical capital. This dissertation evaluates the mediating role of firm size
distribution on the allocation of human capital over the business cycle, and identifies
the drivers behind firm dynamics across regions.
Over eight million jobs were lost in the Great Recession, creating widespread economic
hardship. The first chapter documents a novel and robust empirical regularity, that
highly concentrated local labor markets experienced larger employment declines during
the Great Recession. I provide an explanation using a model with heterogeneous firms
where recessions arise as an aggregate consequence of idiosyncratic firm shocks. My
model predicts a larger decline in expected employment when the market has a higher
initial concentration level. The key idea is that relatively small firms are unable to
absorb the large number of workers that get displaced when relatively big firms are hit
by idiosyncratic shocks, as the absorption is limited by decreasing returns to scale (at
the firm) and an upward-sloping labor supply (in the local labor market). I undertake
a series of empirical tests to rule out alternative explanations, and show that large
employment losses in concentrated labor markets are not driven by highly concentrated
industry-locations being hit harder during the Great Recession, having thinner labor
markets, having more large firms, or having high firm leverage ratios.
In the second chapter, I explore the drivers of new-firm creation, focusing on un-
intended consequences of unemployment insurance on the propensity of unemployed
individuals to form new businesses. Exploiting staggered changes in benefit generosity
across states and over time, I find that higher unemployment insurance (UI) benefits
lower the probability that an unemployed person will become self-employed and delay
such a transition. These effects are concentrated in the formation of unincorporated
business. The negative effects are smaller in states offering a self-employment assistance
program that allows the unemployed to collect benefits while starting their own business.
xii
The last chapter studies how the adoption of product line exception (PLE) to suc-
cessor non-liability, a plausibly exogenous mechanism that introduces a friction into the
corporate transactions market, affects firm acquisitions and growth. We find that adop-
tion of PLE has a negative effect on the propensity of being acquired, and a positive
effect on closure rate, especially among manufacturing establishments. In line with the
predictions of our theoretical model, we find stark differences in effects across young vs
older firms. In particular, the probability of acquisition, as well as closure, increases for
young manufacturing establishments after PLE is adopted. In contrast, the impact on
older establishments is more in line with the overall effects (lower acquisition and higher
closure propensity), albeit statistically insignificant. Firm level regressions show slower
growth, greater exit and lower entry rates following adoption of PLE for manufactur-
ing firms. Together, these results suggest that the friction from adoption of PLE has
material effects in the manufacturing sector including reduction in reallocation of assets
through acquisitions, shift in the focus of corporate transactions to younger incumbents,
and reduction in firm growth, entry and survival.
xiii
Chapter I
Employment Decline during the Great
Recession: The Role of Firm Size
Distribution
1.1 Introduction
The Great Recession created the largest decline in employment in the United States
since the Great Depression: From 2006 to 2010, private sector employment fell by 8
million. Strikingly, there was significant variation in the extent of employment decline
across regions within the same industry. For example, the inter-quartile change in em-
ployment in “computer and electronic product manufacturing” was −33.73% to −8.59%
across commuting zones. Understanding the drivers of this large variation is crucial to
explaining the large drop in employment during this turbulent time.
This chapter explores how the initial firm size distribution (summarized by the HHI
measure of concentration) affects employment change of local labor markets. A number
of salient anecdotal examples suggest that when workers cluster in one or a few firms,
the local economy is subject to larger employment fluctuation in general, and larger
employment declines in the face of adverse shocks. For example, the nation’s oldest
General Motors assembly plant, in operation since 1919, was in Janesville, Wisconsin.
However, this plant shut down in the midst of the Great Recession, with a ruinous
impact on the local economy (Goldstein 2018).1 Many of the displaced workers were not
able to find new jobs because there were few other manufacturing firms nearby.
I document a strong positive relation between the pre-crisis concentration level of the
1For details on how this GM plant shutdown affected the local community see Janesville: An
American Story by Amy Goldstein.
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Figure 1.1: Binned scatterplot of the employment growth rate from 2006 to 2010
and the Herfindahl-Hirschman Index (HHI) of local labor markets in
2005.
This graph plots the raw relation between the concentration level in the year 2005 and the employment
growth rate from 2006 to 2010 (2006 is the peak year for aggregate employment before the crisis,
and aggregate employment bottomed out in 2010). There are about 51,500 total observations, with
one observation representing a commuting zone (CZ)-industry (three-digit NAICS code) cell. These
observations are grouped in 50 equal-sized bins (about 1,000 CZ-industry cells in each bin) based on
the concentration level (HHI). I compute the mean of HHI and employment growth rate within each
bin, then create a scatter plot of these 50 bins. The concentration index, measured by HHI, uses the
employment shares of establishments in the industry and commuting zone. The line represents fitted
values from a linear regression.
local labor market and the magnitude of employment decline during the Great Recession.
Figure 1.1 shows this raw relation using the binned scatter of industry-by-commuting
zone (CZ) cells, which are used as the definition for local labor markets.2 Across these
bins, Figure 1.1 shows that highly concentrated local labor markets had larger declines
2Specifically, using the U.S. Census Bureau’s Longitudinal Business Database (LBD), I calculate
the Herfindahl-Hirschman Index (HHI) of concentration and the employment change for each three-
digit NAICS code industry in each commuting zone. This yields over 50,000 industry-location cells
for my analysis. Commuting zones (CZs) were developed by Tolbert and Sizer (1996), and have been
commonly used as a geographic basis for defining local labor markets in the literature (e.g., Autor,
Dorn, and Hanson 2013). I exclude agriculture (NAICS code below 200) and the public sector (NAICS
above 900). Hence, there are about 80 industries. Then, I group these observations into 50 equal-sized
bins based on the quantiles of concentration levels.
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in employment during the Great Recession.
To understand and explain this correlation, I set up a model of employment declines
arising from stochastic firm-level shocks alone, building on a standard firm dynamics
framework. While I acknowledge that the aggregate and industry-level shocks may have
played important roles during the Great Recession, the goal of my model is to explain
within-industry, cross-location patterns. Accordingly, my model builds on a growing
literature that shows idiosyncratic firm shocks played a crucial role during the Great
Recession (e.g., Bloom et al. 2018; Schaal 2017; Arellano, Bai, and Kehoe Forthcoming;
Carvalho and Grassi 2019).3 The initial firm-size distribution is determined by real-
izations of firm-level productivity draws. Employment is then adjusted based on the
realization of firm-specific productivity shocks and resulting new wage levels. Averaging
realized employment across scenarios leads to the expected new employment level and
employment growth rate accordingly.
My analytical and simulation results show that expected employment is lower in areas
with initially high concentration levels measured by HHI.4 The key idea is that in the
scenario that relatively big firms are hit by negative shocks, small firms nearby have
limited ability to absorb the large number of displaced workers, a result that is driven by
decreasing returns to scale and an upward-sloping local labor supply curve. In particular,
as smaller firms attempt to absorb workers because of a decrease in wage, the marginal
product of additional workers falls as a result of diminishing returns to scale, and the
wage to be paid for hiring additional workers increases due to an upward-sloping local
labor supply. Thus these two parameters – the degree of decreasing returns to scale and
the elasticity of local labor supply – play an important moderating role on restricting the
capacity of smaller firms to absorb displacements from larger ones. Total employment
drops disproportionately more in this scenario, and hence, on average, total employment
falls more in highly concentrated areas.
I confirm the negative correlation between initial concentration and employment de-
3Two recent papers provide specific examples of idiosyncratic firm shocks during the Great Reces-
sion: Chodorow-Reich (2013) documents that firms linked to banks that suffered larger losses reduced
employment more; Garcia-Appendini and Montoriol-Garriga (2013) find that clients of cash-rich sup-
pliers got access to a larger amount of trade credit and subsequently performed better during the Great
Recession. Because shocks to banks and cash holding of upstream suppliers are arguably exogenous to
the linked firms, they could be considered as idiosyncratic firm shocks.
4One question is whether concentration measured using HHI sufficiently captures the salient feature
of the firm size distribution, or other moments or measures may have additional explanatory power. I
show analytically and through simulations that HHI is a nearly sufficient statistic in the sense that this
measure by itself captures the influence of firm size dispersion on local employment responsiveness to
adverse shocks.
3
cline documented in Figure 1 using fixed effects regression specifications, and confirm
that the observed negative correlation is robust to the inclusion of fixed effects for region
and industry. In the most rigorous specification (including both commuting zone and
industry fixed effects), I find that an industry-region labor market in the 75th percentile
of HHI has a 5.46% larger decline in employment, relative to a labor market in the 25th
percentile of HHI.
An important concern with this negative correlation is that highly concentrated CZ-
industry cells might have larger employment losses not because of limited absorptive
capacity of relatively small firms as in my model, but because of other factors unre-
lated to concentration levels. Although this alternative interpretation is impossible to
rule out in the abstract, I identify and address several specific alternative stories. For
example, idiosyncratic industry shocks might explain this negative correlation; that is,
industries that were more strongly impacted by the recession, such as those producing
durable goods, could also incidentally have higher local labor market concentration lev-
els. Any such incidental correlation between severity of the recession shock and average
concentration levels for specific industries is controlled for by the inclusion of industry
fixed effects. Similarly, if some regions experienced stronger shocks and incidentally had
more concentrated labor markets, any potential bias is controlled for by the region fixed
effects.
Giroud and Mueller (2017) document that highly levered firms experienced greater
distress during the Great Recession; therefore if firms located in highly concentrated local
labor markets had high leverage ratios, this could provide an alternative explanation for
the observed result. Moretti (2010) conjectures that a thick market (i.e., one with many
potential employers) may protect workers and firms from idiosyncratic shocks; then, if
concentration levels were negatively correlated to labor market thickness, the observed
result may be explained by factors related to labor market thickness. I add industry-
and region-specific controls to address each of these alternative explanations related to
firm leverage and labor market thickness, and find the effect of initial local industry
concentration on employment decline remains robust and economically significant.
An interesting question when interpreting my empirical finding is whether people
who lose jobs in one industry find work in another industry or location; thus the em-
ployment decline in an industry-CZ cell might not necessarily mean an increase in non-
employment. To address this question, I analyze data aggregated to the CZ level instead
of the industry-CZ level. The idea is that if laid-off workers could switch from a highly
4
concentrated industry to another local industry, then the (weighted) local-level HHI
should not affect aggregate employment changes at the CZ level. However, my em-
pirical results indicate that the weighted HHI has a significant negative impact on the
employment growth rates at the CZ level, suggesting that switching industries within
location does not offset the decline in employment observed in the industry-CZ-level re-
gressions. Further, I directly investigate the effect of initial concentration on the changes
in total non-employment (unemployment plus the number of people who are out of the
labor market) in each industry-CZ cell. The results show that non-employment increases
more in highly concentrated cells during the Great Recession, confirming that the base-
line finding of decline in employment reflects a rise in non-employment.
Motivated by predictions from my theoretical model, I investigate the effects of con-
centration on the changes in wages and output, the heterogeneous effects across sectors,
and the role of concentration during the recovery period. Consistent with the model, I
find that wages and output declined more in highly concentrated industry-CZ cells during
the Great Recession. However, in sectors with low labor supply elasticity, employment
dropped less, while wage level declined more, when compared with sectors with high
labor supply elasticity. The intuition is that in low-elasticity sectors, displaced workers
were more likely to remain in the workforce (as they are less sensitive to wage decline)
instead of dropping out of the labor force (or moving to other markets) when faced with
adverse shocks; thus, in markets with lower labor supply elasticity, wage levels adjust
down more with lower declines in employment. Moreover, highly concentrated markets
recovered slower after the Great Recession. The unambiguous prediction of the model
regarding employment gains from positive shocks arises from the same channels driving
the baseline prediction for greater employment declines from adverse shocks – during a
recovery when larger firms (in a concentrated market) are hit by positive shocks and
attempt to hire more workers, decreasing returns to scale and the upward-sloping labor
supply curve limit their ability to expand, so, on average, highly concentrated areas had
a slower recovery pace.5
The negative relation between local labor market concentration and employment
growth rate this chapter explores has not been empirically documented or theoretically
predicted, to my knowledge. Many papers analyzing local labor markets focus on de-
scribing the general pattern of concentration levels, or exploring the relation between the
5Similarly, Baqaee and Farhi (2019) show that nonlinearities, shaped by the microeconomic details
such as elasticities of substitution, network linkages, returns to scale, and the extent of factor reallo-
cation, magnify negative shocks and attenuate positive shocks; however, they do not study firm size
distributions.
5
monopsony power of employers and wage levels (see, for example, Azar, Marinescu, and
Steinbaum 2017; Azar, Marinescu, Steinbaum, and Taska 2018; Benmelech, Bergman,
and Kim 2018; Lipsius 2018). Berger, Herkenhoff, and Mongey (2019) and Jarosch,
Nimczik, and Sorkin (2019) consider the importance of non-atomistic firms and build
quantitative models to study the effect of market power on wages; the former uses a
classical general equilibrium framework, while the latter builds on a search model. In
my model, however, the core predictions do not rely on the monopsony power of these
firms, as I assume firms are price-takers in both product and labor markets.6 I provide
a microfoundation for a structural relation between HHIs of local labor markets and
declines in employment in the face of adverse shocks. Moreover, I take the core idea
of the model to the search-matching framework, showing the intuition still holds in an
environment with searching frictions (see Appendix C for the details).
My model depicts business cycles as arising from idiosyncratic firm shocks and is
related to the literature on granularity (Gabaix 2011; Di Giovanni and Levchenko 2012;
Di Giovanni, Levchenko, and Mejean 2014; Carvalho and Grassi 2019). In this literature,
idiosyncratic firm shocks are not averaged out due to the fat-tailed firm size distribution,
and substantially contributes to the aggregate volatility. In contrast, I examine the
impact of size-distribution dispersion on the level of employment growth rate rather
than its fluctuation, and I model recession (recovery) as arising from firm-specific shocks
with a nonzero mean.7
This chapter also relates to the literature on the causes of declines in employment
during the Great Recession. Mian and Sufi (2014) explore the impact of demand shocks;
they find that employment declined more in nontradable than in tradable sectors in
response to a decline in local housing net worth losses, suggesting an important role
6Adding monopsony power is likely to strengthen the results of my model. In particular, if labor
markets with low concentration levels have perfect competition, and those with high concentration
levels could be described by the Cournot model with oligopsonistic competition, then total employment
declines even more in highly concentrated areas after negative idiosyncratic shocks compared with the
case in the perfect competition model. When small firms are hit, big firms use their market power to
keep wages low and add only a few workers (in the other scenario, in which big firms are hit, total
employment declines slightly less than in the perfect competition model because large firms lose their
market power). However, in general, the role of monopsony power also depends on the magnitude
of idiosyncratic shocks, and adding monopsony power to the model does not increase the effect of
concentration levels significantly from the simple simulation result. Hence, the main model assumes
firms are price-takers in both product and factor markets.
7Gabaix (2011) shows that fluctuation of employment/output growth rates is mechanically higher in
markets with high HHI when faced with a zero mean firm-specific shock; however, it is not obvious why
the level of growth rate is lower without building a model. Appendix Figure A.2 documents a strong
positive relation between the standard deviation of employment growth rates and HHI, consistent with
the finding in Gabaix (2011).
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of the demand channel in explaining employment decline. Another strand of literature
highlights the supply channel; that is, firms had to cut more jobs due to limited access to
new credit, and financially constrained firms were less likely to engage in labor hoarding
(e.g., Chodorow-Reich 2013; Garcia-Appendini and Montoriol-Garriga 2013; Giroud and
Mueller 2017). This chapter documents a novel channel, arguing that local labor market
concentrations were instrumental in modulating the transmission of negative shocks
into local market employment losses during the Great Recession. I address alternative
stories empirically, and find that the contribution of the local labor market concentration
channel is robust and economically significant.
To motivate the empirical analysis, Section 1.2 presents a model with heterogeneous
firms facing idiosyncratic shocks. Section 1.3 describes the data and measurements of
variables, and provides summary statistics. Section 1.4 provides primary estimates of
the effect of pre-crisis HHI on employment losses during the Great Recession. Sec-
tion 1.5 shows how concentration affects changes of wage levels and output. Section 1.7
investigates the role of HHI during the recovery period. Section 1.8 concludes.
1.2 Theoretical Framework
In this section, I build a model to show how the pre-crisis HHI could have affected the
employment growth rate during the Great Recession. I start from a simple model with
two firms to more easily illustrate the intuition. Then, I provide a rigorous proof with N
firms. After that, I conduct a simulation confirming the analytical solution and showing
that HHI is a nearly sufficient statistic for firm size distribution under the model setting.
1.2.1 A Model with Two Firms
The basic setting is a simple perfect competition model with heterogeneous firms
subject to idiosyncratic firm-specific shocks, similar to the setting used in Hopenhayn
(1992) and Hopenhayn (2014). Hopenhayn (2014) argues that this kind of model is
equivalent to the one of monopolistic competition (Melitz 2003) that is commonly used
in the literature. The difference is that decreasing returns to scale in this chapter’s
model come from the production function, while it comes from the demand side in
Melitz (2003).
Suppose there is one area: A1. There are two firms located there: firms B and C.
Assume there are two periods: –1 (before the crisis) and 0 (during the crisis). Firms
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are price-takers in both product and factor markets. There is only one input: labor.8
In period –1, firms receive a firm-specific productivity draw 𝑧𝑖, and then maximize the
profits by choosing the labor (𝐿𝑖,−1). The production function displays diminishing
marginal returns to the only input labor: 𝑌𝑖,−1 = 𝑧𝑖𝐿𝛼𝑖,−1, where 𝛼 < 1, i indexes firm i
(firm B or C).
At the beginning of period 0, each firm faces an unexpected stochastic productivity
shock.9 With the same probability s, the firm is hit by the shock, leading to a new
productivity level 𝑧′𝑖 = 𝜇𝑧𝑖, with 0 ≤ 𝜇 < 1 in the downturn and 𝜇 > 1 in the recovery.10
Firms adjust labor (𝐿𝑖,0) given the new wage and new realization of productivity level in
period 0. For simplicity, I abstract from entry which is supported by Coles and Kelishomi
(2011), who show that job creation by new firms is insensitive to business cycles.
Let us begin from period –1. After receiving the productivity draw 𝑧𝑖, firm i chooses
labor 𝐿𝑖,−1 to maximize profit.
𝜋𝑖,−1 = 𝑧𝑖𝐿𝛼𝑖,−1 − 𝑊−1 ⋅ 𝐿𝑖,−1
𝑊−1 indexes the wage level that is given for each firm. Based on the first-order











= 𝑌𝑇 ,−1𝐿𝑇 ,−1
= 𝑐 ⇒ 𝑌𝑇 ,−1 = ( ∑ 𝑧1/(1−𝛼)𝑖 )
1−𝛼
⋅ 𝐿𝛼𝑇 ,−1 (1.2)
where i, j index firm i and firm j (𝑖 ≠ 𝑗); 𝑌𝑇 ,−1 and 𝐿𝑇 ,−1 represent the total output and
employment in period –1, respectively, and c is a constant. The aggregate production
function belongs to the same class as the firm-level production function, with the same
degree of decreasing returns to scale.11 In the case of two firms, suppose the economy
8The model is equivalent to one with two inputs, labor and capital, while the price (interest rate)
of capital is a constant across areas and periods. I discuss a version of the model with both labor and
capital as inputs in Appendix B, showing that the analytical solution is basically the same as that in
this simplified version.
9The shock is indistinguishable from firm-specific demand shock, as we cannot observe the price.
In the following, I will assume it is a shock to the productivity.
10An extreme example of the shock in the downturn could be that productivity becomes 0, once hit
by the shock, and then firms shut down.
11Although the main focus of this chapter is on the change of employment instead of output, I also
derive the formula for the change of output. Equation (2) is similar to that used in Hopenhayn (2014).
The only difference is that employment is fixed in Hopenhayn (2014), while the total employment in this
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is in equilibrium and we can observe the employment ratio of these two firms (firm B is
the big one): Φ = 𝐿𝐵,−1𝐿𝐶,−1 =
𝑧1/(1−𝛼)𝐵
𝑧1/(1−𝛼)𝐶
≥ 1, which is proportional to the productivity draws.
Then, we can compute the Herfindahl-Hirschman Index as follows:
𝐻𝐻𝐼 = ( 𝐿𝐵,−1𝐿𝐵,−1 + 𝐿𝐶,−1
)2 + ( 𝐿𝐶,−1𝐿𝐵,−1 + 𝐿𝐶,−1
)2 = Φ
2 + 1
(Φ + 1)2 >
1
2.
To close the model, we turn to the labor supply side. Suppose the labor supply is
represented by
𝑊 = 𝜓(𝐿𝑠)𝜖, (0 < 𝜖 < ∞) (1.3)
where 𝐿𝑠 indexes the labor supply, and 1/𝜖 is the labor supply elasticity. Assume the
labor supply has the same function form across areas and periods.12
In equilibrium, labor supply is equal labor demand in each area. Combining labor
supply and demand functions, we can derive the formula for total employment in the
equilibrium in period –1:
𝐿𝑛(𝐿𝑇 ,−1) = 𝐺 ∗ 𝐿𝑛[𝑧1/(1−𝛼)𝐵 + 𝑧
1/(1−𝛼)
𝐶 ] + 𝐻,
where 𝐺 = 1−𝛼1−𝛼+𝜖 , and 𝐻 = 11−𝛼+𝜖𝐿𝑛(𝛼𝜓). Employing Equation 1.2, I can derive the









𝐶 ] + 𝐿𝑛(𝜓) + 𝜖𝐻.
Now, let us move to period 0. At the beginning of period 0, each firm faces a stochastic
idiosyncratic productivity shock, which generates three scenarios: (1) neither firm is hit,
the probability is (1 − 𝑠)2; (2) both firms are hit, 𝑝 = 𝑠2; and (3) only one firm is hit
by the shock, 𝑝 = 2 ∗ 𝑠(1 − 𝑠). It is easy to see that size distribution does not matter in
the first case, so we focus on the last two cases. We start with the case that only one
chapter is determined by equating labor supply to demand, and it will change after the idiosyncratic
shock.
12There are two different ways to look at this reduced-form labor supply function. First, it could be
considered as the outcome of the trade-off between consumption and leisure in a closed economy, similar
to Carvalho and Grassi (2019). If the instantaneous utility function is 𝑈(𝐶, 𝐿) = 𝐶 − 𝜓𝐿1+𝜖/(1 + 𝜖),
where C represents the consumption bundle, then we can derive the labor supply function as Equation
(8). Second, this supply function could be considered as the outcome of spatial equilibrium with worker
mobility and specific preferences for labor markets, similar to the Rosen-Roback model. Suppose the
indirect utility function is 𝑈𝑗𝑖 = 𝜖𝑗𝑖𝑋1−𝛽𝑗𝑖 (1 − 𝐿𝑗𝑖)𝛽𝑍𝑖, subject to: 𝑋𝑗𝑖 + 𝑊𝑖(1 − 𝐿𝑗𝑖) = 𝑊𝑖, where
X indexes consumption bundle with price equal to 1, L indexes labor supply, Z indexes amenity, W
is the wage/income, and j, i indexes worker j in city i. I assume away the housing market to make it
simple. Similar to Equation (10) in Hsieh and Moretti (2019), I can derive that 𝑊𝑖 = 𝜓𝑖𝐿𝜖𝑖 , where
𝜓𝑖 = 𝑉 /𝑍𝑖, and V denotes the average utility in all local labor markets.
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firm is hit by the shock.
Suppose that only firm B is hit by the shock at the beginning of period 0; then its
productivity becomes 𝑧′𝐵 = 𝜇𝑧𝐵. Based on the new productivity level, firm B chooses
labor given the new wage level. During the downturn (0 ≤ 𝜇 < 1), firm B will fire
workers, which pushes down the wage, while firm C will add workers as a response
to the lower wage level. Following the same process described in period –1, the total
employment in the new equilibrium in period 0 is as follows:
𝐿𝑛(𝐿0,𝐵_ℎ𝑖𝑡) = 𝐺 ∗ 𝐿𝑛[𝑧′1/(1−𝛼)𝐵 + 𝑧
1/(1−𝛼)
𝐶 ] + 𝐻,
where T and G have the same formulas as those in period –1. The only difference
between employment in period 0 and period –1 is the productivity of firm B becomes
𝑧′𝐵 instead of 𝑧𝐵, which is the only change in this scenario. We can then compute the
growth rate of employment compared with period –1 in the scenario that only firm B is
hit by the shock:






















, and 𝐺 = 1 − 𝛼1 − 𝛼 + 𝜖;
Only if the exact growth rate (𝐿𝐵,0−𝐿−1𝐿−1 ) or (
𝐿𝐵,0−𝐿−1
(𝐿𝐵,0+𝐿−1)/2) is very small could 𝐿𝑛(𝐿0,𝐵_ℎ𝑖𝑡)−
𝐿𝑛(𝐿−1) be used to approximate the growth rate; otherwise, it is not precise.13 Sim-
ilarly, I derive employment growth rate if only firm C is hit by the shock: 𝑔0,𝐶_ℎ𝑖𝑡 ≃
𝐿𝑛(𝐿0,𝐶_ℎ𝑖𝑡) − 𝐿𝑛(𝐿𝑇 ,−1) = 𝐺 ⋅ 𝐿𝑛(Φ+𝜈Φ+1) = 𝐺 ⋅ 𝐿𝑛[1 + (𝜈 − 1)𝜔𝐶] ≃ 𝐺 ⋅ [(𝑣 − 1)𝜔𝐶 −
(𝑣−1)2
2 𝜔2𝐶], so the expected growth rate conditional on only one firm being shocked should
13If we use the exact formula – ( 𝐿𝐵,0−𝐿−1𝐿−1 ), then 𝑔0,𝐵_ℎ𝑖𝑡 = (
𝜈Φ+1
Φ+1 )𝐺 −1, and the expected growth
rate conditional on only one firm hit by the shock is 12 𝑔0,𝐵_ℎ𝑖𝑡+ 12 𝑔0,𝐶_ℎ𝑖𝑡 = 12 ( 𝜈Φ+1Φ+1 )𝐺+ 12 ( Φ+𝜈Φ+1 )𝐺−
1 = 12 (𝜈 + 1−𝜈Φ+1 )𝐺 + 12 (1 + 𝜈−1Φ+1 )𝐺 − 1. Take the first-order derivative with respect to Φ, and derive:
0.5𝐺(1 − 𝜈)(Φ + 1)2[(1 + 𝜈−1Φ+1 )(𝐺−1) − (𝜈 + 1−𝜈Φ+1 )(𝐺−1)], which is a decreasing function of Φ no matter
whether 0 ≤ 𝜇 < 1 or 𝜇 > 1, because Φ ≥ 1, 𝐺 ≤ 1 and 1 + 𝜈−1Φ+1 ≥ 𝜈 + 1−𝜈Φ+1 when 0 ≤ 𝑎 < 1
(1 + 𝜈−1Φ+1 ≤ 𝜈 + 1−𝜈Φ+1 when 𝜈 ≥ 1). It is also easy to see that HHI is an increase function of Φ. Putting
these two relations together, the employment growth rate is still a decreasing function of HHI, even




2 ∗ 𝑔0,𝐵_ℎ𝑖𝑡 +
1
2 ∗ 𝑔0,𝐶_ℎ𝑖𝑡 ≃
𝐺
2 ⋅ 𝐿𝑛{[1 + (𝜈 − 1)𝜔𝐵][1 + (𝜈 − 1)𝜔𝐶]} =
𝐺
2 ⋅ 𝐿𝑛[𝜈 +
(𝜈 − 1)2
2 (1 − 𝐻𝐻𝐼)] ≃
𝐺





= 𝐺2 ⋅ [𝜈 − 1 −
(𝜈 − 1)2
2 ⋅ 𝐻𝐻𝐼] (1.4)
where 0 < 𝐻𝐻𝐼 < 1, 𝜈 = 𝜇1/(1−𝛼), 0 ≤ 𝜈 < 1 during the downturn, and 1 < 𝜈 ≤ 2 (or
1 < 𝜇 ≤ 2(1−𝛼)) during the recovery.14
This conditional expected growth rate is an increasing function of 𝜈 during the down-
turn (0 ≤ 𝜈 < 1), and equals 0 when 𝜈 is 1 – there is no negative shock. Most
importantly, this conditional expected growth rate is a decreasing function of the con-
centration level (HHI) in the first period regardless of the magnitude of the shock 𝜈;
that is, when the employment distribution is really skewed in period –1 (high HHI), the
conditional expected growth rate will be lower whether it is a negative (0 ≤ 𝜇 < 1) or
positive shock (1 < 𝜇 ≤ 2(1−𝛼)).
Now, consider the case that both firms are hit by the shock. Following the same
process, I derive the employment growth rate conditional on two firms being hit by the
shock is 𝐺 ⋅ 𝐿𝑛(𝜈)(or 𝐺(1−𝛼)𝐿𝑛(𝜇)). This rate is independent of the concentration level,
and it is negative when 0 ≤ 𝜇 < 1 (negative productivity shock), and positive when
1 < 𝜇 ≤ 2(1−𝛼) (positive productivity shock).
Adding these three cases up, the unconditional expected employment growth rate is:15
(1 − 𝑠)2 ∗ 0 + 2𝑠(1 − 𝑠) ∗ 𝐺2 ⋅ [𝜈 − 1 −
(𝜈 − 1)2
2 ⋅ 𝐻𝐻𝐼] + 𝑠
2 ∗ 𝐺 ⋅ 𝐿𝑛(𝜈)




2 𝐻𝐻𝐼; where 𝐺 =
1 − 𝛼
1 − 𝛼 + 𝜖. (1.5)
Thus, △𝑔 (difference in employment growth rates) ∝ −𝐺 ⋅ 𝑠(1 − 𝑠) ⋅ (𝜈−1)22 ∗ △𝐻𝐻𝐼
– that is, the areas with high HHIs in the first period would have experienced a larger
decline in employment. Similarly, I can also derive the change rate of wage level and
14I need to put the restriction 𝜈 ≤ 2 here to guarantee that (𝜈 − 1)𝜔𝑖 is below 1, so that the
second-order Taylor expansion is a good approximation. This condition is equivalent to 𝜇 ≤ 2(1−𝛼).
15I use (𝑣 − 1) − (𝑣−1)22 to approximate 𝐿𝑛(𝑣) in the last step to make the last formula looks like
that in the case of N firms.
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total output: 𝑔𝑤𝑎𝑔𝑒 ≃ 𝐺1 ⋅ 𝑠(𝜈 − 1) − 𝐺1 ⋅ 𝑠2 (𝜈−1)
2
2 − 𝐺1 ⋅ 𝑠(1 − 𝑠)
(𝜈−1)2
2 𝐻𝐻𝐼 , and
𝑔𝑌 ≃ 𝐺2 ⋅ 𝑠(𝜈 − 1) − 𝐺2 ⋅ 𝑠2 (𝜈−1)
2
2 − 𝐺2 ⋅ 𝑠(1 − 𝑠)
(𝜈−1)2
2 𝐻𝐻𝐼 , where 𝐺1 =
𝜖(1−𝛼)
1−𝛼+𝜖 , and
𝐺2 = (1−𝛼)(1+𝜖)1−𝛼+𝜖 .
1.2.2 Discussion
In this part, I first show the intuition using an extreme case, and then discuss how
the impact of HHI depends on the values of parameters. Figure 1.2 shows the changes
of employment facing extreme firm-level shocks: shutdown shocks, with just two firms
and a simple labor supply as W=L, that is, 𝜓 = 𝜖 = 1 in the labor supply function.
Subfigure (a) represents the case with two equal-size firms (low HHI), while subfigure
(b) corresponds to one large firm and one small firm (high HHI). Adding up each firm’s
labor demand horizontally leads to the aggregate demand curve in each market. Initially,
these two areas have the same total labor supply and demand curves, leading to the same
level of employment in the first period (employment=100).
What makes a difference is the second period after the firm-idiosyncratic shock. In
subfigure (a), when either firm is hit by the shock, the total labor demand curve shifts
down to the dashed line, and the intersection of the dashed line and the labor supply
curve determines the new employment, about 84 workers.16 The same process also
applies to the case with two unequal-size firms (firm 1’s initial size is 90, while firm 2’s
is 10), except that the aggregate demand could be represented by the lower dashed line
when firm 1 is hit by the shock, or the upper dashed line when firm 2 is hit by the
shock. The expected employment conditional on only one firm being hit is in subfigure
(b), that is 80, less than that in subfigure (a). Given that the employment changes are
independent of size distributions in the other two scenarios, neither firm and both firms
are hit, hence the expected employment is lower in the case shown in subfigure (b),
which is the area with a high initial HHI.
The main reason for this difference is that the labor demand curve shifts inward
disproportionately more when firm 1 (the relatively large firm) is hit by the shock,
leading to a bigger decline in employment. This disproportionate decline could not be
compensated by the smaller decline in employment when firm 2 is hit by the shock;
hence, on average employment declines more in Panel B.17
16Here, I employ the production function 𝑌𝑖 = 𝑧𝑖𝐿𝛼𝑖 with 𝛼 = 0.65, and W=L as the labor supply
curve to gauge the change of employment; otherwise, it is difficult to see directly that the employment
declines more in subfigure (b).
17If both total labor supply and demand are straight lines, then pre-crisis HHI does not affect the
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(a) Two firms of equal sizes (b) Two firms of unequal sizes
Figure 1.2: The impact of idiosyncratic firm shocks on the total employment.
This figure shows the changes of employment facing the extreme firm-level shocks, shutdown
shocks with just two firms and a simple labor supply, as W=L. Subfigure (a) represents the
case with two equal-size firms. Subfigure (b) corresponds to the case with unequal-size firms.
These two areas have the same employment in the first period (100 workers), but they have
different expected employment in the second period facing the idiosyncratic shocks.
Next, let us discuss how the impact of HHI relies on the values of those parameters
and the intuitions. I first examine the role of labor supply elasticity. Let us start from
two extreme cases: infinitely elastic (𝜖 = 0) and inelastic (𝜖 = ∞) local labor markets.
The case of 𝜖 = 0 is special in the sense that second-order expansion is not a good
approximation in this case, because when 𝜖 approaches 0, G reaches its minimum value
1, and we know 𝐿0,𝐵_ℎ𝑖𝑡−𝐿𝑇,−1𝐿𝑇,−1 = (𝜈−1)𝜔𝐵 in this case; hence, using (𝜈−1)𝜔𝐵−
(𝜈−1)2𝜔2𝐵
2
to approximate 𝐿0,𝐵_ℎ𝑖𝑡−𝐿𝑇,−1𝐿𝑇,−1 is problematic. Instead, I can plug 𝜖 = 0 into the original
formulas of 𝑔0,𝐵_ℎ𝑖𝑡 and 𝑔0,𝐶_ℎ𝑖𝑡 (i.e., (
𝐿𝑖,0−𝐿−1
𝐿−1 )), and derive the unconditional growth
rate (1 − 𝑠)2 ∗ 0 + 2𝑠(1 − 𝑠) ∗ 𝜈−12 + 𝑠2 ∗ 𝐿𝑛(𝜈), which is independent of firm size
distribution. Without considering the role of labor market adjustment (equivalent to the
case that wage is a constant), the idiosyncratic shock will not lead to various declines in
employment across different size distributions. When the local labor market is inelastic,
wages will always fully adjust to achieve the same employment level ?̄?𝑠, which is also
independent of HHI.
When the labor supply elasticity takes on a value between 0 and ∞, the second-order
approximation works fine. The results show that a high labor supply elasticity (low 𝜖)
employment growth rate. However, as long as the production function has decreasing returns to scale,
𝛼 is below 1, the labor demand curve will have this shape and the effect of HHI stands out.
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leads to a larger impact of concentration levels (HHI) on employment changes, and a
smaller impact on wage changes. When labor supply elasticity is low, most workers are
likely to hang in there instead of moving to a different industry when large firms are
hit by adverse shocks, pushing wage levels down, allowing other nearby firms to absorb
more displaced workers. I will test this prediction in the empirical section.
When the value of the marginal returns to labor (𝛼) is large and close to 1, that is,
the production function has almost constant returns to scale in labor, the firm with
relatively high productivity will absorb almost all the displaced workers, which makes
the effect of HHI negligible.
Importantly, the effect of HHI is always negative, whether it is during the recession
(0 ≤ 𝜇 < 1) or recovery (1 < 𝜇 ≤ 2(1−𝛼)). The intuition behind the negative effect
of HHI during the recovery when faced with positive productivity shocks, is that when
big firm is hit by the positive shock, it will not add that many new workers because
of its decreasing returns to scale and an upward-sloping labor supply curve. Hence, on
average, the highly concentrated areas will grow slower during the recovery. Moreover,
if the magnitude of the shock once hit is bigger (𝜈 is close to 0 during the recession,
or close to 2 during the recovery), the effect of an increase of HHI on the employment
growth rate becomes larger. Take recession as an example. When the magnitude of the
shock is greater, the employment growth rate is much smaller when big firms are hit by
the shock comparing to areas of equal-size firms, and then highly concentrated areas on
average have a larger drop in employment.
The impact of the probability of the shock (s) is not monotonic: having all firms
(s=1) or no firms (s=0) hit by the shock leads to no difference in employment growth
rate across areas with different HHIs. As I show above, when all firms are hit (s=1; it is
considered an aggregate shock in this case), the employment growth rate is 𝐺 ⋅ 𝐿𝑛(𝜈),
which is independent of the initial size distribution.
1.2.3 N Firms Case
In the above case of two firms, there is negative effect of the Herfindahl-Hirschman
Index (HHI) on the employment growth rate. However, the case of two firms might be
too special, because HHI is a sufficient statistic for the size distribution. In the following,
I show that the same relation (Equation 1.5) still holds when we have N firms.
The basic setting is analogous to the case of two firms. Each firm maximizes its profit
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by choosing labor given productivity draw 𝑧𝑖 and wage level. The employment ratio is
proportional to the productivity ratio 𝐿𝑖,−1𝐿𝑗,−1 =
𝑧1/(1−𝛼)𝑖
𝑧1/(1−𝛼)𝑗








𝑧1/(1−𝛼)1 + 𝑧1/(1−𝛼)2 + ⋯ + 𝑧1/(1−𝛼)𝑁
= 𝐵𝑖
∑𝑁𝑖=1 𝐵𝑖
and 𝐻𝐻𝐼 = ∑𝑁𝑖=1 𝜔2𝑖 . Similarly, I can derive the total employment in period –1 by
equating the total labor demand to the supply:








𝐵𝑖) + 𝐻, (1.6)
where 𝐺 = 1−𝛼1−𝛼+𝜖 , 𝐵𝑖 = 𝑧
1/(1−𝛼)
𝑖 , and 𝐻 = 11−𝛼+𝜖𝐿𝑛(𝛼𝜓). Employing Equation (2), I




𝑖 ) + 𝛼𝐻, and wage




𝑖 ) + 𝐿𝑛(𝜓) + 𝜖𝐻.
Now, let us move to period 0. Since we have N firms, we have the following scenarios:
(1) no firms are hit by the shock, 𝑝 = 𝐶0𝑁 ⋅ 𝑠0(1 − 𝑠)𝑁 ; (2) only one firm is hit, 𝑝 =
𝐶1𝑁 ⋅𝑠1(1−𝑠)(𝑁−1); (3) only two firms are hit, 𝑝 = 𝐶2𝑁 ⋅𝑠2(1−𝑠)(𝑁−2); ... ; and (N+1) all
of the firms are hit: 𝑝 = 𝐶𝑁𝑁 ⋅𝑆𝑁(1−𝑆)0. In the first and last scenarios, the employment
growth rate is independent of size distributions, so we can ignore them. Let us start
with the second case. I first consider the conditional employment growth rate, then the
unconditional growth rate.
Suppose firm j is hit by the shock at the beginning of period 0; then, its productivity
becomes 𝑧′𝑗 = 𝜇𝑧𝑗. Combining the new demand curve of firm j and all other firms’
demand, and equating it to the labor supply, I can derive the new total employment in
the equilibrium in period 0 in this scenario:




𝐵𝑖 + 𝜈𝐵𝑗) + 𝐻 (1.7)
where 𝐵𝑖 = 𝑧1/(1−𝛼)𝑖 , 𝜈 = 𝜇1/(1−𝛼), and 𝐺 =
1 − 𝛼
1 − 𝛼 + 𝜖.
Then, the employment growth rate when only firm j is hit conditional on only one
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= 𝐺 ⋅ 𝐿𝑛[1 + (𝜈 − 1)𝜔𝑗]𝐶1𝑁
(1.8)
where 1/𝐶1𝑁 represents the probability that firm j is hit conditional on only one firm
being hit.
With this formula in hand, we can derive the expected employment growth rate con-





















while, the second to the last step uses a second-order Taylor series expansion of 𝑙𝑜𝑔(1+𝑥),
HHI represents the concentration level in the first (pre-crisis) period.
The same process could apply to the cases in which more than one firm is hit. Sup-




∗ [(𝑁 − 1𝑖 − 1 )(𝜈 − 1) − (
𝑁 − 2




𝑖 − 1 )
(𝜈 − 1)2
2 𝐻𝐻𝐼], (𝑖 ≥ 2). (1.9)
Using the sum of these conditional growth rates, I can derive the unconditional em-
ployment growth rate:19
𝑔𝑒𝑚𝑝 ≃ 𝐺 ⋅ 𝑠(𝜈 − 1) − 𝐺 ⋅ 𝑠2
(𝜈 − 1)2
2 − 𝐺 ⋅ 𝑠(1 − 𝑠)
(𝜈 − 1)2
2 𝐻𝐻𝐼 (1.10)
This formula is exactly the same as that in the case of two firms, represented by
Equation 1.5. Similarly, we have △𝑔𝑒𝑚𝑝 ∝ −𝐺 ⋅ 𝑠(1 − 𝑠) (𝜈−1)
2
2 ∗ △𝐻𝐻𝐼 , that is, the
difference in employment growth rates is proportional to the HHI across areas, where
𝐺 = 1−𝛼1−𝛼+𝜖 . Similarly, I derive the formula for the expected changes of wage level and
18See Appendix A.1 for the detailed derivation.




The previous section provides an analytic relation between the initial HHI and the
employment growth rate using a second-order approximation. In this section, I provide
simulation results without using approximation, showing that the results are very similar
to the analytical relation. The simulation results also show that the concentration level
measured by HHI (second-order approximation) conveys the most important information
about the effect of the size distribution on employment changes under the model setting.
There are two ways to think about the observed firm size distributions: (1) they come
from the same productivity-generating process, but represent different realizations; or
(2) they come from different productivity distributions. Because I do not know which
one is true, I combine these two to conduct the simulation. Specifically, I use the power
distribution with three different values of 𝛽: 0.2, 0.6, and 1, in the power law distribution:
𝑃𝑟𝑜𝑏(𝑆 > 𝑥) = 𝑥−𝛽, (𝑥 ≥ 1).20,21 Lower 𝛽 represents a more dispersed distribution, and,
on average, higher HHI.
For each parameter value, I generate 1,000 random samples, and within each sample, I
randomly create N firms (N=20) in period –1 with sizes following the power distribution
with one specific parameter value.22 I directly draw the firm size instead of productivity,
because the firm size and productivity have a one-to-one mapping, as shown in Equa-
tion 1.1, and the employment growth rate depends only on the initial size based on the
derivation of the model.
Table 1.1 summarizes the calibration of parameter values. The values of these two
parameters ((𝜇 and s) are set to match the data pattern observed in the LBD. On
average, about 46% of establishments are hit by the negative shock, and once they are
hit by the shock, their employment declined by 67%.23
20Many previous papers find that power distribution with 𝛽 close to 1 could well approximate the
real size distribution of the whole country (e.g., Axtell 2001; Gabaix 2009), however, to the best of
my knowledge, no paper focuses on size distribution in the local labor market. Hence, I try different
values of parameter 𝛽, and I find that what matters is the realization of size distribution instead of
data-generating process (different values of 𝛽).
21I choose 𝑥𝑚𝑖𝑛 = 1 for different values of 𝛽, and use the code provided by Clauset, Shalizi, and
Newman (2009) to generate the random sample following power law distribution.
22I choose 20 firms instead of a larger number because when N is above 20, there are too many
combinations. For example, there are about 1.38 ∗ 1011 combinations if 20 out of 40 firms are hit, then
it takes too much memory and time to conduct this simulation.
23The probability of being hit by a negative shock is calculated using the employment-weighted
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Table 1.1: Parameter Values Used in the Simulation.
Symbol Description Value Source
𝛼 Marginal returns to labor 0.65 Hsieh and Moretti (2019)
𝜖 Inverse of labor supply elasticity 0.5 Hornbeck and Moretti (2019)and Serrato and Zidar (2016)
𝜇 Magnitude of productivity shock 0.68 LBD, 2006-2010
𝑠 Probability of being hit 0.46 LBD, 2006-2010
𝛽 Power distribution parameter {0.2, 0.6, 1} Axtell (2001); Gabaix (2009)
The values of productivity shock (𝜇) and probability of shocks (s) are chosen to make the decline of
employment close to the mean level of employment declines during the Great Recession.
The value of 𝜖 (the inverse of labor supply elasticity) is based on Hornbeck and Moretti
(2019) and Serrato and Zidar (2016). Hornbeck and Moretti (2019) estimate a long-run
inverse elasticity of 0.35, less than the estimate in Serrato and Zidar (2016), which is
slightly greater than 1 in most specifications, that is, the elasticity is slightly below 1.
I choose a baseline of 𝜖 = 0.5, but I also present robust checks with 𝜖 = 1 and 2 in the
Appendix.
With these parameter values in hand, I generate the conditional growth rate of em-
ployment for cases where 0, 1, 2,..., N firms are hit by the shock using the original formula
for the growth rate ( 𝐿𝑇,0𝐿𝑇,−1 − 1). I sum these conditional expected employment growth
rates multiplied by the probability of each scenario to get the unconditional expected
employment growth rate.24
Figure 1.3 shows the relationship between HHI and the employment growth rate using
the simulation results. There are four subplots in total. The upper left, upper right, and
lower left graphs employ different parameters in generating firm size distributions. The
lower value of 𝛽 corresponds to a more dispersed distribution, and usually high HHI.
That is why it is more dense among high HHI in the upper left graph, and relatively
sparse in the lower left graph. Each of these three graphs includes 1,000 random samples,
each sample has 20 firms. The lower right graph packs these three graphs together, and
also plots the analytical solution with a solid red line.25
probability of reducing employment by more than 20% at the establishment level from 2006 to 2010.
Similarly, the magnitude of the shock is the employment-weighted employment growth rate conditional
on being hit by this shock, which is about −67%. Hence, we can infer that the value of 𝜇 is about
0.68( 𝜇( 11−𝛼 ) = 𝜈 = 1 − 0.67).
24See Appendix A for the general formula for the growth rate when i firms are hit by the shock.
25I check the simulation process through setting 𝜖 = 0, and find that the employment growth rate
is a constant, which is consistent with the discussion in Subsection II.B.
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Figure 1.3: Simulation results: The impact of pre-crisis Herfindahl-Hirschman In-
dex on employment growth rate.
The inverse of labor supply elasticity takes on the same value 𝜖 = 0.5 in these subplots. The
upper left, upper right and lower left graphs employ different parameters in generating firm size
distributions. The lower value of 𝛽 corresponds to a more dispersed distribution, and usually
high HHI, so it is more dense among high HHI in the upper left graph, and relatively sparse in
the bottom left graph. Each of these three includes 1,000 random samples, each has 20 firms.
The bottom right graph packs these three graphs together and also shows the analytical solution
with the red solid line.
We get three important pieces of information from this simulation result. First, we
see the negative effect of HHI on employment growth rates from this graph. The result
is also close to the analytical result (shown as the solid red line in the bottom right
graph of Figure 1.3) from the previous subsections. Using the parameter values shown
in Table 1.1, the analytical relation in Equation 1.10 suggests an additional 0.92% (0.4∗
0.023) decline in the growth rate when HHI increases by 0.4 (the difference between
25th and 75th percentiles of HHI; see Table 1.2 for details). This number is slightly
lower than that from the simulation result shown in the above graph, which is 1.12%
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(0.4 ∗ 0.028).26
Second, the patterns in the four subplots are basically the same, meaning that what
matters is the realization of firm size distribution instead of the distribution parameters
(data-generating process). While the small value of 𝛽 corresponds to high HHI on
average, there still exists a relatively large variation of HHI given a value of 𝛽, due
to different realizations.27 Finally, there is no variation of employment growth rate
given an HHI level, that is, HHI (second-order approximation) contains almost all the
information about the size distribution that could affect the employment growth rate
under the model setting.28 Thus, in the empirical analysis that follows, we can focus on
this key piece of information about firm size distribution: HHI.
1.3 Data Source, Measurement, and Summary
Statistics
I mainly use the establishment level data from the Longitudinal Business Database
(LBD) of the U.S. Census Bureau. The LBD covers the universe of nonfarm, taxpaying
establishments and firms in the United States that employ at least one worker. It
includes annual observations from 1976 through 2014, and it contains information on
industry, location, employment, and parent firm affiliation (Jarmin and Miranda 2002).
The LBD provides employment, total payroll, and location (county) for each estab-
lishment, so I cluster the counties into 722 commuting zones (CZs) developed by Tolbert
and Sizer (1996). Commuting zones are based on journey-to-work data and are charac-
terized by strong commuting ties within CZs, and weak commuting ties across CZs. This
definition of local labor market could better represent the areas where people could look
for new jobs.29 These 722 CZs cover the mainland United States, including metropolitan
and rural areas.
For the industry code, I employ NAICS 2012 classifications. This code was developed
by Fort and Klimek (2018). Designed to improve the accuracy of the industry codes, it
26I regress the expected employment growth rate on the HHI using these 3,000 simulated samples
and get an estimate of 0.028.
27For example, when 𝛽 = 0.6 and N=1,000 (1,000 firms in each sample), the 25th and 75th percentiles
of HHI from 1,000 random samples are 0.18 and 0.62, respectively.
28When I regress employment growth rate on HHI using the simulation results from the random
samples, 𝑅2 is as high as 99.97%.
29Similar analyses at the county level yield very robust and consistent results.
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provides a continuous industry code for the entire sample. I drop the industries that have
three-digit NAICS code below 200 or above 900.30 I define local labor market as the CZ
by industry cell, which implies that it is costly to move across industries and CZs. With
this definition of local labor market and employment information for establishments
in each market, I calculate the concentration level. Based on the prediction of the
theoretical model (Equation 1.10), the Herfindahl-Hirschman Index (HHI) is a good






where n indexes the total number of establishments, and 𝑠𝑗,𝑐𝑖 represents the employment




To address the concern of workers moving across industries within a CZ, I also employ
two concentration measures at the CZ level. One is the weighted HHI at the CZ level:
𝐻𝐻𝐼1𝑐 = 𝑒𝑚𝑝_𝑠ℎ𝑎𝑟𝑒𝑖 ∗ 𝐻𝐻𝐼𝑐𝑖, where 𝑒𝑚𝑝_𝑠ℎ𝑎𝑟𝑒𝑖 indexes the employment share of
industry i in CZ c, and 𝐻𝐻𝐼𝑐𝑖 is the concentration level in CZ c and industry i, defined
in Equation 1.11. The other index is analogous to Equation 1.11, but is defined directly
at the CZ level: 𝐻𝐻𝐼2𝑐 = ∑
𝑛
𝑗=1 𝑠2𝑗,𝑐, where 𝑠𝑗,𝑐 represents the employment share of firm
j in commuting zone c.
For the employment growth rate in each CZ-industry cell, I follow Davis, Haltiwanger,
and Schuh (1996), defining the growth of employment at commuting zone c, industry i,
between 2006 and 2010 using the symmetric growth rate:
Δ𝐸𝑚𝑝(06−10),𝑐𝑖 =
(𝐸𝑚𝑝2010 − 𝐸𝑚𝑝2006)
0.5 ∗ (𝐸𝑚𝑝2010 + 𝐸𝑚𝑝2006)
. (1.12)
The growth rate definition in Equation 1.12 is bounded in the range [−2, 2], and it can
accommodate both entry and exit: the value of growth is 2, if there is an establishment
entry in a new industry, and it is –2, if all establishments in one existing industry shut
down.
30Including these industries does not affect the results, but agriculture (NAICS code below 200) and
the public sector (NAICS above 900) are unique industries, so are excluded from the analyses.
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To test one alternative hypothesis related to firms’ leverage, I employ the information
of financial indices of these publicly listed firms from Compustat. I use two measures
of firms’ leverage ratios following Giroud and Mueller (2017) and Serfling (2016). One
measure is the book leverage, defined as the ratio of the sum of debt in current liabilities
(dlc) and long-term debt (dltt) to book value of assets (at). The other measure is market
leverage, which is the ratio of debt in current liabilities (dlc) plus long-term debt (dltt)
divided by the market value of debt and equity (long-term debt (dltt) plus debt in
current liability (dlc) plus the market value of equity (prcc_f*csho)).31 Following the
literature, I winsorize both ratios at the 99% percentile.
I merge the Compustat data with the LBD data at the firm level using the Compustat-
SSEL Bridge (CSB), so that I know the exact location and industry of each establishment
of these publicly-listed firms. I impute the same leverage ratios to each establishment as
those of their firms to calculate the weighted average (book and market) leverage ratios
at the CZ by industry cell.
In addition to finding that the effect of a negative shock on employment depends on
the HHI, the model also predicts negative effects of HHI on changes of wage and total
output. To investigate the impact on the changes in output, measured by sales, I employ
the information from the Census of Manufacturing (CMF), as LBD does not include the
information about sales. The CMF is conducted every five years. I use the total value
of shipments and the total value added for each establishment in the two most recent
years for which data is available: 2007 and 2012.
I also use information from the American Community Survey (ACS), obtained from
the Integrated Public Use Micro Samples (IPUMS, Ruggles et al. 2015). One limitation
of LBD is that we do not know the number of unemployed workers in each CZ by industry
cell. For this information I use the three-year ACS in 2007 and 2010, which covers
information for the periods 2005-2007 and 2008-2010, respectively. The sample in each
year is 3% of the total population. This data set has information on people’s industries,
working history, and location (information prior to job loss for the unemployed or people
out of the labor force), which is used to compute the number of non-employed workers
(unemployment and people out of the labor force) in each CZ by industry cell. This
information is matched to the concentration levels in each cell calculated using the
31I also use another definition of market leverage ratio as the ratio of debt in current liabilities (dlc)
plus long-term debt (dltt) to the total assets minus the book value of equity plus the market value of
equity. The results are robust.
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County Business Pattern (CBP) data set.32
The combined data set is used to explore how the concentration level affects the
likelihood and duration of being unemployed. For most individuals (about 60%), ACS
does not provide the county information because of confidentiality issues, but it provides
information on Public Use Microdata Areas (PUMAs), the lowest level of geography
identified. Each PUMA contains at least 100,000 people to satisfy the disclosure rule.
PUMAs do not overlap, and they are contained within a single state. For the ACS
before the year 2011, the 2000 version of PUMAs is used, and there are 2,101 PUMAs
in total. I followed the crosswalk between PUMA and CZ provided by Autor, Dorn, and
Hanson (2013) to get the CZ information for each individual. For the industry code,
ACS provides the NAICS code of the industry that a person is working in if he or she
is currently employed, and the NAICS code of the industry a person previously worked
in if they are not currently employed.
To test how labor supply elasticity shapes the impact of firm concentrations on changes
in employment and wage, I employ the monthly Current Population Survey (CPS) data.
In this data set, each individual receives one interview per month for four consecutive
months, and then there is a gap of eight months. After that, the same person receives
one interview per month for an additional four months. Making use of this short panel,
I compute the transition rate for each sector and month by comparing the industry an
individual is in during the current survey to the industry he or she is in after 12 months.
See section 1.6 for the details.
Table 1.2 shows the summary statistics of variables using the LBD data set. One
observation in this sample is a local labor market defined as a CZ by industry cell.
There are in total about 51,500 CZ-industry cells. The mean level of HHI is 0.298,
and the difference between the 25th and 75th percentiles is 0.387. The mean level of
employment growth rate between 2006 and 2010 is −13%. There is also a significant
variation in the employment declines in this period, as the 25th and 75th percentiles
are −28.9% and 8.8%, respectively. The wage growth rate from 2006 to 2010 without
adjusting for inflation is 9.5%, on average. In comparison, the inflation rate from 2006 to
2010 is about 8.16%, according to the Bureau of Labor Statistics consumer price index.
32I follow Autor, Dorn, and Hanson (2013) to impute the missing values in employment. The HHI
index calculated using CBP data is very similar to that using the LBD data set, although it is not as
precise as that in the LBD. I do not merge the ACS to the LBD, because the ACS data set is quite
large and it is difficult to bring ACS into the Research Data Center.
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Table 1.2: Summary Statistics.
N mean sd p25 p75
Herfindahl-Hirschman Index (HHI) in 2005 51,500 0.298 0.309 0.058 0.445
Employment change from 2006 to 2010 51,500 -0.130 0.565 -0.289 0.088
Log (the number of establishments in 2005) 51,500 2.930 1.855 1.488 4.196
Log (the total employment in 2005) 51,500 5.450 2.333 3.881 7.078
Employment share of establishments with:
51-100 workers 51,500 0.102 0.177 0.000 0.146
101-250 workers 51,500 0.107 0.199 0.002 0.147
More than 250 workers 51,500 0.111 0.242 0.000 0.000
Employment change from 2002 to 2005 51,500 0.069 0.483 -0.104 0.174
Employment changes caused by new entries 51,500 0.139 0.231 0.003 0.172
Wage change from 2006 to 2010 49,500 0.095 0.299 -0.004 0.205
Wage change from 2002 to 2005 49,500 0.085 0.284 -0.004 0.182
HHI in 2010 51,500 0.301 0.311 0.058 0.451
Employment change from 2011 to 2014 51,500 -0.006 0.487 -0.109 0.148
Wage change from 2011 to 2014 49,500 0.076 0.271 -0.008 0.163
Weighted mean of firms’ book leverages 24,000 0.257 0.163 0.14 0.344
Weighted mean of firms’ market leverages 24,000 0.275 0.214 0.116 0.397
This table uses LBD dataset. The sample has one observation per commuting zone-industry cell.
Observations rounded to nearest five hundred and numbers rounded to 4 significant digits according to
Census disclosure rules.
1.4 The Impact of Concentration Level on
Employment Growth
Figure 1.1 shows a negative relation between pre-crisis HHI and employment growth
rate, and this section digs deeper into this relation. I first take the pre-crisis HHI
as exogenous coming from the random productivity draws, and then I deal with an
important concern that employment declines more in highly concentrated areas not
because these areas have a high pre-crisis concentration level, but rather because of
other reasons unrelated to HHI. Although I could not rule out this possibility in general,
I address specific alternative stories in this section. I also show that not all displaced
workers find new jobs by moving to other markets; that is, the employment decline
implies a waste of human capital.
1.4.1 The Effect of Pre-crisis Concentration on Employment
Changes
Table 1.3 presents the estimates of the effect of concentration levels of local labor
market and changes of employment. Using the full sample of 51,500 CZ-industry cells,
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I fit models of the following form:
Δ𝐸𝑚𝑝(06−10),𝑐𝑖 = 𝛽1𝐻𝐻𝐼2005,𝑐𝑖 + 𝑋′𝑐𝑖𝛽2 + 𝛾𝑐 + 𝛼𝑖 + 𝑒𝑐𝑖 (1.13)
where Δ𝐸𝑚𝑝(06−10),𝑐𝑖 is the employment growth rate between 2006 and 2010 in com-
muting zone c and industry i using the formula shown in Equation 1.12, 𝐻𝐻𝐼2005,𝑐𝑖
is the Herfindahl-Hirschman Index (HHI) in year 2005 defined in Equation 1.11, and
the vector 𝑋𝑐𝑖 contains a set of controls that might independently affect employment
growth. Finally, 𝛾𝑐 and 𝛼𝑖 represent CZ and industry fixed effects, respectively. Stan-
dard errors are clustered at the commuting zone level to account for the correlations of
different industries in the same CZ.
Table 1.3: The Effect of Concentration Level on Employment Change.
Dependent variable: Employment change from 2006 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman
Index in 2005
-0.217*** -0.259*** -0.130*** -0.141***
(0.013) (0.014) (0.015) (0.018)
Observations 51,500 51,500 51,500 51,500
Adjusted 𝑅2 0.014 0.025 0.078 0.086
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This sample consists of about 51,500 observations. Each observation represents a commuting zone by
industry cell. The estimate in column (4) implies that going from the 25th to the 75th percentile of HHI
leads to a 5.46% (0.387*-0.141) higher decline. As a comparison, the growth rate difference between
the 75th and the 25th percentiles is 37.7%. All standard errors are clustered at the commuting zone
level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
The first column does not include any fixed effects or controls. The results are similar
to Figure 1.1 results: Highly concentrated areas have a larger employment drop during
the Great Recession.
One concern with this raw regression is that some CZs were hit harder, and indus-
tries in these CZs, accidentally, had a high HHI. Mian and Sufi (2014) show that some
counties experienced a larger decline in housing net worth leading to a larger drop in em-
ployment, so an alternative explanation could be that the counties/CZs hit the hardest
(experienced the largest declines of housing wealth) during the Great Recession, coinci-
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dentally had higher concentration levels. If this is true, then it is not the concentration
but the demand shocks to specific areas that drive this relation. The second column adds
the CZs’ fixed effects and the absolute value of the coefficient becomes a little larger,
suggesting that the demand shock is actually more severe in less concentrated cells and
is not the driver of the result.
The third column deals with the concern that some industries, such as those producing
durable goods, were hit harder during the Great Recession, and these industries might
also have higher local concentration levels, on average. To test this alternative hypothe-
sis, column (3) adds the industry fixed effects to rule out any alternative stories related
to specific industry shocks. The estimates indeed become smaller in both Panels A and
B, indicating that some industries that have higher concentration levels experienced a
larger drop in employment; however, the coefficient of HHI is still significant.
The fourth column adds both the industry and CZs’ fixed effects, and the results
are close to those in column (3). The coefficient -0.141 in column (4) indicates that
when HHI increases from the 25th to the 75th percentile, employment falls by about
5.46% more. As a comparison, the difference between the 25th and 75th percentiles of
employment growth is 37.7%.
1.4.2 Alternative Hypothesis: The Labor Market Thickness
Next, I examine whether the impact of the local labor market concentration on employ-
ment growth rates can be explained by labor market thickness. The canonical argument,
as described by Moretti (2010), is that thick labor markets reduce the probability that
a worker remains unemployed following an idiosyncratic negative shock to her firm, so
the presence of a large number of other firms implies a lower probability of not finding
a new job. Meanwhile, thick labor markets also make it easy for firms to fill vacancies.
Since thick labor markets are usually associated with low HHI (see Table A.3 for the
relation between HHI and labor market thickness), the competing hypothesis is that it
is the thickness of the market rather than the concentration level that drives the results.
To test this hypothesis, I add two variables controlling for the local market thickness.
The first index is the total employment in each CZ by industry cell. The other is
the total number of establishments. Table 1.4 presents the estimates using the same
specifications as those in Table 1.3. All the estimates of the coefficient of HHI are
significantly negative, consistent with results in Table 1.3, which means it is not the
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Table 1.4: Control for Market Thickness.
Dependent variable: Employment change from 2006 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 -0.276*** -0.261*** -0.202*** -0.227***
(0.018) (0.019) (0.019) (0.019)
Log (total employment in 2005) -0.028*** -0.023*** -0.054*** -0.055***
(0.003) (0.003) (0.005) (0.005)
Log (the number of establishments in 2005) 0.016*** 0.020*** 0.046*** -0.003
(0.003) (0.003) (0.007) (0.008)
Observations 51,500 51,500 51,500 51,500
Adjusted 𝑅2 0.019 0.027 0.086 0.097
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This sample consists of about 51,500 observations. Each observation represents a commuting zone by
industry cell. The estimate in column (4) implies that going from the 25th to the 75th percentile of
HHI leads to a 8.78% (0.387*-0.227) higher decline. In comparison, the growth rate difference between
the 25th and the 75th percentiles is 37.7%. All standard errors are clustered at the commuting zone
level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
market thickness that drives the relation between HHI and employment growth rate we
observe.
When I control for both the log of the total employment and the number of establish-
ments, I implicitly control for the average firm size in each industry by CZ cell. Hence,
the results in Table 1.4 also help to tease out the possibility that large firms suffered
bigger employment losses during the Great Recession (shown in Figure A.5), and they
also occupy higher employment shares in highly concentrated cells, together resulting in
the larger employment declines. To address this concern further, Table A.5 controls for
the employment shares of different-sized groups (having 50-100, 100-250, or more than
250 workers) instead of controlling only for the average firm size. All of these results
show that the effect of HHI still stands out.
The (absolute value of) coefficients of HHI after controlling for the labor market
thickness become a little larger, especially in the last two columns, compared with
corresponding coefficients in Table 1.3. The correlation between HHI and these two
control variables are both negative, and the role of Log (total employment in 2005)
dominates, so there exists an upward bias in the corresponding coefficients in Table 1.3.
That is, the absolute values of coefficients in Table 1.3 are lower than the true value.33
33If the model controlling for market thickness is the true model, then the bias in Table 1.3 is
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Moreover, the coefficients of Log (total employment in 2005) are negative. Perhaps
an increase in total employment while holding HHI and the number of establishments
constant increases each establishment size (employment) proportionally, and the large
establishments have had a bigger drop in employment (shown in Figure A.5). The
coefficient of Log (the number of establishments in 2005) is positive in the first three
columns, while it becomes insignificant in column (4). The positive effect of Log (total
employment in 2005) is caused mainly by industries or CZs with more establishments
getting hit less hard.
1.4.3 Alternative Hypothesis: Firm Leverage
One explanation for the decline in employment during the Great Recession is that
financially constrained firms are more likely to reduce employment (Giroud and Mueller
2017). The literature provides two channels through which the labor market concen-
tration level affects corporate financing decisions. First, the firm’s leverage decision is
partly affected by the unemployment cost borne by workers (Agrawal and Matsa 2013).
Workers require a premium for a high distress risk, so firms choose leverage ratios to
mitigate the risk, and then reduce the compensation required by workers. In the highly
concentrated cells, firms with more bargaining power over workers can choose a relatively
high leverage level without paying a large amount of compensation.
The second channel shows that firms use financial leverage as a strategic tool to
strengthen their bargaining power and then capture a larger proportion of future cash
flow (Matsa 2010; Woods, Tan, and Faff 2019). Thus, in cells with lower concentration
levels, firms lacking bargaining power may resort to high leverage ratios, that is, lower
leverage ratios in highly concentrated cells. However, this channel usually applies in the
context of unionization.
If the first channel dominates – when we observe a positive correlation between labor
market concentration levels and firm leverage ratios – then having larger employment
declines in highly concentrated areas might be caused by having higher firm leverage
ratios on average, and then being hit harder during the Great Recession.
𝛽2∗𝐶𝑜𝑣(𝐻𝐻𝐼, 𝑙𝑜𝑔(𝑡𝑜𝑡𝑎𝑙 𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡))
𝑉 𝑎𝑟(𝐻𝐻𝐼) , where 𝛽2 represents the coefficient of Log (total employment in
2005) in Table 1.4, and 𝐶𝑜𝑣(𝐻𝐻𝐼, 𝑙𝑜𝑔(𝑡𝑜𝑡𝑎𝑙 𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡))𝑉 𝑎𝑟(𝐻𝐻𝐼) is the coefficient of regressing Log (total
employment in 2005) on HHI. The latter term is larger for Log (total employment in 2005) compared
with that of Log (total number of establishments), so the term Log (total employment in 2005) determines
the direction of bias.
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Table 1.5: The Alternative Hypothesis: Leverage ratios.
Dependent variable: employment change from 2006 to 2010
Control for weighted book leverage Control for weighted market leverage
(1) (2) (3) (4) (5) (6) (7) (8)
Herfindahl-Hirschman Index in 2005 -0.243*** -0.228*** -0.257*** -0.235*** -0.244*** -0.228*** -0.259*** -0.236***
(0.035) (0.036) (0.037) (0.039) (0.035) (0.036) (0.037) (0.039)
Weighted mean of the book leverage in 2005 0.050*** 0.054*** -0.032 -0.033*
(0.015) (0.015) (0.020) (0.020)
Weighted mean of the market leverage in 2005 0.033** 0.043*** -0.062*** -0.053***
(0.013) (0.013) (0.019) (0.019)
Log (total employment in 2005) -0.024*** -0.018*** -0.030*** -0.035*** -0.023*** -0.017*** -0.030*** -0.035***
(0.004) (0.005) (0.008) (0.009) (0.004) (0.005) (0.008) (0.009)
Log (the number of establishments in 2005) 0.015*** 0.017*** 0.025** 0.024* 0.015*** 0.016*** 0.024** 0.023*
(0.005) (0.005) (0.010) (0.012) (0.005) (0.005) (0.010) (0.012)
Observations 24,000 24,000 24,000 24,000 24,000 24,000 24,000 24,000
Adjusted 𝑅2 0.020 0.043 0.133 0.155 0.020 0.043 0.134 0.155
CZ FE NO YES NO YES NO YES NO YES
Industry FE NO NO YES YES NO NO YES YES
The first four columns add the book leverage ratio in each cell as the control variable, while the last
four columns control for the market leverage ratio. The book leverage is defined as the ratio of the
sum of debt in current liabilities (dlc) and long-term debt (dltt) to book value of assets (at), while the
market leverage is the ratio of debt in current liabilities (dlc) plus long-term debt (dltt) divided by
the market value of debt and equity (long-term debt (dltt) plus debt in current liability (dlc) plus the
market value of equity (prcc_f*csho)). I also use another definition of market leverage ratio as the
ratio of debt in current liabilities (dlc) plus long-term debt (dltt) to the total assets minus the book
value of equity plus the market value of equity. The results using this definition of market leverage
are very similar to those using the first one, so I do not report them. All standard errors are clustered
at the commuting zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
To test this alternative story, I employ Compustat to get the financial indices of
those publicly-listed big firms. Following Serfling (2016), I calculate book and market
leverages for each publicly-listed firm.34 Then, I merge this firm-level information to the
LBD data set using the Compustat–SSEL Bridge (CSB), and calculate the employment
weighted mean of leverage ratios in each CZ by industry cell. Because not all cells have
establishments belonging to public firms, we now have 24,000 CZ by industry cells in
total.
Table 1.5 presents the results after controlling for the average leverage ratio. Columns
(1) to (4) control for the weighted book leverage, while the last four columns add the
weighted market leverage as the new control variable. Since firms in different indus-
tries have substantially different leverage ratios, and shocks to industries are various,
34The book leverage is the book value of long-term debt (dltt) plus debt in current liabilities (dlc)
divided by book value of assets (at), and the market leverage is the book value of long-term debt (dltt)
plus debt in current liabilities (dlc) divided by market value of debt and equity (long-term debt (dltt)
plus debt in current liabilities (dlc) plus market value of equity (prcc f*csho)).
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controlling for the industry fixed effect is necessary to deal with this confounding issue.
Columns (3)-(4) and (7)-(8) show that after controlling for industry fixed effects or both
fixed effects, CZ by industry cells of higher weighted leverage ratios exhibit significantly
large declines in employment during the Great Recession. This is consistent with the
finding in Giroud and Mueller (2017), although their focus is not on the role of lever-
age ratios but on how firms with various leverage ratios respond differently to the local
demand shock during the Great Recession.
The coefficient of HHI is very robust and significantly negative no matter what fixed
effects are included and which leverage ratio is controlled for. These results help rule out
the alternative story, which means that the pattern between HHI and declines in em-
ployment are not driven by higher leverage ratios in highly concentrated areas. For the
debate over whether high HHI is related to high leverage ratios, the results in Table A.4
show the opposite direction, which supports the second channel mentioned above. Al-
though I cannot argue this is the causal effect of HHI on the firms’ leverage ratios, it
provides information about the relation between these two variables.
1.4.4 Addressing Concern about Prior Trends
One important concern about the results in Table 1.4 is that the economic fluctua-
tion might be larger in those highly concentrated areas: They grow faster during the
expansion period and decline more in the recession. Or, these highly concentrated cells
are just shrinking for some other reason.
To address this concern, Table 1.6 controls for the pre-trend: employment changes
from 2001 to 2005. Still, the concentration level in 2005 has a negative effect on the
employment growth rate from 2006 to 2010, although the magnitude becomes a little
smaller compared with that in Table 1.4. Moreover, cells that have higher employment
growth rates before the crisis tend to decline more during the Great Recession.
1.4.5 Moving across Industries
Even though employment declined more in highly concentrated areas, it does not
necessarily mean that more human capital became idle in these markets; people who
lost jobs in one industry may have switched to another industry. This section provides
indirect empirical evidence at the commuting zone level, showing that workers switching
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Table 1.6: Control for Pre-trend of Employment.
Dependent variable: employment change from 2006 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 -0.253*** -0.235*** -0.178*** -0.200***
(0.019) (0.019) (0.020) (0.020)
Employment change from 2002 to 2005 -0.071*** -0.074*** -0.089*** -0.085***
(0.010) (0.010) (0.010) (0.010)
Log (total employment in 2005) -0.029*** -0.023*** -0.052*** -0.053***
(0.002) (0.003) (0.005) (0.005)
Log (the number of establishments in 2005) 0.019*** 0.023*** 0.046*** 0.002
(0.003) (0.003) (0.006) (0.008)
Adjusted 𝑅2 0.022 0.031 0.091 0.101
Observations 51,500 51,500 51,500 51,500
CZ FE NO YES NO YES
IND FE NO NO YES YES
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at
the 10%, 5%, and 1% levels, respectively.
industries or CZs could not fully explain the larger declines, as well as direct evidence
exploring the effect of HHI on the change in non-employment.
First, I conduct analyses at the commuting zone level using the weighted HHI. I
generate an index aggregating the HHI in each CZ by industry cell to the CZ level
using the employment share of each cell as the weight (see section 1.3 for the details of
constructing this index). This measure represents the average concentration level that
a worker in a CZ is facing. If we think workers moving across industries is likely to
happen, then the change in total employment in a CZ should not be affected by this
weighted HHI because people losing jobs in a highly concentrated industry could switch
to another industry within the same CZ.
The first four columns of Table 1.7 present the results using this weighted HHI at the
CZ level. Columns (1)-(2) do not add any fixed effects, while columns (3)-(4) control
for state fixed effects. Columns (2) and (4) add the aggregate industry shock using
Bartik predicted employment growth rate (Bartik 1991). This index is defined as the
employment growth rate that would obtain in a CZ if employment in each local industry
grew at exactly the same rate as employment in that industry in the rest of the country,
similar to that used in Chodorow-Reich and Wieland (2016). The detailed formula for
this control variable is as follows: ∑𝐼𝑖=1 𝑠𝑐,𝑖𝑔−𝑎,𝑖, where 𝑠𝑐,𝑖 indexes the employment
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Table 1.7: The Effect of Pre-crisis HHI on Declines of Employment at the CZ
Level.
Dependent variable: Employment change from 2006 to 2010
Weighted HHI of each industry within a CZ HHI at the CZ level in 2005
(1) (2) (3) (4) (5) (6) (7) (8)
Weighted Herfindahl-Hirschman Index -0.217* -0.280** -0.232** -0.258***
(0.115) (0.118) (0.098) (0.098)
HHI at the CZ level in 2005 -0.567 -1.458** -0.787* -1.241***
(0.593) (0.613) (0.459) (0.460)
Log (employment in 2005) -0.062*** -0.031 -0.017 -0.015 -0.060*** -0.005 -0.009 0.007
(0.022) (0.023) (0.022) (0.021) (0.019) (0.018) (0.022) (0.021)
Log (the number of establishments in 2005) 0.046* 0.011 0.006 0.004 0.057*** -0.005 0.009 -0.009
(0.024) (0.023) (0.027) (0.025) (0.022) (0.020) (0.025) (0.024)
Bartik predicted employment growth rate 1.160*** 0.798*** 1.420*** 1.007***
(0.188) (0.193) (0.148) (0.162)
Observations 700 700 700 700 700 700 700 700
Adjusted 𝑅2 0.069 0.192 0.297 0.339 0.057 0.218 0.292 0.354
State FE NO NO YES YES NO NO YES YES
This sample has one observation for each commuting zone. Columns (1)-(4) use weighted HHI as the
main measure of concentration level. The weighted HHI is constructed by using the HHI of each CZ
by industry cell multiplied by the employment share of each industry in that CZ, and then summing
up to the CZ level. The coefficient in column (4) implies that the total employment in a CZ at the
75th percentile of HHI fell by 4.36 (−0.258 ∗ (0.277 − 0.108)) percentage points more than in a
CZ at the 25th percentile. In comparison, the difference between the 25th and 75th percentiles of
employment declines is −8.7%. Columns (5)-(8) employ the HHI at the CZ level, calculated using
the sum of the squares of each establishment’s employment share within a CZ. The coefficient in
column (8) implies that going from the 25th to the 75th percentile of CZ-level concentration leads
to an additional decline in employment of 1.37 (−1.241 ∗ (0.015 − 0.004)) percentage points. All
standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
share of the three-digit industry i in CZ c, and 𝑔−𝑐,𝑖 is the national growth rate of
industry i from 2006 to 2010 excluding CZ c. The weighted HHI has a significantly
negative impact on employment changes from 2006 to 2010 in all four columns, meaning
that CZs with high weighted HHI have experienced larger declines in employment. The
coefficient in column (4) implies that total employment in a CZ at the 75th percentile
of HHI fell by 4.36 (−0.258 ∗ (0.277 − 0.108)) percentage points more than in a CZ at
the 25th percentile. In comparison, the difference between 25th and 75th percentiles of
employment declines is −8.7%.
Columns (5)-(8) add an HHI index using the employment share within a CZ instead
of at the CZ by industry level.35 Here, it considers all industries within a CZ as a
local market, assuming workers can change industries. The results still show that highly
concentrated CZs experienced a larger decline in employment even controlling for the
35The formula for this index is as follows: 𝐻𝐻𝐼2𝑐 = ∑
𝑛
𝑗=1 𝑠2𝑗,𝑐, where 𝑠𝑗,𝑐 represents the employ-
ment share of firm j in CZ c.
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Bartik predicted employment growth rate. The coefficient in column (8) implies that
going from the 25th to the 75th percentile of CZ level concentration level leads to an
additional decline in employment of 1.37 (−1.241 ∗ (0.015 − 0.004)) percentage points.
These two sets of results together provide indirect evidence that workers moving across
industries could not totally explain the effects of HHI on the employment growth rate.
One implied assumption of the above analyses is that laid-off workers did not move
across CZs. This assumption is supported by Foote, Grosz, and Stevens (2019) and
Saks and Wozniak (2011), who find that during recessions, out-migration plays a less
important role in the local labor market adjustment than in a non-recessionary period
because of fewer opportunities.
Second, I directly investigate the effect of pre-crisis concentration on the changes of
total non-employment (unemployment plus the number of people who are out of the
labor market) in each industry by CZ cell. This analysis addresses the concern about
moving across industries and also deals with the potential movement across CZs. I
collect information about non-employment from the three-year American Community
Survey (ACS) in 2007 and 2010 and match it to the concentration levels in each CZ by
industry cell from the County Business Pattern (CBP). If unemployed people are able
to switch to another industry easily, we should not observe any impact of HHI on the
changes in non-employment.
Table 1.8 presents the results.36 The four specifications are the same as before. The
results show a strong and robust positive effect of HHI on the change in the non-
employment figure; the number of non-employed people increased more in highly concen-
trated cells during the Great Recession. This accords with the results of larger declines
in employment in these cells. Combining these results on the changes in non-employment
with those on employment shows that people who lost their jobs remained unemployed
or dropped out of the labor force, consistent with the finding by Yagan (2017) that
exposure to a higher local shock during the Great Recession led people to be less likely
to be employed in 2015.
36The number of observations in this table is smaller than those tables using LBD dataset, because I
drop the CZ by industry cells that have less than 30 interviewees. Dropping cells with a small number
of interviewees makes the count of the total number of non-employment more precise due to its small
proportion in the whole population.
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Table 1.8: The Effect of Pre-crisis HHI on Changes of Non-Employment.
Dependent variable: Changes of the non-employment (i.e., unemployment + out of labor force)
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 0.386*** 0.416*** 0.186*** 0.264***
(0.028) (0.027) (0.028) (0.029)
Log (total employment in 2005) -0.049*** -0.100*** -0.046*** -0.076***
(0.003) (0.005) (0.005) (0.006)
Log (the number of establishments in 2005) 0.036*** 0.037*** 0.048*** 0.014***
(0.002) (0.001) (0.006) (0.005)
Observations 28,311 28,311 28,311 28,311
Adjusted 𝑅2 0.034 0.066 0.214 0.232
CZ FE NO YES NO YES
Industry FE NO NO YES YES
The sample is at the CZ by industry level. The dependent variable is equal to: 2*(the number of
non-employment in 2010 − the number of non-employment in 2007)/(the number of non-employment
in 2010 + the number of non-employment in 2007). Non-employment information is drawn from the
three-year ACS in year 2007 (covering 2005-2007) and 2010 (covering 2008-2010). Each year consists
of 3% of the total population. I drop the CZ by industry cells if the number of interviewees in
2007 is below 30 because the information about non-employment might be imprecise if the number of
interviewees is too small. The concentration level comes from the CBP data set. I follow Autor, Dorn,
and Hanson (2013) to impute the missing values in employment. All standard errors are clustered
at the commuting zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
1.5 The Impact of HHI on the Changes in Wage
Levels and Output
The previous section focused on the changes of employment; however, the model also
predicts a similar effect of HHI on changes of wage levels and total output. This section
provides evidence on these two important aspects.
1.5.1 Effects on the Changes in Wage Level
I first look at the effect on the changes in wage level. I measure the average wage per
employee as the ratio of total annual payroll to the total number of employees in each CZ
by industry cell, then compute the changes using 2∗(𝑤𝑎𝑔𝑒2010 −𝑤𝑎𝑔𝑒2006)/(𝑤𝑎𝑔𝑒2010 +
𝑤𝑎𝑔𝑒2006). The specifications are analogous to those in Table 1.4, controlling for the
labor market thickness.
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Table 1.9: The Effects of Pre-crisis Concentration Levels on the Changes in Wage
Levels.
Dependent variable: Wage-level changes from 2006 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 -0.045*** -0.033*** -0.044*** -0.040***
(0.011) (0.011) (0.011) (0.012)
Log (total employment in 2005) 0.009*** 0.013*** 0.012*** 0.013***
(0.001) (0.002) (0.003) (0.003)
Log (the number of establishments in 2005) -0.014*** -0.010*** -0.024*** -0.012***
(0.002) (0.002) (0.004) (0.005)
Adjusted 𝑅2 0.001 0.010 0.015 0.021
Observations 49,500 49,500 49,500 49,500
CZ FE NO YES NO YES
Industry FE NO NO YES YES
One observation in this table represents a Community Zone by industry cell. Wage is calculated by
using total payroll divided by the total employment. All standard errors are clustered at the commuting
zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
Table 1.9 presents the result. The coefficients of HHI are all significantly negative; the
average wage level dropped more in highly concentrated areas during the Great Reces-
sion, consistent with the model’s prediction. The magnitude implied by the coefficients
also suggests an important role of HHI: moving from the 25th to the 75th percentile
of HHI level implies a 1.55% larger drop in wage level; in comparison, the difference
between the 25th and the 75th percentile of wage growth rate is -20.9%.
Moreover, the coefficients of the variable log (total employment in 2005) are all sig-
nificantly positive. Why is that? From the literature, we know that workers receive
higher wages in larger firms (Brown and Medoff 1989), and a recent paper by Grigsby,
Hurst, and Yildirmaz (2019) shows that workers in larger firms have a higher frequency
of nominal wage upward adjustment using administrative payroll data from the largest
U.S. payroll processing company. One possible explanation for the positive effect of
total employment is that an increase in total employment while holding HHI and the
number of establishments constant is likely to increase all firms’ sizes proportionally,
subsequently leading to more large firms. Since large firms more frequently increase the
wage base (Grigsby, Hurst, and Yildirmaz 2019), a local market with more large firms
will have a larger increase in wage level. Similarly, an increase of the total number of
establishments holding the total employment constant results in more small firms, which
leads to slower wage growth.
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1.5.2 The Effects on the Changes in Output
Another important outcome of a negative shock is the change in total output. Accord-
ing to the analytical solution from the model, we have: 𝑔𝑌 ≃ 𝐺2 ⋅𝑠(𝜈−1)−𝐺2 ⋅𝑠2 (𝜈−1)
2
2 −
𝐺2 ⋅ 𝑠(1 − 𝑠) (𝜈−1)
2
2 𝐻𝐻𝐼 , where 𝐺2 =
(1−𝛼)(1+𝜖)
1−𝛼+𝜖 . To test this prediction, I employ the
information about firms’ sales from the CMF data. Since the CMF is conducted once
every five years during years ending in 2 and 7, I change the horizon in the main tables
to the growth rate of the output from 2007 to 2012 to accommodate this difference. For
the output indices, I use two measures: total value of shipments and total value added. I
aggregate these two measures from the establishment level to the CZ by industry (CMF
only includes manufacturing industries) level, and then compute the change rates from
2007 to 2012 following the same formula as in Equation 1.12. Table 1.10 presents the
results. For each measure of output, I use the four specifications as in Table 1.4. All
the coefficients of HHI are significantly negative, showing that the total output declined
more in highly concentrated areas.
Furthermore, all the coefficients in this table are larger than those in the main table
using the change in employment as the dependent variable. This result is consistent with
the prediction of the model, as 𝐺2 ⋅ 𝑠(1 − 𝑠) (𝜈−1)
2
2 > 𝐺 ⋅ 𝑠(1 − 𝑠)
(𝜈−1)2
2 in the analytical
solution. The reason is that the declines in output come from two sources: the drops
in productivity and induced decreases in employment, as the aggregate output function
in Equation 1.2 shows. Combining these two effects leads to a larger change in output
facing a negative shock.37
37Based on Equation 1.2, 𝑌𝑇 = ( ∑ 𝑧1/(1−𝛼)𝑖 )
1−𝛼
⋅ 𝐿𝛼𝑇 ⇒ 𝐿𝑛(𝑌𝑇 ) = (1 − 𝛼)𝐿𝑛[∑ 𝑧1/(1−𝛼)𝑖 ] +
𝛼𝐿𝑛(𝐿𝑇 )= (1−𝛼)(1+𝜖)1−𝛼+𝜖 𝐿𝑛[∑ 𝑧
1/(1−𝛼)
𝑖 ] + 𝛼𝐻, while 𝐿𝑛(𝐿𝑇 ) = (1−𝛼)1−𝛼+𝜖 𝐿𝑛[∑ 𝑧
1/(1−𝛼)
𝑖 ] + 𝐻. Hence,
productivity shock has a larger effect on output than that on employment.
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Table 1.10: The Effects of Pre-crisis Concentration Levels on the Changes in Out-
put.
Dependent variable: Change in total value of shipments
from 2007 to 2012
Change in total value added
from 2007 to 2012
(1) (2) (3) (4) (5) (6) (7) (8)
Herfindahl-Hirschman Index in 2006 -0.364*** -0.349*** -0.271*** -0.241*** -0.711** -0.578** -0.607* -0.352**
(0.058) (0.062) (0.058) (0.063) (0.318) (0.247) (0.326) (0.163)
Log (employment in 2006) 0.045*** 0.045*** 0.004 -0.003 -0.008 -0.015 -0.069 -0.108
(0.009) (0.010) (0.012) (0.013) (0.039) (0.054) (0.051) (0.089)
Log (the number of establishments in 2006) -0.050*** -0.036** 0.005 0.012 -0.039* -0.006 0.045 0.161
(0.012) (0.015) (0.015) (0.025) (0.022) (0.030) (0.035) (0.154)
Observation 7,300 7,300 7,300 7,300 7,300 7,300 7,300 7,300
Adjusted 𝑅2 0.019 0.037 0.111 0.127 0.002 0.063 0.003 0.066
CZ FE NO YES NO YES NO YES NO YES
IND FE NO NO YES YES NO NO YES YES
This table uses CMF data set. It only includes manufacturing industries (NAICS codes: 31-33). All
standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
1.6 Heterogeneous Effects across Sectors
In Section II.B, my model predicts that when the labor supply elasticity is lower, the
impact of concentration levels (HHI) on employment changes should be smaller, while
the effect on changes of wage level should be larger. To empirically test this prediction, I
calculate the transition rate from the years 2003 to 2010 (CPS industry code was changed
in 2003) for each three-digit NAICS code using the Current Population Survey (CPS).
Specifically, I compare the industry each interviewee is in to the industry that the same
person is in after 12 months, and assign a value of “1” if the (three-digit NAICS) industry
is different. I aggregate this variable to the industry level calculating the transition rate
for each month and industry. After that, I compute the “transition ratio” using the mean
value of transition rate from 2003 to 2010, and categorize industries whose transition
rates are below the 25th and above the 75th percentiles as sectors with low and high
labor supply elasticity, respectively. For those industries with low (high) transition rates,
workers are likely to have more industry-specific human capital, and more (less) likely
to stay in the same sector even when wages go down.
Table 1.11 presents the results for these two sectors. Panel A examines the effect of
concentration on employment changes. Columns (1)-(4) focusing on the low-elasticity
sector and columns (5)-(8) focus on the high-elasticity sector. All specifications are
similar to those used in the main table and control for the market thickness. The
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Table 1.11: Heterogeneity across Sectors with Low vs. High Labor Supply Elas-
ticity.
Panel A: Dependent variable – employment change from 2006 to 2010
Sector with low labor supply elasticity Sector with high labor supply elasticity
(1) (2) (3) (4) (5) (6) (7) (8)
Herfindahl-Hirschman Index in 2005 -0.292*** -0.269*** -0.166*** -0.162*** -0.315*** -0.336*** -0.277*** -0.315***
(0.036) (0.036) (0.039) (0.038) (0.045) (0.048) (0.046) (0.048)
Adjusted 𝑅2 0.014 0.031 0.082 0.105 0.018 0.024 0.057 0.067
Observations 14,000 14,000 14,000 14,000 10,500 10,500 10,500 10,500
Panel B: Dependent variable – wage change from 2006 to 2010
Herfindahl-Hirschman Index in 2005 -0.072*** -0.056*** -0.059*** -0.062*** -0.008 -0.004 -0.003 0.002
(0.018) (0.018) (0.020) (0.020) (0.027) (0.029) (0.028) (0.029)
Control for market thickness YES YES YES YES YES YES YES YES
Adjusted 𝑅2 0.014 0.031 0.082 0.105 0.018 0.024 0.057 0.067
Observations 13,500 13,500 13,500 13,500 9,500 9,500 9,500 9,500
CZ FE NO YES NO YES NO YES NO YES
Industry FE NO NO YES YES NO NO YES YES
Using the Current Population Survey (CPS) from 2003 to 2010 (CPS industry code was changed in
2003), I categorize industries into sectors with low and high labor supply elasticity, respectively. All
standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
absolute value of the coefficient of HHI in the high-elasticity sector is about one-half of
that in the other sector using the tightest specification. The results on wage changes
presented in Panel B differ substantially. The effect of firm concentrations on wage
changes is significantly different from 0 in the sector with low labor supply elasticity,
while it is almost 0 in the other sector.
These two sets of results are consistent with the prediction of my model discussed
in Section II.B. When the labor supply elasticity is low (i.e., low transition rate), most
workers are likely to stay rather than move to a different industry when large firms are
hit by adverse shocks. A large number of displaced workers will push down the wage
level and, hence, allow other nearby firms to absorb more displaced workers. Thus, wage
declines more, while employment drops less, in sectors with low supply elasticity.
1.7 Effects of HHI during the Recovery
The main focus of this chapter is on the employment decline during the Great Reces-
sion; the model, however, also sheds light on the recovery period. Although employment
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marched back to the pre-crisis level in 2014, the recovery from the Great Recession has
been slow and uneven. Table 1.2 shows that the 25th and 75th percentiles of employ-
ment growth rate across CZ by industry cells from 2010 to 2014 are −10.9% and 14.8%,
respectively.
Table 1.12: The Effect of Concentration Level during the Recovery.
Panel A: Dependent variable – employment change from 2011 to 2014
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2010 -0.137*** -0.150*** -0.117*** -0.142***
(0.017) (0.017) (0.018) (0.018)
Log (total employment in 2010) -0.005** -0.004* -0.025*** -0.023***
(0.002) (0.003) (0.004) (0.005)
Log (the number of establishments in 2010) 0.007** 0.003 0.033*** 0.006
(0.003) (0.003) (0.006) (0.007)
Employment change from 2006 to 2010 -0.087*** -0.091*** -0.095*** -0.095***
(0.007) (0.007) (0.007) (0.008)
Adjusted 𝑅2 0.022 0.029 0.038 0.046
Observations 51,500 51,500 51,500 51,500
Panel B: Dependent variable – wage change from 2011 to 2014
Herfindahl-Hirschman Index in 2010 -0.032*** -0.031*** -0.038*** -0.042***
(0.009) (0.010) (0.010) (0.010)
Log (total employment in 2010) -0.004*** -0.002 0.003 0.004
(0.001) (0.001) (0.002) (0.003)
Log (the number of establishments in 2010) -0.001 -0.000 -0.012*** -0.011***
(0.002) (0.002) (0.003) (0.004)
Wage change from 2006 to 2010 -0.102*** -0.105*** -0.101*** -0.104***
(0.008) (0.008) (0.008) (0.008)
Adjusted 𝑅2 0.013 0.018 0.026 0.032
Observations 49,500 49,500 49,500 49,500
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This sample in Panel A consists of about 51,500 observations. Each observation represents a com-
muting zone by industry cell. Because of missing wage levels, we have about 49,500 cells in Panel B.
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at
the 10%, 5%, and 1% levels, respectively.
Part of the recovery process involves a positive firm-idiosyncratic shock (𝜇 > 1).
Section II.C shows that the analytical relation: 𝑔𝑒𝑚𝑝 ≃ 𝑇 ⋅ 𝑠(𝜈 − 1) − 𝑇 ⋅ 𝑠2 (𝜈−1)
2
2 − 𝑇 ⋅
𝑠(1 − 𝑠) (𝜈−1)22 𝐻𝐻𝐼 still holds, as long as 0 ≤ |𝜈 − 1| ≤ 1, where 𝜈 = 𝜇1/(1−𝛼), and 𝜇
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represents the productivity shock.38 Thus, the model predicts the same effect of HHI
during the recovery as during the Great Recession. When large firms are hit by positive
shocks and need to hire more workers, they cannot add that many workers because it
would push the wage level to a very high level, so, on average, highly concentrated areas
will have a slower recovery pace.
To test this hypothesis, I use the HHI in 2010 as the measure for the initial concentra-
tion level, and calculate the employment/wage growth rate from the years 2011 to 2014.
Table 1.12 presents the results. Columns (1)-(4) represent four different specifications
analogous to those in Table 1.4. I also added the employment/wage change from 2006
to 2010 to control for pre-trends in all specifications. Panel A uses the employment
change from 2011 to 2014 as the dependent variable. The coefficients of HHI are all
significantly negative, consistent with the prediction of the model. The magnitude is
also substantial. Take the coefficient in the most restrictive specification as an example:
If the HHI moves from the 25th to the 75th percentile, the recovery pace will be 5.58%
lower (-0.142*(0.451-0.058)), while the difference between the 25th and 75th percentiles
of employment growth rate is 25.7%. Panel B shows the same pattern for the wage
change: Wages recover more slowly in highly concentrated cells. All these results are
consist with the predictions of my model.
1.8 Conclusion
This chapter documents an important new fact that total employment declined more
in highly concentrated local labor markets during the Great Recession. By building a
model with heterogeneous firms that are subject to stochastic firm shocks, I provide an
explanation for this pattern. In highly concentrated areas, when relatively large firms
are hit by idiosyncratic shocks, the total employment declines disproportionately more
than in less concentrated markets. The reason is that relatively small firms are unable
to absorb many displaced workers, driven by decreasing returns to scale and an upward-
sloping labor supply curve. Because of the disproportionately large drop in employment
in this scenario, on average, employment declines more in highly concentrated areas,
even though the shock is symmetric.
The analytical solution shows the negative relation between the initial HHI and the
employment growth rate after the shock, and also how this relation is affected by param-
38When |𝜈 − 1| ≥ 1, the second order Taylor expansion might not be a good approximation, and the
analytical relation might not hold.
40
eters, such as labor supply elasticity, the probability of the stochastic shock occurring,
and the magnitude of the shock. Moreover, the simulation result based on the model
setting is close to the analytical relation that uses an approximation, and shows that
HHI is a nearly sufficient statistic to describe the size distribution—that is, we only need
to know HHI from the size distribution to predict the employment growth rate after the
shock under the model setting.
Empirically, I show that the correlation between pre-crisis concentration and employ-
ment decline is economically and statistically significant. An industry-CZ labor market
in the 75th percentile of HHI has a 5.46% larger decline in employment, relative to
a labor market in the 25th percentile of HHI during the Great Recession. I address
important concerns that highly concentrated areas might be different from other areas
in other aspects, and the pattern we observe might be caused by other reasons rather
than concentration level. Although I could not rule out this possibility, I address spe-
cific hypotheses. Through adding industry, CZ, or both fixed effects, I show that this
pattern is not driven by hardest hit industries/CZs having high concentration levels by
coincidence. I also show that the pattern is not driven by highly concentrated markets
having a smaller market size, higher firm leverage ratios, more large firms, or higher
volatility.
I provide evidence suggesting that the decline in employment represents a waste of
human capital, as displaced workers were not able to find new jobs in different markets.
In addition, the empirical results show that wages and output declined more in highly
concentrated industry-CZ cells during the Great Recession. However, in sectors with
low labor supply elasticity, employment dropped less, while wage levels declined more,
compared to sectors with high elasticity. These empirical findings are consistent with my
model’s predictions. Interestingly, the empirical and analytical results also show that
highly concentrated markets recovered more slowly after the Great Recession. When
large firms were hit by the positive shocks and needed to hire more workers, they could
not add many due to decreasing returns to scale and an upward-sloping supply curve,
so, on average, highly concentrated areas had a slower pace of recovery.
The results of this chapter provide insights for local governments to build healthy and
resilient ecosystems to weather future negative shocks. Going back to the example of
Janesville, can we do better next time in dealing with negative shocks in similar areas?
Within any industry of an area, when most jobs are concentrated in one or a few firms,
workers in that industry are likely to suffer more when facing an idiosyncratic shock.
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Since diversification of firms within the same industry is important for building a healthy
and resilient economy, local government should take this into consideration when giving
tax incentives to attract more firms. Moreover, if a recession were to happen, federal
and local governments can predict which groups of people and which areas will suffer
more based on this chapter’s findings, then conduct policies to bail out people who need
the help most.
On the firms’ side, because they are less incentivized to take the characteristics of local
labor markets into consideration when choosing which plants to shut down or conduct
mass layoffs at, they usually do not internalize the relatively high cost borne by workers
living in highly concentrated places, potentially leading to a socially non-optimal choice.
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Chapter II
Social Insurance and Entrepreneurship:
The Effect of Unemployment Benefits on
New-Business Formation
2.1 Introduction
Startups play a crucial role in fostering competition, pushing innovation, and generat-
ing job creation (Schumpeter 1939; Audretsch, Keilbach, and Lehmann 2006). Indeed,
an abundance of new firms is critical for a healthy labor market because of the span-
of-control problem (Beaudry, Green, and Sand 2018). And, even though most new
businesses exit in their first ten years, young businesses account for 70 percent of gross
job creation (Decker et al. 2014).
While entrepreneurship has been studied broadly, few studies have examined startup
businesses founded by unemployed workers. During the years 2009–2011, the unem-
ployment rate was as high as 9–10%, and the human capital of such a large group of
people is idle during recessions. Many of the unemployed spend a long time searching
for new jobs, but the effectiveness of job searching is limited by the rationing of jobs
during recessions (Toohey 2014). While losing a job is a challenge and a harsh reality
for most people, it can also provide new opportunities. A recent paper by Hacamo
and Kleiner (2016) finds that individuals displaced by corporate bankruptcy are more
likely to engage in self-employment. The effects of social insurance on the propensity of
unemployed individuals to form new businesses, however, remains under-explored.
This chapter studies how the Unemployment Insurance (UI) system affects an un-
employed person’s decision to build a business, with a primary focus on the impact of
the generosity of unemployment benefits. I employ the product of the maximum weekly
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benefit and the maximum duration as a measure of the generosity of each state’s UI,
following Hsu, Matsa, and Melzer (2018), and exploit the variation in the generosity of
benefits across states and over time. To filter out the effect of other policies, macroe-
conomic shocks, or shocks to some specific states, I utilize unemployed people who are
ineligible for the UI benefits as the control group, because the changes of the UI benefit
generosity should not affect these people’ decision of starting a firm. The key identifying
assumption is that absent the changes of benefit generosity, people who are eligible and
ineligible for the UI benefits would have had similar pattern in entrepreneurial activity.
The empirical results show that higher UI benefits discourage unemployed people from
starting a firm—a one-standard-deviation increase in state maximum UI benefits (about
$2, 385 or 32% of the mean level) reduces the likelihood of starting a business among the
unemployed by 0.28 percentage points—that is, 11.00% of the average switching rate.
All of the estimates control for individual demographics, household-level income, and
state economic conditions to ensure that the results are not driven by the differences of
individuals, households, or economic situations.
I surveyed states to understand how starting a new business would affect UI eligibility.
Among those who responded to the questionnaire, 88 percent allow unemployed people
to start a business while receiving UI benefits, but any profit (gross earning in some
states) from business is deducted from their unemployment benefits. All of the states
require people to satisfy the job search requirements and be available to accept a full-
time job to keep receiving benefits. These deductions, search requirements and being
available for a new job might discourage an unemployed person from starting a business.
Being aware of this disincentive effect and trying to boost entrepreneurship, eight
states have adopted the Self-Employment Assistance (SEA) program. This program
allows the unemployed who are involved in starting new businesses to receive the same
amount of benefits as any unemployed person, and it waives the job search requirements
to allow them to focus on their businesses (see Kugler 2015 and Messenger, Peterson-
Vaccaro, and Vroman 2002). The federal Middle Class Tax Relief and Job Creation Act
of 2012 provides grants to each state to encourage them to adopt the SEA program (SEC.
2182 and 2183). Ideally, introducing this program should stimulate the entrepreneurship
among the unemployed, and high benefits in states having the SEA program should
have a smaller negative impact on entrepreneurship among the unemployed, because
it mitigates the financial constraints on them, which have been shown to inhibit the
creation of new firms (Evans and Jovanovic 1989; Kerr and Nanda 2009; Adelino, Schoar,
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and Severino 2015; Schmalz, Sraer, and Thesmar 2017). Focusing on states that offer
the SEA program, I find the negative effect of high unemployment benefits on starting
a firm is indeed much smaller, compared to states that do not have this SEA program.
To fully understand the effect of the deduction of business income from unemploy-
ment benefits, I distinguish two types of business, unincorporated and incorporated, and
explore the heterogeneity of these two types. A major difference between these two is
that an incorporated business has a legal identity separate from the owners and provides
limited liability, while an unincorporated business does not have a separate legal iden-
tity. According to a study by Levine and Rubinstein (2017), median hourly earnings in
incorporated businesses are about 80% greater than those of unincorporated businesses
using the March Annual Supplement of Current Population Survey data. Theoretically,
if a business is expected to make a profit far beyond the total UI benefits, the deduc-
tion should not matter much, while for some small businesses, the deduction causes the
margin income of starting a business to be 0, and thus prevents/delays the creation of
a firm by the unemployed. Indeed, I find that switching to an unincorporated business
is more sensitive to changes in UI benefits, while starting an incorporated business is
not significantly affected by variation in UI benefits. In addition, higher benefits make
the unemployed wait longer if they do start an unincorporated business, while having
no effect on the waiting period before creating an incorporated business. In this sense,
the deduction might mainly deter businesses that are not that profitable.
Several papers have studied the relation between UI systems and self-employment.
Hombert et al. (2014) study a large-scale French reform that provided generous downside
insurance for unemployed individuals who start a business. Their finding shows that
monthly firm creation increased by 25% after the risk of losing UI benefits are reduced
due to the reform. This result is consistent with the finding of this chapter, while the
angle is different: this chapter exploits variation in the generosity of UI benefits across
states and years rather than the eligibility to receive benefits in the context of U.S.,
where the risk of losing UI benefits once starting a firm is high in most states. This
chapter also explores the interaction of UI benefits and other important factors, such
as the SEA program and job search requirements. The SEA program plays a similar
role as the French reform studied by Hombert et al. (2014) in the sense that both of
them allow unemployed people to receive UI benefits, but the amount of UI benefits
will not be affected by the business income for participants in the SEA program, while
unemployment benefits in France is computed to complement the business income up
to 70% of the pre-unemployment income level after the reform. Moreover, the SEA
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program is still a small-scale program adopted in a few states, while the French reform
is a nationwide policy. Another key difference is that the duration of receiving UI benefits
is mostly up to 26 weeks in the US, but up to three years after the French reform. These
policy differences could explain why this chapter does not find a significantly positive
effect of SEA as the finding of Hombert et al. (2014).
Using data from OECD countries, Koellinger and Minniti (2009) find that higher
unemployment benefits crowd out nascent entrepreneurial activity, but this finding is
for the general population rather than the unemployed, so the mechanism causing the
phenomenon is uncertain. Røed and Skogstrøm (2014) find that the transition from
unemployment to entrepreneurship is more sensitive to UI incentives than the transition
from unemployment to regular employment.
There are many papers studying the effect of the UI system with a primary focus on
finding a new job instead of on becoming an entrepreneur. As Feldstein (2005) points
out, social insurance programs generally involve a trade-off of protection and distortion,
and indeed, many previous papers find a spike in the exit rate from unemployment
around the expiration of jobless benefits (see e.g., Moffitt 1985; Katz and Meyer 1990).
This sharp rise is widely interpreted as an example of the distortionary effects of UI.
Recent studies also find the positive effects of UI extension on unemployment exits,
duration, and the overall unemployment rate, although the evidence is mixed regarding
the magnitude of effects. Rothstein (2011), Farber and Valletta (2015), and Farber,
Rothstein, and Valletta (2015) find limited effects of UI extensions on job finding due to
the tight labor market, while Johnston and Mas (2018) provide evidence of very large
effects of UI duration cuts on compensated UI and unemployment spells, and Hagedorn,
Manovskii, and Mitman (2015) also find a substantial effect of UI cuts on employment.
This chapter is also in line with a growing literature that studies the policy determi-
nants of entrepreneurial outcomes. For example, Autor, Kerr, and Kugler (2007) find
that wrongful discharge protections reduce entry of new establishments. Curtis and
Decker (2016) study the effects of three state-level policies: corporate income taxes,
minimum wages, and personal income taxes. They find significant negative effects of
corporate tax increases, moderate effects of minimum wages, and no statistically signif-
icant impacts of personal tax rates. This chapter focuses on the UI system and employs
plausibly exogenous benefit changes to study entrepreneurial activities.
The rest of this chapter proceeds as follows. Section 2.2 introduces the Unemploy-
ment Insurance system in the United States, while Section 2.3 proposes the economic
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framework in which to study the effects of UI benefits. Section 2.4 describes the data
and empirical strategy. Section 2.5 discusses the main results. Section 2.6 concludes
with a discussion of the main results.
2.2 Unemployment Insurance System
The current UI system in the United States is designed to provide income to unem-
ployed workers for a limited period, given they satisfy certain requirements. Basically,
there are four requirements. First, claimants must have had sufficiently long working
history and earned a sufficient amount of money in the previous year or five quarters.
Second, claimants must have lost their job through no fault of their own. A person who
quits is typically not eligible for UI benefits, although some states have exceptions—for
example, if the departure is caused by sexual assault, domestic violence, or a spouse’s
job relocation, he or she may qualify for partial or full unemployment benefits. However,
a worker who becomes unemployed after closing his or her own business is not eligible
for UI benefits. The third requirement relates to job search effort. Unemployed people
are required to make contacts with employers, keeping a record of these contacts for
each week. The final requirement is that claimants must be available for full-time work.
While the requirements for UI eligibility are clear, it is unclear how starting a busi-
ness while collecting UI benefits is treated in this system: is this behavior treated as
finding a new job, a part-time job, a side business, or a separate category? How does
the decision to start a new firm jeopardize a person’s eligibility for and the amount of
UI benefits? I searched states’ labor department websites and UI claimant handbooks,
but unfortunately, the answers to these questions are not clear in most states.39 To
understand these policy details in practice, I made a simple questionnaire with six ques-
tions and sent it to the labor department of each state through email or online form
(see Table B.3 for the questionnaire). Out of 17 states that replied, all but 2 indicated
that they allow unemployed people to start a business while receiving benefits. All 17
states, however, require people to satisfy the job search requirements and be available to
accept a full-time job in order to keep receiving benefits, and any profit (gross earnings
in some states) from business is deducted from their UI benefits using different rules.
For example, South Dakota requires that “seventy-five percent of [a person’s] earnings
over $25 will be deducted from their weekly benefit amount”; while in West Virginia,
39I found relevant information in the labor department websites of five states (Maryland, Minnesota,
Nevada, Ohio, Virginia).
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“a person would have to report his or her gross earnings minus any expenses for the
business. A person can earn up to $60 per week without any deducting earnings from
his or her weekly benefit amount. After that, we would deduct dollar for dollar from
the weekly benefit amount.” If earnings are above some threshold, then the unemployed
person cannot receive any benefits.
In the process of contacting each state’s labor department, I learned about the Self-
Employment Assistance (SEA) program, which aims to remove barriers for the unem-
ployed who plan to start a firm. This program targets unemployed people who wish
to start their own business by allowing them to receive UI benefits and waiving their
job search requirements. As of 2016, eight states had this program in 2016 (based
on information in Kugler 2015 and Messenger, Peterson-Vaccaro, and Vroman 2002).
Two states (Pennsylvania and Maryland) that had this program discontinued it in 2009
(they conducted this program in 1997 and 2000, respectively) due to a lack of fund-
ing. Maine, New York, and Rhode Island have had this program since 1995; Delaware
and Oregon have had it since 1996; and New Jersey has had this program since 1998.
Mississippi and New Hampshire recently launched this program (in 2012 and 2013, re-
spectively) after former President Barack Obama signed the Middle Class Tax Relief and
Job Creation Act of 2012, which provides grants to each state to promote implementing
Self-Employment Assistance (SEA). This program, however, is so far a small one due to
participation restrictions, with only about 2,000 participants each year (see the Green
Book 2016 published by the Congressional Research Service).
To understand the potential effect of the UI system on entrepreneurship among the
unemployed, we need to know how large the benefits would usually be. The total amount
of benefits depends on both the number of weeks that a claimant could collect benefits
and the weekly amount. To determine the weekly amount, the unemployment agency
in each state applies a benefit schedule that is increasing in the individual’s prior wage,
but is capped at the state’s maximum weekly benefit (the replacement rate did not vary
much below the earning cap). State benefit caps bind for about half of UI recipients
(Hsu, Matsa, and Melzer 2018). The duration of receiving benefits is also capped by the
maximum duration. I use the product of the maximum weekly benefit and the maximum
duration to measure the generosity of each state’s UI benefits annually between 1995
and 2016, following Agrawal and Matsa (2013) and Hsu, Matsa, and Melzer (2018).
Many factors lead to variations in UI benefits across states and over time periods.
First, economic conditions, like local unemployment rates and average wage levels, usu-
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ally relate to changes in benefits. There are, however, noneconomic reasons that also
influence the changes of UI benefits: governors may increase UI benefits to win reelec-
tion, and political parties may have different preferences for the UI system. For example,
in California, the UI maximum benefit was kept at $230 for more than a decade, until it
increased to $330 in 2002, allegedly to bolster political support for the governor’s reelec-
tion (Kiplinger Washington Editors 2001; Agrawal and Matsa 2013). As Hsu, Matsa,
and Melzer (2018) show that the changes in the benefit generosity appear to be uncor-
related with state macroeconomic variable, changes in other government benefits, etc.,
conditional on state and year fixed effects, the variation in benefit generosity could be
considered as plausibly exogenous.
Moreover, according to my questionnaire results (question 4), once a claimant starts to
receive benefits, the amount will not change even after he or she receives the maximum
benefits, and there is an increase in the maximum benefit during the periods that he
or she is receiving it. This policy means there is no variation in UI benefits for each
unemployment episode of an unemployed person. In the empirical section, I use the
maximum benefits in the month that people lost their job to measure the generosity of
benefits and fixed the amount over that unemployment period.
2.3 Economic Framework
After understanding the policy details, how should UI benefits affect an unemployed
person’s decision to start a business? The traditional job search model suggests that
UI benefits distort the relative price of leisure and consumption, reducing the marginal
incentive to search for a job (Pissarides 1985; Mortensen and Pissarides 1994). The
same logic can apply to becoming self-employed as well: consider starting a business
and getting a new job as two options other than staying unemployed. More generous UI
benefits will increase the reservation profits or reservation wages, and thus increase the
probability of staying unemployed. This has also been interpreted as the substitution
effect. Chetty (2008) proposes another channel through which UI benefits affect search
intensity, called the “liquidity effect.” The idea is that many unemployed individuals
have limited liquidity and exhibit excess sensitivity of consumption to cash on hand,
while UI benefits can increase cash on hand and then relieve the pressure to find a
new job quickly. Both of these two effects will lead the unemployed more likely to stay
unemployed, which means they are less likely to start a business. There are, however,
some other channels through which UI benefits may influence the decision of starting a
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business.
As starting a business involves a lot of uncertainty, how to cover living expenses in
the case of failure is an important question facing most unemployed individuals who
are considering starting businesses. Most of them do not have significant savings, so UI
benefits would be useful to cover the basic costs of living in the case of failure—thereby
reducing tail risk. Furthermore, UI benefits can mitigate the borrowing constraints to
some degree. In this sense, UI insurance helps to reduce risk and soothe the borrowing
constraint, so more generous benefits could prompt more unemployed individuals to
start businesses.
In the current UI system, nevertheless, in states that have not adopted the SEA
program, profits or revenues need to be deducted from UI benefits, and all job search
efforts still need to be satisfied. This deduction will generate disincentive effects. Imagine
an unemployed person living in a state where she could collect $7,500 benefits in total
(the mean level in the sample). Suppose she starts a business and makes a profit. The
profit from the business will basically not affect her aggregate net income unless the
profit is more than $7,500, yet she has to spend many hours on that business in addition
to satisfying the requirements of searching for a new job and being available to accept
a full-time job. The marginal profit of starting a business is zero for small businesses,
whose profits are below the UI benefits, while the marginal cost is above zero, so more
generous benefits will crowd out more small businesses. However, for businesses that are
expected to make a lot of profits, like incorporated businesses (Levine and Rubinstein
2016), the disincentive effect should be smaller, because once the level of profit is above
the level of benefits, the marginal profit becomes positive, and the total income could
increase beyond the total UI benefits.
One important requirement to be eligible for UI benefits is putting effort toward
searching for a new job, whether one is starting a business or not. Different states
have different requirements regarding job search intensity. Theoretically, high search-
intensity requirements make the option of staying unemployed less attractive, thus lead-
ing to more exits out of unemployment—that is, more people will find jobs or switch to
self-employment, thereby counteracting the negative effect of generous UI benefits on
starting a business. Thus, the negative effects of UI benefits in states with high search
requirements might be smaller.
The other possible response to the job search requirement is to both satisfy the search
requirement and spend time setting up a business. Then, one can open the business
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on the day benefits end. In this case, UI benefits essentially delay the starting of a
business—that is, extend the unemployment duration. Higher UI benefits would make
this strategy more attractive and lead to a longer waiting period, especially for businesses
that do not make large profits, like unincorporated businesses, and should not have a
large effect on the waiting period to start incorporated businesses. In the empirical part,
I test this hypothesis as well.
To summarize, the effects of UI benefits on starting businesses are uncertain. There
are a few channels through which it could have positive effects, while there are many
channels through which it could exert a negative influence. In the following, I study the
overall effects and tease out the possible channels empirically.
2.4 Data and Empirical Strategy
2.4.1 Data Description
I use four sources of data. Information on each state’s benefit schedule is obtained
from the U.S. Department of Labor’s publication “Significant Provisions of State UI
Laws,” which provides information on maximum duration and maximum weekly benefit
amounts for each state and each year from 1995 to 2016.40 I use the product of these
two maximums to measure the generosity of UI benefits (max benefits) for each state
in each year. To isolate the real changes of UI benefits, I use monthly CPI provided by
the U.S. Department of Labor Bureau of Labor Statistics to adjust the max benefits. I
take the price level in January 1995 as the baseline.
The information of individuals’ labor market status comes from Current Population
Survey (CPS) monthly data. In this data set, each individual receives an interview per
month for four consecutive months, and then there is a gap of eight months. After
that, the same person receives an interview per month for an additional four months.
Surely, some interviewees do not finish all eight interviews. Each month, interviewees
are asked their labor market status: whether they are unemployed or not. Those who
are not unemployed are asked whether they have a paid job or are self-employed. Those
who report having started a business need to state whether the business is incorporated
or unincorporated. Information on reasons for unemployment is also available, which
is sorted into five different categories: (1) Job loser/On layoff; (2) Other job loser; (3)
40For each state and year, it provides the maximum duration and weekly benefit in January and
July. I combine this information and adjust it using monthly inflation rate.
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Temporary job ended; (4) Job leaver; (5) Re-entrant. I grouped the first two categories
into the “laid-off” group and the last three reasons into the “quit” group. In the “laid-
off” group, people are eligible to receive UI benefits if they satisfy certain requirements,
while those in the “quit” group are not eligible for UI benefits. I obtained the data set
from the IPUMS-CPS website (Ruggles et al. 2015).
As I focus on the decisions of unemployed people and see how their job status changed
after being unemployed, I include only people who were unemployed in at least one
period of the sample, and not self-employed before losing a job, to ensure those in the
sample would be eligible for UI benefits. The age restriction is between 20 and 70. I
also set a restriction that unemployed people who do not switch to self-employment
have to stay in the sample for at least three months after losing jobs. This ensured
that I would have reasonably long periods to observe their choices (results are robust
without this restriction, but a little smaller in magnitude). I keep one observation for
each individual, because according to the survey results I collected, UI benefits will not
change once unemployed people start to receive UI, which means there is no variation
in UI benefit for each unemployment period.
Although the CPS dataset contains a rich set of individual level variables, like: gen-
der, age, education, family income, marital status, etc., it does have a few limitations.
First, it does not have detailed information about the business performances, like: sales,
profits or size/employment, which restricts the comparison with businesses started by
other people. Second, the eight months gap during the interview might create mea-
surement errors, because I assume an unemployed person transits from unemployment
to self-employment if he or she is unemployed in the last month of the first four con-
secutive interviews, and self-employed in the first month of the second four consecutive
interviews. Third, since in the CPS dataset, I could not distinguish people who are
receiving benefits and people whose benefits are capped by the maximum from others, I
use all the unemployed and consider unemployed people who are laid off as people who
are eligible for the UI benefits. The measurement error in determining the eligibility
and the fact that changes in the benefit cap only affects half of unemployed people are
likely to attenuate estimated magnitude.
Finally, I follow Toohey (2014) to get the search requirements in each state across
periods. Through searching UI claimant handbooks or “frequently asked questions”
brochures and web pages, he grouped job search policies by the number of required
weekly employer contacts. Using his measure, I group state-periods that require 0–
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Table 2.1: Summary Statistics.
Observations Mean SD p25 Median p75
A. Labor Market Status
Different outcomes for the unemployed (%)
Switch to unincorporated self-employment 252,791 2.30 14.98 0.00 0.00 0.00
Switch to incorporated self-employment 252,791 0.25 5.01 0.00 0.00 0.00
Find a new job 252,791 41.73 49.31 0.00 0.00 100.00
Drop out of labor force 252,791 40.07 49.00 0.00 0.00 100.00
Stay unemployed 252,791 15.79 36.47 0.00 0.00 0.00
Dummy: Layoff 252,791 0.46 0.50 0.00 0.00 1.00
Having SEA program 252,791 0.15 0.36 0.00 0.00 0.00
Unemployment rate in the current month (%) 252,791 4.86 2.15 3.30 4.40 6.13
Unemployment rate in the past 3 months (%) 252,791 4.79 2.11 3.27 4.29 6.02
Nonspecific work-search requirements 156,613 0.60 0.49 0.00 1.00 1.00
Low work-search requirements 156,613 0.25 0.44 0.00 0.00 1.00
High work-search requirements 156,613 0.15 0.36 0.00 0.00 0.00
B. Unemployment Insurance Benefits
Max UI benefit (adjusted for inflation) 252,791 7,535 2,385 6,045 7,321 8,769
Log (max benefit) 252,791 8.88 0.30 8.71 8.90 9.08
Dummy – max UI benefits increase by more than 20% 252,791 0.23 0.42 0.00 0.00 0.00
Dummy – max UI benefits decrease by more than 20% 252,791 0.03 0.17 0.00 0.00 0.00
C. Demographics
Age 252,791 37.33 13.07 26.00 35.00 47.00
Female 252,791 0.49 0.50 0.00 0.00 1.00
Have College Degree or Above 252,791 0.25 0.43 0.00 0.00 1.00
Married, Spouse Present 252,791 0.39 0.49 0.00 0.00 1.00
Spouse has a job 252,791 0.32 0.47 0.00 0.00 1.00
Annual family income below $20,000 252,791 0.30 0.46 0.00 0.00 1.00
Annual family income between $20,000 and $50,000 252,791 0.33 0.47 0.00 0.00 1.00
Annual family income between $50,000 and $75,000 252,791 0.13 0.34 0.00 0.00 0.00
Annual family income above $75,000 252,791 0.14 0.35 0.00 0.00 0.00
Annual family income is missing 252,791 0.10 0.30 0.00 0.00 0.00
The main sample comes from 1995 to 2016 Current Population Survey (CPS) monthly data. The
sample includes only people who were unemployed during at least one period of the sample, and not
self-employed before losing a job, so that they would be eligible for UI benefits. The age restriction
is between 20 and 70. I also set a restriction that unemployed people who do not switch to self-
employment have to stay in the sample for at least three months after losing a job, to ensure reasonably
long periods to observe their choice (results are robust without this restriction, but a little smaller
in magnitude). I keep one observation for each individual, because UI benefits will not change once
unemployed people start to receive them. All UI benefits are those of months when the unemployed
lost their jobs. I use a dummy variable for a switch to self-employment equal to 1 if an unemployed
person makes a transition out of unemployment to self-employment in the sample period. In CPS,
respondents are interviewed for four consecutive months, left alone for eight months, and then re-
interviewed for another four months, so I assume an unemployed person transits from unemployment
to self-employment if he or she is unemployed in the last month of the first four consecutive interviews,
and self-employed in the first month of the second four consecutive interviews. Layoff is a dummy
variable indicating the unemployed person falls into the categories “Job loser/On layoff” or “Other
job loser,” instead of “Temporary job ended,” “Job leaver,” “Re-entrant,” or “New entrant,” so Layoff
likely represents the group of people who are eligible for UI benefits and thus might be affected by
changes in UI benefits. Job search requirement information comes from Toohey (2015), and it covers
only the period from 2001 to 2013. That is why the numbers of observations are smaller for these
three dummy variables related to search requirements. Finally, family incomes and other demographic
variables represent the values before losing the job.
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2 contacts in the “low search requirement” group, state-periods that need more than
(including) 3 contacts in the “high search requirement” group, and state-periods that
do not indicate an exact number of employer contacts in the “non-specific”.
Table 2.1 shows the summary statistics of all variables used in this chapter. There are
252,791 observations in our main sample. While in the sample period, about 2.55% of
unemployed people choose to start a business after losing a job, 2.30% of them choose to
start an unincorporated business, and only 0.25% decide to start an incorporated busi-
ness. The average maximum benefit, adjusted for monthly inflation, is % 7,535 (about
% 289 per week). The average log max benefit is 8.88. The average unemployment rate
from 1995 to 2016 is 4.86% . Based on our definition, 46% of unemployed people are
laid off, so they are likely to be eligible for UI benefits. About 15% of state-periods
have the SEA program. Of the state-periods, 60% do not indicate an exact number of
employer contacts to be eligible for the UI benefits, 25% require 0–2 contacts per week,
and 15% need 3 or more contacts per week. The average person in the sample is 37 years
old, 49% of them are female, 39% are married with spouse present, 25% have a college
degree or above, and 32% have a spouse who had a job when the respondent became
unemployed. CPS also provides categories of family income. In our sample, 30% have a
family income below $20,000; 33% have a family income between $20,000 and $50,000;
13% have a family income between $50,000 and $75,000; and only 14% have a family
income above $75,000.
2.4.2 Empirical Strategy
I mainly rely on the linear probability model to analyze the effects of UI benefits and
other factors at the individual level. The main specification is as follows:
𝑦𝑖𝑠𝑡 = 𝛽1 × 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡)𝑠𝑡 + 𝛽2 × 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡)𝑠𝑡) × 𝐿𝑎𝑦𝑜𝑓𝑓 𝑖𝑠𝑡
+𝛽3 × 𝐿𝑎𝑦𝑜𝑓𝑓𝑖𝑠𝑡 + 𝛽4 × 𝑋𝑖𝑠𝑡 + 𝛾𝑡 + 𝛼𝑠 + 𝜖𝑖𝑠𝑡
where i indexes individual, s indexes state, and t indexes year-month. The dependent
variable is a dummy variable: 1 indicates this unemployed person has switched from
unemployment to self-employment, and 0 means this person has switched from unem-
ployment to other options, such as finding a new job, staying unemployed, or being
out of the labor market. Max benefit is the product of maximum weekly benefit and
maximum duration. I follow Hsu, Matsa, and Melzer (2018) in interacting Layoff with
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𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡)𝑠𝑡, so that I utilize unemployed people who are ineligible for the UI
benefits as the control group, because the changes of the UI benefit generosity should not
affect these people’ decision of starting a firm. The key identifying assumption is that
absent the changes of benefit generosity, people who are eligible and ineligible for the UI
benefits would have had similar pattern in entrepreneurial activity. 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡)𝑠𝑡
is demeaned (with respect to the mean for the entire sample) before it is interacted with
Layoff, so the coefficient of Layoff represents the change in the probability of switching to
self-employment associated with being laid off in a state with average UI generosity. X
refers to state unemployment rate and demographic variables, including age, education,
marital status, spouse’s job status, and family income. I also add state (𝛼𝑠), year by
month fixed effects (𝛾𝑡). All standard errors are clustered at the state level, except three
columns in Table 2.5, where standard errors are clustered by state and year, because of
too few states in that sub-sample.
2.5 Empirical Results
2.5.1 Overall Effects of UI Benefits on Switching to
Self-Employment
Table 2.2 shows the effects of UI benefits on starting a business. Column (1) uses
max benefit as the key explanatory variable, and adds year and state fixed effects. As I
mentioned before, changes in UI benefits are correlated with local economic conditions,
and these economic conditions in turn affect unemployed people’s decisions to start a
business. I add the unemployment rate in the current month and in the past 3 months as
proxies for local economic conditions. The second column adds a few control variables
at the individual level. After controlling for age, education, and family income, the
coefficient of Layoff become significantly negative, meaning that laid off workers have
a 0.239 percentage points less probability of starting a firm comparing to unemployed
people who quit their job at the mean level of UI benefits. The third column includes
the month fixed effects. The coefficients of maximum benefit in these three columns
are negative but not statistically significant. This average effect, nevertheless, might
disguise the effect on the relevant sub-population.
Both columns (4) and (5) add the interaction of 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡) and Layoff to
allow the different coefficients of 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡) by layoff status, while they use the
different fixed effects. As I mentioned in the Section 2.2, people who quit their jobs
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are not eligible for the UI benefits, and then the change of UI benefits should not affect
their decision about whether starting a firm or not, thus this group of people could be
used as the control group. For the fixed effects, column (4) adds the month fixed effects
besides the state and year fixed effects to control for the potentially different patterns
of entrepreneurial activity across months, and the relation between benefits and month.
One concern is that a small part of the UI benefits variation within a state comes from
the inflation/CPI adjust, although most variations come from the policy changes, the
column (5) adds year by month fixed effects so that I only focus on the benefit variation
caused by the policy changes. This specification is used for all the following tables
except Table 2.4, although estimates are very similar with these two specifications.41
The results in both column (4) and (5), show that the increases in 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡)
significantly lower the probability of becoming self-employed. The coefficient of the
interaction in column (5) is –0.876, indicating that, for a 20% increase in the maximum
UI benefit, the probability of switching from unemployment to self-employment decline
by 0.175 (0.876*20/100, because the dependent variable is scaled by 100) percentage
points more among laid-off workers than other unemployed workers. This magnitude
is relatively smaller than what I get in column (2) of Table B.1, where I use a dummy
variable to indicate big changes in the UI benefit (increase or decrease by more than
20%). The coefficient there shows that a 20% increase in maximum UI benefit reduces
the probability of self-employment by 0.317 percentage points, and a 20% decrease in
maximum UI benefit has an even bigger positive effect, about 0.791 percentage points.
The coefficient in Column (5) of Table 2.2 implies that a one-standard-deviation increase
in 𝑙𝑜𝑔(𝑀𝑎𝑥 𝑈𝐼𝑏𝑒𝑛𝑒𝑓𝑖𝑡) (0.30) reduces the probability by 0.263 percentage points, or
about 10.31% compared with the mean level (2.55%).
The coefficients of demographic variables are also of interest. Unemployed people with
a spouse who has a job are about 0.185 percentage points higher, or about 7.26% higher
compared with the mean level, in the probability of switching to self-employment. The
age pattern of switching from unemployment to self-employment is an inverted U-shape,
with a peak around age 45. Generally, people who are male, married, or have a college
degree are more likely to switch to self-employment after losing a job. Unemployed
people at the highest family income level (above $75,000) are more likely to start a
business.
41Table 2.4 uses two specification: 1. With no fixed effects; 2. With state, year and month fixed
effects. The reason that I do not use state and year by month fixed effects is that the model does not
converge with too many dummy variables.
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Table 2.2: Effects of UI Benefits on Self-Employment (Linear Probability Model).
Switch from unemployment to self-employment
(1) (2) (3) (4) (5)
log (max UI benefit) -0.458 -0.426 -0.455 -0.080 -0.011
(0.364) (0.368) (0.371) (0.396) (0.415)
log (max UI benefit) × Layoff -0.886*** -0.876***
(0.226) (0.227)
Layoff 0.329*** -0.239*** -0.237*** -0.234*** -0.233***
(0.091) (0.089) (0.088) (0.083) (0.084)
Current unemployment rate 0.009 -0.001 -0.018 -0.018 -0.005
(0.043) (0.044) (0.045) (0.045) (0.051)
Unemployment rate in the past 3 months 0.132** 0.138** 0.143** 0.143** 0.124**
(0.054) (0.056) (0.056) (0.056) (0.059)
Female -1.877*** -1.874*** -1.874*** -1.872***
(0.106) (0.105) (0.105) (0.105)
Age 0.307*** 0.307*** 0.307*** 0.307***
(0.022) (0.022) (0.022) (0.021)
Age2̂/100 -0.339*** -0.339*** -0.339*** -0.339***
(0.025) (0.025) (0.025) (0.024)
Having College Degree 0.837*** 0.842*** 0.842*** 0.844***
(0.071) (0.071) (0.071) (0.071)
Married 0.225** 0.226** 0.226** 0.229**
(0.089) (0.089) (0.089) (0.090)
Spouse has a job 0.186** 0.185** 0.187** 0.185**
(0.090) (0.090) (0.090) (0.089)
Annual family income below $20,000 -0.002 -0.002 -0.003 -0.003
(0.105) (0.105) (0.105) (0.105)
Annual family income between $20,000 and $50,000 -0.311** -0.312** -0.313** -0.310**
(0.125) (0.125) (0.125) (0.125)
Annual family income between $50,000 and $75,000 -0.412*** -0.415*** -0.413*** -0.416***
(0.128) (0.127) (0.127) (0.128)
State fixed effects Yes Yes Yes Yes YES
Year fixed effects Yes Yes Yes Yes NA
Month fixed effects No No Yes Yes NA
Year by Month fixed effects No No No No Yes
Number of observations 252,791 252,791 252,791 252,791 252,791
Adjusted R2 0.001 0.007 0.007 0.007 0.009
This table uses CPS monthly data from 1995 to 2016. The sample includes only people who were
unemployed in at least one period of the sample, and not self-employed before losing a job, so that they
would be eligible to the UI benefits during the unemployment period. The age restriction is between
20 and 70. I also set a restriction that unemployed people who do not switch to self-employment have
to stay in the sample for at least three months after losing a job, to ensure reasonably long periods
to observe their choice (results are robust without this restriction, but a little smaller in magnitude).
I keep one observation for each individual, because according to the survey results I collected, UI
benefits will not change once unemployed people start to receive them, which means there is no
variation in UI benefit for each unemployment period. The dependent variable is equal to 100 (scaled
by 100 to see the coefficients more clearly) if the unemployed person switches from unemployment to
self-employment, and equal to 0 if he or she switches from unemployment to another option except
self-employment in the sample period. Layoff is a dummy variable indicating the unemployed person
falls into the categories “Job loser/On layoff” or “Other job loser,” instead of “Temporary job ended,”
“Job leaver,” “Re-entrant,” or “New entrant,” so Layoff likely represents the group of people who are
eligible for UI benefits who might be affected by changes in UI benefits. Log(Max benefit) is demeaned
(with respect to the mean for the entire sample) before it is interacted with Layoff, so the coefficient of
Layoff in column (4) measures the change in the probability of switching to self-employment associated
with being laid off in a state with average UI generosity. The base group of family income is those
whose annual family income is above $75,000. I do not report the coefficient of the group whose
family income is missing. All coefficients are from the linear probability model. All benefits are in
1995 dollars. All standard errors are clustered at the state level. *, **, and *** denote significance
at the 10%, 5%, and 1% levels, respectively.
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One possible response to the requirements and deduction in the UI system is that
unemployed people could just delay their decision to start a firm, waiting until after
they collect all of the benefits. To test this possibility, I focus on individuals who
achieved a successful transition from unemployment to self-employment to observe how
UI benefits affect the waiting period. Table B.2 shows that high benefits indeed lead to
a longer waiting period.
2.5.2 Heterogeneous Effects on Two Types of Businesses
In Table 2.3, I distinguish two types of businesses: unincorporated and incorporated.
Why do we expect the effects differ across these two types of businesses? One possi-
ble reason is that starting an incorporated business is usually associated with a large
and risky investment, so it is less sensitive to UI benefits. For example, when Michael
Bloomberg was laid off from an investment bank, he started his own company. He said,
“Nobody offered me a job; I was probably too proud to go look for one.” Bloomberg is
an example of a person who is very sure of what they want to do and does not care much
about UI benefits. However, unincorporated business are usually small businesses, not
that profitable, and therefore more sensitive to the changes of UI benefits, as discussed
in Section 2.3. What if those profitable incorporated businesses come from unincorpo-
rated businesses—that is, the business’s legal form is based on ex post performance?
If this is true, then I cannot say that incorporated businesses are more profitable than
unincorporated businesses during the early stage, and the above explanation may not be
a good one. However, Levine and Rubinstein (2017) find that unincorporated businesses
rarely incorporate, and incorporated ones rarely become unincorporated sole partner-
ships. Their results suggest that the choice of legal form is largely based on the ex ante
nature of business, rather than ex post performance. Thus, an unemployed individual
who decides to start an incorporated business is likely to have profitable projects and
plans to undertake large and risky investments, and thus is less likely to be affected by
UI benefits.
In the first two columns of Table 2.3, starting unincorporated businesses is the de-
pendent variable—that is, it is equal to 100 if an unemployed person has switched from
unemployment to starting an unincorporated business; otherwise it equals 0. In the last
two columns, starting an incorporated business is the dependent variable. I first exclude
the interaction to observe the average effect of Max UI benefit and then explore the
heterogeneous effects on the sub-sample by adding the interaction of Benefit and Layoff.
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(1) (2) (3) (4)
log (max UI benefit) -0.277 0.067 -0.104 -0.078
(0.396) (0.408) (0.092) (0.097)
log (max UI benefit) × Layoff -0.815*** -0.061
(0.194) (0.083)
Layoff -0.261*** -0.259*** 0.026 0.026
(0.077) (0.073) (0.029) (0.029)
Married 0.063 0.063 0.166*** 0.166***
(0.082) (0.082) (0.030) (0.030)
Spouse has a job 0.185** 0.187** -0.002 -0.002
(0.078) (0.078) (0.035) (0.035)
Annual family income below $20,000 0.220** 0.219** -0.222*** -0.222***
(0.106) (0.106) (0.038) (0.038)
Annual family income between $20,000 and $50,000 -0.111 -0.112 -0.198*** -0.198***
(0.111) (0.111) (0.038) (0.038)
Annual family income between $50,000 and $75,000 -0.284** -0.283** -0.133*** -0.133***
(0.113) (0.113) (0.047) (0.046)
Control for unemployment rates and demographic
characteristics
YES YES YES YES
State fixed effects YES YES YES YES
Year by Month fixed effects YES YES YES YES
Number of observations 252,791 252,791 252,791 252,791
Adjusted R2 0.008 0.008 0.002 0.002
This table distinguishes two types of businesses: unincorporated and incorporated. Incorporated
business owners face additional fees and regulations, but take limited liability, and the company is
a separate legal identity, while unincorporated businesses are not legal identities. Unincorporated
businesses rarely incorporate, and incorporated ones rarely become unincorporated (Levine and Ru-
binstein 2016). In the first two columns, the dependent variable is equal to 100 if the unemployed
person has switched from unemployment to unincorporated self-employment, and equal to 0 if the
person switches from unemployment to another option, except unincorporated self-employment, in
the sample period. In the last two columns, incorporated self-employment is the dependent variable.
The definition is similar to that for unincorporated business. All benefits are in 1990 dollars. The
same demographic variables: gender, age and education, and unemployment rates are controlled for as
in the Table 2.2. I do not report these coefficients to save the space. All standard errors are clustered
at state level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
The coefficient of Maximum benefit is negative but statistically insignificant in column
(1), but the interaction of UI benefit and Layoff has a significantly negative coefficient in
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column (2). The coefficient implies that a one-standard-deviation increase in Log(Max
benefit) (0.30) reduces the likelihood of starting an unincorporated business by 0.245
percentage points, or 10.63 percent compared with the mean (2.30%). The coefficients
of Log(Max benefit) and the interaction are negative but not statistically significant in
the last two columns, implying that generous UI benefits do not crowd out incorporated
businesses, even among the sub-population who were laid off and thus eligible for the
UI benefits. Table B.2 shows a similar pattern for the effects on the duration of the
waiting period: the impact on the duration is mainly significant among those switching
to unincorporated businesses, and not significant among those switching to incorporated
businesses.
For the covariates, I also see very interesting comparisons. Risk sharing within the
family (spouse has a job) has a significantly positive effect on starting an unincorporated
business, but almost zero effect on incorporated businesses. The unemployment rate in
the past three months has a significant positive effect on the decision of switching to unin-
corporated self-employment, but no significant effects on incorporated self-employment.
This could be because during bad periods, it is difficult to find a job, so a bad economic
situation could push a person to start an unincorporated business. Getting married has
a significantly positive effect on switching to incorporated self-employment, but not on
unincorporated self-employment. The family income effect is also quite different. For
unincorporated businesses, families with the lowest and highest incomes have the high-
est likelihood (a U-shape), while for incorporated businesses, only the highest-income
families have the highest likelihood.
The effects of gender, age pattern, and education are similar for these two different
types of businesses. Unemployed people who are male, middle aged, and have a college
degree are more likely to switch to both unincorporated and incorporated businesses.
To see the effects of UI benefit on different choices more clearly, I exploit a multinomial
logit model in Table 2.4. The dependent variable takes a value from 1 to 5. It equals 1
if an unemployed person has made a transition to unincorporated self-employment, 2 if
he or she switches to incorporated self-employment, 3 if he or she finds a new job, 4 if
he or she reports an exit out of the labor force, and 5 if he or she remains unemployed
during the whole sample period. The final group is used as the base group. The figures







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The main information this table conveys is that when UI benefits are high, unemployed
people tend to stay unemployed and are less likely to exit to other options, like starting
an unincorporated business, finding a new job, or leaving the labor market. Compared
with staying unemployed, the effect of UI benefits on starting an incorporated business
is not statistically significant. This is consistent with what I asserted earlier: people
who have a profitable project will choose to start an incorporated business, and they are
not sensitive to deductions of business profits from UI benefits. These results are robust
with or without fixed effects.
The coefficients of the interaction in columns (5)-(8) indicate that a one-standard-
deviation increase in 𝑙𝑜𝑛𝑔(𝑀𝑎𝑥 𝑏𝑒𝑛𝑒𝑓𝑖𝑡) reduces the probabilities of starting an unin-
corporated business, incorporated business, and dropping out of the labor force by 0.22,
0.02, and 0.53 percentage points (9.57%, 8.00%, and 1.32% compared to the mean),
respectively, and increases the probabilities of staying unemployed and finding a new
job by 0.63 and 0.14 percentage points (3.99% and 0.34% compared to the mean), re-
spectively. Hence, the disincentive effect on the choice of switching to self-employment
compared to the mean level is larger, relative to other choices.
2.5.3 Effects of UI Benefits in States With or Without the
SEA Program
As mentioned in Section 2.2, a few states have the SEA program, which allows the
unemployed to keep receiving the same amount of UI benefits even if they start a new
business. In states with this program, I expect that the negative effect of UI benefits on
self-employment should be weak. In Table 2.5, I show the effects on self-employment,
and then follow the same rule as in Table 2.3: I look at the effects on unincorporated and
incorporated businesses separately. For each dependent variable, I first use the whole
sample to see the general effect of the SEA program and then use the subsample—state-
periods that have the SEA program versus state-periods that do not have it—to explore



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I find that the SEA program has a positive but not statistically significant coeffi-
cient in column (1) of Table 2.5, meaning that the adoption of SEA program increases
the probability of starting a firm among the unemployed although the increase is not
significantly from 0. This might be caused by the small size and selection criterion of
the SEA program. For example, between January 2013 and June 2015, only 0.3% of
UI recipients in New York and 1.0% of those in Oregon applied for the SEA program
(Weigensberg et al. 2017). Also, the target group of the SEA program is only a portion
of UI recipients who are identified as likely to exhaust their benefits and interested in
becoming self-employed.
Although the SEA program does not statistically increase the likelihood of starting
a business directly, it does mitigate the negative effects of UI benefits in state-periods
where such a program is available. In column (2), which focuses on states and periods
that SEA is not available, the coefficient of the interaction of UI benefit and Layoff is
significantly negative, while in column (3), which focuses on places where SEA is avail-
able, the coefficient of the interaction is negative but much smaller and not significant.
While I cannot reject the hypothesis that the effect of UI benefits on the probability of
starting a business is zero in states with SEA, I cannot reject the hypothesis that the
effect is equal in the two groups of states, either.
I find a similar pattern when focusing on unincorporated self-employment: the nega-
tive effect of UI benefits become much smaller in states and periods that SEA program
is available, while for incorporated self-employment, the coefficients of the interaction
are not significant no matter whether the SEA program is available or not.
2.5.4 Heterogeneous Effects Across States Having Different
Search Requirements
Another important characteristic of the unemployment insurance system is the job
search requirement. Unemployed people need to satisfy job search requirements to re-
ceive UI benefits. I group state-periods into three groups: (1) Not indicating an exact
number of employer contacts; (2) Low search requirements (0–2 contacts per week); and
(3) High search requirements (3 or more contacts per week). I drop six states that pro-
vide search requirements that are individualized for claimants, following Toohey (2015).
Table 2.6 presents the results for self-employment (columns (1)–(3)), unincorporated self-










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The results indicate that the coefficient of the interaction of log(Max benefit) and
Layoff is significant only in the subgroup that does not indicate an exact number of em-
ployer contacts. For the subgroup with the highest search requirement, the coefficient is
smallest (column (3)) compared with another two groups, although it is not statistically
significant. If we consider the subgroup that does not indicate the search requirement
as having no requirement, one possible explanation for this differential effect could be
that high UI benefits usually make unemployed people more likely to stay unemployed
(less likely to start businesses), but high search requirements make the option of staying
unemployed less attractive. Non-specific search requirements in turn make this option
of staying unemployed more attractive, so there is a lower probability of transition out
of unemployment, which might decrease the probability of starting a business in states
with non-specific search requirements.
So far, we have found a negative effect of an increase in UI benefits on switching
from unemployment to self-employment. Is this negative effect the same in the reces-
sion period, when it is most needed, and the non-recession period? Next I explore the
heterogeneous effects of UI benefits on starting a business over recent business cycles.
2.5.5 Heterogeneous Effects of UI Benefits over Recent
Business Cycles
Table 2.7 shows the results in of an increase in UI benefits in two different periods:
recession and non-recession periods. Based on the NBER definition, I define March–
November 2001 and December 2007–June 2009 as recession periods, and all other periods
as non-recession periods. The first three columns present the results for the recession
periods, and last three columns show results for the non-recession periods.
I do find that the negative effect of the interaction of log(Max benefit) and Layoff
is larger during recession periods (column (1)); however, even during normal periods,
the negative effect of UI benefits is still statistically significant and important in the
magnitude. Take the coefficients of the interaction in columns (1) and (4) as an example.
The coefficient in column (1) implies that during the recession periods, a one-standard-
deviation increase in log(Max benefit) (0.26 during the recession) reduces the likelihood
of starting businesses by 0.57 percentage points more among laid-off workers than other



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































During non-recession periods, the magnitude is smaller, about 0.19 percentage points,
or about a 7.2% decrease compared with the mean level. The effects on unincorporated
and incorporated businesses during both periods are similar to what is evident in Ta-
ble 2.3: most negative effects of UI benefits are on unincorporated businesses, and not
statistically significant on incorporated businesses. In sum, the negative effects of UI
benefits on entrepreneurship are more severe when the economy is in a downturn.
2.6 Conclusion
This chapter explores the effect of generosity of UI benefits on the decision of an un-
employed person to start a business. In an attempt to understand the policy in practice,
I distributed a short survey to the labor departments of each state via email. I found
that most states deduct business profits from UI benefits, except for a few states that
have adopted the SEA program. My empirical results show that high UI benefits de-
ter laid-off workers from starting a business, meaning that overall, the negative effect
dominates. Through distinguishing two types of businesses, incorporated and unincor-
porated, I find that most negative effects happen with respect to the unincorporated
businesses—that is, high UI benefits mainly crowd out unincorporated businesses. The
different impacts on these two types of businesses are consistent with the disincentive
effects of the deduction of business income from benefits: the negative effect of benefits
should be larger for businesses with small profits (unincorporated ones) and smaller on
highly profitable businesses (incorporated ones). I also find that for individuals who
have switched to self-employment, there is a longer period before the transition when
the UI benefit is higher, and the impact on the duration of the wait period is mainly
significant among those switching to unincorporated businesses.
For states that offer the SEA program, which allows unemployed people to receive
full UI benefits without deduction, I find that the effect of UI benefits on switching to
self-employment becomes positive, although insignificant. This is consistent with the
hypothesis that UI benefits could provide assistance to reduce risk and soothe the bor-
rowing constraint for unemployed people looking to start a business, which could offset
the substitution and liquidity effects (both lead to lower exit rates out of unemployment).
Interestingly, the negative effect of UI benefits on starting a business is also smaller in
states with high job search requirements, which could be caused by the fact that high
job search requirements make the option of staying unemployed less attractive or help
people find a new job, leading to more exits out of unemployment (some of them might
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choose to start a business), counteracting the negative effect of generous UI benefits.




Caveat Emptor: The Impact of Product
Line Exceptions on Firm Acquisitions and
Performance
3.1 Introduction
Frictions in the process of resource reallocation within and across firms are impor-
tant to many aspects of markets and firm strategy. At the economy level, the ease of
allocating resources across firms influences aggregate total factor productivity (Hsieh
and Klenow 2009), while at the industry level it is associated with industry competition
(Balasubramanian and Sivadasan 2009). Within strategic management, market frictions
in general and those related to resource reallocation in particular such as information
asymmetry, uncertainty and asset specificity have been extensively studied, including
as sources of competitive advantage for firms (e.g., Mahoney 2001; Mahoney and Qian
2013; Yao 1988). However, most analyses of such frictions have largely focused on their
impact on firm scope such as how such frictions may confer advantages to diversified
firms relative to undiversified firms (e.g., Belenzon and Tsolmon 2016) or how such fric-
tions may influence the ownership and governance of assets (e.g., Silverman 1999). In
contrast, we know little about how frictions related to resource reallocation may affect
the creation, growth and survival of firms.
In this chapter, we contribute to addressing this gap in the literature by studying the
adoption in six U.S. states of product line exceptions (PLE) to the successor non-liability
doctrine, a plausibly exogenous mechanism that introduced new product liability-related
transaction cost for acquisitions (especially those of manufacturing firms).
Acquisitions and sell-offs are important ways to allocate resources within and across
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firms (e.g., Capron and Mitchell 2012; David 2017; Jovanovic and Rousseau 2002). For
instance, acquisitions allow a firm to obtain access to assets and capabilities that it
may not be able to develop in a timely manner with its current resources, including
those needed for growth (Lee and Lieberman 2010). Similarly, the sale of business assets
facilitates the redeployment of resources within a firm and provide an avenue for poorly
performing firms to re-focus or exit the market (Chang and Singh 1999; Lieberman, Lee,
and Folta 2017). For entrants, acquisitions not only offer a possible mode of entry, but
more importantly, potential gains from selling their business in the future can be an
important motivator for entry (David 2017; Hollenbeck 2019).
For states which have adopted PLE, there is a friction in the market for acquisitions
in the form of an additional transaction cost, because potential liabilities accumulated
by the seller becomes the responsibility of the buyer. While our formal model (discussed
below) treats the potential liability as a known/certain transaction cost, in reality an
additional friction arises from the fact that these liabilities are uncertain and subject to
asymmetric information, as sellers are likely to have more information about potential
liability claims than potential buyer. This additional friction can be expected to act as
a further deterrent to acquisitions (Akerlof 1970).42
Two recent cases offer anecdotal evidence on the salience of product liability related
frictions in corporate transactions. The 2009 bankruptcy reorganization of General
Motors (GM) was structured as a sale of assets from the “old GM” to a “new GM” entity
that took on only certain specified assets and liabilities. Related to this transaction,
GM fought a court case all the way to the US Supreme Court, requesting for protection
from product liability lawsuits related to cars made by the “old GM”, arguing that this
was vital for the reorganization to be viable (Fisher 2017). As a second example, the
steep decline in value of Bayer (by 46.6% one year after the acquisition of Monsanto
in 2018) following victories by plaintiffs in lawsuits related to the Roundup herbicide
produced by Monsanto, have prompted the labeling of this acquisition as one of the
worst in corporate history (Bender 2019). This example also highlights the significant
uncertainty associated with target’s product liabilities, with analysts’ estimates of total
costs from Roundup-related litigation varying from $5.5 billion to $27.5 billion (Bender
2019).43
42Throughout, we use the taxonomy of market frictions developed in Mahoney and Qian 2013,
who identify transaction costs and information asymmetry as two key sources of frictions that lead to
deviations from the first welfare theorem.
43More generally, product liability lawsuits have become increasingly important in the United States.
For instance, the number of product-liability related legal cases has grown significantly, from just 1,579
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However, such product-line related liabilities are usually not problematic because un-
der traditional corporate law principles governing asset sale transactions (adopted by
most state courts), the buyer does not have to bear liabilities associated with the sale of
products manufactured by the seller before the acquisition unless it explicitly assumes
them. Matheson (2011) quotes the Supreme Court as declaring 120 years ago that “The
general rule, which is well settled, is that where one company sells or otherwise transfers
all its assets to another company, the latter is not liable for the debts and liabilities of
the transferor” [Fogg v. Blair, 133 U.S. 534, 538 (1890)]. However, under the PLE, the
buying firm continuing to market a product line previously sold by the selling firm would
be liable for tort-based product defect claims arising from products and services sold by
the seller before closing. The six courts that adopted the PLE doctrine cite the need
to balance the public policy interest of providing necessary remedies for injured parties.
Because courts in twenty three states (and the District of Columbia) have explicitly
rejected this doctrine (per footnote 20, Kuney 2013), the adoption by the courts in the
six states could be considered to be unexpected.44
We begin our analysis by developing a simple three-period model of the frictional im-
pact of adopting PLE, where potential sellers face three options in each of the first two
periods: continue to the next period, sell to a buyer, or exit. We posit two key features:
(a) liabilities associated with the products manufactured prior to the transaction add an
additional cost for buyers in states where PLE is adopted; (b) these liabilities accumulate
over time, so there are lower potential liabilities for younger firms. The model yields a
straightforward baseline prediction: for older firms, imposing the seller’s product liabil-
ities on the buyer reduces the buyers’ willingness to pay and leads to a reduction in the
extent of resource reallocation as measured by the number of acquisitions in the market.
More interestingly, this also leads to an increase in firm exit as poorly performing sellers
that would otherwise have found a buyer in the absence of the friction do not find it
optimal to continue. Furthermore, because potential product liabilities accumulate over
time (as more products are sold) and hence, their expected costs increase with age, our
framework predicts that younger sellers will be affected differently compared with older
ones. In particular, we show that a reduction in ability to exit profitably (by discarding
cases in federal courts in 1974 (Skoppek 1989) to 15,200 in 2000 (Zekoll 2002), and to 39,200 in 2018
(Galasso and Luo 2018).
44Section 2 provides more details on the debate relating to PLE adoption. Importantly, because
product defect claims may surface long after the assets have been acquired, it is hard to structure
the transaction in a way as to separate those liabilities from the underlying assets, or obtain sufficient
product liability insurance (Beyer 2012, Thune 2018).
72
liabilities) leads to an increase in both firm sales and closures for young sellers, as well
as a reduction in the entry rate of new firms.
We use comprehensive U.S. Census Bureau data on about 150 million establishment-
year observations from 1976 to 2014 to test our model predictions regarding the impact
of adopting PLE on firms over their lifecycle. We use a difference-in-differences approach
with state fixed effects to control for omitted state-level variables that may be corre-
lated with the adoption of PLE. In particular, we compare the changes in outcomes in
six states (CA, CT, NJ, NM, PA, and WA) that adopted PLE (as a consequence of
the State Supreme or Superior courts adopting the doctrine) with the corresponding
changes in the other states. These six states are economically important and accounted
for one-fifth of the total employment in the United States in 2000. Further, the richness
of our data allows us to include establishment-level fixed effects, in specifications exam-
ining establishment-level outcomes, which also addresses potential heterogeneity across
establishments located in the affected states and those in unaffected states. In addition,
we exploit the fact that PLE is salient mainly for manufacturing firms (as it relates
to liability from products manufactured by the target firm), by comparing the effects
for manufacturing firms with firms in other sectors serving as controls. This serves to
rule out temporal variations in any state-level factors that may affect firm outcomes of
interest to us (acquisitions, closures and growth) in all sectors similarly.
In line with our baseline prediction, we find that the probability of a manufactur-
ing establishment being acquired decreases after the adoption of PLE relative to the
acquisition probability of non-manufacturing establishments. Beyond confirming this
baseline prediction, we find that the relative probability of manufacturing establishment
closure increases, suggesting increased resource reallocation frictions leads to increased
exit. Furthermore, in line with our model predictions, we find a stark difference between
the effects for young and old establishments. As predicted, the probability of acquisition
as well as the probability of closure increases for young manufacturing establishments
after PLE is adopted. In contrast, the effect for older establishments are more in line
with the overall effects, albeit statistically insignificant. At the firm level, we find that
the introduction of PLE has a negative effect on manufacturing firms relative to non-
manufacturing firms: growth and entry of manufacturing firms declines while their rate
of exit increases.
Together, our results show that resource reallocation frictions have important and
varied implications for the entry, growth and survival of firms. To our knowledge, this
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is the first study to highlight these implications, and our work contributes to a number
of related literatures. Beyond documenting novel and important economic effects of
product liability-related frictions, our findings also suggest a novel channel for a negative
effect of age on organizational fitness, parallel to the liability of obsolescence (from loss of
alignment with the environment over time; see Barron, West, and Hannan 1994, Hannan
1998) or liability of senescence (from accumulation of internal frictions; Hannan 1998).
Unlike for other sources of senescence, the successor non-liability doctrine provides a
method for getting rid of accumulated product liabilities; PLE eliminates that ability
to shed accumulated liabilities, with important implications for corporate decisions over
the lifecycle of the firm.
Because the PLE affects only one mechanism for firm growth, viz. acquisitions, and
not organic growth, our study also sheds light on some broader aspects of acquisitions
and firm growth. Our results suggest that organic growth does not completely substitute
for growth from acquisitions. Though organic growth and growth from acquisitions have
been compared before (e.g., Moatti et al. 2015), empirical evidence is lacking on whether
firms can offset frictions in the acquisitions process by growing organically. In theory,
if these two modes of growth were perfectly substitutable, PLE should not have any
effect on overall firm growth as firms would be able to offset any declines in growth from
acquisitions with organic growth. However, we find that overall firm growth declines
after PLE, suggesting that such an offset did not happen. Our model and results also
suggest that the corporate transaction markets could in fact be a complement to organic
growth. In particular, in our model continuation decisions by young firms are negatively
impacted by a reduction in probably of selling the firm in the future; in an augmented
model with endogenous investment, the same mechanism could discourage investments
and hence organic growth of young firms, consistent with the empirical results we find.
Another novel contribution of our study is the simultaneous consideration of acqui-
sitions (i.e., sell-offs) and firm closures. In particular, though acquisitions and sell-offs
have been extensively studied, the vast majority of studies focus on acquirer perfor-
mance and returns (e.g., Haleblian et al. 2009; Singh and Montgomery 1987; Capron
and Pistre 2002; Siegel and Simons 2010; Schoar 2002). By explicitly modeling sell-offs
as an alternative to firm closures, our study is able to generate new insights into how
frictions in the acquisitions and sell-off process have differential impacts over the firm
lifecycle. Furthermore, by extending the analysis to entry, our findings emphasize a role
for resource reallocation frictions as a potential deterrent for entry.
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Relatedly, our results highlight a possible condition under which younger firms and es-
tablishments may be more attractive acquisition targets. Shen and Reuer (2005) suggest
that younger targets suffer from poorer information quality and availability, and find
that young target firms are more likely to be public firms (which have more mandated
transparency). Ransbotham and Mitra (2010) find that younger targets may be attrac-
tive in the face of uncertainty, as they provide flexible growth options and are available
at lower prices (due to valuation uncertainty). Our study suggests aging is concomitant
with the accumulation of liabilities, thus forcing the buyers and sellers to trade-off the
information benefits of waiting against the costs from the potential increase in liabilities.
This is evidenced in the increased acquisitions among young establishments after PLE
is introduced.
A key novelty of this study in terms of empirical findings is that frictions in corporate
transaction markets deter entry, survival and growth of young firms. As discussed above,
the incentive effects provided by the possibility of future sale for entry and sustenance of
young firms highlighted in our model is similar to that in recent models by David (2017)
and Hollenbeck (2019). At a more fundamental level, the channel in these models is
same as that in real options theory: continuation (or entry) provides an opportunity
or option to match with and obtain (an uncertain) value from a (random) acquirer in
the future (Dixit and Pindyck 1994, Trigeorgis 1996, Li et al. 2007). Thus our findings
indirectly provide empirical support for real options theory.
Finally, our study complements existing studies of the impact of product liability
on innovation (e.g., Galasso and Luo 2018; Shepherd 2013; Viscusi 1991; Viscusi and
Moore 1993). Generally, these studies find that product liability can have important
consequences for innovation. Unlike these studies that examine direct effects of variation
in product liability laws on innovation, we focus on analyzing how a legal doctrine change
related to transmission of potential product liabilities from a buyer to seller in corporate
M&A transactions affects corporate entry, exit and acquisition/sale decisions.
The rest of the chapter is organized as follows. Section 3.2 provides a discussion of
the product line exemption and arguments used by courts for and against upholding this
exemption to the doctrine of successor (non)liability. Section 3.3 discusses our model
and predictions. We discuss our data sources and empirical methodology in Section 3.4.
We present results from our empirical analysis in Section 3.5, and Section 3.6 provides
discussion of conclusions and limitations.
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3.2 Product Line Exception to Successor Liability as
A Resource Reallocation Friction
Traditional corporate law principles hold that the purchaser of business assets is not
liable for injuries caused by defective products manufactured by the seller. With respect
to this non-liability, the Supreme Court declared over 120 years ago, “this doctrine is so
familiar that it is surprising that any other can be supposed to exist.”45 The rationale
behind this general rule is that ‘successors’ (purchasers) do not produce, market, or sell
the goods and hence, should not be responsible for the damages or injuries caused by the
products. To this general rule, there are four widely-accepted exceptions.46 Since the
late 1970s, the courts in several states have expanded these four traditional exceptions
by adopting the PLE. Under the PLE, the successor continuing to market a product line
previously sold by the predecessor would be liable for tort-based product defect claims
(for instance, personal injury) arising from products and services sold by the seller before
closing. California was the first state that adopted this new exception in 1977, and was
joined later by five more states: Mississippi (2001), New Jersey (1981), New Mexico
(1997), Pennsylvania (1981), and Washington (1984) (See Appendix Table C.2 ).
While adopting courts stated the purpose of the PLE was to provide an incentive for
firms to produce safer products and to provide recourse to victims of defective products,
PLE has been strongly opposed by other courts and experts, related to concern for the
effects of this new exception on business activities. For example, the Florida Supreme
Court rejected the expansion of traditional exception as it predicted that this could lead
to the “economic annihilation [of] small businesses,” which would be forced to liquidate
rather than transfer ownership. Epstein (2002) voiced a similar concern that firms may
be forced towards bit-by-bit liquidation, saying ”one possible way to defeat all products
liability claims against successors is through a piecemeal disposition of the company.
Astute corporate owners could decide to sell off bits and pieces of the assets to different
buyers, engage in partial liquidations or dividends to current shareholders, and then
finally liquidate the rest.”
45See 15 William Meade Fletcher et al., Fletcher Cyclopedia of the Law of Corporations § 7122
(perm. ed., rev. vol. 2008) and Matheson (2011).
46These are (1) the transaction is a fraudulent effort to avoid liabilities of the predecessor, (2) the
successor expressly or impliedly assumes the obligations of the predecessor, (3) the transaction is a de
facto merger, or (4) the successor is a mere continuation of the predecessor (see Matheson (2011) and
Zager, Jeffrey; Johnson (2005)). Table C.3 provides more details and relevant case citations, based on
information in Kuney 2013.
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Because under the PLE, the successor is responsible for liabilities such as personal
injury claims caused by the predecessor’s products, the adoption of PLE increases the
uncertainty associated with the purchased assets. Some of the uncertainty is hard to
hedge against through insurance, because insurance is not always a realistic option in
cases of unknowable claims and even when available, has many restrictions (Thune
2018). This implies that even if insurance is available, it might not fully cover the
loss. One recent example of this is Pacific Gas and Electric (PG&E). Because this
utility’s equipment was a possible cause of the deadly “Camp Fire”, its potential liability
could reach $15 billion, while the insurance company could only cover $1.4 billion. So
PG&E chose to file for bankruptcy.47 Courts have been concerned specifically about
the unavailability or infeasibility of insurance; e.g., Beyer (2012) cites the Wisconsin
Supreme Court decision that rejected PLE exemption as noting [in Fish v. Amsted
Indus., Inc., 376 N.W.2d 820, 827–828 (Wis. 1985)] that “[s]mall manufacturers have a
difficult problem obtaining products liability insurance and find it impossible to cover the
risks by raising prices because they have to compete with larger manufacturers who can
keep the price down. Additionally, it is one thing to assume that a manufacturer can
acquire insurance against potential liability for its own products and another to assume
it can acquire such insurance for the products made by a different manufacturer.”
More broadly, these arguments suggest that PLE could inhibit acquisitions and other
related economic activities. Product liability lawsuits are pervasive in the United States,
and have increased in frequency over the years. For instance, during the twelve-month
period ending September 30, 2000, about 15,300 products liability cases were filed in
federal courts and accounted for 5.6% of all civil cases, 39.4% of tort actions and 44.2% of
all personal injury cases (Zekoll 2002). By 2016, the number of product liability lawsuits
increased significantly to 39,200, accounting for roughly 70 percent of the personal injury
civil cases filed in US district courts (Galasso and Luo 2018), while the number of cases
filed in federal court in 1974 was just 1,579 (Skoppek 1989).
Two recent anecdotes (discussed briefly in the introduction) highlight the importance
of product liability as it relates to corporate transactions. The reorganization of Gen-
eral Motors during its 2009 bankruptcy was structured as a sale of assets to a new
corporate entity under special provisions of the bankruptcy code (Fisher 2017). The
automaker argued that forcing the new entity to retain liability for ignition-switch de-
fects in cars manufactured by the pre-bankruptcy GM “threatens the ‘free and clear’
provisions of sale contracts that induce buyers to pay more for the assets of companies in
47For details of this case, see https://www.insurancejournal.com/news/west/2018/11/20/509843.htm.
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bankruptcy.” Without such protection, they argued, “buyers will offer less or refuse to
bid on a bankrupt company’s assets, driving it into liquidation and forcing unnecessary
layoffs at the company and its suppliers.”(Fisher 2017) A stark example of the potential
impact from target’s product liability is the ongoing litigation faced by Bayer, relating
to the Roundup herbicide product produced by Monsanto, which it acquired in 2018.
A Wall Street Journal article (Bender 2019) argued that this acquisition was one of the
worst corporate deals ever, as the share value of the combined entity declined by 46.6%
(more than for any other 𝑀&𝐴 deal ever) one year after the transaction. Starting with a
first jury verdict of $289.2 million (in August 2018), two more large damage verdicts (all
three reduced by judges) came in by May 2019; new cases and plaintiffs went up steeply,
with the number of plaintiffs reaching 18,400 by July 2019. Reflecting the significant
uncertainty associated with product liabilities, the article reported analysts’ estimates
of total liability costs for Bayer ranging from $5.5 billion to $27 billion (Bender 2019).
In the next section, we investigate this further and present a simple model that gen-
erates testable hypotheses on the potential economic impact of PLE.
3.3 Hypotheses
We develop our hypotheses using a simple model of acquisitions. Given our empirical
focus, we intend the model to be a tool to help generate and better understand our
hypotheses rather than as a full-fledged model of acquisitions. Here, we mostly focus on
the underlying intuition and leave the technical details to the Appendix.
Briefly, a seller in this model faces a trade-off—wait one period in the hope of finding
a better buyer (who will pay more) but potentially incur a liability during that wait,
which may force them to exit. The introduction of PLE generally reduces acquisitions
and increases closures, as the probability of being sold diminishes, and hence sellers
are compelled to exit the market. Buyers in this model benefit from targeting a young
firm because they can modify the target firm in a way to avoid future liability. PLE
accentuates this benefit, thus shifting the focus of acquisitions to younger sellers.
3.3.1 Set up
We consider a three-period model. The timeline of the model is shown in Figure 3.1.
A potential seller, S, chooses to pay an entry cost 𝜅 to enter the market in the beginning
of period 1. The quality of its management, 𝜃𝑆, is drawn from a uniform distribution
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from 0 to 1, 𝑈[0, 1]. This quality is assumed to stay the same in all periods that S
operates in the market.
Figure 3.1: Model timeline
At the end of period 1, a potential buyer, B1, appears. The quality of its management,
𝜃𝐵1, is drawn from U[0,1]. The seller then has three options at the end of period 1. It
can sell to the buyer, exit the market, or continue to the next period.
If the seller continues to the second period, a new buyer, B2, appears at the end
of that period. The quality of its management, 𝜃𝐵2, is also drawn from 𝑈[0, 1] (since
both 𝜃𝐵1 and 𝜃𝐵2 are drawn from a uniform distribution, we use 𝜃𝐵 to represent them
hereafter), and independent of the quality of the buyer in the first period. As in the first
period, the seller then has three options at the end of period 2. It can sell to the buyer,
exit the market, or continue to the next period.
The firm exits at the end of the third period. For simplicity, we assume that if sold,
firms are sold only once. Also, we assume that the buyer pays the maximum price that
it is willing to pay, and that the transaction cost paid by the buyer is 𝜎.
The firm pays a fixed cost f every period, irrespective of ownership. The profits for
the firm in any period is given by 𝜋 = 𝜃 – 𝑓 , where 𝜃 is the quality of the management.
We assume that there are no costs to exit, and that the value of exiting in any period is
equal to zero.
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3.3.2 Evolution of product liability and PLE
We assume that the firm does not have any liability when it enters, and that it does
not incur any liability in the first period.
If the seller S continues to operate the firm in the second period, it would incur a
liability 𝜆 in that period. The liability is assumed to be observable and required to be
paid in period 3 unless the firm is sold at the end of the second period and the state
has no PLE. If the state has PLE, then the buying firm is required to pay the liability
in period 3. If the state has no PLE, then the buying firm is not required to pay the
liability in period 3.
If the firm is sold at the end of the first period to a buyer, we assume that there
is no liability incurred in the second period. This assumption reflects the superior
management skills of the buyer as well as the fact that the selling firm is young enough
that the buyer can potentially modify its operations to avoid the liability.
For simplicity, we assume there are no new liabilities that are incurred in period 3,
irrespective of ownership.
3.3.3 Buyer willingness to pay
Period 2 – Buyer B2’s willingness to pay in the second period is the expected profits
from operating in the third period less the transaction cost. That is (suppressing the
period suffix on the quality of management parameter for brevity), 𝑤2𝐵 = 𝜋
3
𝐵2 − 𝜎 =
𝜃𝐵 − 𝑓 − 𝜎 if the state has no PLE (which means buyer can avoid the liability), and
𝑤2𝐵 = 𝜋
3
𝐵2 −𝜎 = 𝜃𝐵 −𝑓 −𝜎 −𝜆, if the state has PLE (which means buyer has to assume
the liability).
Period 1 – Buyer B1’s willingness to pay in the second period is the expected profits
from operating in the next two periods less the transaction cost. Since there is no
accumulated liability if the firm is sold at the end of this period, 𝑤1𝐵1 = 𝜋2𝐵1 + 𝜋
3
𝐵1 −𝜎 =
2(𝜃𝐵 − 𝑓) − 𝜎.
3.3.4 Decision rules at the end of period 2
The decision rules for end of period 2 in two scenarios: 1) without the PLE doctrine;
2) with PLE are discussed in Theory Appendix subsection C.1.1. Panels A and B of
Figure 3.2 summarizes the corresponding decision regions.
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(a) End of the second period decision regions without PLE
(b) End of the second period decision regions with PLE
Figure 3.2: End of the second period decision regions
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3.3.5 Key predictions for end of period 2 decisions
(All proofs (and some corollaries) are presented in Theory Appendix subsection C.1.2.)
• Lemma 1: Probability of exiting for older firms (i.e., firms at the end
of period 2) is higher with PLE.
• Lemma 2: The probability of continuing for older firms is higher with
PLE.
• Lemma 3: The probability of selling for older firms is lower with PLE.
3.3.6 Decision rules at the end of period 1
The decision rules for end of period 1 in two scenarios: 1) without the PLE doctrine;
2) with PLE are discussed in Theory Appendix subsection C.1.3. Panels A and B of
Figure 3.3 summarizes the corresponding decision regions.
3.3.7 Key predictions for end of period 1 decisions
(All proofs and a corollary to Lemma 4 are presented in Theory Appendix Ap-
pendix C.1.4.)
• Lemma 4: Probability of exiting for younger firms is higher with PLE.
• Lemma 5: The probability of continuing for younger firms is lower with
PLE if 𝜆 > 2𝜎.
• Lemma 6: The probability of selling for younger firms is higher with
PLE if 𝜆 > 2𝜎.
Lemma’s 5 and 6 highlight the importance of transaction cost frictions within the model.
In particular, if transaction costs are too high, then the probability that younger firms
will sell (or continue) does not go up with PLE, as the gain from selling (or the incentive
effect of the potential gain from selling next period) becomes too low.
We verify each of lemmas 1 to 6 for specific parameters in Figure C.1 (for the compar-
ison of old firms with and without PLE) and Figure C.2 (for the comparison of young
firms) below. The figures confirm that in the regime with PLE (i.e., with higher value
of liability 𝜆), (1) the region for exit or closure of the firm (blue rectangular region in
the bottom corner) expands, in line with Lemma 1. In fact with the chosen parameter
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(a) End of the first period decision regions without PLE
(b) End of the first period decision regions with PLE
Figure 3.3: End of the first period decision regions
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values for the “Without PLE regime”, we find that none of the firms chose to exit in the
first period. That is, even low quality firms, even losses in period 1 (i.e., with 𝜃𝑆 < 𝑓)
chose to continue at the end of period. This is because the possibility of selling to a
higher productivity firm makes it worthwhile to continue rather than exit. This feature,
of firms with negative profitability choosing to operate, echoes a finding in David (2017).
Thus an active corporate transactions market helps induce entry/entrepreneurship and
survival of young firms. (2) The green “continue” region shrinks, in line with Lemma 5 –
the left side vertical boundary line shifts to the right compressing the region horizontally,
while the top cutoff curves (defined by 𝐴 (𝜃𝑆) and 𝑅 (𝜃𝑆) shifts downward compressing
the region vertically. Thus, in the face of a higher potential liability in period 2, fewer
firms choose to continue at the end of period 1. (3) The red sale region (top right cor-
ner) expands, consistent with Lemma 6. This is evident from the fact that the bottom
boundary curve of the region shifts downward throughout. Thus, the probability that
a firm would sell increases for every level of seller firm quality as a consequence of the
PLE.
3.3.8 Key predictions for entry decisions
(All proofs and a corollary to Lemma 4 are presented in Theory Appendix C.1.5.)
• Lemma 7: The entry rate is lower in the regime with PLE relative to
the regime without PLE, if the entry cost (𝜅) is high enough.
3.4 Data and Empirics
We test our hypotheses using establishment-level data obtained from the Longitudinal
Business Database (LBD) of the U.S. Census Bureau. The LBD covers the universe
of non-farm, tax-paying establishments and firms in the U.S. that employ at least one
worker. The LBD includes annual observations beginning in 1976 and runs through 2014.
It contains information on industry, location, employment and parent firm affiliation
(Jarmin and Miranda 2002). We define establishment closure as 1 when it exists in the
current year but never appears in the future years. We define acquisition as 1 when
the firm identifier of an establishment in the current year is different from that in the
preceding year. Since we need information from the preceding year and subsequent years,
we drop the first and last years, 1976 and 2014, respectively. In all, we have about 150
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million establishment-year observations and about 109 million firm-year observations
over this period.
At the establishment level, we examine how the adoption of PLE affects the probability
of acquisition and closure using the following difference-in-differences specification:
𝑌𝑒𝑘𝑡 = 𝛼𝑒 + 𝛾𝑖𝑡 + 𝛽1 ∗ 𝑃𝐿𝐸𝑘,𝑡−1 + 𝛿 ∗ 𝑋𝑒𝑘,𝑡−1 + 𝜖𝑒𝑘𝑡 (3.1)
where 𝑒 indexes establishments, 𝑘 state, 𝑡 time, 𝑖 industries, 𝑌𝑒𝑘𝑡 is the dependent
variable of interest (acquisition or closure dummy), 𝛼𝑒 and 𝛾𝑖𝑡 are establishment and
industry-by-year fixed effects, 𝑋𝑒𝑘𝑡 are control variables (specifically, the log of total
employment and average wage). 𝑃𝐿𝐸𝑘,𝑡−1 is a dummy variable that equals one if prod-
uct line exception has been adopted by year t-1 in state k, and 𝜖𝑒𝑘𝑡 is the error term.
All independent variables are lagged one year, because it takes time to finish the pro-
cesses of acquisitions and closures. This methodology fully controls for stable differences
between treated and non-treated establishments via establishments fixed effects, while
the industry by year fixed effects control for aggregate time-varying fluctuations within
industries.
Because PLE only applies to defective products, manufacturing is more likely to be
affected by it than non-manufacturing firms.48 Hence, we consider non-manufacturing
industries as the benchmark and use the following difference-in- difference-in-differences
(DDD) approach:
𝑌𝑒𝑘𝑡 = 𝛼𝑒 + 𝛾𝑖𝑡 + 𝛽1 ∗ 𝑃 𝐿𝐸𝑘,𝑡−1 + 𝛽2 ∗ 𝑃𝐿𝐸𝑘,𝑡−1 ∗ 𝑀𝐹𝐺𝑒𝑘,𝑡−1 + 𝛿 ∗ 𝑋𝑒𝑘,𝑡−1 + 𝜖𝑒𝑘𝑡 (3.2)
where 𝑀𝐹𝐺 is a dummy variable for establishments in NAICS 31, 32 or 33, and the
remaining terms are as defined in Equation 3.1.
We compute establishment age as the difference between the current year and the first
year that the establishment appears in the LBD. For those establishments that enter
in 1976 (left censored), the variable age is missing, so those observations are dropped
whenever we use the variable age. We use age 5 as the cutoff point to define young (< 5
years old) and old (>= 5 years old). We choose 5 years as the cutoff point, because this
is a commonly used threshold in the literature (e.g., Fort et al. 2013). Further, based on
a nationwide survey by Manchisi and Gallagher (2006), firms are usually held liable for
48Distributors and retailers of the product also potentially face liability, but anecdotal evidence (e.g.,
the Monsanto case, and numerous auto liability cases) suggests that manufacturers of the products are
typically the primary defendants.
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the defective products for about 5-15 years after the selling, so overall establishments
having existed for more than 5 years old are likely to have accumulated liabilities.
3.5 Results
3.5.1 Descriptive Statistics
Descriptive statistics on acquisitions and closures for the different samples are provided
in Table 3.1. For each sample, we show the rates of acquisition and closure for periods
before and after the enactment of PLE for states with PLE. We also show the rates for
states without PLE in the last column. Panel A shows statistics at the establishment
level. Overall, we have about 36 million establishment-years in the states with PLE
between 1977 and 2013, with about 3.2 million of them in the period before the enactment
of PLE. We have about 114 million observations in the states without PLE.
Comparing the means before and after PLE is introduced (the “difference” column),
we can see acquisitions and closures increase in the overall sample (by about 0.21 percent-
age points and 0.42 percentage points, respectively) as well as in the non-manufacturing
samples. In contrast, acquisitions decline by about 0.16 percentage points in the man-
ufacturing sample after PLE is introduced. Closure increases much more in the man-
ufacturing sample (0.35 percentage points vs. 0.04 percentage points). This decline in
acquisitions in manufacturing is entirely driven by old establishments; young manufac-
turing establishments show an increase. Closures for both young and old establishments
increase and the increase is higher for young establishments.
At the firm level, exit increases after PLE, more so for manufacturing than for non-
manufacturing. Growth declines as well, and more so for manufacturing firms. These
broad patterns are consistent with the theoretical predictions discussed in section 3.3.
3.5.2 Baseline Results
Table 3.2 shows the results of estimating Equations (1) and (2) in the entire sample.
Across all industries, the effect of PLE on the probability of acquisitions is negative but
statistically insignificant. The effect on the probability of closure is positive, but that is
also statistically insignificant. Focusing on the triple-difference specifications, the coef-
ficient on “PLE × Manufacturing” shows that the probability of acquisition for a given
manufacturing establishment decreases by an additional 0.19 percentage points after the
enactment of PLE relative to the change in acquisition probability of non-manufacturing
86
Table 3.1: Summary Statistics.
States with PLE States without PLE
Before change After change Difference
Panel A: Establishment-level samples 
Overall (N=3,189,000) (N=32,820,000) (N=11,4100,000)
Acquisition (Dummy × 1000) 16.17 18.27 2.10*** 17.43
(126.10) (133.90) (0.08) (130.90)
Closure (Dummy × 100) 6.19 6.61 0.42*** 6.21
(24.10) (24.85) (0.01) (24.14)
Manufacturing sample (N=261,000) (N=2,259,000) (N=7,137,000)
Acquisition (Dummy × 1000) 19.82 18.19 -1.63*** 19.09
(139.4) (133.70) (0.28) (136.80)
Closure (Dummy × 100) 6.02 6.57 0.55*** 5.69
(23.79) (24.77) (0.05) (23.16)
Non-manufacturing sample (N=2,928,000) (N=30,560,000) (N=107,000,000)
Acquisition (Dummy × 1000) 15.85 18.27 2.42*** 17.32
(124.90) (133.90) (0.08) (130.50)
Closure (Dummy × 100) 6.21 6.61 0.40*** 6.25
(24.13) (24.85) (0.02) (24.20)
Young manufacturing sample (N=174,000) (N=587,000) (N=2,000,000)
Acquisition (Dummy × 1000) 19.16 20.30 1.14*** 20.53
(137.10) (141.00) (0.38) (141.80)
Closure (Dummy × 100) 6.18 9.66 3.48*** 7.81
(24.08) (29.55) (0.08) (26.84)
Old manufacturing sample (N=73,000) (N=1,596,000) (N=4,794,000)
Acquisition (Dummy × 1000) 20.93 17.11 -3.82*** 18.37
(143.10) (129.70) (0.49) (134.30)
Closure (Dummy × 100) 5.33 5.47 0.14 4.85
(22.47) (22.74) (0.09) (21.48)
Panel B: Firm-level samples
Overall (N=1,867,000) (N=22,740,000) (N=82,680,000)
Exit (Dummy × 100) 6.14 6.70 0.56*** 6.32
(24.01) (25.00) (0.02) (24.33)
Employment Growth (%) -0.03 -2.30 -2.27*** -1.63
(50.60) (50.76) (0.04) (48.46)
Manufacturing sample (N=155,000) (N=1,864,000) (N=5,797,000)
Exit (Dummy × 100) 6.20 7.10 0.90*** 6.25
(24.11) (25.68) (0.07) (24.21)
Employment Growth (%) 1.34 -1.80 -3.14*** -1.11
(46.27) (45.92) (0.12) (43.62)
Non-manufacturing sample (N=1,712,000) (N=20,880,000) (N=76,890,000)
Exit (Dummy × 100) 6.14 6.66 0.52*** 6.32
(24.00) (24.94) (0.02) (24.34)
Employment Growth (%) -0.15 -2.34 -2.19*** -1.67
(50.97) (51.17) (0.04) (48.81)
The sample includes all the establishments in the LBD from year 1977 to 2013. We exclude the first
year of LBD (year 1976), as the variable ”Acquisition” is not defined for the first year. ”Acquired”
is a dummy indicating that the establishment was acquired, and is set equal to 1 if the firm ID of
an establishment is different from that in the previous year, and 0 otherwise; ”Closed” is a dummy
indicating that the establishment was closed, and is set is equal to 1 if it is the last year we observe the
establishment ID in the LBD, and 0 otherwise. We scaled ”Acquisition” by 1000, and ”Closure” by 100
to aid interpretation of (rounded) estimated coefficients. An establishment is defined as belonging to
manufacturing, if its first 2 NAICS code is 31, 32 or 33. Age dummies ”young” and ”old” are defined
using a threshold of 5 years: an establishment is young if its age is below 5; and old if its age is greater
than or equal to 5. In panel B, we aggregated the establishment information to the firm level. ”Exit”
is equal to 1 if it is the last year we can observe the firm ID in the LBD, and 0, otherwise. We scaled
this dummy variable by 100. For defining the location and industry of multi-units firms, we choose the
state and industry in which the firm has the most employment. Standard deviations are shown in the
brackets for columns (1), (2) and (4). For the column (3) (Post-change mean – Pre-change Mean), the
numbers in the brackets are the standard errors of the mean differences before and after the adoption
of PLE. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
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establishments, which is about 10% of the mean probability of acquisitions. Further,
the adoption of PLE raises the probability of closure of manufacturing establishments
by an extra 0.36 percentage points, i.e., 6% of the mean level in the treatment group
before the adoption. Both effects are statistically significantly different from zero. These
results are consistent with our hypotheses (and our sample being dominated by older
establishments).
Table 3.2: Impact of Product Line Exception on Establishment Acquisitions and
Closures (Overall Sample).
(1) (2) (3) (4)
Dep: Acquired Dummy  Dep: Closed Dummy
Product line exception -0.351 -0.187 0.117 0.085
(0.646) (0.638) (0.288) (0.287)
Product line exception × Manufacturing -1.865*** 0.363**
(0.355) (0.166)
Adjusted R-squared 0.055 0.055 0.119 0.119
Controls for lags of Log (emp) and Log (average wage) YES YES YES YES
EST FE YES YES YES YES
IND by YEAR YES YES YES YES
N 150,100,000 150,100,000 150,100,000 150,100,000
All independent variables are lagged by one year, to account for the lead time needed to complete
the process of mergers and acquisitions. ”Product line exception” is a dummy variable indicating
whether the state where the establishment is located has this exception in a given year. Standard errors
clustered by state are in parentheses. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
3.5.3 Young vs. Old Establishments
Next, we examine if the adoption of PLE might have different effects on young and old
manufacturing establishments, in line with the predictions of our model. Table 3.3 shows
estimates of equation (1) by age group. The probability of being acquired increases by
about 0.26 percentage points among young manufacturing establishments (or about 13%
of the mean level in the treatment group before PLE). The corresponding probability
declines by 0.11 percentage points among old establishments though the effect is statis-
tically insignificant. Thus, these results support Hypothesis 3 and are consistent with
Hypothesis 1, and strongly suggest that younger establishments are more likely to be
acquired after PLE is introduced. The probability of closure of young establishments
increases by 1.17 percentage points after PLE or about 19% of the mean level among
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young manufacturing establishments in the treatment group. This strongly supports Hy-
pothesis 4. The probability of closure among old manufacturing establishments increases
by 0.52 percentage points, though it is statistically insignificant. This is consistent with
Hypothesis 2.
Table 3.3: Young vs. Old Establishments: Impact of Product Line Exception on
Establishment Acquisitions and Closures (Manufacturing Sample).
(1) (2) (3) (4)
Dep: Acquired Dummy Dep: Closed Dummy
Young Manufacturing Old Manufacturing Young Old
Product line exception 2.574** -1.118 1.169** 0.515
-1.259 -0.811 -0.475 -0.334
Adjusted R-squared 0.045 0.044 0.169 0.117
Controls for lags of Log (emp) and Log (average wage) YES YES YES YES
EST FE YES YES YES YES
IND by YEAR YES YES YES YES
N 2,760,000 6,463,000 2,760,000 6,463,000
This table uses the sub-sample of manufacturing establishments only. All independent variables are
lagged by one year, to account for the lead time needed to complete the process of mergers and acquisi-
tions. ”Product line exception” is a dummy variable indicating whether the state where the establish-
ment is located has this exception in a given year. Age dummy ”old” is defined as age above equal to
or above 5. Standard errors clustered by state are in parentheses. *, **, and *** denote significance at
the 10%, 5%, and 1% levels, respectively.
3.5.4 Impact on Overall Firm Performance
We now examine the total impact on firm growth and exit, using specifications similar
to those at the establishment level, and add employment size quintile by industry by
year fixed effects to allow for a non-linear effect of firm size. Firm exit is defined as
1 if the firm identifier disappears from the LBD in the next year. Firm growth rate
from one year to the next is calculated as the ratio of the change in employment to the
average employment of the two years (Davis, Haltiwanger, and Schuh 1996). Results
are presented in Table 3.4. PLE has a strong positive effect on manufacturing firm exit
with the coefficients about 0.35-0.37 percentage points, or 5.7-6.0% of the mean level in
the treatment group before the adoption. These results are consistent with those in the
establishment level, and suggest firms are not simply shifting focus to non manufacturing
activities (i.e., not opening non-manufacturing establishments to offset negative growth
from manufacturing establishment closures). PLE generally has a negative effect on
firm employment growth. The coefficients across these specifications are negative, but
become smaller and less significant when we control for the log of employment and
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average wage.
Table 3.4: Impact of Product Line Exception on Firm Exit and Employment
Growth rate (Overall Sample).
(1) (2) (3) (4) (5) (6)
Dep: Firm Exit Dep: Firm Employment Growth Rate
Product line exception 0.098 0.092 0.202 0.155 0.434 -0.856
(0.38) (0.392) (0.332) (0.802) (0.784) (0.572)
Product line exception • Manufacturing 0.374** 0.352** 0.370** -1.363*** -1.207*** -0.431
(0.155) (0.135) (0.147) (0.29) (0.432) (0.531)
Adjusted R-squared 0.108 0.111 0.109 0.033 0.136 0.206
Controls for lags of Log (emp)
and Log (average wage)
NO NO YES NO NO YES
FIRM FE YES YES YES YES YES YES
IND by YEAR YES NA YES YES NA YES
SIZE by IND by YEAR NO YES NO NO YES NO
N 107,300,000 107,300,000 107,300,000 107,300,000 107,300,000 107,300,000
All independent variables are lagged by one year, to account for the lead time needed to complete the
process of mergers and acquisitions. ”Product line exception” is a dummy variable indicating whether
the state where the firm is located has this exception in a given year. For the location and industry of
multi-units firms, we choose the state and industry where the firm has the most employment. Standard
errors clustered by state are in parentheses. *, **, and *** denote significance at the 10%, 5%, and
1% levels, respectively.
3.5.5 Impact of PLE on the aggregate entry patterns
In this part, we investigate the impacts of PLE on the entry of establishments and
firms. Because we do not have any information about the establishment/firm in the
period before the entry, we can not control for the establishment/firm-level variables.
Therefore we undertake this analysis by aggregating the entry information to the state
by industry level for each year. Specifically, we use two alternative measures: (i) the
aggregate entry ratio, defined as the ratio of total entries in a year to the the total
number of establishments in the previous period; and (ii) the log of the total number
of entrants. We use state and industry by year fixed effects to control for the invariant
differences among states and differences in industry trends.
Column (1) shows that the entry ratio of manufacturing establishments decreases by
2.94 percentage points, i.e. 21.15% of mean level in the treated states before the adoption
of PLE. Estimate in the column (2) shows a similar pattern: log of the total number
of entries decrease by 0.152, which is about 9.16% of the mean level for the sample of
states adopting PLE.
The effect of PLE on firm entry is slightly larger. Entry ratio of firms decreases by
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Table 3.5: Aggregate Impact of Product Line Exception on Entry.
(1) (2) (3) (4)
Entry of Establishments Entry of Firms
Dep: Entry ratio Dep: Log (Number of entrants) Dep: Entry ratio Dep: Log (Number of
entrants)
Product line exception 0.535 0.007 0.662 0.005
(0.966) (0.037) (1.012) (0.04)
Product line exception • Manufacturing -2.939*** -0.152** -4.139*** -0.147**
(0.942) (0.064) (1.127) (0.068)
Adjusted R-squared 0.467 0.892 0.409 0.891
STATE FE YES YES YES YES
IND by YEAR YES YES YES YES
N 454000 454000 438000 438000
This table shows the results in the state by industry by year level from aggregating establishment entry
information. All independent variables are lagged by one year, as in previous tables. ”Product line
exception” is a dummy variable indicating whether the state by industry by year cell has this exception
in a given year. We winsorized entry ratio at the 99th percentiles, and results are similar without
winsorizing. Standard errors clustered at the state level are in parentheses. *, **, and *** denote
significance at the 10%, 5%, and 1% levels, respectively.
4.139 percentage points after the adoption of PLE, i.e. 25.64% of the mean level in the
treatment group (column (3)), while the result using log of the total of firm entry is
similar but smaller: log of total entry decreases by 0.147, i.e. 9.13% of the mean level
for the sample of states adopting PLE (column (4)).
3.6 Discussion
This study uses comprehensive US Census microdata on all U.S. firms and establish-
ments to show that the adoption by state courts of PLE, which introduced a friction
(in the form of uncertain potential liabilities) in the acquisitions market, has econom-
ically significant effects on overall firm reconfigurations. Consistent with a model we
develop to predict the effects of PLE, we find broadly that individual establishments
are less likely to be acquired and more likely to be closed after the adoption of PLE.
This effect is strikingly different for younger establishments, who are much more likely
to be acquired and closed. Older establishments, presumably because of their larger
potential liabilities, tend not to be involved in reconfiguration. Importantly, PLE also
appears to discourage starts of new establishments. Together, these findings not only
show how frictions in one part of the reconfiguration differentially affect the propensity
of individual resources to be reconfigured, but also how the broad pattern of reconfig-
uration changes across the firm life cycle. In this case, there is a shift in the locus of
reconfiguration to younger establishments, consistent with an age-related disadvantage
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from potential accumulated liabilities for older firms.
Our study analyzes the impact of adoption of PLE at both the establishment and
firm levels. Our firm-level analysis confirms that establishment-level results for man-
ufacturing are not offset at the firm-level by shifts to non-manufacturing activities by
firms located in PLE states. Beyond addressing potential shifts from manufacturing
to non-manufacturing industries within a firm, analyzing at the firm level provides an
important insight. Specifically, at the firm level, we find that the adoption of PLE tends
to reduce overall firm growth. This suggests, albeit indirectly, that acquisitions as a
mode of firm growth are not completely substitutable with organic growth. Our model
highlights that the ability to sell an establishment provides an important incentive for
young firms to persist in the market (and would likely also provides incentives for entry
and investment in an extended version of the model). Thus our model and findings sug-
gest that a friction in the corporate transactions market reduces both the ability to grow
through acquisitions, and reduces incentives for entry and organic growth for younger
firms. To our knowledge, no studies have explicitly highlighted this important link which
generates complementarity between acquisitional and organic modes of growth.
Our results are consistent with concerns expressed by experts and some courts that
PLE adoption would impose a uncertain cost on acquisitions, that cannot be offset
by insurance. We note that even if fairly priced insurance was available, PLE adoption
generates a substantive shift of costs from consumers to the current owners of the original
producers. The insurance cost itself could lead to lower new value transferred to the
buyer, discouraging investment in a similar way as in our model.49
Our rich dataset (covering about 150 million establishment-year and about 109 million
firm-year observations) and setting (time series variation within states in PLE adoption)
allow us to include a rich set of fixed effects that addresses concerns from omitted vari-
able bias. Further, the confidential US Census data covers all employer establishments,
including both public and private firms. Because most papers studying mergers and
acquisitions use publicly available data on public firms , and because the vast majority
of firms are private (e.g., the LBD has about five million firm records per year, com-
pared to less than 8000 public firms in the US per year during this period), this chapter
contributes to the broader literature by examining a much larger sample of firms. In
particular, the full coverage of our data protects against potential selection bias in data
49Even with availability of insurance, the scenario with PLE would have likely a higher transaction
cost (𝜎) compared to the scenario without PLE, which in our model is analogous to having a higher
liability cost (𝜆) with PLE.
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restricted to public firms, as potential liabilities may be a weaker deterrent for larger
firms. (The Bayer acquisition of Monsanto in 2018, despite significant concerns relating
to pending product liability lawsuits, is consistent with this concern.)
We note one important caveat: our focus on examining the effects of PLE on firm
dynamics and growth means that we cannot evaluate aggregate welfare effects of PLE
adoption. In particular, a primary objective of the PLE was to discourage poor quality
products, and it is possible that the adoption of PLE improved consumer welfare by
increasing product safety. Thus, from a policy evaluation perspective, our results should
be interpreted cautiously; our study sheds light only on the potential costs of enacting
PLE in terms of discouraging firm entry and growth, and does not evaluate potential
benefits from improved product safety.
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Appendix A
Employment Decline during the Great
Recession: The Role of Firm Size
Distribution
A.1 Derivations for the Case of N firms
In this part, I provide details behind the derivation in the case of N firms. First,
I show the general formula for the expected employment growth rate conditional on a
number of i firms hit by the shock. If firms 1,..., i are hit, the employment growth rate is
𝐺 ∗ 𝐿𝑛(1 + (𝜈 − 1)𝜔1 + (𝜈 − 1)𝜔2 + ... + (𝜈 − 1)𝜔𝑖), where 𝜔𝑖 represents the employment
share of the firm i in the first period, and 𝐺 = 1−𝛼1−𝛼+𝜖 . There are in total (𝑁𝑖 ) different
combinations, so the conditional probability of each case is 1/(𝑁𝑖 ). By summing up these
cases, we can compute the expected employment growth rate conditional on a number
of i firms hit by the shock as:
∑ 𝑔0,𝑖_𝑓𝑖𝑟𝑚𝑠_ℎ𝑖𝑡 =








(𝑁𝑖 ) 𝑖𝑁 (𝜈−1)−(𝑁𝑖 ) 𝑖(𝑖−1)𝑁(𝑁−1) 12 (𝜈−1)2−(𝑁𝑖 ) (𝑁−𝑖)𝑖)𝑁(𝑁−1) 12 (𝜈−1)2∗𝐻𝐻𝐼
(𝑁𝑖 ) =𝐺⋅
(𝑁−1𝑖−1 )(𝜈−1)−(𝑁−2𝑖−2 ) (𝜈−1)22 −(𝑁−2𝑖−1 ) (𝜈−1)22 𝐻𝐻𝐼
(𝑁𝑖 ) (𝑖≥2);
With this general formula, we can derive the unconditional expected growth rate
through summing all these conditional expected growth rates multiplied by their prob-
ability:
(𝑁0 )𝑠0(1 − 𝑠)𝑁 ∗ 𝑔0,𝑛𝑜𝑛𝑒_ℎ𝑖𝑡 + (𝑁1 )𝑠1(1 − 𝑠)𝑁−1 ∗ ∑
𝑁




𝑠)1 ∗ ∑𝑁𝑗=1 𝑔0,(𝑁−1)𝑓𝑖𝑟𝑚𝑠_ℎ𝑖𝑡 + (
𝑁
𝑁)𝑠𝑁(1 − 𝑠)0 ∗ 𝑔0,𝑎𝑙𝑙_ℎ𝑖𝑡 ≃ (1 − 𝑠)𝑁 ∗ 0 + 𝑠1(1 − 𝑠)𝑁−1 ∗
𝐺 ⋅ (𝜈 − 1) − 12(𝜈 − 1)2 ⋅ 𝐻𝐻𝐼 + 𝑠2(1 − 𝑠)𝑁−2 ∗ 𝐺 ⋅ [(𝑁−11 )(𝜈 − 1) − (𝑁−20 )12(𝜈 − 1)2 −




Combining those terms having (𝜈 − 1), (𝜈−1)22 , and HHI together, respectively, leads to
a simplified version: 𝑔 ≃ 𝐺 ⋅ 𝑠(𝜈 − 1) − 𝐺 ⋅ 𝑠2 (𝜈−1)22 − 𝐺 ⋅ 𝑠(1 − 𝑠)
(𝜈−1)2
2 𝐻𝐻𝐼 , which is
Equation 1.10 in the main text. Following the same process, we can derive the formulas
for the change rate of wage and total output.
A.2 Neoclassic Model with Capital
In this section, I provide a model with both capital and labor. The formulas and
derivations are similar to the simplified version with only labor as the input. Assume
there are two periods: –1 (before the crisis) and 0 (during the crisis). Firms are price-
takers in both product and factor markets. In period –1, firms receive a firm-specific
productivity draw 𝑧𝑖, which will be carried on to period 0, and then maximize the profits
by choosing the labor (𝐿𝑖,−1) and capital (𝑘𝑖,−1) in each period. The production function
is a Cobb-Douglas function with decreasing returns to scale: 𝑌𝑖,−1 = 𝑧𝑖𝐾𝛽𝑖,−1𝐿𝛼𝑖,−1, where
𝛼 + 𝛽 < 1 captures the extent of decreasing returns to production, and i indexes firm
i. We can think of the decreasing returns to scale as that there is another factor in
the production function, like land, which has a fixed supply. I need the assumption
of decreasing returns to scale to pin down the employment size. At the beginning of
period 0, each firm faces a productivity/demand shock (these two types of shocks are
indistinguishable, unless we observe the price; in the following, I will just assume it is
a shock to the productivity) with the same probability s, leading to a new productivity
level 𝑧′𝑖 = 𝜇𝑧𝑖, with 0 ≤ 𝜇 < 1 in the downturn and 𝜇 > 1 in the recovery.50 Firms then
choose labor (𝐿𝑖,0) and capital (𝐾𝑖,0) given the new factor price and productivity level
in period 0. I abstract from entry for simplicity.
Let us begin from period –1. For firm i, it chooses labor 𝐿𝑖,−1 and capital 𝐾𝑖,−1 to
maximize the profit after receiving the productivity draw 𝑧𝑖.
𝜋𝑖,−1 = 𝑧𝑖𝐾𝛽𝑖,−1𝐿𝛼𝑖,−1 − 𝑊−1 ⋅ 𝐿𝑖,−1 − 𝑟 ⋅ 𝐾𝑖,−1.
𝑊−1 and 𝑟 index the wage level and interest rate. We assume the capital market is
50An extreme example of the shock in the downturn could be that productivity becomes 0, once hit
by the shock, and then firms shut down.
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a global market and labor market is a local market—that is, wage could differ across
different areas while interest rate is constant across areas and periods, so that we focus
on the wage level that clears the labor market in both periods.
These two first-order conditions with respect to capital 𝐾𝑖,−1 and labor 𝐿𝑖,−1 are
𝑧𝑖 ⋅ 𝛽𝐾(𝛽−1)𝑖,−1 𝐿𝛼𝑖,−1 = 𝑟
𝑧𝑖 ⋅ 𝛼𝐾𝛽𝑖,−1𝐿(𝛼−1)𝑖,−1 = 𝑊−1.
(A.1)








𝑊−1⋅𝛽 . We set 𝑅 =
𝑟⋅𝛼
𝑊−1⋅𝛽 , which is a constant across firms









or 𝐿𝑛(𝐾𝑖,−1) = (
1
1 − 𝛼 − 𝛽)[𝐿𝑛(𝑧𝑖)+(1−𝛼)𝐿𝑛(𝛽)+𝛼𝐿𝑛(𝛼)−(1−𝛼)𝐿𝑛(𝑟)−𝛼𝐿𝑛(𝑊−1)].
Using the relation between capital and labor, 𝐿𝑖,−1𝐾𝑖,−1 =
𝑟⋅𝛼
𝑊−1⋅𝛽 , we have
𝐿𝑛(𝐿𝑖,−1) = (
1
1 − 𝛼 − 𝛽)𝐿𝑛(𝑧𝑖) −
1 − 𝛽
1 − 𝛼 − 𝛽𝐿𝑛(𝑊−1) + 𝐺 (A.3)
where 𝐺 = ( 1 − 𝛽1 − 𝛼 − 𝛽)𝐿𝑛(𝛼) + (
𝛽
1 − 𝛼 − 𝛽)𝐿𝑛(𝛽) − (
𝛽
1 − 𝛼 − 𝛽)𝐿𝑛(𝑟).
Since factors’ prices are given and are the same across firms, we can derive that firm










i.e., ratios of firm sizes are proportional to the productivity draws. We set 𝐵𝑖 =














Then, we have 𝐻𝐻𝐼 = ∑𝑁𝑖=1 𝜔2𝑖 . Using this formula of firm i’s employment share,
labor demand function, and the labor supply function, 𝑊 = 𝜓(𝐿𝑠)𝜖, I derive the total






where 𝑃 = 1 + 𝜖(1 − 𝛽)1 − 𝛼 − 𝛽; G has the same formula as before.
Now, let us move to period 0. Since we have N firms, we have the following scenarios:
(1) no firms are hit by the shock: 𝑝 = 𝐶0𝑁 ⋅ 𝑠0(1 − 𝑠)𝑁 ; (2) only one firm is hit:
𝑝 = 𝐶1𝑁 ⋅ 𝑠1(1 − 𝑠)(𝑁−1); (3) only two firms are hit 𝑝 = 𝐶2𝑁 ⋅ 𝑠2(1 − 𝑠)(𝑁−2); ... ; and
(N+1) all firms are hit: 𝑝 = 𝐶𝑁𝑁 ⋅ 𝑆𝑁(1 − 𝑆)0. In the first and last scenarios, the
employment growth rate is independent of size distributions, so we can ignore them.
Let us start with the second scenario. We first consider the conditional employment
growth rate, then the unconditional growth rate. Since the probability of each scenario
is independent of size distributions, the unconditional expected growth rate will be lower,
as long as the conditional expected growth rate is lower.
Suppose firm j is hit by the shock at the beginning of period 0; then its productivity
becomes 𝑧′𝑗 = 𝜇𝑧𝑗. Using the same process as in period 0, we can derive the total
employment in the equilibrium in period 0 as
𝐿𝑛(𝐿0,𝑗_ℎ𝑖𝑡) =




where 𝜈 = 𝜇1/(1−𝛼−𝛽); and 𝑃 = 1 + 𝜖(1 − 𝛽)1 − 𝛼 − 𝛽.
Then, the employment growth rate of only firm j being hit conditional on only one





𝐿𝑛[(∑𝑁𝑖≠𝑗 𝐵𝑖 + 𝜈𝐵𝑗)/ ∑
𝑁
𝑖=1 𝐵𝑖]
𝑃 ⋅ (𝑁1 )
= 𝐿𝑛[1 + (𝜈 − 1)𝜔𝑗]𝑃 ⋅ (𝑁1 )
(A.8)
where 1/(𝑁1 ) represents the probability that firm j is hit conditional on only one firm
being hit, and (𝑁1 ) indexes the number of combinations choosing 1 item from N items.
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With this formula in hand, we can derive the expected employment growth rate con-





𝐿𝑛[1 + (𝜈 − 1)𝜔1] + ... + 𝐿𝑛[1 + (𝜈 − 1)𝜔𝑁 ]
𝑃 ⋅ (𝑁1 )
=
(𝜈 − 1)𝜔1 − 12(𝜈 − 1)2𝜔21 + ... + (𝜈 − 1)𝜔𝑁 − 12(𝜈 − 1)2𝜔2𝑁 ]
𝑃 ⋅ (𝑁1 )
= (𝜈 − 1) −
1
2(𝜈 − 1)2 ⋅ 𝐻𝐻𝐼
𝑃 ⋅ (𝑁1 )
;
while the second to the last step uses a second-order Taylor series expansion of 𝑙𝑜𝑔(1+𝑥),
and (𝑁1 ) indexes the number of combinations choosing one item from N items, so 1/(𝑁1 )
is the probability that any firm is hit conditional on only one firm being hit. HHI
represents the concentration level in the first (pre-crisis) period.
The same process could apply to cases in which more than one firm is hit. Suppose a




𝑖 − 1 )(𝜈−1)−(
𝑁 − 2




𝑖 − 1 )
(𝜈 − 1)2
2 𝐻𝐻𝐼]; (𝑖 ≥ 2).
51
(A.9)
By summing these conditional growth rates together, I can derive the unconditional
employment growth rate:52









Thus, we have △𝑔 ∝ −𝑠(1−𝑠)𝑃
(𝜈−1)2
2 ∗△𝐻𝐻𝐼 , i.e., the difference in employment growth
rates is proportional to the HHI across areas, where 𝑃 = 1 + 𝜖(1−𝛽)1−𝛼−𝛽 . When 𝛽 = 0, then
1
𝑃 = 𝐺 = 1−𝛼𝑎−𝛼+𝜖 , and this formula becomes the same as Equation 1.10 in the main
context.
A.3 Search and Matching Model
One possible concern with the neoclassical model above is that the employment level is
generated by equating the labor demand to the labor supply, so there is no involuntary
unemployment there, which might not be consistent with real life. To allow for the
involuntary unemployment and embed the core idea from the above neoclassical model,
51See Section A.1 for the detailed algebra.
52See Section A.1 for the detailed algebra.
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I build a search-matching model, based on the one in Crépon et al. (2013) and Michaillat
(2012). I introduce a firm-idiosyncratic shock to the equilibrium and see how changes
in employment depend on the pre-shock size distributions. The goal of this model is to
see how the employment size distribution affects the drop in employment when facing
a negative shock when the search friction is onsite. In the search-matching framework,
the labor market is adjusted not only by wage but also by labor market tightness. That
is why even if we have a constant wage level, firm size distribution would still matter. I
also conduct a simple simulation in the last part of this section.
Consider a model with one sector and one type of worker in one commuting zone. In
the first period, the economy is in a steady state: outflow of labor force equals inflow.
At the beginning of the second period, I introduce a symmetric firm-level productiv-
ity/demand shock. (These two types of shocks are indistinguishable, unless we observe
the price. In the following I will assume it is a shock to the productivity.) Once hit by
the shock, the productivity level becomes 𝑧′𝑖 = 𝜇𝑧𝑖, with 0 ≤ 𝜇 < 1 in the downturn and
𝜇 > 1 in the recovery. This exogenous firm shock is in addition to each job exogenously
ends with a rate ℎ in every standard search and matching model. The job separation
rate ℎ could be considered as a shock in the job level, which is independent of firm size
distributions.
Let 𝑢 and 𝑛 denote the number of unemployed and employed workers, and normalize
the labor force to 1, so 𝑛 + 𝑢 = 1. The reduced form of matching function is given by
𝑚(𝑢, 𝑣), while v indexes the total number of vacancies. Following the standard matching
model as in Pissarides (2000), we assume the m function is homogeneous of degree one
and increasing in both its arguments. The labor market tightness is defined as 𝜃 = 𝑣𝑢 .
The vacancy filling rate is 𝑞(𝜃) = 𝑚(𝑢,𝑣)𝑣 , and the job-finding probability is 𝑓(𝜃) =
𝑚(𝑢,𝑣)
𝑢 .
It is easy to see 𝑓(𝜃) = 𝜃𝑞(𝜃). Moreover, 𝑞(𝜃) and 𝑓(𝜃) are decreasing and increasing
functions of 𝜃, respectively.
In a steady state, inflow to unemployment ℎ ⋅ 𝑛 equals outflows from unemployment
𝑢 ⋅ 𝑓(𝜃). Then, we can derive the labor supply curve as a mapping between 𝜃 and the
employment rate 𝑛 (replacing 𝑢 with 1 − 𝑛):
𝑛 = 𝑓(𝜃)𝑓(𝜃) + ℎ. (A.11)
This equation also represents the Beveridge curve: When firms post more vacancies
v, labor market tightness 𝜃 increases, which will raise 𝑓(𝜃), then increase 𝑛 and decrease
𝑢. Here, I will call this equation the labor supply curve, following Crépon et al. (2013).
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The implicit function, 𝜃 = 𝜃(𝑛𝑆), is a convex and increasing function, because 𝑓(𝜃) is
concave and increasing. See the graph below.
Next, we turn to the firm side to derive the labor demand curve. We assume the
production function is in the Cobb-Douglas form, and physical capital is fixed in the
short run
𝑦𝑖 = 𝑧𝑖𝑛𝛼𝑖 .
I normalize the price of the product to be 1. Each firm i chooses employment to
maximize the value of output, minus operating and recruiting costs. Let c be the per-
period cost of an unfilled vacancy, and r the interest rate. The value of having a vacancy
and a filled job are indexed by 𝐽𝑉 and 𝐽𝐸, respectively. For each firm, we have the
following two Bellman equations:
𝐽𝑉 = −𝑐 + 𝑞(𝜃)𝐸[𝐽 ′𝐸]/(1 + 𝑟) + (1 − 𝑞(𝜃))𝐸[𝐽 ′𝑉 ]/(1 + 𝑟)
𝐽𝐸 = 𝑀𝑃 𝐿 − 𝑤 + (1 − ℎ)𝐸[𝐽 ′𝐸]/(1 + 𝑟) + ℎ𝐸[𝐽 ′𝑉 ]/(1 + 𝑟)
The free entry condition leads the value of having a vacancy to be 0: 𝐽𝑉 = 𝐸[𝐽 ′𝑉 ] = 0.




(1 + 𝑟). (A.12)
For each worker, we have two other Bellman equations:
𝐽𝑈 = 𝑏 + 𝑓(𝜃)𝐸[𝐽 ′𝑊 ]/(1 + 𝑟) + (1 − 𝑓(𝜃))𝐸[𝐽 ′𝑈 ]/(1 + 𝑟)
𝐽𝑊 = 𝑤 + (1 − ℎ)𝐸[𝐽 ′𝑊 ]/(1 + 𝑟) + ℎ𝐸[𝐽 ′𝑈 ]/(1 + 𝑟)
where 𝐽𝑈 and 𝐽𝐸 represent the value of unemployment and the value of job to a worker,
respectively, and b indexes the value of leisure. The worker surplus from a job is 𝐽𝑊 −
𝐽𝑈 = (𝑤 − 𝑏) + (1−ℎ−𝑓(𝜃))1+𝑟 (𝐸[𝐽 ′𝑊 − 𝐽 ′𝑈 ]). Similarly, the firm surplus from a job is




Assume that wage level 𝑤 is determined by generalized Nash bargaining over the
surplus from the marginal match, and 𝛽 is workers’ bargaining power. The total surplus
is represented by S. Thus, we have 𝐸[𝑆′] = 𝐸[𝐽′𝐸](1−𝛽) =
𝐸[𝐽′𝑊 −𝐽′𝑈 ]
𝛽 . By plugging it into
Equation A.12, we can derive that 𝐸[𝑆
′]
1+𝑟 = 𝑐𝑞(𝜃)(1−𝛽) . By summing the worker and firm
surpluses together, we get 𝑆 = 𝐽𝑊 −𝐽𝑈 +𝐽𝐸−𝐽𝑉 = 𝑀𝑃𝐿−𝑏+ 𝑐⋅𝜃⋅(1−ℎ−𝛽𝑓)𝑓(𝜃)(1−𝛽) . Substituting
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into the workers’ surplus derives 𝛽𝑆 = (𝑤 − 𝑏) + (1−ℎ−𝑓(𝜃))1+𝑟 𝛽𝐸[𝑆′], which leads to the
formula for wage level:
𝑤 = (1 − 𝛽)𝑏 + 𝛽 ⋅ 𝑀𝑃𝐿 + 𝛽𝑐𝜃 = 𝑏 + 𝛽(𝑀𝑃𝐿 − 𝑏) + 𝛽𝑐𝜃.
To solve for the steady state, I need to use the condition that X=X’ for all variables
in the model. To get the relation between 𝜃 and employment n, I plug the wage formula
into the condition 𝐽𝐸 = 𝐸[𝐽 ′𝐸]:53
𝑀𝑃𝐿 − 𝑤 + (1 − ℎ) ⋅ 𝑐𝑞(𝜃) =
𝑐
𝑞(𝜃)(1 + 𝑟) ⇒
(𝑟 + ℎ) ⋅ 𝑐
𝑞(𝜃) = (𝑧𝑖𝛼𝑛
(𝛼−1)
𝑖 − 𝑏)(1 − 𝛽) − 𝛽𝑐𝜃.
(A.13)
Given the market tightness 𝜃, I can derive firm i’s labor demand 𝑛𝑖(𝜃) based on
its productivity level 𝑧𝑖. The summation of 𝑛𝑖(𝜃) gives us the total labor demand
𝑛𝐷(𝜃) = [ ∑ 𝑧(
1
1−𝛼 )
𝑖 ][ 𝛼(1−𝛽)𝛽𝑐𝜃+ (𝑟+ℎ)𝑐𝑞(𝜃) )]. Equating aggregate labor demand to the supply
(𝑛𝑆(𝜃) = 𝑓(𝜃)𝑓(𝜃)+ℎ) can solve for the equilibrium values of 𝜃 and n, while (1-n) gives us the
unemployment rate.
Now, let us consider how size distributions affect the declines in employment when
facing a firm-level idiosyncratic shock. Suppose we have two periods: -1 (before crisis),
and 0 (during the crisis). Assume we are in the old equilibrium in period –1, and all areas




MPL (𝑧𝑖𝛼/𝑛(1−𝛼)𝑖 ) should be the same in the equilibrium, given the same wage, market
tightness (𝜃), and other parameter values. At the beginning of period 0, a stochastic firm
shock hits each firm with a probability s (let’s focus on negative shocks), after which,
firms adjust their employment, resulting in a new equilibrium. Comparing the new and
old equilibriums, we can compute the changes in unemployment in this framework.
I conduct a simulation using the values of the parameters shown in Table A.1. The pro-
ductivity shock is the same as that in section 1.2. I use the Cobb-Douglas matching func-
tion: 𝑚(𝑢, 𝑣) = Ψ𝑢𝜙𝑣(1−𝜙), so that 𝑞(𝜃) = 𝑚/𝑣 = Ψ𝜃(−𝜙), and 𝑓(𝜃) = 𝑚/𝑢 = Ψ𝜃(1−𝜙),
following Hagedorn and Manovskii (2008), Michaillat (2012), and Toohey (2014). The
simulation process is as follows.
I generate 100 random samples using the power law distribution with the parameter
value equaling 1.6 (see Section 1.2.4 for the details of this distribution). Each observation
has 10 firms. I randomly assign employment sizes to firms in each observation, satisfying
53The value of leisure –b is normalized to be 0.
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that the initial employment in the equilibrium is the same across observations (I set the
initial employment to be 0.95). Then, I infer the market tightness (𝜃) and productivity
of each firm from the randomly assigned employment size using Equation A.13. Then,
all observations face the same idiosyncratic firm shocks as in Section 1.2.4. Through
summing up the changes of unemployment in all scenarios, we can get the unconditional
changes in unemployment and employment shown in Figure A.1.
Figure A.1 shows the relationship between the expected unemployment and employ-
ment changes and the initial HHI using the simulated 100 observations. Areas with high
initial HHIs experience a larger drop in employment and a bigger increase in unemploy-
ment whether the wage is sticky or not, although the relation is not exactly monotonic.54
I also consider the case with sticky wages, because Michaillat (2012) shows that sticky
wages are important to understand the rise in unemployment during recessions.55 The
magnitudes with and without sticky wages are quite different. The reason there is such
a big gap in these two cases is that with sticky wages, the labor market is only adjusted
by market tightness (𝜃), which creates a lot of rationing unemployment beacuse the
marginal product of labor falls below the rigid wage level. The rationing unemployment
becomes even more when large firms are hit by the idiosyncratic shocks, so the wage
rigidity magnifies the effect of HHI. I would expect the real effect to be between these
two cases, as wage adjusts partially downward instead of fixing at the same level .
54One possible reason for this relation being not exactly monotonic could be that the labor demand
and supply are nonlinear functions. One caveat about the simulation results is that sometimes it has
more than one solution for 𝜃 and 𝑛, when equating the total labor demand to the supply, so I choose
to search for the local solution around the initial pair: 𝑛 = 0.7 and 𝜃 = 0.4.
55Michaillat (2012) distinguishes two types of unemployment: rationing unemployment, which mea-
sures the shortage of jobs in the absence of matching frictions, and frictional unemployment, measuring
additional unemployment attributable to matching frictions. He also shows that rationing unemploy-
ment is crucial to understand the rise in total unemployment in recessions, while diminishing returns
to scale and wage rigidity are key factors leading to the rationing unemployment. In my simulation,
I consider an extreme case of wage rigidity that wage is fixed at the initial level, even after negative
shocks.
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(a) Unemployment changes with flexi-
ble wages
(b) Unemployment changes with sticky
wages
(c) Employment changes with flexible
wages
(d) Employment changes with sticky
wages
Figure A.1: The relation between changes of employment/unemployment and
HHI.
These graphs show the changes in unemployment and employment in areas with different initial HHIs
using the simulated data. Each observation in the simulated data has 10 firms, and there are 100
observations in total. I randomly assign firm sizes to each observation, satisfying that the initial
employment in the equilibrium is the same across observations, i.e., ∑ 𝑧(
1
1−𝛼 )
𝑖 is the same. Then, all
areas face the same idiosyncratic shocks as in Section II.D, and this graph shows the expected changes
of unemployment and employment. Subfigures (b) and (d) show the changes with sticky wages, i.e.,
wage level is fixed at the initial level regardless of negative shocks.
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Table A.1: Simulation Parameters Used in Search-matching Model.
Symbol Interpretation Value Source
ℎ Separation rate 0.0095 weekly frequency, Michaillat (2012)
Ψ Efficacy of matching 0.233 Michaillat (2012)
𝑐 Recruiting cost 0.215 Michaillat (2012)
𝛼 Marginal returns to labor 0.65 Hsieh and Moretti (2019)
𝜙 Unemployment elasticity of matching 0.5 Petrongolo and Pissarides (2001)
𝛽 Bargaining power of workers 0.443 Elsby and Michaels (2013)
𝜇 Magnitude of productivity shock 0.68 LBD, 2006-2010
𝑠 Probability of being hit 0.46 LBD, 2006-2010
























Herndahl-Hirschman Index of local labor markets in 2005
Figure A.2: Standard deviation of employment growth rate from 2006 to 2010 and
Herfindahl-Hirschman Index (HHI) of local labor market in 2005.
There are about 51,500 commuting zone (CZ)-industry observations. I use the three-digit NAICS code
to define the industry. I group these observations into 50 equal-sized bins based on the concentration
level (HHI), compute the mean of HHI and standard deviation of employment growth rates within each
bin, then create a scatter plot of these 50 bins. It also plots a linear fit line using OLS.
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Figure A.3: Simulation results: The impact of pre-crisis HHI (𝜖 = 1).
These graphs show the simulation result using 𝜖 = 1. The upper left, upper right, and lower
left graphs employ different parameters in generating firm size distributions. The lower value
of 𝛽 corresponds to a more dispersed distribution, and usually high HHI. That is why it is
more dense among high HHI in the upper left graph, and relatively sparse in the bottom
left graph. Each of these three graphs includes 1,000 random samples, each of which has
20 firms. The bottom right graph packs these three graphs together and also shows the
analytical solution with the red solid line.
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Figure A.4: Simulation results: The impact of pre-crisis HHI (𝜖 = 2).
These graphs show the simulation result using 𝜖 = 2. For the details about each sub-plot,
see the above note.
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Figure A.5: Employment declines by sectors: Large vs. small firms.
This figure shows the employment declines of large vs. small establishments by three-digit
NAICS industry, with employment shares of large establishments (having more than 100
workers) in 2006 in the x-axis, and the ratios of these large establishments’ decline to the total
employment declines from 2006 to 2010 in each industry as the y-axis. If an industry is above
the 45-degree line, it means employment declined more in those large establishments during
the Great Recession. In most industries, employment declines more in large establishments
compared to small establishments, as most points are above the 45-degree line.
Table A.2: The Effect of HHI on Employment Growth Rate (Weighted).
Dependent variable: Employment change from 2006 to 2010
(1) (2) (3) (4) (5) (6) (7) (8)
Herfindahl-Hirschman Index in 2005 -0.247*** -0.289*** -0.184*** -0.222*** -0.318*** -0.358*** -0.155*** -0.130***
(0.043) (0.050) (0.040) (0.051) (0.053) (0.058) (0.045) (0.046)
Log (total employment in 2005) 0.031*** 0.051*** -0.042*** -0.049***
(0.003) (0.003) (0.009) (0.009)
Log (the number of establishments in 2005) -0.026*** -0.022*** 0.040*** 0.050***
(0.003) (0.003) (0.009) (0.011)
Observations 51,500 51,500 51,500 51,500 51,500 51,500 51,500 51,500
Adjusted 𝑅2 0.017 0.060 0.331 0.366 0.036 0.097 0.337 0.372
CZ FE NO YES NO YES NO YES NO YES
Industry FE NO NO YES YES NO NO YES YES
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at
the 10%, 5%, and 1% levels, respectively.
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Table A.3: The relation between HHI and market thickness and large establish-
ments’ employment shares.
Dependent variable: Herfindahl-Hirschman Index (HHI) in 2005
(1) (2) (3) (4)
Panel A: The relation between HHI and total employment
Log (total employment in 2005) -0.087*** -0.092*** -0.079*** -0.048***
(0.001) (0.001) (0.001) (0.001)
Panel B: The relation between HHI and total number of establishments
Log (the number of establishments in 2005) -0.136*** -0.153*** -0.126*** -0.168***
(0.002) (0.002) (0.003) (0.003)
Panel C: The relation between HHI and employment shares of large establishments
Employment share of establishments with 51-100 workers -0.117*** -0.000 -0.181*** 0.027***
(0.012) (0.009) (0.012) (0.007)
Employment share of establishments with 101-250 workers -0.052*** 0.072*** -0.175*** 0.059***
(0.010) (0.007) (0.012) (0.006)
Employment share of establishments with more than 250
workers
0.027*** 0.172*** -0.131*** 0.157***
(0.009) (0.006) (0.014) (0.006)
Observations 51,500 51,500 51,500 51,500
CZ FE NO YES NO YES
Industry FE NO NO YES YES
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
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Table A.4: The relation between Herfindahl-Hirschman Index (HHI) and firm
leverage ratios.
Dependent variable: Weighted book leverage in 2005 Weighted market leverage in 2005
(1) (2) (3) (4) (5) (6) (7) (8)
Herfindahl-Hirschman Index in 2005 -0.075*** -0.082*** -0.019*** -0.008 -0.089*** -0.112*** -0.040*** -0.024**
(0.007) (0.008) (0.007) (0.008) (0.011) (0.012) (0.010) (0.010)
Log (total employment in 2005) 0.008*** 0.007*** 0.001 -0.000 -0.010*** -0.018*** 0.002 -0.000
(0.001) (0.001) (0.002) (0.002) (0.001) (0.002) (0.002) (0.002)
Log (the number of establishments in 2005) -0.018*** -0.020*** -0.002 0.002 -0.013*** -0.019*** -0.006** -0.002
(0.001) (0.002) (0.002) (0.003) (0.002) (0.002) (0.003) (0.004)
Observations 24000 24000 24000 24000 24000 24000 24000 24000
Adjusted 𝑅2 0.007 0.005 0.362 0.366 0.020 0.024 0.435 0.439
CZ FE NO YES NO YES NO YES NO YES
Industry FE NO NO YES YES NO NO YES YES
Each observation represents a CZ by industry cell. Leverage ratios are the weighted mean of leverage
ratios of establishments belonging to public firms. Columns (1)-(4) use the book leverage ratio in 2005
as the dependent variable, while columns (5)-(8) use the market leverage ratio. The book leverage is
defined as the ratio of the sum of debt in current liabilities (dlc) and long-term debt (dltt) to book value
of assets (at), while the market leverage is the ratio of debt in current liabilities (dlc) plus long-term debt
(dltt) divided by market value of debt and equity (long-term debt (dltt) plus debt in current liability
(dlc) plus market value of equity (prcc_f*csho)). I also use another definition of market leverage ratio
as the ratio of debt in current liabilities (dlc) plus long-term debt (dltt) to the total assets minus the
book value of equity plus the market value of equity. Results using this definition of market leverage
are similar to those using the first definition, so I do not report them. All standard errors are clustered
at the commuting zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
Table A.5: Control for Shares of Large Firms.
Dependent variable: Employment change from 2006 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 -0.221*** -0.251*** -0.157*** -0.113***
(0.013) (0.014) (0.015) (0.019)
Employment share of establishments with 51-100 workers -0.082*** -0.066*** -0.098*** -0.116***
(0.015) (0.016) (0.017) (0.017)
Employment share of establishments with 101-250 workers -0.114*** -0.087*** -0.124*** -0.139***
(0.013) (0.014) (0.015) (0.016)
Employment share of establishments with more than 250 workers -0.083*** -0.050*** -0.160*** -0.183***
(0.009) (0.010) (0.013) (0.015)
Observations 51,500 51,500 51,500 51,500
Adjusted 𝑅2 0.018 0.027 0.083 0.091
CZ FE NO YES NO YES
Industry FE NO NO YES YES
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
109
Table A.6: The Effect on the Change of Non-Employment: ACS full sample.
Dependent variable: Changes in non-employment (unemployment + out of labor force)
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 0.029 0.029 -0.014 0.011
(0.023) (0.023) (0.027) (0.028)
Log (total employment in 2005) -0.015*** -0.026*** -0.008* -0.015***
(0.003) (0.004) (0.005) (0.005)
Log (the number of establishments in 2005) 0.021*** 0.020*** 0.015*** -0.004
(0.002) (0.002) (0.006) (0.007)
Observations 48,702 48,702 48,702 48,702
Adjusted 𝑅2 0.001 0.007 0.074 0.080
CZ FE NO YES NO YES
Industry FE NO NO YES YES
All standard errors are clustered at the commuting zone level. *, **, and *** denote significance at the
10%, 5%, and 1% levels, respectively.
Table A.7: The Effect on the Change in Unemployment.
Dependent variable: Changes in unemployment from 2007 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 0.419*** 0.463*** 0.139*** 0.239***
(0.039) (0.037) (0.042) (0.043)
Log (total employment in 2005) -0.025*** -0.098*** -0.035*** -0.070***
(0.005) (0.006) (0.007) (0.008)
Log (the number of establishments in 2005) 0.028*** 0.030*** 0.057*** 0.004
(0.002) (0.002) (0.008) (0.007)
Observations 28,311 28,311 28,311 28,311
Adjusted 𝑅2 0.009 0.040 0.091 0.113
CZ FE NO YES NO YES
Industry FE NO NO YES YES
Unemployment information comes from three-year ACS in the years 2007 (covers 2005-2007) and 2010
(covers 2008-2010). Each year consists of 3% of the total population. I drop those CZ by industry
cells, if the number of interviewees in 2007 is below 30, because the information about unemployment
might be imprecise if the number of interviewees is too small. All standard errors are clustered at the
commuting zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
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Table A.8: The Effect on the Change in the Number of People out of the Labor
Force.
Dependent variable: Changes in the number of people
who are out of the labor force from 2007 to 2010
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2005 0.328*** 0.360*** 0.195*** 0.278***
(0.030) (0.029) (0.031) (0.033)
Log (total employment in 2005) -0.066*** -0.101*** -0.053*** -0.083***
(0.003) (0.005) (0.006) (0.007)
Log (the number of estabs in 2005) 0.035*** 0.037*** 0.035*** 0.010*
(0.002) (0.002) (0.006) (0.006)
Observations 28,311 28,311 28,311 28,311
Adjusted 𝑅2 0.037 0.058 0.186 0.202
CZ FE NO YES NO YES
Industry FE NO NO YES YES
Information about people out of the labor force comes from the three-year ACS in the years 2007
(covers 2005-2007) and 2010 (covers 2008-2010). Each year consists of 3% of the total population.
I drop those CZ by industry cells if the number of interviewees in 2007 is below 30, because the
information about people out of the labor force might be imprecise if the number of interviewees is
too small. All standard errors are clustered at the commuting zone level. *, **, and *** denote
significance at the 10%, 5%, and 1% levels, respectively.
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Table A.9: The Effect on the Change of Non-Employment: Homeowners vs.
Renters.
Dependent variable: Changes in non-employment (unemployment + out of labor force)
(1) (2) (3) (4)
Panel A: Homeowners
Herfindahl-Hirschman Index in 2005 0.412*** 0.442*** 0.197*** 0.278***
(0.030) (0.029) (0.031) (0.033)
Log (total employment in 2005) -0.056*** -0.107*** -0.050*** -0.084***
(0.003) (0.005) (0.005) (0.007)
Log (the number of establishments in 2005) 0.039*** 0.042*** 0.045*** 0.011**
(0.002) (0.002) (0.006) (0.005)
Panel B: Renters
Herfindahl-Hirschman Index in 2005 0.360*** 0.390*** 0.141*** 0.224***
(0.041) (0.041) (0.045) (0.047)
Log (total employment in 2005) -0.037*** -0.096*** -0.037*** -0.067***
(0.005) (0.007) (0.008) (0.009)
Log (the number of establishments in 2005) 0.034*** 0.036*** 0.050*** 0.011
(0.003) (0.002) (0.008) (0.008)
Observations 28,311 28,311 28,311 28,311
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This table uses data from three-year ACS in the years 2007 and 2010 and the CBP data set. I drop
those CZ by industry cells if the number of interviewees in 2007 is below 30, because the information
about people out of the labor force might be imprecise if the number of interviewees is too small.
Panel A uses the changes in the number of homeowners who are out of the labor force between ACS
2007 (covering years 2005-2007) and 2010 (covering years 2008-2010), while Panel B uses the changes
among renters. Homeowners are less likely to move than renters, so their response to unemployment
is more likely to be staying unemployed or dropping out of the labor force. The effect of HHI is higher
among homeowners, although the difference is not significantly different from 0. All standard errors
are clustered at the commuting zone level. *, **, and *** denote significance at the 10%, 5%, and
1% levels, respectively.
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Table A.10: Heterogeneity across Categories of Industry.
Dependent variable: Employment change from 2006 to 2010
(1) (2) (3) (4)
Panel A: Tradeable
Herfindahl-Hirschman Index in 2005 -0.138*** -0.082* -0.131*** -0.090**
(0.039) (0.043) (0.039) (0.044)
Panel B: Non-tradeable
Herfindahl-Hirschman Index in 2005 -0.098 -0.027 -0.123* -0.098
(0.067) (0.075) (0.067) (0.071)
Panel C: Construction
Herfindahl-Hirschman Index in 2005 -0.383*** -0.404*** -0.278*** -0.318***
(0.076) (0.078) (0.078) (0.082)
Panel D: Others
Herfindahl-Hirschman Index in 2005 -0.328*** -0.328*** -0.213*** -0.246***
(0.025) (0.026) (0.027) (0.027)
Control for total employment and the number of establishments YES YES YES YES
CZ FE NO YES NO YES
Industry FE NO NO YES YES
I define tradeable, non-tradeable, construction, and other sectors, as in Mian and Sufi (2014). The
differences between the 25th and 75th percentiles of HHI for Tradeable, Non-tradeable, Construction,
and Others are 0.560, 0.133, 0.185, and 0.369 respectively. The differences between the 25th and 75th
percentiles of the employment growth rate are 0.543, 0.226, 0.410, and 0.348, respectively. Thus, going
from the 25th to 75th percentile could explain 9.28%, 5.77%, 14.35% and 26.08% of the variation
in Tradeable, Non-tradeable, Construction, and Others, respectively. All standard errors are clustered
at the commuting zone level. *, **, and *** denote significance at the 10%, 5%, and 1% levels,
respectively.
Table A.11: The Effect of HHI on Employment Change Caused by Entry.
Dependent variable: Employment changes caused by new entry from 2006 to 2010
(1) (2) (3) (4)
VARIABLES
Herfindahl-Hirschman Index in 2005 0.028*** 0.005 0.020** -0.001
(0.007) (0.007) (0.008) (0.008)
Log (employment in 2005) -0.044*** -0.050*** -0.045*** -0.047***
(0.001) (0.001) (0.002) (0.002)
Log (the number of establishments in 2005) 0.049*** 0.043*** 0.055*** 0.021***
(0.001) (0.001) (0.003) (0.003)
Observations 51,500 51,500 51,500 51,500
CZ FE NO YES NO YES
IND FE NO NO YES YES
I define employment changes caused by entry as 2 * (total employment of establishments that existed
in 2010 but not in 2006)/(the total employment in 2006+the total employment in 2010) for each CZ
by industry cell. All standard errors are clustered at the commuting zone level. *, **, and *** denote
significance at the 10%, 5%, and 1% levels, respectively.
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Table A.12: The Effect of Concentration Level on Employment Change during
the Other Recession – 2001.
Dependent variable: Employment change from 2001 to 2002
(1) (2) (3) (4)
Panel A: Unweighted
Herfindahl-Hirschman Index in 2000 0.003 -0.015 0.029** 0.007
(0.012) (0.013) (0.013) (0.013)
Log (total employment in 2000) -0.038*** -0.043*** -0.061*** -0.064***
(0.002) (0.002) (0.003) (0.003)
Log (the number of establishments in 2000) 0.038*** 0.033*** 0.074*** 0.029***
(0.002) (0.002) (0.004) (0.005)
Adjusted 𝑅2 0.015 0.018 0.053 0.061
Panel B: Weighted by the total employment of each cell
Herfindahl-Hirschman Index in 2000 -0.156*** -0.161*** -0.089** -0.081**
(0.050) (0.051) (0.035) (0.033)
Log (total employment in 2000) 0.001 0.002 -0.025*** -0.028***
(0.002) (0.002) (0.005) (0.005)
Log (the number of establishments in 2000) -0.004** -0.005** 0.026*** 0.025***
(0.002) (0.002) (0.006) (0.008)
Adjusted 𝑅2 0.011 0.034 0.165 0.186
Observations 49,500 49,500 49,500 49,500
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This sample consists of about 49,500 observations. Each observation represents a commuting zone by
industry cell. The dependent variable is the employment growth rate from 2001 to 2002. All standard
errors are clustered at the commuting zone level. *, **, and *** denote significance at the 10%, 5%,
and 1% levels, respectively.
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Table A.13: The Effect of Concentration Level on Wage Change during the
Other Recession – 2001.
Dependent variable: Wage change from 2001 to 2002
(1) (2) (3) (4)
Herfindahl-Hirschman Index in 2000 -0.060*** -0.053*** -0.063*** -0.061***
(0.010) (0.010) (0.010) (0.010)
Log (total employment in 2000) 0.010*** 0.011*** 0.009*** 0.009***
(0.001) (0.001) (0.002) (0.002)
Log (the number of establishments in 2000) -0.023*** -0.021*** -0.025*** -0.025***
(0.002) (0.002) (0.003) (0.004)
Adjusted 𝑅2 0.004 0.005 0.021 0.022
Observations 49,500 49,500 49,500 49,500
CZ FE NO YES NO YES
Industry FE NO NO YES YES
This sample consists of about 49,500 observations. Each observation represents a commuting zone by
industry cell. The dependent variable is the wage growth rate from 2001 to 2002. All standard errors




Social Insurance and Entrepreneurship:




Table B.1: Effects of Big Changes of UI Benefits on Self-employment (Linear Prob-
ability Model).
Switch from unemployment to self-employment
Max UI benefits increased by
more than 20%
Decreased by more than 20%
(1) (2) (3) (4)
Dummy - Big change of max UI benefit -0.217 -0.071 0.434 0.093
(0.171) (0.190) (0.259) (0.308)
Big change of max UI benefit × Layoff -0.317* 0.791*
(0.174) (0.452)
Layoff -0.237** -0.173* -0.236** -0.253***
(0.089) (0.091) (0.089) (0.090)
Married 0.229** 0.230** 0.229** 0.228**
(0.090) (0.090) (0.090) (0.090)
Spouse has a job 0.183** 0.183** 0.183** 0.184**
(0.089) (0.089) (0.089) (0.089)
Annual family income below $20,000 -0.001 -0.002 -0.001 -0.001
(0.104) (0.104) (0.105) (0.105)
Annual family income between $20,000 and
$50,000
-0.308** -0.309** -0.309** -0.309**
(0.125) (0.126) (0.125) (0.125)
Annual family income between $50,000 and
$75,000
-0.417*** -0.418*** -0.418*** -0.417***
(0.128) (0.128) (0.128) (0.128)
Control for unemployment rates and demo-
graphic characteristics
YES YES YES YES
State fixed effects YES YES YES YES
Year by Month fixed effects YES YES YES YES
Number of observations 252,791 252,791 252,791 252,791
Adjusted R2 0.009 0.009 0.009 0.009
This table uses CPS monthly data from 1995 to 2016. The sample includes only people who were
unemployed in at least one period of the sample, and not self-employed before losing a job, so that
they could be eligible for UI benefits during the unemployment period. The age restriction is between
20 and 70. I also set a restriction that unemployed people who do not switch to self-employment
have to stay in the sample for at least three months after losing a job, to ensure reasonably long
periods to observe their choice (results are robust without this restriction, but a little smaller in
magnitude). I keep one observation for each individual, because according to the survey results I
collected, UI benefits will not change once unemployed people start to receive them, which means
there is no variation in UI benefit for each unemployment period. The dependent variable is equal to
100 (scaled by 100 so that we can see the coefficients more clearly) if the unemployed person switches
from unemployment to self-employment, and equal to 0 if the person switches from unemployment to
another option except self-employment in the sample period. Layoff is a dummy variable indicating
the unemployed person falls into the categories “Job loser/On layoff” or “Other job loser,” instead of
“Temporary job ended,” “Job leaver,” “Re-entrant,” or “New entrant,” so Layoff likely represents the
group of people who are eligible for UI benefits and thus might be affected by changes in UI benefits.
Instead of using the continuous variable, log(max UI benefit), I separated the changes of UI benefits
into two dummies: (1) Max UI benefit has increased by more than 20% (including 20%), and (2)
Max UI benefit has decreased by more than 20% (including 20%). I then look at the effects of each
dummy. All coefficients are from the linear probability model. All benefits are in 1995 dollars. The
same demographic variables: gender, age and education, and unemployment rates are controlled for
as in the Table 2. I do not report these coefficients to save the space. All standard errors are clustered
at state level. *, **, and *** denote significance at the 10%, 5%, and 1% levels, respectively.
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log (max UI benefit) -0.755 -0.838 0.704
(0.833) (0.885) (3.752)
log (max UI benefit) × Layoff 1.448* 1.597* -0.807
(0.800) (0.818) (2.643)
Layoff -0.364 -0.546** -0.017
(0.238) (0.253) (0.629)
Married -0.675*** -0.728*** 0.403
(0.188) (0.184) (0.930)
Spouse has a job 0.158 0.148 0.154
(0.211) (0.219) (0.699)
Annual family income below $20,000 2.410*** 2.387*** 4.423***
(0.419) (0.448) (1.370)








Control for unemployment rates and demo-
graphic characteristics
YES YES YES
State fixed effects YES YES YES
Year by Month fixed effects YES YES YES
Number of observations 6,421 5,901 604
Adjusted R2 0.085 0.087 0.055
This table uses duration before the transition to self-employment as the dependent variable. The
sample includes only those who made the transition from unemployment to self-employment. Columns
(2)-(3) focus on the duration before switching to unincorporated and incorporated self-employment,
respectively. The same demographic variables: gender, age and education, and unemployment rates
are controlled for as in the Table 2.2. I do not report these coefficients to save the space. All standard




Question 1. Suppose an unemployed worker satisfies all of the eligibility requirements (e.g., having sufficient
work history and covered earnings in the previous year) to receive UI benefits. If this person starts his/her own
business, would s/he still be eligible for unemployment benefits?
Question 2. If this unemployed person can receive benefits while starting a business in your state, would s/he
still need to satisfy the job search requirements?
Question 3. If this unemployed person is receiving unemployment benefits while starting a business, would the
gross revenue or profit from the business affect his/her unemployment benefits? If so, how will the revenue or
profit change the unemployment benefits in your state?
Question 4. If there is a change in the maximum weekly benefits or maximum duration of receiving benefits in
your state, would it only apply to the new claimants or also apply to the people who claimed benefits before the
change and are still receiving benefits? For example, suppose I lost my job in December of 2009, and started
to receive the maximum weekly benefit in that month. In January of 2010, the maximum benefits rose. Will
the benefits I received in January be increased (assuming my previous earnings were high enough)?
Question 5. If there is an increase in the maximum weekly benefit in your state, would the benefits of an
unemployed worker whose benefit is below the maximum weekly benefits also increase at the same time?
Question 6. Has there been any change in the eligibility requirements discussed in question 1 since 1995 (that
you are aware of)? If yes, could you briefly explain the change?
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Table B.4: Variable Explanation.
Variables Explanation
A. Labor Market Status
Switch from unemployment to self-employment It is equal to 1 if this unemployed person has became self-employed during
the sample period, and 0 otherwise. In all the regressions, it is scaled by100.
Switch from unemployment to unincorporated self-
employment (%)
It is equal to 1 if this unemployed person has started an unincorporated
business during the sample period, and 0 otherwise. In all the regressions,
it is scaled by100.
Switch from unemployment to incorporated self-
employment (%)
It is equal to 1 if this unemployed person has started an incorporated
business during the sample period, and 0 otherwise. In all the regressions,
it is scaled by100.
Dummy: Layoff  It is equal to 1, if respondents report the reason as ”Job loser/ on layoff ”,
or ” Other job loser”; and equal to 0 if the reason is ”Temporary job ended”,
” Job leaver ”, ”Re-entrant”, or ”New-entrant”. 
Having SEA program It is equal to 1, if a state in that month of year has this SEA program,
otherwise, it equals to 0.
Unemployment rate in the current month (%) Unemployment rate in the month that the employed lost their job
Unemployment rate in the past 3 months (%) Average of the unemployment rate in the past three months before the
employed lost their job
Nonspecific work-search requirements It equals to 1, if a state does not indicate the search requirments, otherwise,
equals to 0.
Low work-search requirements It equals to 1, if a state requires 0-2 employer contacts per week; equals to
0, otherwise.
High work-search requirements It equals to 1, if a state requires 3 or more employer contacts per week;
equals to 0, otherwise.
B. Unemployment Insurance Benefits
Max UI benefit (adjusted for inflation) It is the product of the maximum weekly benefit and the maximum duration
adjusted by the monthly inflation rate.
Log (max benefit) Log of the product of the maximum weekly benefit and the maximum
duration adjusted by the monthly inflation rate.
Dummy - max UI benefits increase by more than
20%
It is equal to 1 if maximum UI benefit has increased by more than 20% in
that year and that state; otherwise, equals to 0
Dummy - max UI benefits decrease by more than
20%
It is equal to 1 if maximum UI benefit has decreased by more than 20% in




Have College Degree or Above It equals to 1 if the respondent has college degree or above; equals to 0,
otherwise.
Married, Spouse Present It equals to 1 if the respondent has gotten married and their spouse is
present; equals to 0, otherwise.
Spouse has a job It equals to 1 if the respondent’s spouse has a job; and 0, otherwise.
Annual family income below $20,000 It is equal to 1 if the family annual income is below $20,000; otherwsie,
equal to 0.
Annual family income between $20,000 and $50,000 It is equal to 1 if the family annual income is between $20,000 and $50,000;
otherwsie, equal to 0.
Annual family income between $50,000 and $75,000 It is equal to 1 if the family annual income is between $50,000 and $75,000;
otherwsie, equal to 0.
Annual family income above $75,000 It is equal to 1 if the family annual income is above $75,000; otherwsie,
equal to 0.




Caveat Emptor: The Impact of Product
Line Exceptions on Firm Acquisitions and
Performance
C.1 Theory Appendix
C.1.1 Period 2 decision rules
The table below summarises the optimal decision rules for end of period 2.
C.1.2 Proofs of predictions about Period 2 decisions
Proof of Lemma 1 and Corollary 1
Lemma 1: Probability of exiting for older firms (i.e., firms at the end of
period 2) is higher with PLE.
Proof: Because some firms sell/exit in period 1, seller quality is not likely to be
uniformly distributed in period 2. Nevertheless, assuming 𝜃𝐵 ∼ 𝑈[0, 1], and sellers
match randomly with buyers for any given seller 𝜃𝑠, the probability of exit for any seller
conditional on their quality is given by:




(𝑓 + 𝜎 ) if 𝜃𝑆 < 𝑓 + 𝜆
0 if 𝜃𝑆 ≥ 𝑓 + 𝜆
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Table C.1: Decision rules and regions for end of Period 2.
Decision Scenario without PLE Scenario with PLE
(1) Exit if seller profit
and matched buyer
profit are both nega-
tive
𝜃𝑆 −𝑓 −𝜆 < 0 and 𝜃𝐵 −𝑓 −𝜎 < 0 𝜃𝑆−𝑓−𝜆 < 0 and 𝜃𝐵−𝑓−𝜆−𝜎 <
0
i.e., 𝜃𝑆 < 𝑓 + 𝜆 and 𝜃𝐵 < 𝑓 + 𝜎. i.e., 𝜃𝑆 < 𝑓+𝜆 and 𝜃𝐵 < 𝑓+𝜆+𝜎.
This corresponds to the blue rect-
angular region in the bottom left
corner in Panel A of Figure 3.2.
This corresponds to the blue rect-
angular region in the bottom left





𝜃𝑆 < 𝑓 + 𝜆 but 𝜃𝐵 ≥ 𝑓 + 𝜎 𝜃𝑆 < 𝑓 + 𝜆 but 𝜃𝐵 ≥ 𝑓 + 𝜆 + 𝜎
This corresponds to the red re-
gion above the blue rectangular
region in Panel A of Figure 3.2.
This corresponds to the red re-
gion above the blue rectangular
region in Panel B of Figure 3.2.
(b) Seller profitable,
but buyer more prof-
itable
𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 − 𝑓 − 𝜎 ≥
𝜃𝑆 − 𝑓 − 𝜆
𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 − 𝑓 − 𝜆 − 𝜎 ≥
𝜃𝑆 − 𝑓 − 𝜆
i.e., 𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 ≥ 𝜃𝑆 +
𝜎 − 𝜆
i.e., 𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 ≥ 𝜃𝑆 + 𝜎
This corresponds to the red re-
gion above the line defined by
𝜃𝐵 = 𝜃𝑆 + 𝜎 − 𝜆 in Panel A of
Figure 3.2.
This corresponds to the red re-
gion above the line defined by
𝜃𝐵 = 𝜃𝑆 + 𝜎 − 𝜆 in Panel B of
Figure 3.2.




𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 − 𝑓 − 𝜎 <
𝜃𝑆 − 𝑓 − 𝜆
𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 − 𝑓 − 𝜆 − 𝜎 <
𝜃𝑆 − 𝑓 − 𝜆
i.e., 𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 < 𝜃𝑆 +
𝜎 − 𝜆
i.e., 𝜃𝑆 ≥ 𝑓 + 𝜆 and 𝜃𝐵 < 𝜃𝑆 + 𝜎
This corresponds to the green re-
gion below the line defined by
𝜃𝐵 = 𝜃𝑆 + 𝜎 − 𝜆 in Panel A of
Figure 3.2.
This corresponds to the green re-
gion below the line defined by
𝜃𝐵 = 𝜃𝑆 + 𝜎 in Panel B of Fig-
ure 3.2.
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(𝑓 + 𝜆 + 𝜎 ) if 𝜃𝑆 < 𝑓 + 𝜆
0 if 𝜃𝑆 ≥ 𝑓 + 𝜆
Lemma 1 follows immediately from the expressions for probability of exit above –- the
exit probability with PLE is greater for region 𝜃𝑆 < 𝑓 + 𝜆, and the same for the other
region.
Corollary 1: The probability that a firm exits at the end of period 2 is
non-decreasing in liability (𝜆).
Proof: Follows directly from that fact that 𝜕𝑃[Exit|𝜃𝑆]𝜕𝜆 ≥ 0 for all 𝜃𝑆, and the region
with positive exit probability expands with 𝜆.
Proof of Lemma 2 and Corollary 2
Lemma 2: The probability of continuing for older firms (i.e., firms at the end
of period 2) is higher with PLE.




0 if 𝜃𝑆 < 𝑓 + 𝜆
𝜃𝑆 + 𝜎 − 𝜆 if 𝜃𝑆 ≥ 𝑓 + 𝜆




0 if 𝜃𝑆 < 𝑓 + 𝜆
𝜃𝑆 + 𝜎 if 𝜃𝑆 ≥ 𝑓 + 𝜆
Comparing these two probabilities yields the result that the overall probability of
continuing is greater in states with PLE than other states, although it is the same for
region 𝜃𝑆 < 𝑓 + 𝜆.
Corollary 2: The probability that a firm continues at the end of period 2 is
non-increasing in 𝜆.




Proof of Lemma 3 and Corollary 3
Lemma 3: The probability of selling for older firms (i.e., firms at the end of
period 2) is lower with PLE.




(1 − 𝑓 − 𝜎) if 𝜃𝑆 < 𝑓 + 𝜆
1 − (𝜃𝑆 + 𝜎 − 𝜆) if 𝜃𝑆 ≥ 𝑓 + 𝜆




(1 − 𝑓 − 𝜎 − 𝜆) if 𝜃𝑆 < 𝑓 + 𝜆
1 − (𝜃𝑆 + 𝜎) if 𝜃𝑆 ≥ 𝑓 + 𝜆
Through comparing these two expressions, it is easy to see that the probability of
selling is lower in states with PLE.
Corollary 3: The probability that a firm is sold (i.e., acquired) at the end of
period 2 in states with PLE is non-increasing in 𝜆.
Proof: Follows from the fact that 𝜕𝑃[Sell|𝜃𝑆]𝜕𝜆 ≤ 0, and the region where
𝜕𝑃[Sell|𝜃𝑆]
𝜕𝜆 < 0,
i.e. the region 𝜃𝑆 < 𝑓 + 𝜆 expands with 𝜆.
C.1.3 Period 1 decision rules
At the end of period 1, the firm would base decisions on expected continuation value
at the end of period 2, as discussed below. The firm would:
• Exit if: (a) Profit in period 2 + Expected Continuation value at end of period 2
< 0; and (b) (Period 2 +Period 3) profits of buyer < 0.
• Continue if: (a) Profit in period 2 of seller + Expected Continuation value at end of
period 2 of seller > 0; and (b) Profit in period 2 of seller + Expected Continuation
value at end of period 2 of seller >(Period 2 +Period 3) profits of buyer.
• Sell if: (a) (Period 2 + Period 3) profits of buyer > Profit in period 2 of seller
+ Expected Continuation value at end of period 2 of seller; and (b) (Period 2
+Period 3) profits of buyer > 0.
Because decisions involve expected continuation values at end of period 2, which in turn
differs between the regions 𝜃𝑆 < 𝑓 + 𝜆 and 𝜃𝑆 ≥ 𝑓 + 𝜆 in Figure 3.2 above, it is useful
to consider those cases separately.
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Scenario 1: without PLE
When 𝜃𝑆 < 𝑓 + 𝜆:
The expected value at end of period 2 evaluated at the end the first period is:
𝐻2(𝜃𝑆) ≡ 𝐸 [𝐶𝑉2|𝜃𝑆 ≤ (𝑓 + 𝜆)] = 𝑃 [𝜃𝐵 < (𝑓 + 𝜎)] × 𝐸 [𝐶𝑉2|𝜃𝐵 < (𝑓 + 𝜎)]
+𝑃 [𝜃𝐵 ≥ (𝑓 + 𝜎)] × 𝐸 [𝐶𝑉2|𝜃𝐵 ≥ (𝑓 + 𝜎)] = (𝑓 + 𝜎) × 0 + [1 − (𝑓 + 𝜎)] ×
𝐸[(𝜃𝐵 − 𝑓 − 𝜎) |𝜃𝐵 > (𝑓 + 𝜎)] = [1 − (𝑓 + 𝜎)] × [1+(𝑓+𝜎)2 − 𝑓 − 𝜎] =
[1−(𝑓+𝜎)]2
2
• If 𝜃𝑆 < 𝑓 − 𝐻2 & 𝜃𝐵 < 𝑓 + 𝜎/2, firm chooses to exit.
• If 𝜃𝑆 < 𝑓 − 𝐻2 & 𝜃𝐵 > 𝑓 + 𝜎/2, firm would sell to the buyer.
• If 𝑓 − 𝐻2 ≤ 𝜃𝑆 < 𝑓 + 𝜆, firm will not exit. Instead, it chooses either continue
or sell in the end of the first period. The decision depends on the relative value of
continuing (𝜃𝑆 − 𝑓 + 𝐻2) and selling [2 (𝜃𝐵 − 𝑓) − 𝜎], i.e. if 𝜃𝐵≥ 𝐴2 (𝜃𝑆) ≡ 𝑓+𝐻2+𝜃𝑆+𝜎2 ,
firm chooses to sell, otherwise chooses to continue operating.
When 𝜃𝑆 ≥ 𝑓 + 𝜆:
The present value from period 2 is:
𝐽2(𝜃𝑆) ≡ 𝐸[𝐶𝑉2|𝜃𝑆 ≥ 𝑓 + 𝜆] = 𝑃 [𝜃𝐵 < (𝜃𝑆 + 𝜎 − 𝜆)] × (𝜃𝑆 − 𝑓 − 𝜆)
+𝑃 [𝜃𝐵 ≥ (𝜃𝑆 + 𝜎 − 𝜆)] × 𝐸 [(𝜃𝐵 − 𝑓 − 𝜎) |𝜃𝐵 ≥ (𝜃𝑆 + 𝜎 − 𝜆)] = (𝜃𝑆 + 𝜎 − 𝜆) ×
(𝜃𝑆 − 𝑓 − 𝜆) + [1 − (𝜃𝑆 + 𝜎 − 𝜆)] × [(1+𝜃𝑆+𝜎−𝜆2 ) − (𝑓 + 𝜎)] =
(𝜃𝑆+𝜎−𝜆)
2
2 + 1−2𝜎−2𝑓2 .
Thus the equation for the boundary demarcating the sell region from the continue






𝑅2 (𝜃𝑆). It is easy to see the y axis values of two key points, which are also depicted in
Figure 3.3:




4 = 𝑓 +
𝐻2+𝜆+𝜎
2 , and 𝑅 (1) =
(1+𝜎−𝜆)2
4 + 34
Scenario 2: with PLE
When 𝜃𝑆 < 𝑓 + 𝜆
Because the seller quality is low in this case, it may be optimal for the firm to exit.
Because profit in period 2 is (𝜃𝑆 −𝑓), and the per period profit for the buyer is (𝜃𝐵 −𝑓),
per rule discussed above this means firm would exit only if: (a) (𝜃𝑆 −𝑓)+𝐸 [𝐶𝑉2|𝜃𝑆] < 0
and (b) 2(𝜃𝐵 − 𝑓) − 𝜎 < 0. Now because the firm can exit at end of period 2 with zero
value, this means Expected Continuation value at end of period 2 >= 0 for all values of
𝜃𝑆. Then the region for firm exit is given by 𝜃𝑆 < 𝑓 − 𝐸 [𝐶𝑉2|𝜃𝑆] & 𝜃𝐵 < 𝑓 + 𝜎/2.
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We define: 𝐻 ≡ 𝐸[𝐶𝑉2|𝜃𝑆 ≤ (𝑓 + 𝜆)], then 𝐻 = 𝑃[𝜃𝐵 < (𝑓 + 𝜆 + 𝜎)] × 𝐸[𝐶𝑉2|𝜃𝐵 <
(𝑓 + 𝜆 + 𝜎)] + 𝑃 [𝜃𝐵 ≥ (𝑓 + 𝜆 + 𝜎)] × 𝐸[𝐶𝑉2|𝜃𝐵 ≥ (𝑓 + 𝜆 + 𝜎)] = (𝑓 + 𝜆 + 𝜎) ×
0 + [1 − (𝑓 + 𝜆 + 𝜎)] × 𝐸[(𝜃𝐵 − 𝑓 − 𝜆 − 𝜎) |𝜃𝐵 > (𝑓 + 𝜆 + 𝜎)] = [1 − (𝑓 + 𝜆 + 𝜎)] ×
[1+(𝑓+𝜆+𝜎)2 − 𝑓 − 𝜆 − 𝜎] =
[1−(𝑓+𝜆+𝜎)]2
2 .
• Case 1 sub-region: 𝜃𝑆 < 𝑓 − 𝐻
Then the exit region is given by 𝜃𝑆 < 𝑓 − 𝐻 & 𝜃𝐵 < 𝑓 + 𝜎/2, which is the blue
rectangular region in the bottom-left of Panel B of Figure 3.3.
For 𝜃𝑆 < 𝑓 − 𝐻, if the buyer quality is high enough, i.e., 𝜃𝐵 > 𝑓 + 𝜎/2 (region above
the blue rectangular region in Figure 3.3), the buyer firm would be profitable, so the
firm would sell to the buyer.
• Case 2 sub-region: 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆
For all 𝜃𝑆 ≥ 𝑓 − 𝐻, the firm would not exit, but instead choose between continuing
as an independent firm or sell to the buyer. When 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆, the decision
to sell happens if: (Period 2 +Period 3) profits of buyer > Profit in period 2 of seller +
Expected Continuation value at end of period 2 of seller; and (b) (Period 2 +Period 3)
profits of buyer >0, i.e., 2 (𝜃𝐵 − 𝑓)−𝜎 ≥ 𝜃𝑆 −𝑓 +𝐻 i.e., 𝜃𝐵 ≥ 𝐴 (𝜃𝑆) ≡ 𝑓+𝐻2 +
𝜃𝑆
2 + 𝜎2 .
Because 𝜃𝑆 > 𝑓 − 𝐻, the condition (b) (Period 2 +Period 3) profits of buyer >0 holds.
Thus in the region 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆, the line 𝐴(𝜃𝑆) demarcates the separation
between region where firm continues independently, and the region where the firm sells
to the buyer.
When 𝜃𝑆 ≥ 𝑓 + 𝜆
The decision to sell happens if: (Period 2 +Period 3) profits of buyer > Profit in period
2 of seller + Expected Continuation value at end of period 2 of seller; and (b) (Period
2 +Period 3) profits of buyer >0 i.e., 2 (𝜃𝐵 − 𝑓) − 𝜎 ≥ (𝜃𝑆 − 𝑓) + 𝐸[𝐶𝑉2 |𝜃𝑆 ≥ 𝑓 + 𝜆]
& 𝜃𝐵 > 𝑓 + 𝜎/2. Suppressing the dependence on 𝜃𝑆 ≥ 𝑓 + 𝜆 and referring to figure
1 above, we get: 𝐸 [𝐶𝑉2|𝜃𝑆 ≥ 𝑓 + 𝜆] ≡ 𝐽(𝜃𝑆) = Probability firm continues at end of
Period 2 × Expected value conditional on continuing + Probability firm sells at end of
Period 2 × Expected value conditional on selling = 𝑃 [𝜃𝐵 < (𝜃𝑆 + 𝜎)] × (𝜃𝑆 − 𝑓 − 𝜆) +
𝑃 [𝜃𝐵 ≥ (𝜃𝑆 + 𝜎)] × 𝐸 [(𝜃𝐵 − 𝑓 − 𝜆 − 𝜎) |𝜃𝐵 ≥ (𝜃𝑆 + 𝜎)] = (𝜃𝑆 + 𝜎) × (𝜃𝑆 − 𝑓 − 𝜆) +
[1 − (𝜃𝑆 + 𝜎)]×[(1+𝜃𝑆+𝜎2 )−(𝑓 +𝜆+𝜎)] =
𝜃2𝑆
2 +𝜎𝜃𝑆 +[12 + 𝜎
2
2 − (𝑓 + 𝜆 + 𝜎)]. Thus the
equation for the boundary demarcating the sell region from the continue region is given
by: 2 (𝜃𝐵 − 𝑓)−𝜎 ≥ (𝜃𝑆 −𝑓)+𝐽(𝜃𝑆) (The condition 𝜃𝐵 > 𝑓 +𝜎/2 will be automatically
satisfied, because (𝜃𝑆 − 𝑓) + 𝐽(𝜃𝑆) > 0).
𝜃𝐵 ≥ 𝜃𝑆2 + 𝑓2 +
𝐽(𝜃𝑆)




2 + [14 + 𝜎
2
4 − 𝜆2 ] ≡ 𝑅 (𝜃𝑆)
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At the two boundaries we get:
𝑅 (𝑓 + 𝜆) = 𝑓 + 𝐻+𝜆+𝜎2 , and 𝑅 (1) = 1 + 𝜎
2
4 − 𝜆2 + 𝜎2 .
The above expressions are shown in Figure 3.3, with the top panel showing the decision
rule in states without PLE, and bottom panel with PLE.
C.1.4 Proofs of predictions about Period 1 decisions
Proof of Lemma 4 and Corollary 4
Lemma 4: Probability of exiting for younger firms is higher with PLE.
Proof: Assuming 𝜃𝐵 ∼ 𝑈[0, 1], and sellers match randomly with buyers for any given
seller 𝜃𝑠, the probability of exit for any seller in period 1 is given by:




(𝑓 + 𝜎/2) if 𝜃𝑆 < 𝑓 − 𝐻
0 if 𝜃𝑆 ≥ 𝑓 − 𝐻




(𝑓 + 𝜎/2) if 𝜃𝑆 < 𝑓 − 𝐻2
0 if 𝜃𝑆 ≥ 𝑓 − 𝐻2
Because 𝐻2 = [1−(𝑓+𝜎)]
2
2 > 𝐻 =
[1−(𝑓+𝜆+𝜎)]2
2 , this implies 𝑓 − 𝐻2 < 𝑓 − 𝐻, so the exit
probability with PLE for younger firms is greater than that without PLE.
Corollary 4: The probability that a firm exits at the end of period 1 is
non-decreasing in liability (𝜆).
Proof: Follows directly from that fact that 𝜕𝑃[Exit|𝜃𝑆]𝜕𝜆 = 0 ∀𝜃𝑆, and the region with
positive exit probability expands with 𝜆, as 𝜕𝐻𝜕𝜆 = − [1 − (𝑓 + 𝜆 + 𝜎)] < 0 in the
scenario with PLE, while 𝜕𝐻2𝜕𝜆 = 0 in the scenario without PLE, since the amount of
liability will not affect the decision of buyer in the end of the second period.
Proof of Lemma 5
Lemma 5: The probability of continuing for younger firms is lower with
PLE if 𝜆 > 2𝜎.
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0 if 𝜃𝑆 < 𝑓 − 𝐻
𝐴(𝜃𝑆) if 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆
𝑅(𝜃𝑆) if 𝜃𝑆 ≥ 𝑓 + 𝜆




0 if 𝜃𝑆 < 𝑓 − 𝐻2
𝐴2(𝜃𝑆) if 𝑓 − 𝐻2 ≤ 𝜃𝑆 < 𝑓 + 𝜆
𝑅2(𝜃𝑆) if 𝜃𝑆 ≥ 𝑓 + 𝜆
For the region, 𝜃𝑆 < 𝑓 − 𝐻2, these probabilities are equal to 0. For the region,
𝑓 − 𝐻2 < 𝜃𝑆 < 𝑓−𝐻, the probability of continuing in states with PLE is 0, less than that
in the states without PLE, which is 𝐴2 (𝜃𝑆). In the region, 𝑓 − 𝐻 < 𝜃𝑆 < 𝑓 + 𝜆, since
𝐴2 (𝜃𝑆) = 𝑓+𝐻2+𝜃𝑆+𝜎2 >
𝑓+𝐻+𝜃𝑆+𝜎
2 = 𝐴 (𝜃𝑆) (𝐻2 > 𝐻), the probability of continuing is
lower in states with PLE. In the region, 𝑓 + 𝜆 ≤ 𝜃𝑆, 𝑅2 (𝜃𝑆)−𝑅 (𝜃𝑆) =
𝜆(𝜆+2−2𝜃𝑆−2𝜎)
4 >
0 for any 𝜃𝑆 if 𝜆 > 2𝜎. (We can relax this condition: 𝜆 > 2𝜎, if we can only care about
the relative total area of continuing regions (green color) in Figure 4 instead of relative
value of these two probabilities for each 𝜃𝑆.)
Proof of Lemma 6
Lemma 6: The probability of selling for younger firms is higher with PLE
if 𝜆 > 2𝜎.




1 − 𝑓 − 𝜎/2 if 𝜃𝑆 < 𝑓 − 𝐻
1 − 𝐴(𝜃𝑆) if 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆
1 − 𝑅(𝜃𝑆) if 𝜃𝑆 ≥ 𝑓 + 𝜆
128




1 − 𝑓 − 𝜎/2 if 𝜃𝑆 < 𝑓 − 𝐻2
1 − 𝐴2(𝜃𝑆) if 𝑓 − 𝐻2 ≤ 𝜃𝑆 < 𝑓 + 𝜆
1 − 𝑅2(𝜃𝑆) if 𝜃𝑆 ≥ 𝑓 + 𝜆
The arguments here follow exactly as in the previous proof, as the three regions are
identical to those for the Continue decision.
C.1.5 Period 0 decision rules
We assume the timing of the entry process is as follows (see Figure 3.1): in a period 0
before the start of the first period, each seller receives a quality of management draw, 𝜃𝑆.
Then, they choose whether to pay an entry cost 𝜅 to enter the market. The entry decision
depends on the relative value of the expected payoff of entering, i.e., 𝜃𝑆 −𝑓 +𝐸[𝐶𝑉1 | 𝜃𝑆]
and the entry cost, i.e., 𝜅, where 𝐸[𝐶𝑉1 | 𝜃𝑆] represents the expected continuation value
at the end of period 1 looking forward from the beginning of period 1. In particular,
potential entrants will enter the market only if:
𝜃𝑆 − 𝑓 + 𝐸[𝐶𝑉1 | 𝜃𝑆] > 𝜅;
otherwise they would choose to stay out.
We discuss the decision of entry in two scenarios without and with PLE, separately
below, and show that the probability of entry is lower with PLE (i.e., the cutoff produc-
tivity level 𝜃𝑆 is higher with PLE).
Scenario 1: without PLE
• If 𝜃𝑆 < 𝑓 − 𝐻2, then 𝐸[𝐶𝑉1 | 𝜃𝑆] = (1 − 𝑓 − 𝜎2 )2, where 𝐻2 ≡ 𝐸[𝐶𝑉2 | 𝜃𝑆] =
(1−𝑓−𝜎)2
2 indexes the expected value at the end of period 2 as viewed from the end
of the first period (or beginning of the second period).
Proof: Based on the discussion about the decision rule in the end of period 1, we
know that:
– (1) If 𝜃𝐵 < 𝑓 + 𝜎2 , then sellers exit in the end of period 1, hence 𝐸[𝐶𝑉1 | 𝜃𝑆] =
0;
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– (2) If 𝜃𝐵 ≥ 𝑓 + 𝜎2 , firms choose to sell to the buyers, hence 𝐸[𝐶𝑉1 | 𝜃𝑆] =
𝐸[2𝜃𝐵 − 2𝑓 − 𝜎 | 𝜃𝐵 > 𝑓 + 𝜎2 ] = 1 − 𝑓 − 𝜎2 (≥ 0, because 𝑓 + 𝜎2 < 𝜃𝐵 ≤ 1).
Combining these two cases together gives us:
𝐸[𝐶𝑉1 | 𝜃𝑆] = 𝑃 𝑟𝑜𝑏{𝜃𝐵 < 𝑓 + 𝜎2 } × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝑓 + 𝜎2 ] + 𝑃𝑟𝑜𝑏{𝜃𝐵 ≥
𝑓 + 𝜎2 } × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝑓 + 𝜎2 ] = (1 − 𝑓 − 𝜎2 )2
• If 𝑓 − 𝐻2 ≤ 𝜃𝑆 ≤ 𝑓 + 𝜆, then 𝐸[𝐶𝑉1 | 𝜃𝑆] = [1 − 𝐴2(𝜃𝑆)] × [1 + 𝐴2(𝜃𝑆) − 2𝑓 −
𝜎] + 𝐴2(𝜃𝑆)(𝜃𝑆 − 𝑓 + 𝐻2), where 𝐴2(𝜃𝑆) ≡ 𝑓+𝐻2+𝜃𝑆+𝜎2 represents the boundary
demarcating the sell region from the continue region in the end of period 1.
Proof: From the decision rule in period 1, we know that:
– (1) If 𝜃𝐵 ≥ 𝐴2(𝜃𝑆), firms choose to sell, hence the expected value is: 2𝐸[𝜃𝐵 | 𝜃𝐵 ≥
𝐴2(𝜃𝑆)] − 2𝑓 − 𝜎 = 1 + 𝐴2(𝜃𝑆) − 2𝑓 − 𝜎;
– (2) If 𝜃𝐵 < 𝐴2(𝜃𝑆), firms choose to continue, and the expected value becomes:
𝜃𝑆 − 𝑓 + 𝐸[𝐶𝑉2 | 𝜃𝑆] = 𝜃𝑆 − 𝑓 + 𝐻2.
Hence, we have the expected value in this scenario:
𝐸[𝐶𝑉1 | 𝜃𝑆] = 𝑃 𝑟𝑜𝑏{𝜃𝐵 ≥ 𝐴2(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝐴2(𝜃𝑆)] + 𝑃𝑟𝑜𝑏{𝜃𝐵 <
𝐴2(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝐴2(𝜃𝑆)] = [1 − 𝐴2(𝜃𝑆)] × [1 + 𝐴2(𝜃𝑆) − 2𝑓 − 𝜎] +
𝐴2(𝜃𝑆)(𝜃𝑆 − 𝑓 + 𝐻2).
• If 𝜃𝑆 ≥ 𝑓 +𝜆, then 𝐸[𝐶𝑉1 | 𝜃𝑆] = [1−𝑅2(𝜃𝑆)][1+𝑅2(𝜃𝑆)−2𝑓 −𝜎]+𝑅2(𝜃𝑆)[𝜃𝑆 −
𝑓 + 𝐽2(𝜃𝑆)], where 𝑅2(𝜃𝑆) ≡ (𝜃𝑆+𝜎−𝜆)
2+1+2𝜃𝑆
4 , indexes the boundary between the
selling and continuing regions, and 𝐽2(𝜃𝑆) ≡ 𝐸[𝐶𝑉2 | 𝜃𝑆] = (𝜃𝑆+𝜎−𝜆)
2
2 + 1−2𝜎−2𝑓2 ,
represents the present value from the end of period 2.
Proof: Based on the decision rule in the end of period 1, we know that in this
scenario:
– (1) If 𝜃𝐵 ≥ 𝑅2(𝜃𝑆), firms choose to sell, and its expected payoff is: 2𝐸[𝜃𝐵 | 𝜃𝐵 ≥
𝑅2(𝜃𝑆)] − 2𝑓 − 𝜎 = 1 + 𝑅2(𝜃𝑆) − 2𝑓 − 𝜎;
– (2) If 𝜃𝐵 < 𝑅2(𝜃𝑆), firms choose to continue in the end of period 1, and then
expected overall payoff is: 𝜃𝑆 − 𝑓 + 𝐽2(𝜃𝑆).
Hence, in this case:
𝐸[𝐶𝑉1 | 𝜃𝑆] = 𝑃𝑟𝑜𝑏{𝜃𝐵 ≥ 𝑅2(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝑅2(𝜃𝑆)] + 𝑃𝑟𝑜𝑏{𝜃𝐵 <
𝑅2(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝑅2(𝜃𝑆)] = [1 − 𝑅2(𝜃𝑆)] × [1 + 𝑅2(𝜃𝑆) − 2𝑓 − 𝜎] +
𝑅2(𝜃𝑆)(𝜃𝑆 − 𝑓 + 𝐽2(𝜃𝑆)).
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Thus, for the scenario without PLE, we get:
𝐸[𝐶𝑉1 | 𝜃𝑆] =
⎧{{
⎨{{⎩
(1 − 𝑓 − 𝜎2 )2 if 𝜃𝑆 < 𝑓 − 𝐻2
𝐴2(𝜃𝑆)2 − 2𝑓 − 𝜎 + 1 if 𝑓 − 𝐻2 ≤ 𝜃𝑆 < 𝑓 + 𝜆
1 − 2𝑓 − 𝜎 + 𝑅2(𝜃𝑆)2 if 𝜃𝑆 ≥ 𝑓 + 𝜆
(C.1)
Scenario 2: with PLE
Here we use notation 𝐸𝑝[ ] to denote expectations in the regime with PLE.
• If 𝜃𝑆 < 𝑓 − 𝐻, then 𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] = (1 − 𝑓 − 𝜎2 )2, where 𝐻 ≡ 𝐸𝑃 [𝐶𝑉2 | 𝜃𝑆] =
(1−𝑓−𝜎−𝜆)2
2 indexes the expected value of period 2 standing in the first period.
Proof: Based on the discussion about the decision rule in the case with PLE in
the end of period 1, we know that:
– (1) If 𝜃𝐵 < 𝑓 + 𝜎2 , then sellers exit in the end of period 1, hence 𝐸[𝐶𝑉1 | 𝜃𝑆] =
0;
– (2) If 𝜃𝐵 ≥ 𝑓 + 𝜎2 , firms choose to sell to the buyers, hence 𝐸[𝐶𝑉1 | 𝜃𝑆] =
𝐸[2𝜃𝐵 − 2𝑓 − 𝜎 | 𝜃𝐵 > 𝑓 + 𝜎2 ] = 1 − 𝑓 − 𝜎2 (≥ 0, because 𝑓 + 𝜎2 < 𝜃𝐵 ≤ 1).
Combining these two cases together gives us:
𝐸[𝐶𝑉1 | 𝜃𝑆] = 𝑃 𝑟𝑜𝑏{𝜃𝐵 < 𝑓 + 𝜎2 } × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝑓 + 𝜎2 ] + 𝑃𝑟𝑜𝑏{𝜃𝐵 ≥
𝑓 + 𝜎2 } × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝑓 + 𝜎2 ] = (1 − 𝑓 − 𝜎2 )2
• If 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆, then 𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] = [1 − 𝐴(𝜃𝑆)] × [1 + 𝐴(𝜃𝑆) − 2𝑓 − 𝜎] +
𝐴(𝜃𝑆)(𝜃𝑆−𝑓+𝐻), where 𝐴(𝜃𝑆) ≡ 𝑓+𝐻+𝜃𝑆+𝜎2 represents the boundary demarcating
the sell region from the continue region in the end of period 1.
Proof: From the decision rule in period 1, we know that:
– (1) If 𝜃𝐵 ≥ 𝐴(𝜃𝑆), firms choose to sell, hence the expected value is: 2𝐸[𝜃𝐵 | 𝜃𝐵 ≥
𝐴(𝜃𝑆)] − 2𝑓 − 𝜎 = 1 + 𝐴(𝜃𝑆) − 2𝑓 − 𝜎;
– (2) If 𝜃𝐵 < 𝐴(𝜃𝑆), firms choose to continue, and the expected value becomes:
𝜃𝑆 − 𝑓 + 𝐸𝑃 [𝐶𝑉2 | 𝜃𝑆] = 𝜃𝑆 − 𝑓 + 𝐻.
Hence, we have the expected value in this scenario:
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𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] = 𝑃𝑟𝑜𝑏{𝜃𝐵 ≥ 𝐴(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝐴(𝜃𝑆)] + 𝑃𝑟𝑜𝑏{𝜃𝐵 <
𝐴(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝐴(𝜃𝑆)] = [1 − 𝐴(𝜃𝑆)] × [1 + 𝐴(𝜃𝑆) − 2𝑓 − 𝜎] +
𝐴(𝜃𝑆)(𝜃𝑆 − 𝑓 + 𝐻).
• If 𝜃𝑆 ≥ 𝑓 + 𝜆, then 𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] = [1 − 𝑅(𝜃𝑆)][1 + 𝑅(𝜃𝑆) − 2𝑓 − 𝜎] + 𝑅(𝜃𝑆)[𝜃𝑆 −
𝑓 +𝐽(𝜃𝑆)], where 𝑅(𝜃𝑆) ≡ 𝜃
2
𝑆+2(𝜎+1)𝜃𝑆+1+𝜎2−2𝜆
4 , indexes the boundary between the




represents the present value from the end of period 2.
Proof: Based on the decision rule in the end of period 1, we know that in this
scenario:
– (1) If 𝜃𝐵 ≥ 𝑅(𝜃𝑆), firms choose to sell, and its expected payoff is: 2𝐸[𝜃𝐵 | 𝜃𝐵 ≥
𝑅(𝜃𝑆)] − 2𝑓 − 𝜎 = 1 + 𝑅(𝜃𝑆) − 2𝑓 − 𝜎;
– (2) If 𝜃𝐵 < 𝑅(𝜃𝑆), firms choose to continue in the end of period 1, and then
expected overall payoff is: 𝜃𝑆 − 𝑓 + 𝐽(𝜃𝑆).
Hence, in this case:
𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] = 𝑃𝑟𝑜𝑏{𝜃𝐵 ≥ 𝑅(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 ≥ 𝑅(𝜃𝑆)] + 𝑃𝑟𝑜𝑏{𝜃𝐵 <
𝑅(𝜃𝑆)} × 𝐸[𝐶𝑉1 | 𝜃𝑆, 𝜃𝐵 < 𝑅(𝜃𝑆)] = [1 − 𝑅(𝜃𝑆)] × [1 + 𝑅(𝜃𝑆) − 2𝑓 − 𝜎] +
𝑅(𝜃𝑆)(𝜃𝑆 − 𝑓 + 𝐽(𝜃𝑆)).
Simplify these formulas, for the scenario with PLE we get:
𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] =
⎧{{
⎨{{⎩
(1 − 𝑓 − 𝜎2 )2 if 𝜃𝑆 < 𝑓 − 𝐻
𝐴(𝜃𝑆)2 − 2𝑓 − 𝜎 + 1 if 𝑓 − 𝐻 ≤ 𝜃𝑆 < 𝑓 + 𝜆
1 − 2𝑓 − 𝜎 + 𝑅(𝜃𝑆)2 if 𝜃𝑆 ≥ 𝑓 + 𝜆
(C.2)
Lemma 7: The entry rate is lower in the regime with PLE relative to the
regime without PLE, if the entry cost (𝜅) is high enough.
Proof:
Examining expressions in equation C.1 (scenario without PLE) to that in equation
C.2 (scenario with PLE):
• Case 1: If 𝑓 + 𝜅 − (1 − 𝑓 − 𝜎2 )2 < 0, then the entry constraint is not binding, so
then all potential entrants do enter, and the entry rate would be the same across
regimes.
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• Case 2: If 𝑓 + 𝜅 − (1 − 𝑓 − 𝜎2 )2 > 0 and 𝑓 + 𝜅 − (1 − 𝑓 − 𝜎2 )2 < 𝑓 − 𝐻2,
then the entry constraint is binding, but then the same fraction of firms with
𝜃𝑆 < 𝑓 + 𝜅 − (1 − 𝑓 − 𝜎2 )2 will choose not to enter in both regimes with and
without PLE, so the entry rate is the same across regimes.
• Case 3: If 𝑓 + 𝜅 − (1 − 𝑓 − 𝜎2 )2 ≥ 𝑓 − 𝐻2, then the fraction of entrants differs
across regimes with and without PLE. Because 𝐻 < 𝐻2, 𝐴(𝜃𝑆) < 𝐴2(𝜃𝑆), and
𝑅(𝜃𝑆) < 𝑅2(𝜃𝑆), it follows that 𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] ≤ 𝐸[𝐶𝑉1 | 𝜃𝑆]. Then because only
those potential entrants with 𝜃𝑆 > 𝑓 + 𝜅 − 𝐸[𝐶𝑉1 | 𝜃𝑆] (in the regime without
PLE, and 𝜃𝑆 > 𝑓 + 𝜅 − 𝐸𝑃 [𝐶𝑉1 | 𝜃𝑆] in the regime with PLE), choose to enter
the market, it follows that the entry rate is lower in the regime with PLE relative
to the one without PLE.
A technical note: If 𝜅 is high enough that entry rate is lower with PLE (i.e., if 𝑓 + 𝜅 −
(1 − 𝑓 − 𝜎2 )2 ≥ 𝑓 − 𝐻2), then given the assumption we have that 𝜃𝑆 is fixed over time
we get the implication that there would be no exit in the end of period 2 in the regime
without PLE, because those sellers with 𝜃𝑆 < 𝑓 − 𝐻2 already chose not to enter the
market in period 0. This does not impact the results derived earlier as they hold even
if a slice of the sub-figures in Figure 1 and 2 for low 𝜃𝑆 is removed. More generally,
we could assume a mean zero shock to the management quality occurs at the end of
period 1 and period 2, such that forward looking (linear) expectations and hence all of
the results stay unchanged, but there is full support over [0,1] for 𝜃𝑆 at the end of both
period 1 and period 2.
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C.2 Additional Figures and Tables
Figure C.1: Simulation results for old firms (firms in period 2)
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Figure C.2: Simulation results for young firms (firms in period 1)
Table C.2: State Adoption of Production Liability Exemption.




Share of national ag-
gregate employment
(2000)
California 1977 Ray v. Alad Corp., 560 P.2d 3, 10
(Cal. 1977)
10.70% 11.40%
Connecticut 1996 Sullivan v. A.W. Flint Co., No. CV
920339263
1.40% 1.40%
New Jersey 1981 Ramirez v. Amsted Indus., Inc.,
431A.2d 811
2.40% 3.10%
New Mexico 1997 Garcia v. Coe Mfg. Co., 933 P.2d
243, 248-50
0.20% 0.50%
Pennsylvania 1981 Dawejko v. Jorgensen Steel Co., 434
A.2d 106
4.90% 4.50%




This table is constructed from information in footnote 20 of Frost (2007), crosschecked with the
detailed appendix in Kuney 2013. The shares of manufacturing and aggregate employment are based
on County Business Patterns data for year 2000.
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Table C.3: Taxonomy of Types of Successor Liability, per Kuney (2013).
Type Key cases and tests
(1) Intentional Assumption of Liabilities
1)  [Kessinger v. Grefco, Inc., 875 F.2d 153, 154 (7th Cir.
1989)]:Asset purchaser impliedly assumed a seller’s unforeseen li-
ability for certain tort claims where the purchaser agreed “to pay,
perform and discharge all debts, obligations, contracts and liabil-
ities” of the seller);
·  [Carlos R. Leffler, Inc. v. Hutter, 696 A.2d 157 (Pa. Super.
Ct. 1997)]: Asset purchaser impliedly assumed a liability where
other liabilities were expressly assumed).
·  [Schwartz v. Pillsbury, Inc., 969 F.2d 840, 845 (9th Cir. 1992)]:
Asset purchaser that acquired franchiser did not expressly or im-
pliedly assume seller’s tort liability when acquisition agreement ex-
pressly limited obligations assumed to certain specified contracts
and agreements of seller;
(2) Fraudulent Schemes to Escape Liability
[Schmoll v. ACandS, Inc., 703 F. Supp. 868, 873 (D. Or. 1988)]:
Corporate restructuring was undertaken to avoid liabilities from
asbestos claimants and imposing liability on transferee
[Reddy v. Gonzalez, 8 Cal. App. 4th 118, 122 (1992):
Under Uniform Fraudulent Transfer Act actual intent and inade-
quate consideration are alternative requirements for successor lia-
bility based upon fraudulent transfer
(3) de facto Merger
Five factor test for de facto merger [Marks v. Minn. Mining &
Mfg. Co., 187 Cal. App. 3d 1429, 1435–36 (Cal. Ct. App. 1986)]:
1)      consideration paid for the assets solely belonging to the
purchaser or its parent;
2)      continues the same enterprise after the sale;
3)      shareholders of the seller corporation become shareholders
of the purchaser;
4)      the seller liquidates; and
5)      the buyer assumes the liabilities of the seller necessary to
carry on the business)
(4) The Continuity Exceptions: Mere Continuation and Continuity of Enterprise
Mere continuation successor liability [Stanford Hotel Co. v. M.
Schwind Co., 181 P. 780 (Cal. 1919)]:
1)     no adequate consideration was given for the acquired as-
sets, and
2)     where one or more persons were officers, directors, or stock-
holders of both corporations)
Continuation of Enterprise successor liability [Turner v. Bitumi-
nous Cas. Co., 244 N.W.2d 873, 882 (Mich. 1976)]: Four consid-
erations:
1)     there is a continuity of management, personnel, physical
location, assets, and general business operations
2)     the seller corporation ceases its ordinary business opera-
tions, liquidates, and dissolves as soon as legally and practically
possible
3)     the purchasing corporation assumes those liabilities and
obligations of the seller ordinarily necessary for the interrupted
continuation of normal business operations of the seller corpora-
tion
4)     The purchasing corporation [holds] itself out to the world
as the effective continuation of the seller corporation.
(5) The Product Line Exception
[Ray v. Alad Corp., 560 P.2d 3 (Cal. 1977)]: Following “justifica-
tions” for imposing liability:
1)      the virtual destruction of the plaintiff’s remedies against
the original manufacturer caused by the successor’s acquisition of
the business,  
2)      the successor’s ability to assume the original manufac-
turer’s risk-spreading role, and
3)      the fairness of requiring the successor to assume a re-
sponsibility for defective products that was a burden necessarily
attached to the original manufacturer’s goodwill being enjoyed by
the successor in the continued operation of the business
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