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RESUMO
Este trabalho desenvolve uma metodologia para a s´ıntese e imple-
mentac¸a˜o do sistema de controle superviso´rio para sistemas de ma-
nufatura, integrando o programa de Controlador Lo´gico Programa´vel
(CLP), o SCADA e o roteamento de tarefas atrave´s da Teoria de Con-
trole Superviso´rio (TCS). A abordagem modular local da TCS e´ utili-
zada para a modelagem da s´ıntese formal e simulac¸a˜o de uma lo´gica de
controle minimamente restritiva, representada atrave´s de um conjunto
de autoˆmatos de tamanho reduzido. Esses autoˆmatos sa˜o usados tanto
para a gerac¸a˜o automa´tica de co´digo de CLP, quanto para a estru-
turac¸a˜o das diversas funcionalidades do SCADA. Um sistema comple-
mentar faz uso de heur´ısticas para a escolha do pro´ximo comando a exe-
cutar dentre aqueles habilitados pelo controle superviso´rio, buscando
otimizar o roteamento de tarefas segundo algum crite´rio de produc¸a˜o.
A aplicac¸a˜o da metodologia a um sistema modular de produc¸a˜o dida´tico
mostrou que a abordagem proposta beneficia a sistematizac¸a˜o, modu-
laridade e estruturac¸a˜o do projeto do sistema de controle superviso´rio,
assim como a eficieˆncia, seguranc¸a e flexibilidade do sistema de manu-
fatura.
Palavras-chave: Teoria de Controle Superviso´rio. Sistema de Ma-
nufatura. Sistema de Controle Superviso´rio. Controlador Lo´gico Pro-
grama´vel. SCADA. Roteamento de Tarefas.

ABSTRACT
This work aims to develop a methodology to synthesize and imple-
ment a supervisory control of manufacturing systems, by integrating a
programmable logic controller (PLC), the SCADA (supervisory control
and data acquisition) and the tasks routing by utilizing the Supervisory
Control Theory (SCT). The local modular approach of TCS is used to
model the formal synthesis and simulation of a minimally restrictive
control logic, represented by a set of size reduced automatons. These
Automatons are used either to automatically generate a PLC code or to
structurate several functionalities of SCADA. A complementary system
utilizes heuristics to decide the next command to be executed among
those enabled by supervisory control, in order to optimize the tasks rou-
ting according to production criterion. The aplication of this methodo-
logy to a didatic modular production system shows that the proposed
approach benefits the systematization, modularity and structure of the
supervisory control system design, as well as it reinforces the efficiency,
safety and flexibility of the manufacturing system.
Keywords: Supervisory Control Theory. Manufacturing System. Su-
pervisory Control System. Programmable Logic Controller. SCADA.
Task Routing.
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1 INTRODUCAO
Nos tempos atuais, as exigeˆncias por ciclos de produc¸a˜o meno-
res, demanda de produc¸a˜o imprevis´ıvel e maior variedade de produ-
tos faz com que as empresas busquem me´todos na˜o tradicionais de fa-
bricac¸a˜o, trazendo a` tona a necessidade de estudos de novos conceitos.
Para atender essa necessidade, Rogers e Bottaci (1997) propuseram
um novo paradigma de produc¸a˜o: Sistemas Modulares de Produc¸a˜o
(Modular production systems - MPS). Tais sistemas sa˜o compostos por
ma´quinas modulares e controladores reconfigura´veis, em um conceito
que combina a alta taxa de transfereˆncia de linhas de produc¸a˜o dedi-
cadas com a flexibilidade de Sistemas Flex´ıveis de Manufatura (FMS).
O projeto modular de um MPS permite a diversidade da produc¸a˜o por
meio de diferentes combinac¸o˜es de ma´quinas em um processo, a fim
de se ajustar rapidamente a capacidade de produc¸a˜o e funcionalidade.
O conceito MPS conta com um design modular e sistema´tico para a
reconfigurac¸a˜o do layout de produc¸a˜o, do hardware da ma´quina e do
sistema de controle.
Um exemplo de aplicac¸a˜o do sistema modular e´ visto na indu´stria
automotiva. Na fase final de montagem, a montadora tem a opor-
tunidade de realizar diferentes combinac¸o˜es de acabamentos (bancos,
sistema de combust´ıvel, paine´is, etc.) atendendo diferentes mercados,
como por exemplo montar ve´ıculos com direc¸a˜o a` esquerda ou a` direita.
Koren et al. (1999) apresentam o conceito de Sistema Reconfi-
gura´vel de Manufatura (Reconfigurable Manufacturing Systems - RMS)
semelhante ao MPS. A ideia e´ que os sistemas sa˜o fabricados desde
o in´ıcio com recursos ajusta´veis para proporcionar exatamente a ca-
pacidade e as funcionalidades que sa˜o necessa´rias, adaptando-se a`s
condic¸o˜es do mercado rapidamente.
Esses sistemas agregam tecnologias modernas de automac¸a˜o, que
visam integrar ampla gama de novas tecnologias de processo produtivo,
trazendo benef´ıcios econoˆmicos e sociais. Com a crescente evoluc¸a˜o da
automac¸a˜o industrial e devido a`s muitas tarefas da automac¸a˜o, uma
subdivisa˜o das tarefas e´ necessa´ria. Moraes e Castrucci (2007) clas-
sificam a automac¸a˜o em cinco n´ıveis hiera´rquicos, que va˜o desde os
equipamentos e dispositivos em campo ate´ o gerenciamento corpora-
tivo da empresa. Essa subdivisa˜o leva em conta a ISA-95 (2010), a
qual e´ a mais importante publicac¸a˜o sobre integrac¸a˜o de sistemas in-
dustrias e se tornou a refereˆncia no desenvolvimento destas soluc¸o˜es. A
subdivisa˜o e´ vista na Figura 1.
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Figura 1 – Piraˆmide da Automac¸a˜o.
Fonte: Adaptado de (MORAES; CASTRUCCI, 2007).
O n´ıvel 1, chamado de “cha˜o de fa´brica” e´ o n´ıvel onde se en-
contram as ma´quinas e os dispositivos de campo, como atuadores, sen-
sores, transmissores e outros. O n´ıvel 2 e´ onde se encontram concen-
tradas as informac¸o˜es sobre o n´ıvel anterior e engloba dispositivos que
realizam o controle automatizado das atividades da planta, como Con-
troladores Lo´gicos Programa´veis (CLPs), Sistemas Digitais de Controle
Distribu´ıdo (SDCDs), Unidades Terminais Remotas (Remote Terminal
Units - RTUs), Dispositivos Eletroˆnicos Inteligentes (Intelligent Elec-
tronic Device - IEDs), entre outros. No n´ıvel 3 encontram-se os sis-
temas SCADA (Supervisory Control and Data Acquisition), os quais
concentram as informac¸o˜es passadas pelos equipamentos dos n´ıveis 1
e 2 em banco de dados e as repassam para os n´ıveis administrativos
(n´ıveis 4 e 5), ale´m de prover diversas funcionalidades para supervisa˜o
da planta. O n´ıvel 4 e´ responsa´vel pela programac¸a˜o e planejamento
da planta fabril, realizando o controle e a log´ıstica dos suprimentos
e definindo as tarefas para o n´ıvel 3. E´ tambe´m nesse n´ıvel que se
encontra o Sistema de Execuc¸a˜o da Manufatura (Manufacturing Exe-
cution System - MES), responsa´vel por monitorar a produtividade da
indu´stria em tempo real. O n´ıvel 5 e´ responsa´vel pela administrac¸a˜o de
todos os recursos da empresa. Neste n´ıvel encontram-se softwares para
gesta˜o de venda, gesta˜o financeira e Inteligeˆncia empresarial (Business
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Intelligence - BI) para ajudar na tomada de deciso˜es que afetam a em-
presa como um todo (MORAES; CASTRUCCI, 2007). E´ nesse n´ıvel que
o Planejamento e Controle da Produc¸a˜o (PCP) e´ realizado.
Com essa hierarquia, pode-se ter uma organizac¸a˜o maior dos di-
ferentes n´ıveis de controle existentes. Nos n´ıveis mais baixos encontram-
se os equipamentos que esta˜o diretamente relacionados a` utilizac¸a˜o em
campo, ja´ nos n´ıveis mais altos sa˜o tratadas questo˜es mais gerenciais
da empresa e da planta. Este trabalho tem foco principal nos n´ıveis 2,
3 e 4 da piraˆmide da automac¸a˜o, utilizando um CLP como controlador
no n´ıvel 2 e o SCADA como supervisor do processo no n´ıvel 3. No
quarto n´ıvel e´ tratado parte do MES responsa´vel pelo Roteamento de
Tarefas da planta a partir de especificac¸o˜es de produc¸a˜o do n´ıvel 5.
Equipamentos como CLPs sa˜o responsa´veis por controlar a planta
em tempo real e repassar os comandos para os atuadores da planta.
Eles podem operar de forma isolada ou de forma integrada, conectados
em rede entre si com um sistema superviso´rio. O crescimento do CLP
e de suas funcionalidades permitiu a sua utilizac¸a˜o em indu´strias de
processo e a conexa˜o com um sistema SCADA (ROSARIO, 2009).
Segundo Silva e Salvador (2011), sistemas SCADA coletam in-
formac¸o˜es de um processo por meio de equipamentos de aquisic¸a˜o de
dados, para serem manipuladas, analisadas, armazenadas e apresenta-
das ao usua´rio. O sistema SCADA e´ usado principalmente para iniciar
e parar unidades remotas, controlar e monitorar processos que tenham
muitas operac¸o˜es de liga e desliga e com poucas malhas de controle
analo´gico PID (Proporcional Integral Derivativo) (RIBEIRO, 2005).
Os equipamentos ba´sicos de sistemas SCADA sa˜o:
• CLP para fazer a coleta dos dados;
• Computador Pessoal (PC) para rodar o SCADA e constituir a
estac¸a˜o de operac¸a˜o ou a Interface Humano Ma´quina (IHM) (RI-
BEIRO, 2005).
Sistemas SCADA atuam em uma variedade enorme de proces-
sos, podendo ser encontrados em a´reas industriais (celulose, petro´leo,
metalurgia, qu´ımica, etc), no controle ferrovia´rio e aerovia´rio, e em
redes de computadores comerciais e residenciais (PINHEIRO, 2006). As-
sim, plantas de produc¸a˜o automatizadas sa˜o controladas por sistemas
de controle superviso´rio, que sa˜o responsa´veis pelo acompanhamento
e execuc¸a˜o adequada da produc¸a˜o. Os sistemas superviso´rios sa˜o ge-
ralmente implementados atrave´s de um CLP, que comanda as ac¸o˜es de
acordo com o comportamento observado a fim de manter a seguranc¸a e o
sequenciamento do sistema, e sa˜o coordenados por um sistema SCADA.
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A programac¸a˜o do CLP e a implementac¸a˜o de SCADA sa˜o muitas ve-
zes desenvolvidas com base na experieˆncia do programador, sem uma
arquitetura estruturada. Embora a literatura acadeˆmica compreenda
muitos usos de me´todos formais para projeto do co´digo CLP, a sua
aplicac¸a˜o em projetos de sistemas SCADA ainda e´ uma questa˜o em
aberto (PORTILLA, 2011).
Para fins de projeto com lo´gica de controle, sistemas de manufa-
tura podem ser classificados como Sistemas a Eventos Discretos (SED)
que sa˜o sistemas dinaˆmicos cuja mudanc¸a de estado ocorre em pontos
discretos do tempo, em decorreˆncia de eventos isolados (CASSANDRAS;
LAFORTUNE, 2008). Entre os va´rios me´todos formais de controle de
SED, a Teoria de Controle Superviso´rio (TCS) (RAMADGE; WONHAM,
1989) e (WONHAM, 2008) fornece uma estrutura que permite a s´ıntese
automa´tica de controle o´timo na˜o-bloqueante, baseada em modelos de
autoˆmatos. A TCS determina que eventos que afetam o comporta-
mento de um SED (planta) sa˜o inibidos por um agente de controle,
chamado supervisor, de acordo com as especificac¸o˜es definidas. A ac¸a˜o
do supervisor e´ calculada para ser na˜o-bloqueante e minimamente res-
tritiva, de modo a inibir apenas os eventos que na˜o esta˜o em confor-
midade com as especificac¸o˜es, permitindo a execuc¸a˜o de todos aqueles
que esta˜o em conformidade. No entanto, quando se trata de problemas
complexos, a s´ıntese de supervisores enfrenta alto custo computacio-
nal e sua implementac¸a˜o no CLP e´ dif´ıcil, uma vez que o nu´mero de
estados de autoˆmatos cresce exponencialmente com a composic¸a˜o dos
subsistemas e especificac¸o˜es.
A abordagem modular local da TCS (QUEIROZ; CURY, 2000) per-
mite explorar a modularidade das especificac¸o˜es e da planta, a fim de
obter va´rios supervisores modulares que agem localmente, ale´m de ex-
plorar a estrutura naturalmente descentralizada dos sistemas de manu-
fatura automatizados possibilitando um esforc¸o computacional menor.
A complexidade computacional da s´ıntese e o tamanho dos superviso-
res locais sa˜o reduzidos, o que facilita a implementac¸a˜o do sistema de
controle. A Arquitetura Modular de Controle Superviso´rio (AMCS)
proposta por Queiroz e Cury (2002b) organiza a implementac¸a˜o de su-
pervisores modulares locais em treˆs n´ıveis hiera´rquicos, o que pode ser
traduzido em co´digo estruturado para CLP de acordo com IEC61131-3
(INTERNATIONAL. . . , 1998) (PORTILLA; QUEIROZ; CURY, 2014).
Para integrar o desenvolvimento de sistemas SCADA com a pro-
gramac¸a˜o de controle superviso´rio em CLP em um sistema de manu-
fatura, Portilla (2011) desenvolveu uma metodologia que e´ composta
de oito fases: projeto informacional; s´ıntese de controle superviso´rio;
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emulac¸a˜o da atuac¸a˜o dos supervisores na planta; implementac¸a˜o do
controle superviso´rio em CLP; implementac¸a˜o de funcionalidades ba´sicas
do sistema SCADA; avaliac¸a˜o de funcionamento do sistema real; im-
plementac¸a˜o de funcionalidades gerais do sistema SCADA e, validac¸a˜o
do sistema integrado.
A utilizac¸a˜o dessa metodologia traz vantagens tanto para o de-
senvolvimento e aplicac¸a˜o do controle superviso´rio em CLP quanto para
a estruturac¸a˜o de sistemas SCADA. A metodologia mostrou mais fle-
xibilidade e eficieˆncia ao projeto de controle e supervisa˜o de sistemas
de manufatura, ale´m de ter uma maior estruturac¸a˜o ao projeto de con-
troladores, deixando a lo´gica de controle e sua programac¸a˜o mais clara
para o projetista e os operadores do sistema (PORTILLA, 2011). A es-
trutura de controle proposta habilita de forma minimamente restritiva
as sequeˆncias de eventos que podem ser executados de modo seguro
e na˜o-bloqueante pelo PCP. No entanto, Portilla (2011) na˜o especifica
um me´todo eficiente para a escolha de qual comando deve ser executado
pelo CLP dentre aqueles habilitados.
Este trabalho de dissertac¸a˜o propo˜e realizar a escolha de coman-
dos do controle superviso´rio a partir de um Sistema de Roteamento de
Tarefas (SRT) responsa´vel pelas deciso˜es de alocac¸a˜o e liberac¸a˜o de re-
cursos do processo, de acordo com informac¸o˜es fornecidas pelo sistema
SCADA e PCP. Assim, esse trabalho tem como objetivo desenvolver
um me´todo para integrar o sistema SCADA com a implementac¸a˜o de
controle superviso´rio para sistemas de manufatura em um CLP con-
juntamente com a definic¸a˜o de um me´todo para executar o SRT em
um MPS. O me´todo e´ aplicado em um mo´dulo de MPS dida´tico para
ilustrar e validar a proposta.
Na literatura e´ encontrado um trabalho relacionado com o rotea-
mento de tarefas em um sistema de manufatura (MOLINA, 2007), o qual
utiliza uma estrutura h´ıbrida (TCS e Redes de Petri) para o controle
do sistema. Outro trabalho que trata sobre roteamento, e´ apresentado
por Silva et al. (2011), onde os autores lidam com o problema de rote-
amento atrave´s de uma aplicac¸a˜o em uma ce´lula de manufatura real.
Este trabalho esta´ dividido em 6 cap´ıtulos. O pro´ximo cap´ıtulo
traz uma fundamentac¸a˜o teo´rica acerca de controle superviso´rio. O ter-
ceiro cap´ıtulo apresenta o trabalho desenvolvido por Portilla (2011) ao
mesmo tempo em que aplica a metodologia a um Sistema Modular de
produc¸a˜o. O Cap´ıtulo 4 traz as contribuic¸o˜es desse trabalho, principal-
mente em relac¸a˜o ao desenvolvimento de um Sistema de Roteamento
de Tarefas, que e´ integrado a` metodologia desenvolvida no Cap´ıtulo 3.
Ainda no Cap´ıtulo 4 e´ apresentada a implementac¸a˜o de uma heur´ıstica
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para o roteamento de tarefas e depois e´ aplicada a nova metodologia
ao Sistema Modular de produc¸a˜o. No Cap´ıtulo 5 a metodologia de-
senvolvida no Cap´ıtulo 4 e´ aplicada a um novo mo´dulo para validar a
metodologia utilizando em conjunto com mais de um mo´dulo. Final-
mente, no Cap´ıtulo 6 sa˜o apresentadas as concluso˜es sobre o trabalho
e as perspectivas para melhorias em trabalhos futuros.
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2 CONTROLE SUPERVISO´RIO
Nesta sec¸a˜o, os conceitos sobre SED, TCS e sua abordagem mo-
dular local, sa˜o apresentados de forma resumida. Para uma introduc¸a˜o
mais detalhada e dida´tica, e´ indicado como bibliografia o livro de Cas-
sandras e Lafortune (2008).
2.1 SISTEMAS A EVENTOS DISCRETOS (SED)
Um SED e´ um sistema dinaˆmico que evolui de acordo com a
ocorreˆncia repentina, possivelmente em intervalos irregulares impre-
vis´ıveis, de eventos f´ısicos (RAMADGE; WONHAM, 1989). Um sistema
e´ uma parte limitada do Universo que interage com o mundo externo
atrave´s das fronteiras que o delimitam, os sistemas de interesse perce-
bem as ocorreˆncias no mundo externo atrave´s da recepc¸a˜o de est´ımulos,
denominados eventos (CURY, 2001).
Um evento pode ser identificado como uma ac¸a˜o espec´ıfica que
ocorre instantaneamente e caracteriza a transic¸a˜o entre estados (CAS-
SANDRAS; LAFORTUNE, 2008). A ocorreˆncia de um evento causa uma
mudanc¸a interna no sistema, que pode ser causada pela ocorreˆncia de
um evento interno ao pro´prio sistema, tal como o te´rmino de uma
atividade ou o fim de uma temporizac¸a˜o, onde o sistema reage imedi-
atamente, permanecendo numa nova situac¸a˜o ate´ que ocorra um novo
evento.
O comportamento de um SED e´ modelado por um conjunto
de cadeias de s´ımbolos representando todas as poss´ıveis sequeˆncias de
eventos admitidas pelo sistema. Uma das ferramentas utilizadas para a
modelagem de tais sistema e´ a teoria de autoˆmatos e linguagens, a qual
permite gerar a s´ıntese automa´tica de uma lo´gica de controle o´tima a
partir de um modelo matema´tico do sistema em malha aberta e de es-
pecificac¸o˜es de controle que atuaram na planta do sistema (QUEIROZ,
2004).
Va´rios modelos para SEDs foram desenvolvidos, mas nenhum e´
tido como modelo universal para representac¸a˜o, todos refletem formas
distintas de representar o comportamento de uma planta. Podemos ci-
tar como principais as Redes de Petri Controladas, a Teoria das Filas,
a A´lgebra de Processos, a Lo´gica Temporal e, como ja´ citado anteri-
ormente, a Teoria de Linguagens e Autoˆmatos, a qual e´ usada para o
desenvolvimento deste projeto.
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2.2 TEORIA DE CONTROLE SUPERVISO´RIO
Ramadge e Wonham (1989) propuseram a TCS, a qual e´ uma
abordagem formal para controle de SEDs com base na teoria de autoˆmatos
e linguagens, que estabelece que os eventos que afetam o comporta-
mento de um SED sa˜o inibidos por um agente de controle, denominado
supervisor, segundo regras estabelecidas atrave´s de uma estrutura de
controle.
A TCS utiliza a modelagem da planta e das especificac¸o˜es por
linguagens de forma a permitir a s´ıntese automa´tica de controladores
o´timos. A planta e´ o sistema a ser controlado e e´ modelada por um
autoˆmato formado por uma qu´ıntupla G = ( Σ, Q, δ, q0, Qm), onde Σ
representa o conjunto de eventos, Q o conjunto de estados, q0 ∈ Q o
estado inicial, Qm ⊆ Q o subconjunto de estados marcados e δ : Σ× Q
→ Q a func¸a˜o de transic¸a˜o parcial definida em cada estado de Q para
um subconjunto de Σ.
Os autoˆmatos podem ser representados por diagramas de transic¸a˜o
de estado, como mostra a Figura 2. Os no´s representam os estados
poss´ıveis em que uma ma´quina pode se encontrar e os arcos repre-
sentam eventos responsa´veis pela transic¸a˜o de um estado da ma´quina
para outro. Os arcos com um pequeno corte representam eventos con-
trola´veis, os arcos sem o corte, representam eventos na˜o controla´veis.
A seta representa o estado inicial da planta e a representac¸a˜o de um
duplo circulo especifica um estado marcado.
Figura 2 – Exemplo de um autoˆmato.
A planta a ser controlada e´ modelada por um autoˆmato, cujo
alfabeto de eventos e´ particionado em dois subconjuntos: eventos con-
trola´veis (Σc) e eventos na˜o controla´veis (Σu), portanto Σ = Σc
⋃
Σu.
Os eventos controla´veis podem ser desabilitados ou habilitados em qual-
quer momento pelo supervisor, ja´ os eventos na˜o controla´veis na˜o po-
dem ser evitados (de ocorrer) e na˜o recebem interfereˆncia do supervisor,
portanto sa˜o considerados permanentemente habilitados.
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O supervisor e´ a entidade que controla e interage com a planta
G em uma estrutura em malha fechada, onde ele observa os eventos
ocorridos na planta e estabelece quais eventos controla´veis sa˜o desabili-
tados, caracterizando uma entrada de controle que e´ atualizada a cada
nova ocorreˆncia de evento observada em G, de modo a coordenar seu
comportamento segundo um conjunto de especificac¸o˜es. Um supervisor
pode ser modelado por um autoˆmato em que cada estado e´ associado
a um conjunto de eventos que devem ser desabilitados, o supervisor e´
denotado por S. A Figura 3 ilustra a interac¸a˜o do supervisor com a
planta em malha fechada.
Figura 3 – Estrutura em malha fechada do controle superviso´rio.
O comportamento do sistema obtido pela planta G, sujeita a` ac¸a˜o
de um supervisor S, e´ denotada por S/G. O supervisor S e´ dito na˜o-
bloqueante para um autoˆmato G, se qualquer estado de S/G acess´ıvel
por uma sequeˆncia de eventos partindo do estado inicial possuir um
caminho em S/G que leve a um estado marcado.
Assim como a planta G e´ modelada por um autoˆmato, o conjunto
de especificac¸o˜es tambe´m pode ser modelado por um autoˆmato R. A
TCS fornece algoritmos de complexidade polinomial no nu´mero de es-
tados do autoˆmato G que permitem a partir dos autoˆmatos da planta
G e da especificac¸a˜o R obter um supervisor na˜o-bloqueante S, que fac¸a
com que o sistema em malha fechada S/G satisfac¸a as especificac¸o˜es.
Isto e´, a ac¸a˜o do supervisor e´ calculada para ser minimamente restri-
tiva, no sentido de inibir apenas os eventos controla´veis indesejados, de
acordo com as especificac¸o˜es. Essa s´ıntese de supervisor e´ chamada de
ca´lculo de supervisor o´timo. O fato dos supervisores poderem chegar a
um grande nu´mero de estados, torna a aplicac¸a˜o pouco pra´tica. Uma
alternativa e´ reduzir os supervisores representando-os por autoˆmatos
com um menor nu´mero de estados, os quais tera˜o a mesma ac¸a˜o de
controle sobre a planta (SU; WONHAM, 2004).
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Todavia, a modelagem de plantas mais complexas com autoˆmatos
acaba sendo invia´vel devido ao tamanho da complexidade computacio-
nal. A seguir e´ apresentada a metodologia para a s´ıntese de superviso-
res com base na abordagem de controle modular local, que visa superar
esse problema.
2.3 CONTROLE SUPERVISO´RIO MODULAR LOCAL
Uma alternativa a` abordagem da TCS em que se constro´i um
u´nico supervisor monol´ıtico para a planta e´ o controle modular local,
proposta por Queiroz e Cury (2000), a qual permite explorar a modula-
ridade das especificac¸o˜es e da planta. Isso faz diminuir a complexidade
computacional da s´ıntese de supervisores e o tamanho das soluc¸o˜es, de-
compondo o sistema f´ısico em subsistemas modelados por autoˆmatos
que representam o seu comportamento.
Assume-se que a planta do sistema seja modelada por um con-
junto de autoˆmatos ass´ıncronos (sem eventos em comum)Gi, i = 1, ...,m,
e que as especificac¸o˜es sejam modeladas por autoˆmatos Ej , j, ..., n,
cada qual restringindo eventos de alguma das subplantas Gi. Segundo
(CASSANDRAS; LAFORTUNE, 2008), a composic¸a˜o s´ıncrona entre m
autoˆmatos e´ obtida com a evoluc¸a˜o em paralelo dos m autoˆmatos Gi,
onde um evento em comum a esses m autoˆmatos so´ pode ser execu-
tado de forma sincronizada nos m autoˆmatos, enquanto que os eventos
ass´ıncronos ocorrem de modo independente em cada autoˆmato. A com-
posic¸a˜o s´ıncrona entre dois autoˆmatos G1 e G2 e´ denotada ao longo do
documento por G1 ‖ G2.
Cada especificac¸a˜o Ej imposta para o sistema tem uma planta
local Glocj , gerada pela composic¸a˜o s´ıncrona dos autoˆmatos que com-
partilham ao menos um evento com a especificac¸a˜o Ej . Em seguida
e´ realizada a composic¸a˜o s´ıncrona da planta local Glocj com a espe-
cificac¸a˜o gene´rica Ej que originou esta planta local, obtendo-se assim
as especificac¸o˜es locais Rlocj . Finalmente os supervisores locais na˜o-
bloqueantes e o´timos sa˜o calculados modularmente, i.e., um supervisor
Suplocj para cada especificac¸a˜o local Rlocj (QUEIROZ, 2004).
Por fim, e´ necessa´rio garantir a modularidade local do conjunto
de supervisores locais atrave´s da verificac¸a˜o de que a ac¸a˜o conjunta de
todos os supervisores seja na˜o-bloqueante. O teste de modularidade
local e´ feito atrave´s da composic¸a˜o s´ıncrona de todos os supervisores
modulares locais. Caso o autoˆmato resultante dessa composic¸a˜o seja
na˜o-bloqueante, garante-se que a ac¸a˜o conjunta dos supervisores mo-
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dulares locais e´ o´tima, i.e., equivalente ao supervisor monol´ıtico na˜o-
bloqueante e minimamente restritivo. Caso haja conflito entre os su-
pervisores, deve-se adotar uma estrate´gia para resoluc¸a˜o de conflito,
como a s´ıntese de um supervisor adicional (coordenador) com o u´nico
objetivo de desabilitar os caminhos que causem bloqueio (QUEIROZ;
CURY, 2002a; QUEIROZ, 2004).
A Figura 4 ilustra como sa˜o definidos os supervisores locais. Os
autoˆmatos G0, G1, G2 e G3 representam os subsistemas da planta e
E0, E1 e E2 as especificac¸o˜es gene´ricas de um determinado sistema.
Cada especificac¸a˜o esta´ associada a um conjunto Glocj formado pelos
ı´ndices dos subsistemas que teˆm ao menos um evento em comum com
esta especificac¸a˜o. Assim, E0 esta´ associada ao conjunto GlocE0 =
{G0, G1}, ja´ E1 esta´ associada ao conjunto GlocE1 = {G1, G2}, e a E3
esta´ associada ao conjunto GlocE2 = {G2, G3}.
Para obter as especificac¸o˜es locais Glocj referentes a cada especi-
ficac¸a˜o, basta realizar a composic¸a˜o s´ıncrona dos elementos de cada con-
junto. Cada especificac¸a˜o local Rlocj e´ obtida pela composic¸a˜o s´ıncrona
de Ej com Glocj . A partir de Rlocj e Glocj , calculam-se os supervisores
modulares locais Slocj , j = 1, ..3, que sa˜o minimamente restritivos e
na˜o-bloqueantes (localmente o´timos). Por fim, deve-se testar se a com-
posic¸a˜o s´ıncrona dos supervisores e´ na˜o-bloqueante para garantir que
a ac¸a˜o de controle modular local seja o´tima. Cada supervisor pode ser
reduzido pelo algoritmo de Su e Wonham (2004).
,
Figura 4 – Exemplo de obtenc¸a˜o de supervisores locais.
2.4 ARQUITETURA DE CONTROLE SUPERVISO´RIO
Para organizar a implementac¸a˜o da abordagem modular local e´
definida uma estrutura com treˆs n´ıveis hiera´rquicos (QUEIROZ; CURY,
2002b), de acordo com a Figura 5. A implementac¸a˜o desta estru-
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tura pode ocorrer em linguagem de CLP (IEC 61131-3, 1998), de
PC (C, Java) ou mesmo diretamente em hardware (circuito ele´trico,
pneuma´tico ou hidra´ulico).
Figura 5 – Arquitetura de Controle Superviso´rio.
Fonte: (QUEIROZ; CURY, 2002b).
No n´ıvel mais alto (Supervisores Modulares) implementa-se o
conjunto de supervisores modulares locais reduzidos na forma de autoˆmatos,
e que sa˜o atualizados a cada ocorreˆncia de um evento gerado na planta.
Um mapa de realimentac¸a˜o associa os estados ativos a um conjunto
de sinais de desabilitac¸o˜es que controlam o Sistema Produto (repre-
sentac¸a˜o do subsistema da planta).
No n´ıvel do Sistema Produto as principais func¸o˜es sa˜o disparar
os comandos da planta que na˜o foram desabilitados pelos Supervisores
e receber respostas enviadas pelas sequeˆncias operacionais. A evoluc¸a˜o
(mudanc¸a de estado) dos supervisores ocorre juntamente com a do Sis-
tema Produto atrave´s de seus comandos (eventos controla´veis) e res-
postas da planta (eventos na˜o controla´veis), abstra´ıdas nas Sequeˆncias
Operacionais.
As sequeˆncias operacionais sa˜o responsa´veis por interpretar os
comandos do Sistema Produto e gerar as instruc¸o˜es para os atuado-
res da planta, e interpretar os sinais dos sensores da planta, sinteti-
zando e sinalizando a ocorreˆncia de eventos na˜o controla´veis. O n´ıvel
de Sequeˆncias Operacionais funciona como uma interface entre o Sis-
tema Produto e o Sistema F´ısico.
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3 APLICAC¸A˜O DA METODOLOGIA PARA
DESENVOLVIMENTO INTEGRADO DE SISTEMAS
SCADA COM CONTROLE SUPERVISO´RIO
Os sistemas SCADA utilizam tecnologias de computac¸a˜o e co-
municac¸a˜o para automatizar o monitoramento e o controle de processos
industriais. Estes sistemas sa˜o parte integrante da maioria dos ambien-
tes industriais complexos ou geograficamente dispersos, na medida em
que podem coletar rapidamente os dados de uma grande quantidade de
fontes, para depois serem apresentados a um operador de uma forma
amiga´vel (PORTILLA, 2011).
A principal func¸a˜o de um sistema SCADA e´ propiciar uma inter-
face de alto n´ıvel do operador com o processo, informando-o em tempo
real, atrave´s de um conjunto de telas, gra´ficos e relato´rios sobre todos
os eventos importantes ocorridos no sistema controlado, permitindo a
tomada de deciso˜es operacionais apropriadas (PINHEIRO, 2006).
Portilla (2011) apresenta uma metodologia para integrar o sis-
tema SCADA com o controle superviso´rio, utilizando a AMCS imple-
mentada em dispositivos de controle, como o CLP. A metodologia de
Portilla (2011) foi desenvolvida com base no trabalho de Silva e Quei-
roz (2009), que estabelecem as seguintes etapas para o controle de um
FMS: modelagem da planta e especificac¸o˜es; s´ıntese de supervisores;
emulac¸a˜o de geradores e implementac¸a˜o segundo a ACS.
3.1 METODOLOGIA PARA DESENVOLVIMENTO INTEGRADO
DE SISTEMAS SCADA COM CONTROLE SUPERVISO´RIO
O trabalho de Portilla (2011) explora a integrac¸a˜o de funciona-
lidades do sistema SCADA com o controle superviso´rio, resultando em
uma metodologia de desenvolvimento integrado dividida em oito fases:
projeto informacional; s´ıntese de controle superviso´rio; emulac¸a˜o; im-
plementac¸a˜o de controle superviso´rio em CLP; implementac¸a˜o de funci-
onalidades ba´sicas do SCADA; avaliac¸a˜o de funcionamento do sistema
real; implementac¸a˜o de funcionalidades gerais do sistema SCADA; e
validac¸a˜o. A Figura 6 apresenta esta metodologia.
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Figura 6 – Metodologia para integrac¸a˜o de Controle Superviso´rio a um
Sistema SCADA.
Fonte: (PORTILLA, 2011).
3.1.1 Projeto Informacional
A primeira fase da metodologia esta´ relacionada com o levanta-
mento das especificac¸o˜es te´cnicas do projeto, com o intuito de facilitar
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o desenvolvimento da modelagem da planta.
E´ necessa´rio identificar os subsistemas e o problema de controle
da planta para definir as restric¸o˜es do comportamento e coordenac¸a˜o
desejados para o sistema. Dispositivos de campo como sensores e atu-
adores, tecnologias a serem utilizadas no desenvolvimento do projeto
para controle da planta e protocolo de comunicac¸a˜o a ser usado para
estabelecer conexa˜o entre o equipamento de controle e a estac¸a˜o de
supervisa˜o devem constar no levantamento do projeto informacional.
Por fim define-se as ferramentas utilizadas para a s´ıntese do controle
superviso´rio segundo a TCS (PORTILLA, 2011).
3.1.2 S´ıntese de controle superviso´rio
De acordo com o TCS, a S´ıntese de Controle Superviso´rio e´ com-
posta por treˆs etapas: obtenc¸a˜o de um modelo na forma de autoˆmatos
representando o funcionamento da planta; modelagem das especificac¸o˜es
gene´ricas de controle a fim de expressar matematicamente o comporta-
mento desejado do sistema; e s´ıntese dos supervisores na˜o-bloqueantes
(CASSANDRAS; LAFORTUNE, 2008; WONHAM, 2008).
Na modelagem da planta sa˜o constru´ıdos os autoˆmatos que re-
presentam o comportamento independente de cada subsistema. Deve-se
considerar a maior abstrac¸a˜o poss´ıvel a fim de diminuir o nu´mero de
estados e o custo computacional. Os sistemas de maior complexidade
sa˜o modelados por diversos subsistemas concorrentes interagindo entre
si.
A planta por si so´ pode executar qualquer ac¸a˜o em malha aberta,
devido a` interac¸a˜o sem controle dos diversos subsistemas. Com o in-
tuito de restringir o comportamento da planta evitando estados proi-
bidos, sa˜o definidas especificac¸o˜es, as quais impossibilitam a planta de
executar algumas ac¸o˜es. Para cada especificac¸a˜o estabelecida, e´ gerado
um autoˆmato.
Por u´ltimo realiza-se a s´ıntese de supervisores locais. Para isso
sa˜o realizadas as seguintes etapas: e´ obtida primeiramente uma planta
local para cada especificac¸a˜o; depois realiza-se o produto s´ıncrono da
planta local com a sua respectiva especificac¸a˜o; em seguida calcula-se o
supervisor o´timo contido em cada especificac¸a˜o local; depois realiza-se a
reduc¸a˜o dos supervisores locais; e por fim faz-se o teste de na˜o conflito.
O teste de na˜o conflito assegura que a ac¸a˜o conjunta dos supervisores
modulares e´ globalmente na˜o-bloqueante e o´timo. Esta etapa segue a
abordagem modular local desenvolvida por Queiroz e Cury (2000).
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3.1.3 Emulac¸a˜o
A Emulac¸a˜o e´ a fase para realizar os primeiros testes da lo´gica de
controle. Caso a modelagem na˜o esteja de acordo com a lo´gica proposta
ou erros sejam encontrados, e´ poss´ıvel voltar para a fase dois para
realizar as mudanc¸as necessa´rias. Quando a modelagem se encontrar
em conformidade com a lo´gica proposta, os supervisores e o sistema
produto esta˜o prontos para serem implementados no controlador.
3.1.4 Implementac¸a˜o do controle superviso´rio em CLP
A fase de implementac¸a˜o do controle superviso´rio em CLP e´ re-
alizada segundo o me´todo de implementac¸a˜o desenvolvido por Queiroz
e Cury (2002b), e e´ dividida em treˆs etapas. A primeira refere-se a
implementac¸a˜o da lo´gica de controle superviso´rio. A segunda etapa e´
a implementac¸a˜o das sequeˆncias operacionais definida pelo programa-
dor no CLP. A u´ltima etapa sa˜o os testes iniciais do funcionamento do
sistema.
A implementac¸a˜o da lo´gica de controle superviso´rio, modelado
na segunda fase da metodologia, e´ dividida em duas partes: os Super-
visores Modulares reduzidos, responsa´veis pelo controle da evoluc¸a˜o do
sistema; e os subsistemas que integram a planta, denominados Sistemas
Produtos.
Em seguida, implementam-se as sequeˆncias operacionais, com as
func¸o˜es de ler os sinais que ocorrem na planta, como te´rmino de uma
ac¸a˜o ou chegada de uma pec¸a, e gerar os comandos dos atuadores da
planta. Esses sinais sa˜o lidos e escritos nas entradas e sa´ıdas do CLP. A
linguagem de implementac¸a˜o dessa etapa fica a crite´rio do programador,
desde que seja obedecida a norma International. . . (1998).
Na u´ltima etapa e´ realizada uma verificac¸a˜o inicial para encon-
trar erros na lo´gica. Como nesta etapa ainda na˜o foram inseridos os
dispositivos de campo, a verificac¸a˜o pode na˜o ser exaustiva, ficando
para fases posteriores uma verificac¸a˜o mais aprofundada.
3.1.5 Implementac¸a˜o de funcionalidades ba´sicas do sistema
SCADA
As funcionalidades como sino´tico, envio de comandos, histo´rico
de eventos e a gerac¸a˜o de alarmes cr´ıticos, sa˜o denominadas funcionali-
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dades ba´sicas de um sistema SCADA. Elas devem fornecer informac¸o˜es
gra´ficas e textuais da planta que esta´ sendo controlada. Poss´ıveis erros
de modelagem que na˜o foram identificados nas fases anteriores, podem
ser reconhecidos (PORTILLA, 2011).
O primeiro passo da quinta fase da metodologia e´ separado para
a instalac¸a˜o e configurac¸a˜o do software SCADA. Apo´s a instalac¸a˜o, e´
configurado o protocolo de comunicac¸a˜o entre o CLP e o SCADA. Para
verificar se a comunicac¸a˜o entre os softwares esta´ ocorrendo, e´ realizado
um teste de troca de dados.
No segundo passo sa˜o implementadas todas as funcionalidades
ba´sicas do sistema SCADA, como sino´tico, envio de comandos, histo´rico
de eventos e alarmes cr´ıticos. Essas funcionalidades sa˜o implementadas
com base no controle superviso´rio implementado no CLP.
3.1.6 Avaliac¸a˜o de funcionalidades do sistema real
Nesta fase sa˜o realizados os testes de comportamento real da
planta, ja´ com os atuadores e sensores instalados. Os resultados de-
vem estar em conformidade com o planejamento inicial. Caso alguma
incoereˆncia seja encontrada, deve-se voltar a fase dois ou quatro, con-
forme a necessidade, para realizar as correc¸o˜es. Assim que os testes
desta fase encontrarem-se satisfato´rios, a fase de avaliac¸a˜o de funciona-
lidades do sistema real e´ conclu´ıda (PORTILLA, 2011).
3.1.7 Implementac¸a˜o de funcionalidades gerais do sistema SCADA
As funcionalidades gerais utilizadas em um sistema SCADA, sa˜o
aquelas que ampliam e complementam as informac¸o˜es sobre o processo
da planta, outros setores da empresa podem utilizar essas informac¸o˜es
para aperfeic¸oar e controlar a produc¸a˜o, normalmente em forma de
gra´ficos. Informac¸o˜es como erros e alarmes tambe´m devem ser im-
plementados, com o intuito de aumentar a seguranc¸a da planta e dos
operadores. As principais funcionalidades que podem ser implementa-
das nessa fase sa˜o: gerac¸a˜o de alarmes gerais, gra´ficos de tendeˆncias,
receitas, relato´rios e gerac¸a˜o de informac¸o˜es para n´ıveis gerenciais. A
escolha de quais func¸o˜es devem ser implementadas e´ feita tendo em
vista as necessidades da empresa.
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3.1.8 Validac¸a˜o
Apo´s a implementac¸a˜o de todas as funcionalidades e´ realizado o
teste final, a fim de validar o funcionamento do sistema de manufatura,
sendo controlado pelo CLP e monitorado pelo SCADA. Caso os tes-
tes na˜o se encontrem em conformidade com as especificac¸o˜es, deve-se
analisar o problema e voltar para a segunda ou quarta fase, conforme
for a necessidade. Quando os resultados dos testes forem positivos, a
implementac¸a˜o do sistema SCADA integrado com controle superviso´rio
esta´ completa e validada. Esta e´ a u´ltima fase da metodologia proposta
por Portilla (2011).
3.2 ESTAC¸A˜O DE DISTRIBUIC¸A˜O
Neste cap´ıtulo e´ aplicada a metodologia desenvolvida por Portilla
(2011) em uma planta MPS da Festo, localizada no Laborato´rio de Au-
tomac¸a˜o Industrial (LAI) da UFSC. Dentre os mo´dulos que compo˜em a
planta MPS, esta´ o mo´dulo Distribuic¸a˜o, o qual e´ usado para aplicar a
metodologia explicada na sec¸a˜o 3.1. O Sistema de Aprendizagem Festo
Dida´tica de Automac¸a˜o e Tecnologia foi projetado para atender uma
se´rie diferente de treinamentos e exigeˆncias profissionais. Os mo´dulos
do MPS facilitam a formac¸a˜o orientada para a indu´stria e o hardware
e´ composto de componentes industriais dida´ticos (EBEL; PANY, 2006).
Cada mo´dulo do MPS e´ controlado individualmente por um CLP
da marca Siemens da se´rie S7-1200 com 14 entradas digitais e 10 sa´ıdas
digitais, existe ainda um mo´dulo expansa˜o que disponibiliza mais 8
entradas digitais e 8 sa´ıdas digitais.
O mo´dulo Distribuic¸a˜o trabalha com o objetivo de coletar pec¸as
que chegam e encaminha-las para um outro mo´dulo. A cada chegada de
uma nova pec¸a, um cilindro pneuma´tico (alimentador) tem a func¸a˜o de
empurra a pec¸a para a posic¸a˜o P1, como e´ visto na Figura 7. Existe um
brac¸o girato´rio que conte´m na ponta uma ventosa para prender a pec¸a,
o brac¸o rotaciona e leva a pec¸a para a posic¸a˜o P2, posic¸a˜o esta que
fica no mo´dulo seguinte do MPS (Estac¸a˜o de Teste). Na posic¸a˜o P2, a
pec¸a sera´ encaminhada pelo mo´dulo Estac¸a˜o de Teste do MPS para ser
analisada. Existe um sensor na forma de barreira luminosa, chamado
de IP FI, que esta´ configurado para receber do mo´dulo seguinte um
sinal para bloquear o avanc¸o do brac¸o, isto ocorre quando o mo´dulo
seguinte esta´ executando alguma tarefa.
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Figura 7 – MPS Festo - mo´dulo 1.
Fonte: (EBEL; PANY, 2006).
3.3 APLICAC¸A˜O DA METODOLOGIA
Para o mo´dulo Distribuic¸a˜o, propo˜e-se modelar uma lo´gica de
controle utilizando a TCS, implementar essa lo´gica no CLP e desen-
volver um sistema SCADA. Esse desenvolvimento segue a metodologia
desenvolvida por (PORTILLA, 2011) e todas as oito fases sa˜o implemen-
tadas e explicadas a seguir.
3.3.1 Projeto Informacional
Antes de comec¸ar a modelar o sistema, e´ necessa´rio realizar um
levantamento das informac¸o˜es te´cnicas referente a` planta. O mo´dulo
Distribuic¸a˜o e´ composto por:
• 1 sensor que identifica a chegada de uma nova pec¸a;
• 1 cilindro pneuma´tico com retorno por mola que leva as pec¸as
para a posic¸a˜o P1;
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• 1 sensor indutivo anexo ao cilindro pneuma´tico que identifica
quando o alimentador esta´ avanc¸ado ou quando esta´ recuado;
• 1 brac¸o girato´rio que transporta a pec¸a da posic¸a˜o P1 para a
posic¸a˜o P2;
• 2 sensores fim-de-curso que identificam quando o brac¸o avanc¸ou
e recuou;
• 1 ventosa para segurar a pec¸a;
• 1 Sensor de barreira luminosa (IP FI) que esta´ relacionado com
o bloqueio/liberac¸a˜o do mo´dulo seguinte;
• 1 CLP Siemens S7-1200;
• 1 painel de IHM;
As ferramentas utilizadas na aplicac¸a˜o do controle superviso´rio
sa˜o: o software SUPREMICA, desenvolvido por AKESSON (2002)
para realizar a construc¸a˜o de autoˆmatos, tanto da planta quanto das es-
pecificac¸o˜es, e para emulac¸a˜o do controle superviso´rio; o IDES (NGUYEN
et al., ) e o TCT (FENG; WONHAM, 2006) para realizar a reduc¸a˜o dos su-
pervisores; O IDES2ST (KLINGE, 2007) para gerar de forma automa´tica
o co´digo em linguagem Texto Estruturado (Structured Text - ST) (In-
ternational. . . (1998)); Para programac¸a˜o do CLP e implementac¸a˜o
do SCADA, sa˜o utilizados os softwares TIA Portal (Totally Integra-
ted Automation Portal) e WinCC (SIEMENS, 2012) respectivamente. A
comunicac¸a˜o entre SCADA e CLP e´ realizada via Ethernet Industrial.
3.3.2 S´ıntese de Controle Superviso´rio
A metodologia proposta na Sec¸a˜o 3.1 segue a abordagem mo-
dular local (QUEIROZ; CURY, 2002b), que explora a modularidade da
planta e das especificac¸o˜es dos sistemas, a fim de evitar a complexidade
computacional, comum na s´ıntese de um supervisor. A abordagem e´
dividida em treˆs partes: (i) Modelagem dos subsistemas do MPS;
(ii) Modelagem das especificac¸o˜es; (iii) S´ıntese de supervisores.
(i) - Modelagem dos subsistemas do MPS.
Cada mo´dulo do MPS e´ composto por diversos subsistemas con-
correntes que interagem entre si para a realizac¸a˜o das tarefas. Cada
subsistema e´ representado como um Sistema Produto e sa˜o ass´ıncronos
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entre s´ı. O mo´dulo Distribuic¸a˜o e´ dividido em cinco subsistemas: brac¸o
girato´rio; alimentador de pec¸as; sistema de succ¸a˜o de pec¸as; controle
do mo´dulo seguinte; sistema que controla a chegada de novas pec¸as.
Cada subsistema e´ modelado na forma de um autoˆmato.
Em toda a planta podem ocorrer 15 eventos, sendo 6 controla´veis
e os demais na˜o controla´veis. Na Tabela 1 sa˜o descritos os eventos
utilizados na modelagem dos subsistemas e o significado de cada um.
Tabela 1 – Eventos utilizados
Evento Descric¸a˜o
aliment avanca cilindro pneuma´tico comec¸a avanc¸ar
aliment avancou cilindro pneuma´tico avanc¸ou
aliment retorna cilindro pneuma´tico comec¸a retornar
aliment retornou cilindro pneuma´tico retornou
braco avanca brac¸o inicia avanc¸o
braco avancou brac¸o avanc¸ou
braco recua brac¸o inicia recuo
braco recuou brac¸o recuou
chegou P indica chegada de uma nova pec¸a
liberou 2 indica fim de operac¸a˜o do mo´dulo seguinte
ocupou 2 indica inicio de operac¸a˜o do mo´dulo seguinte
vent pega gerador de va´cuo e´ acionado
vent pegou indica pressa˜o atingida, i.e., pec¸a presa
vent ejeta ventosa aciona soprador para ejetar a pec¸a
vent ejetou ventosa ejetou a pec¸a
Na modelagem dos subsistemas e das especificac¸o˜es, os c´ırculos
representam os estados, aqueles com duplos c´ırculos identificam os es-
tados marcados e os arcos representam a transic¸a˜o de um estado para
outro devido a ocorreˆncia de um evento, sendo os arcos com um trac¸o
eventos controla´veis e os arcos sem trac¸o eventos na˜o controla´veis. As
modelagens de todos os subsistemas sa˜o apresentadas sa sequeˆncia.
1. Sistema que controla a chegada de novas pec¸as.
Descric¸a˜o: Um sensor identifica a chegada de uma nova pec¸a
na posic¸a˜o Pcp (posic¸a˜o de chegada de pec¸a) enviando um sinal
ao sistema. Esse sinal representa a ocorreˆncia do evento na˜o
controla´vel Chegou P, ver Figura 8.
2. Alimentador de pec¸as.
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Figura 8 – Sistema Produto 1 - SP1 NovaPeca.
Descric¸a˜o: Quando chega uma nova pec¸a, um cilindro pneuma´tico
deve empurrar a mesma para o buffer da posic¸a˜o P1, esse buffer
tem capacidade de 1 pec¸a. Dois sensores eletromagne´ticos acopla-
dos ao pista˜o indicam o posicionamento do atuador (avanc¸ado ou
recuado). A mudanc¸a de posic¸a˜o do cilindro ocorre por meio do
evento aliment avanca, o que faz com que o cilindro avance, ou o
evento aliment retorna, fazendo com que o cilindro recue, ambos
eventos sa˜o controla´veis. Para indicar que o cilindro avanc¸ou ou
que o cilindro recuou sa˜o utilizados os eventos na˜o controla´veis
aliment avancou e aliment recuou, como pode ser analisado na
Figura 9.
Figura 9 – Sistema Produto 2 - SP2 Alimentador.
3. Brac¸o girato´rio.
Descric¸a˜o: O evento braco avanca e´ o comando que faz o brac¸o
girato´rio avanc¸ar da posic¸a˜o P1 para a posic¸a˜o P2 e braco recua
o comando de recuar o brac¸o da posic¸a˜o P2 para a posic¸a˜o P1.
Existem dois sensores fim-de-curso, um em cada lado do brac¸o,
que indicam o momento em que o brac¸o chega na posic¸a˜o desejada
(avanc¸ado ou recuado), os sensores enviam sinais para o sistema,
representados pelos eventos braco avancou e braco recuou, como
pode ser visto na Figura 10.
45
Figura 10 – Sistema Produto 3 - SP3 Braco.
4. Sistema de succ¸a˜o de pec¸as.
Descric¸a˜o: Na ponta do brac¸o girato´rio, existe um efetuador na
forma de ventosa, que atrave´s de um gerador de va´cuo, suga a
pec¸a para que o brac¸o possa transporta´-la da posic¸a˜o P1 para
a posic¸a˜o P2. Na posic¸a˜o P1, o evento vent pega da´ o comando
para acionar o gerador de va´cuo e o evento vent pegou indica que
a pec¸a foi pega. O brac¸o transporta a pec¸a para a posic¸a˜o P2,
onde ela deve ser ejetada, por meio do comando vent ejeta. O
evento vent ejetou indica que a pec¸a foi solta, como e´ ilustrado
na Figura 11.
Figura 11 – Sistema Produto 4 - SP4 V entosa.
5. Controle do mo´dulo seguinte.
Descric¸a˜o: Quando o mo´dulo que veˆm na sequeˆncia esta´ exe-
cutando alguma ac¸a˜o, ele deve mandar um sinal para o mo´dulo
Distribuic¸a˜o indicando estar ocupado. Esse sinal e´ recebido pelo
sensor de barreira luminosa, o qual repassa a informac¸a˜o para o
sistema. O evento ocupou 2 indica o momento em que o mo´dulo
seguinte esta´ executando alguma ac¸a˜o e o evento liberou 2 indica
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que o mo´dulo seguinte terminou de executar as ac¸o˜es. Ambos
eventos sa˜o na˜o controla´veis por dependerem do mo´dulo 2, como
e´ visto na Figura 12.
Figura 12 – Sistema Produto 5 - SP5 ModuloSeguinte.
(ii) - Modelagem das especificac¸o˜es.
Para o funcionamento adequado do sistema de manufatura, al-
gumas especificac¸o˜es sa˜o definidas para restringir o comportamento da
planta e evitar situac¸o˜es de bloqueio. Elas sa˜o:
• O alimentador na˜o avanc¸a enquanto o brac¸o na˜o estiver avanc¸ado;
• A ventosa na˜o ativa se o brac¸o na˜o estiver recuado (posic¸a˜o P1)
e na˜o ejeta se o brac¸o na˜o estiver avanc¸ado (posic¸a˜o P2);
• Caso a ventosa esteja segurando uma pec¸a, o recuo do brac¸o fica
bloqueado ate´ a ventosa ejetar essa pec¸a;
• A ventosa na˜o ativa enquanto o alimentador na˜o colocar uma
pec¸a na posic¸a˜o P1;
• Exclusa˜o mu´tua entre o recuo do brac¸o e o avanc¸o do alimentador;
• Exclusa˜o mu´tua entre o avanc¸o do brac¸o e a ativac¸a˜o da ventosa;
• A ventosa na˜o ativa se o alimentador na˜o estiver recuado;
• O brac¸o na˜o recua enquanto o alimentador na˜o colocar uma pec¸a
na posic¸a˜o P1 ou a ventosa soltar uma pec¸a na posic¸a˜o P2 (essa
especificac¸a˜o evita que o brac¸o recue desnecessariamente);
• O alimentador na˜o avanc¸a enquanto na˜o chegar uma nova pec¸a;
• O brac¸o na˜o pode avanc¸ar caso o mo´dulo seguinte esteja em
operac¸a˜o (informac¸a˜o indicada pelo sensor de barreira luminosa).
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A seguir e´ apresentada a modelagem de todas as especificac¸o˜es.
1. O alimentador na˜o avanc¸a enquanto o brac¸o na˜o estiver avanc¸ado.
Descric¸a˜o: Para garantir que na˜o haja conflito entre o brac¸o e
o alimentador foi definido, como visualizado na Figura 13, que o
alimentador na˜o deve avanc¸ar enquanto o brac¸o estiver na posic¸a˜o
P1, ou seja, no estado 1 da Figura 13 o alimentador fica impos-
sibilitado de avanc¸ar ate´ chegar o sinal de que o brac¸o avanc¸ou
para a posic¸a˜o P2.
Figura 13 – Especificac¸a˜o 1 - E1 AvancoAlimentador.
2. A ventosa na˜o ativa se o brac¸o na˜o estiver retra´ıdo (posic¸a˜o P1)
e na˜o ejeta se o brac¸o na˜o estiver avanc¸ado (posic¸a˜o P2).
Descric¸a˜o: A ventosa executa as ac¸o˜es de pegar e ejetar pec¸as.
O comando de pegar pec¸a na˜o deve ocorrer na posic¸a˜o P2 e o
de ejetar pec¸a na˜o deve ocorrer na posic¸a˜o P1. Na Figura 14
e´ garantido que no estado 2 o evento vent pega na˜o ocorre, da
mesma forma que no estado 1 o evento vent ejeta tambe´m na˜o
ocorre.
Figura 14 – Especificac¸a˜o 2 - E2 ControleV entosa.
3. Caso a ventosa esteja com uma pec¸a, o recuo do brac¸o fica blo-
queado ate´ a ventosa ejetar a pec¸a.
Descric¸a˜o: Apo´s a ventosa ter pegado uma pec¸a e o brac¸o avanc¸ar
para a posic¸a˜o P2, o mesmo na˜o deve retornar ate´ que a ventosa
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ejete a pec¸a, como mostrado na Figura 15, ou seja, estando no es-
tado 2, o brac¸o so´ pode voltar para a posic¸a˜o P1 apo´s a ocorreˆncia
do evento vent ejetou.
Figura 15 – Especificac¸a˜o 3 - E3 EjetarParaRecuar.
4. A ventosa na˜o ativa enquanto o alimentador na˜o colocar uma
pec¸a na posic¸a˜o P1.
Descric¸a˜o: O brac¸o retorna para o posic¸a˜o P1 em diversos mo-
mentos, em alguns desses a ventosa deve acionar para pegar uma
pec¸a. A lo´gica deve controlar o momento em que a ventosa aci-
ona, a fim de evitar que ela ative desnecessariamente ou que ela
deixe de ativar quando houver a necessidade. Assim, a ventosa
na˜o deve acionar se na˜o houver pec¸a na posic¸a˜o P1, sendo ne-
cessa´ria a ocorreˆncia do evento aliment avancou, e o brac¸o na˜o
deve avanc¸ar sem entes a ventosa pegar a pec¸a, como ilustrado
na Figura 16. Enquanto estiver no estado 1, na˜o e´ permitida a
ocorreˆncia do evento vent pega.
Figura 16 – Especificac¸a˜o 4 - E4 ControleAcionaV entosa.
5. Exclusa˜o mu´tua entre o recuo do brac¸o e o avanc¸o do alimentador.
Descric¸a˜o: Para garantir que a ac¸a˜o de recuar o brac¸o na˜o ocorra
junto com a ac¸a˜o de avanc¸ar o alimentador, e´ definida uma ex-
clusa˜o mu´tua entre os dois eventos. Na Figura 17 pode-se ver
que no estado 2 pode ocorrer tanto o comando para recuar o
49
brac¸o quanto o de avanc¸ar o alimentador. Caso ocorra o evento
braco recua, fazendo a transic¸a˜o do estado 2 para o estado 1, o ali-
mentador so´ pode avanc¸ar depois que ocorrer o evento braco recuou,
o que resulta em retornar para o estado 2. O mesmo ocorre se o
evento aliment avanca executar, o recuo do brac¸o fica bloqueado
ate´ o evento aliment avancou ocorrer.
Figura 17 – Especificac¸a˜o 5 - E5 Braco OU Alimentador.
6. Exclusa˜o mu´tua entre o avanc¸o do brac¸o e a ativac¸a˜o da ventosa.
Descric¸a˜o: Para na˜o haver o problema de o brac¸o avanc¸ar sem
que a pec¸a esteja completamente presa, indicada pelo evento
vent pegou, e que a ventosa na˜o acione enquanto o brac¸o estiver
em transic¸a˜o, e´ especificada uma exclusa˜o mu´tua entre o brac¸o
e a ventosa. Na Figura 18 pode ser visto que no estado 2 pode
ocorrer tanto o comando para acionar o brac¸o, quanto o de aci-
onar a ventosa. Caso ocorra o evento braco avanca, ocasionando
na mudanc¸a do estado 2 paro o 1, a ventosa so´ pode ser acionada
se ocorrer o evento braco avancou, o que resulta em retornar para
o estado 2 e liberar a ventosa para acionar. O mesmo ocorre se o
evento vent pega executar, o avanc¸o do brac¸o fica bloqueado ate´
o evento vent pegou ocorrer.
Figura 18 – Especificac¸a˜o 6 - E6 Braco OU V entosa.
7. A ventosa na˜o ativa se o alimentador na˜o estiver recuado.
Descric¸a˜o: Quando o alimentador avanc¸a, ele carrega uma pec¸a
e a prende contra uma parede. Se nesse momento o brac¸o vol-
tar para a posic¸a˜o P1, a ventosa ira´ acionar para pegar a pec¸a e
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quando a pec¸a estiver pega o sensor indicara´ que a ventosa pe-
gou a pec¸a, enta˜o o brac¸o estara´ liberado para avanc¸ar e levar
a pec¸a para a posic¸a˜o P2. Se isso ocorrer, a ventosa na˜o conse-
guira´ retirar a pec¸a devido ao fato de o alimentador ainda estar
pressionando a pec¸a, enta˜o ocorrera´ um erro na lo´gica. Para re-
solver esse problema e´ modelada a especificac¸a˜o 7, onde o estado
1 libera o acionamento do evento vent pega, se ocorrer o evento
aliment avancou, o que implica em mudar para o estado 2, o
acionamento da ventosa estara´ bloqueado ate´ que o alimentador
retorne. Essa lo´gica evita que a ventosa acione enquanto o ali-
mentador na˜o estiver recuado. Essa especificac¸a˜o e´ ilustrada na
Figura 19.
Figura 19 – Especificac¸a˜o 7 - E7 EvitarPecaPresa.
8. O brac¸o na˜o recua enquanto o alimentador na˜o colocar uma pec¸a
na posic¸a˜o P1 ou a ventosa soltar uma pec¸a na posic¸a˜o P2.
Descric¸a˜o: Em alguns momentos na˜o havera´ pec¸a tanto na posic¸a˜o
P1 quanto na posic¸a˜o P2, nesse momento o brac¸o podera´ entrar
em um Loop e ficar rotacionando de um lado para o outro. A
especificac¸a˜o 8 evita esse Loop, apenas restringindo a ac¸a˜o de re-
tornar o brac¸o, a menos que ocorra um entre dois eventos que
fazem necessa´ria a utilizac¸a˜o do recuo do brac¸o. Os dois even-
tos sa˜o: vent ejetou e aliment avancou. O primeiro refere-se ao
momento em que a ventosa ejetou uma pec¸a na posic¸a˜o, sendo
necessa´rio que o brac¸o recue para liberar o trabalho do mo´dulo
seguinte. Ja´ o segundo refere-se ao momento em que o alimenta-
dor avanc¸ou, o que indica a presenc¸a de uma pec¸a na posic¸a˜o P1
e a necessidade de retornar o brac¸o para buscar essa pec¸a. En-
quanto na˜o ocorrer pelo menos um desses dois eventos, o evento
braco recua fica impossibilitado de ocorrer, bloqueando a ac¸a˜o de
recuar o brac¸o, como e´ ilustrado na Figura 20.
9. O alimentador na˜o avanc¸a enquanto na˜o chegar uma nova pec¸a.
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Figura 20 – Especificac¸a˜o 8 - E8 RecuoBraco.
Descric¸a˜o: O alimentador deve avanc¸ar somente quando for para
levar uma pec¸a para a posic¸a˜o P1. A especificac¸a˜o 9, visualizada
na Figura 21, define que o alimentador na˜o deve avanc¸ar sem que
ocorra o evento chegou P indicando a chegada de uma nova pec¸a,
ou seja, no estado 1 o comando aliment avanca e´ impossibilitado
de ocorrer.
Figura 21 – Especificac¸a˜o 9 - E9 ControleChegadaPeca.
10. O brac¸o na˜o pode avanc¸ar caso o mo´dulo seguinte esteja em
operac¸a˜o.
Descric¸a˜o: O MPS da Festo tem uma configurac¸a˜o atrave´s da
qual o mo´dulo sempre leva em conta o estado do mo´dulo que esta´
a` sua frente. Isto permite a execuc¸a˜o do trabalho de um mo´dulo
somente se o mo´dulo da frente estiver parado. No mo´dulo Dis-
tribuic¸a˜o, quando a posic¸a˜o P2 fica ocupada, o brac¸o deve voltar
para a posic¸a˜o P1 para liberar a operac¸a˜o do mo´dulo seguinte.
No momento em que o mo´dulo seguinte comec¸a a executar, ele
manda um sinal de ocupado e o evento braco avanca deve ser blo-
queado pela lo´gica de controle. Na Figura 22 e´ poss´ıvel ver que
quando ocorre o evento ocupou 2, fazendo a transic¸a˜o do estado
1 para o estado 2, o avanc¸o do brac¸o e´ bloqueado. Quando o
mo´dulo seguinte termina o trabalho, o evento liberou 2 e´ execu-
tado, o que resulta em retornar para o estado 1 e liberar o avanc¸o
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do brac¸o.
Figura 22 – Especificac¸a˜o 10 - E10 ModuloSeguinte.
(iii) - S´ıntese de Supervisores.
Para a s´ıntese dos supervisores e´ utilizada a abordagem modu-
lar local. Primeiramente sa˜o obtidas as plantas locais Glocj por meio
da composic¸a˜o dos autoˆmatos dos subsistemas Gi (tambe´m denotados
por SPi) afetados pelas especificac¸o˜es gene´ricas Ej , ou seja, faz-se a
composic¸a˜o daqueles que compartilham ao menos um evento com a
especificac¸a˜o. As plantas locais para o MPS sa˜o vistas na Tabela 2.
Tabela 2 – Plantas locais
Glocj SP1‖SP2‖...‖SPi
G1 SP2 Alimentador ‖ SP3 Braco
G2 SP3 Braco ‖ SP4 V entosa
G3 SP3 Braco ‖ SP4 V entosa
G4 SP2 Alimentador ‖ SP3 Braco ‖ SP4 V entosa
G5 SP3 Braco ‖ SP2 Alimentador
G6 SP3 Braco ‖ SP4 V entosa
G7 SP4 V entosa ‖ SP2 Alimentador
G8 SP2 Alimentador ‖ SP3 Braco ‖ SP4 V entosa
G9 SP1 NovaPeca ‖ SP2 Alimentador
G10 SP3 Braco ‖ SP5 ModuloSeguinte
Como exemplo, tomamos a especificac¸a˜o mostrada na Figura
13, a qual utiliza os seguintes eventos na modelagem: aliment avanca;
braco avancou e braco recua. Por conta da utilizac¸a˜o desses eventos,
a especificac¸a˜o afeta os seguintes subsistemas: SP2 Alimentador e
SP3 Braco. Em cima destes dados, e´ realizada a composic¸a˜o dos sub-
sistemas ass´ıncronos afetados pela especificac¸a˜o, gerando a planta local:
(G1 = SP2 Alimentador ‖ Sp3 Braco).
O segundo passo e´ calcular a especificac¸a˜o local Rlocj para cada
planta local Glocj . Esse passo e´ realizado fazendo-se a composic¸a˜o
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s´ıncrona de cada planta local com a especificac¸a˜o em comum: (Rlocj =
Glocj‖Ej). A Tabela 3 descreve todas as composic¸o˜es realizas.
Tabela 3 – Especificac¸o˜es locais
Rlocj Glocj ‖ Ej
R1 G1 ‖ E1 AvancoAlimentador
R2 G2 ‖ E2 ControleV entosa
R3 G3 ‖ E3 EjetarParaRecuar
R4 G4 ‖ E4 ControleAcionaV entosa
R5 G5 ‖ E5 Braco OU Alimentador
R6 G6 ‖ E6 Braco OU V entosa
R7 G7 ‖ E7 EvitarPecaPresa
R8 G8 ‖ E8 RecuoBraco
R9 G9 ‖ E9 ControleChegadaPeca
R10 G10 ‖ E10 ModuloSeguinte
Seguindo com o exemplo, apo´s gerar a planta local G1, e´ gerada
a especificac¸a˜o local R1, atrave´s da composic¸a˜o da planta local obtida
anteriormente com a respectiva especificac¸a˜o ilustrada na Figura 13:
R1 = G1 ‖ E1 AvancoAlimentador.
O terceiro passo e´ calcular o supervisor o´timo para cada especi-
ficac¸a˜o local Rx e planta local Gx sendo x = 1, ..., 10. Esta etapa gera
um supervisor local Supj para cada planta local. Foram gerados 10
supervisores locais para o mo´dulo Distribuic¸a˜o do MPS, sendo todos
na˜o-bloqueantes. Nos exemplos utilizados anteriormente, foram encon-
tradas a planta local G1 e a especificac¸a˜o local R1, agora e´ necessa´rio
encontrar o supervisor o´timo. Enta˜o faz-se a s´ıntese de R1 com G1,
gerando o supervisor local: Sup1 = (R1, G1).
Para garantir o na˜o conflito da ac¸a˜o de todos os supervisores lo-
cais em conjunto e´ verificado o comportamento em conjunto e concor-
rente dos supervisores, garantindo que a ac¸a˜o de todos os supervisores
seja na˜o-bloqueante. Assim, e´ calculado o autoˆmato S por meio da sin-
cronizac¸a˜o de todos os supervisores locais (S = Sup1 ‖ Sup2 ‖ ... ‖ Supj).
A sincronizac¸a˜o dos 10 supervisores encontrados no terceiro passo, re-
tornou um autoˆmato S na˜o-bloqueante com 232 estados e 776 transic¸o˜es.
Todas as operac¸o˜es envolvendo a s´ıntese dos supervisores, foram
realizadas primeiramente na ferramenta Supremica devido a` possibili-
dade de pequenos testes e simulac¸o˜es desta s´ıntese. Depois foi realizada
a modelagem com a ferramenta IDES, visando a gerac¸a˜o automa´tica
do co´digo dos supervisores em ST para implementac¸a˜o em CLP.
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Mesmo utilizando a abordagem modular local, alguns superviso-
res possuem um grande nu´mero de estados devido a explosa˜o do nu´mero
de estados na s´ıntese dos supervisores modulares locais. Isso torna a
aplicac¸a˜o pouco pra´tica, visto que necessita de uma grande quantidade
de memo´ria computacional. Caso o valor de Rlocj seja igual ao Supj ,
pode-se usar diretamente a especificac¸a˜o gene´rica Ej como um super-
visor reduzido, pois ja´ estara´ pro´xima do supervisor reduzido o´timo e
os mesmos tera˜o a mesma ac¸a˜o de controle sobre a planta, mas com
um nu´mero consideravelmente menor de estados. Como todas as especi-
ficac¸o˜es locais Rlocj do mo´dulo Distribuic¸a˜o sa˜o o´timas (Supj = Rlocj),
os autoˆmatos das respectivas especificac¸o˜es gene´ricas podem ser dire-
tamente adotados como supervisores reduzidos sem a necessidade de
usar o algoritmo de reduc¸a˜o do TCT.
O nu´mero de estados de todos os autoˆmatos envolvidos na s´ıntese
de supervisores modulares locais, bem como os supervisores locais re-
duzidos, esta˜o descritos na Tabela 4.
Tabela 4 – Nu´mero de estados dos autoˆmatos da s´ıntese
j Ej Glocj Rlocj Supj RSupj
1 2 16 16 16 2
2 2 16 16 16 2
3 2 16 16 16 2
4 2 64 96 96 2
5 3 16 15 15 3
6 3 16 15 15 3
7 2 16 16 16 2
8 2 64 128 128 2
9 2 8 16 16 2
10 2 8 8 8 2
Onde:
• Rlocj = Especificac¸a˜o local;
• Ej = Especificac¸a˜o gene´rica;
• Gj = Planta local;
• Supj = Supervisor local;
• RSupj = Supervisor local reduzido.
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Observe que a utilizac¸a˜o da especificac¸a˜o gene´rica Ej como su-
pervisor reduzido nem sempre garante que sera´ o menor supervisor,
visto que Ej foi modelada pelo projetista. Enta˜o, de todo modo foi
realizada a reduc¸a˜o para verificar o tamanho dos supervisores reduzido
gerados pelo TCT.
Para realizar a reduc¸a˜o dos supervisores por meio do TCT e´
necessa´rio utilizar a ferramenta IDES, a qual exporta os autoˆmatos
para o TCT e importa-os depois de realizada a reduc¸a˜o. O TCT na˜o
tem interface gra´fica e todas as ac¸o˜es sa˜o executadas por comandos.
O TCT utiliza para computar a reduc¸a˜o dos supervisores, as plantas
e os supervisores desenvolvidos pelo IDES. Os seguintes comandos sa˜o
executados na ferramenta:
• SUPDAT = condat(PLANT, SUPER);
• SIMSUP = supreduce(PLANT, SUPER, SUPDAT).
De todos os supervisores reduzidos gerados pelo TCT, apenas
dois tiveram tamanhos diferentes em relac¸a˜o a` especificac¸a˜o: RSup5 =
2 estados e RSup6 = 2 estados. A diferenc¸a de estados e´ mı´nima,
enta˜o deve ser levado em considerac¸a˜o, que mesmo com mais estados,
a utilizac¸a˜o da especificac¸a˜o como supervisor reduzido pode ser mais
compreens´ıvel, a menos que exista erro de modelagem e estados desne-
cessa´rios foram criados ou que uma soluc¸a˜o melhor para a especificac¸a˜o
foi encontrada; ou que seja realmente necessa´rio diminuir a quantidade
de estados. Para a continuidade da metodologia, optou-se pela escolha
dos supervisores reduzidos com treˆs estados.
3.3.3 Emulac¸a˜o
A emulac¸a˜o do funcionamento dos sistemas produtos da planta
sob o controle dos supervisores reduzidos obtidos na etapa 3.3.2 foi
realizada na ferramenta Supremica, pois a ferramenta IDES na˜o possui
essa opc¸a˜o. Foram encontrados diversas vezes problemas de bloqueio e
estados proibidos que estavam habilitados, o que necessitou de alterac¸a˜o
em alguns autoˆmatos. Os problemas foram sendo corrigidos e a lo´gica
testada novamente. Esta fase foi conclu´ıda quando a planta do mo´dulo
Distribuic¸a˜o do MPS estava em conformidade com a lo´gica proposta.
A Figura 23 mostra a emulac¸a˜o da lo´gica de controle superviso´rio
do mo´dulo Distribuic¸a˜o sendo executada por meio do software Supre-
mica.
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Figura 23 – Tela de Emulac¸a˜o do Controle Superviso´rio.
3.3.4 Implementac¸a˜o de Controle Superviso´rio em CLP
Apo´s a s´ıntese de controle superviso´rio, obteˆm-se todos os super-
visores modulares locais reduzidos necessa´rios para controlar a planta.
Para esse controle ser implementado em CLP e´ preciso transcrever o
co´digo em uma linguagem que seja interpretada pelo CLP. A linguagem
utilizada para implementar os supervisores no CLP e´ a linguagem ST.
A ferramenta IDES2ST, desenvolvida por KLINGE (2007) consegue
importar os autoˆmatos gerados pelo IDES e gerar automaticamente o
co´digo em linguagem ST.
A TCS assume que eventos acontecem espontaneamente e os su-
pervisores desativam eventos controla´veis temporariamente ate´ que a
planta atinja um estado onde esses eventos podem ocorrer. No entanto,
os sinais do sistema f´ısico na˜o sa˜o acionados automaticamente pela
lo´gica de controle superviso´rio, ou seja, os acontecimentos na lo´gica de
controle superviso´rio na˜o representam diretamente um sinal de entrada
ou sa´ıda do CLP, eles sa˜o apenas uma abstrac¸a˜o do comportamento
do sistema real. Portanto, sequeˆncias operacionais fazem o papel de
atualizar os sinais de sa´ıda do CLP de acordo com a lo´gica de con-
trole superviso´rio e interpretar os sinais de entrada como eventos na˜o
controla´veis que atuaram na lo´gica de controle.
A fim de implementar os supervisores gerados no CLP e fazeˆ-los
controlar como assumido pela TCS, e´ implementada uma hierarquia de
treˆs n´ıveis, fazendo com que haja uma interface entre os supervisores
e o sistema real (QUEIROZ; CURY, 2002b). A implementac¸a˜o segue a
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estrutura explicada na sec¸a˜o 2.4.
O co´digo em ST e´ implementado no software TIA Portal v11
da siemens, o qual possui a ferramenta STEP 7. Essa ferramenta dis-
ponibiliza uma linguagem de alto n´ıvel SCL (Structured Control Lan-
guage) baseada em PASCAL. Essa linguagem esta´ dentro da norma
IEC 61131-3 atendendo os n´ıveis ba´sicos da linguagem ST. Assim, o
co´digo do supervisor gerado por meio do IDES2ST e´ compat´ıvel com
essa linguagem.
A programac¸a˜o no STEP 7 permite organizar o programa por
blocos, os quais sa˜o chamados em um programa principal que e´ exe-
cutado ciclicamente. Como a estrutura de implementac¸a˜o e´ dividida
em treˆs partes (Supervisores reduzidos, Sistemas Produto e Sequeˆncias
Operacionais), cada parte e´ implementada em um bloco diferente. A
Fase IV da metodologia e´ dividida em quatro etapas: (i) Implementac¸a˜o
dos supervisores modulares e sistema produto; (ii) Inicializac¸a˜o e De-
finic¸a˜o de Modo de Operac¸a˜o; (iii) Implementac¸a˜o das sequeˆncias ope-
racionais; (iv) Teste inicial do funcionamento do sistema. Observa-se
que a etapa (ii) na˜o se encontra na metodologia apresentada na Figura
6, mas Portilla (2011) implementou essa etapa em seu trabalho, pore´m,
na Fase V da metodologia. No entanto, o autor dessa dissertac¸a˜o achou
necessa´rio implementar essa etapa antes das sequeˆncias operacionais,
devido aos testes realizados durante a implementac¸a˜o do controle su-
perviso´rio em CLP.
(i) - Implementac¸a˜o dos Supervisores Modulares e Sis-
tema Produto.
O co´digo gerado pelo IDES2ST segue a seguinte estrutura: o
co´digo gerado e´ dividido em dois blocos de func¸a˜o (FB Supervisores e
FB Sistema Produto); uma tabela com todas as varia´veis globais da
lo´gica e´ gerada; sa˜o criadas varia´veis para informar o estado atual de
cada supervisor e de cada subsistema; sa˜o criadas duas varia´veis auxi-
liares (ilc inited e evt blk).
Ao iniciar a execuc¸a˜o da lo´gica, o programa leva todos os su-
pervisores e subsistemas para seus estados iniciais. Enta˜o, a varia´vel
ilc inited e´ setada, o que impede que no pro´ximo ciclo o sistema defina
valores iniciais para os supervisores e subsistemas novamente, garan-
tindo a lo´gica de inicializac¸a˜o apenas no primeiro ciclo.
A varia´vel evt blk e´ utilizada para indicar que deve haver uma
atualizac¸a˜o de estado no sistema produto e tambe´m nos supervisores.
Quando evt blk e´ ativada, nenhuma ac¸a˜o pode ocorrer ate´ que o sistema
seja atualizado e que evt blk seja resetada. O programa gera tambe´m
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as seguintes varia´veis:
• e < evento >: padra˜o em que os eventos descritos na Tabela 1
sa˜o criados. Exemplo: e braco avanca;
• Ae < evento >: essa denotac¸a˜o, representa as varia´veis que in-
terpretam os sinais de resposta da planta. Esses eventos ativam os
eventos na˜o controla´veis da lo´gica. Exemplo: Ae braco avancou
ativa e braco avancou;
• De < evento >: indica que o evento controla´vel esta´ desabili-
tado. Exemplo: De braco avanca;
• p < evento > St: varia´vel que conte´m o valor do estado atual
do sistema produto correspondente. Exemplo: Figura 25;
• s < numero do supervisor > St: varia´vel que conte´m o
valor do estado atual do supervisor correspondente. Exemplo:
s Sup Reduzido 6 St;
A parte do co´digo relacionado aos supervisores e´ implementada
no FB Supervisores e e´ dividida em duas partes. A primeira imple-
menta os supervisores, ja´ a segunda trata das desabilitac¸o˜es de eventos.
Figura 24 – Co´digo do supervisor nu´mero 10.
Podemos ver na Figura 24, o co´digo do supervisor 10, referente
a especificac¸a˜o ilustrada na Figura 22. Nota-se que nesse exemplo,
apenas o evento De braco avanca e´ desabilitado pelo supervisor. A
desabilitac¸a˜o ocorre quando o supervisor se encontra no estado 1.
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O sistema produto e´ programado no FB Sistema Produto, o qual
implementa primeiro a lo´gica dos eventos na˜o controla´veis, devido a`
sua imprevisibilidade, e depois a lo´gica dos eventos controla´veis. Desta
forma, antes que qualquer evento controla´vel possa ocorrer, o programa
verifica os eventos na˜o controla´veis e atualiza o sistema caso ocorra
alguma mudanc¸a.
Figura 25 – Sequeˆncia de eventos no sistema produto do Brac¸o.
Na Figura 25 e´ mostrado um exemplo de co´digo do sistema pro-
duto implementado, referente aos estados do brac¸o. Cada valor da
varia´vel p braco St corresponde a um estado do sistema produto apre-
sentado na Figura 10 e a varia´vel De braco avanca corresponde ao
evento que bloqueia o avanc¸o do brac¸o, representado por e braco avanca.
(ii) - Inicializac¸a˜o e Definic¸a˜o de Modo de Operac¸a˜o.
Segundo Vieira (2007),
A definic¸a˜o e divulgac¸a˜o de me´todos formais na˜o
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resultam na alterac¸a˜o da pra´tica industrial com
relac¸a˜o a` implementac¸a˜o do controle de siste-
mas a eventos discretos, pore´m, sa˜o condic¸o˜es
necessa´rias para tanto.
O mesmo estabelece um me´todo para implementar a Arquitetura
de Controle Superviso´rio, visando superar algumas limitac¸o˜es, como
conduzir o sistema para o estado inicial por meio de uma sequeˆncia de
tarefas pre´-estabelecidas, reac¸a˜o em caso de emergeˆncia, interrupc¸a˜o
da gerac¸a˜o de eventos controla´veis ou gerac¸a˜o seletiva de eventos con-
trola´veis.
O me´todo e´ aplicado em um bloco OB denominado Main, que e´
o bloco principal e que faz a chamada dos outros blocos. Essa lo´gica
e´ desenvolvida em linguagem LADDER, devido ao fato de ser uma
linguagem de mais baixo n´ıvel e mais comum em indu´strias, ale´m de que
a versa˜o do CLP S7 1200 na˜o suporta a Linguagem SFC (Sequencial
Function Chart (INTERNATIONAL. . . , 1998)), a qual e´ utilizada por
(VIEIRA, 2007). A Figura 26 ilustra a estrutura do programa principal
adaptado do me´todo de implementac¸a˜o desenvolvido por Vieira (2007).
O me´todo e´ composto por seis modos distintos de operac¸a˜o.
• Software Inicialization (SI);
• Physical System Initialization (PSI);
• Manual (Man);
• Supervised (Sup);
• Emergency (Emg);
• Idle (ocioso), que abrange Init e PSIted;
Considera-se que o passo init e´ ativado na primeira execuc¸a˜o do
programa, o que faz setar a varia´vel Sinit automaticamente, resultando
na ativac¸a˜o do modo SI. Neste modo, e´ zerado o valor de todas as
varia´veis internas do CLP.
Para passar para o modo PSI e´ necessa´rio setar duas varia´veis.
A primeira e´ a varia´vel interna PSinit, que e´ acionada automaticamente
apo´s a finalizac¸a˜o do modo SI. A segunda varia´vel e´ uma entrada f´ısica
do CLP, referente a um bota˜o Reset instalado na IHM. Entrando no
modo PSI, o sistema realiza uma sequeˆncia de eventos que o levam
para o estado inicial da ma´quina. Conclu´ıda a inicializac¸a˜o do sistema,
a varia´vel interna PSready e´ ativada.
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Figura 26 – SFC Main(VIEIRA, 2007)
Para entrar no modo PSIted e´ necessa´rio que ale´m da varia´vel
PSready, a entrada f´ısica do CLP referente ao bota˜o Start da ma´quina
tambe´m seja ativa. Nesse modo o sistema fica idle ate´ que seja definido
o modo de operac¸a˜o (Manual ou Supervisionado).
No caso do mo´dulo Distribuic¸a˜o, existe apenas um bota˜o com
duas posic¸o˜es f´ısicas para a escolha do modo, localizado na IHM do
mo´dulo. Em uma posic¸a˜o do bota˜o o CLP recebe 1 (um) e em outra
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0 (zero). Em cima disso, e´ definido que quando o CLP recebe 0, o
sistema entra no modo Sup, onde a coordenac¸a˜o das ac¸o˜es a serem
realizadas e´ definida conforme o estado ativo dos supervisores. Se o
CLP recebe valor 1, o sistema entra no modo Man, no qual o operador
e´ responsa´vel por conduzir o acionamento dos eventos. Neste modo de
operac¸a˜o, todos os sinais de desabilitac¸a˜o sa˜o ativados, o que inibe a
gerac¸a˜o de qualquer evento controla´vel.
E´ implementada no modo Man a possibilidade de realizar as
transic¸o˜es de forma passo-a-passo, onde a cada clique no bota˜o Start
ocorre o evento que esta´ habilitado pelo controle superviso´rio, fazendo
com que o sistema evolua um estado a cada clique. Este modo de
evoluc¸a˜o ajuda na verificac¸a˜o da modelagem.
E´ poss´ıvel mudar do modo Man para o modo Sup, desde que a
lo´gica do CLP esteja sincronizada com a lo´gica de controle superviso´rio.
A operac¸a˜o inversa e´ realizada sem restric¸o˜es.
O u´ltimo modo e´ o Emg, que e´ ativado pressionando o bota˜o
Stop da ma´quina. Neste modo todas as atividades sa˜o suspensas ime-
diatamente. Apo´s esse modo ser finalizado, a varia´vel Sinit e´ ativada
automaticamente, o que faz retornar para o modo SI, onde deve ser
realizado novamente todo o processo de inicializac¸a˜o do sistema.
Na˜o e´ implementada a transic¸a˜o direta dos modos Man e Sup
para o modo SI por meio da varia´vel Sinit. Isso se deve ao fato de na˜o
ter um bota˜o apropriado no painel do mo´dulo Distribuic¸a˜o e tambe´m
porque sendo acionado o bota˜o Stop o sistema retorna para o modo SI
da mesma forma.
(iii) - Implementac¸a˜o de Sequeˆncias Operacionais.
Apo´s a implementac¸a˜o dos sistemas produtos e dos superviso-
res no CLP, utilizando a linguagem ST, sa˜o definidas as sequeˆncias
operacionais em linguagem LADDER, as quais traduzem os comandos
(eventos controla´veis) do sistema produto para gerar os sinais de sa´ıda
do CLP e interpretam os sinais que chegam nas entradas do CLP como
respostas da planta (eventos na˜o controla´veis).
Ao ser ativada a varia´vel e < evento > pelo sistema produto, as
sequeˆncias operacionais devem implementar sub-rotinas para ativar a
sa´ıda do CLP correspondente ao evento ativado. Apo´s concluir a ac¸a˜o,
a planta envia um sinal para entrada do CLP, que deve executar uma
outra sub-rotina para setar a varia´vel Ae < evento > correspondente.
Essa varia´vel ativa o evento na˜o controla´vel e < evento > correspon-
dente.
A Figura 27 mostra como exemplo o acionamento do avanc¸o do
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brac¸o. O sistema produto atualiza as informac¸o˜es sobre os estados do
subsistema do brac¸o e o supervisor desabilita os eventos que na˜o po-
dem ocorrer. Caso o evento De braco avanca na˜o esteja habilitado e o
brac¸o se encontre na posic¸a˜o recuada (valor igual a 1, conforme repre-
sentado na Figura 10), o evento e braco avanca e´ executado. Enta˜o, as
sequeˆncias operacionais acionam a sa´ıda f´ısica do CLP %Q0.4, fazendo
com que o brac¸o avance. O brac¸o comec¸a a rotacionar ate´ chegar na
posic¸a˜o P2, onde esta´ localizado o sensor fim-de-curso, o qual deve en-
viar o sinal na entrada %I0.5 indicando a chegada do brac¸o. O CLP
recebe esse sinal, executa as sequeˆncias operacionais e aciona a memo´ria
interna %M37.0 (memo´ria relacionada ao evento Ae braco avancou).
Esse sinal e´ interpretado pelo sistema produto como evento na˜o con-
trola´vel.
Figura 27 – Exemplo Sequeˆncia Operacional - Sistema Produto
“Braco”.
(iv) - Teste Inicial do Funcionamento do Sistema.
Nessa etapa e´ realizada uma verificac¸a˜o para encontrar poss´ıveis
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erros na lo´gica. Esta verificac¸a˜o pode na˜o ser realizada de forma exaus-
tiva.
O teste inicial identificou logo no in´ıcio o primeiro problema,
apenas o brac¸o se movia de um lado para outro. O programa sempre
escolhia o evento de avanc¸ar o brac¸o, fazendo que o evento “avanc¸ar
alimentador”nunca fosse executado, apesar de tambe´m estar habilitado
pelo supervisores. A prefereˆncia pela escolha dos eventos relacionados
ao brac¸o se deve pela posic¸a˜o em que se encontram na lo´gica de pro-
gramac¸a˜o do CLP, ou seja, um evento programado na linha de co´digo
25 do CLP executa antes de um evento programado na linha 32. Esse
problema so´ ocorre quando dois ou mais eventos podem ocorrer em um
mesmo ciclo de varredura da lo´gica do CLP.
Para solucionar o problema, optou-se por retornar para a fase
2.2 e acrescentar uma nova especificac¸a˜o, gerando um novo supervisor
modular local reduzido. A especificac¸a˜o adicionada foi a de nu´mero
8 (E8 RecuoBraco), a qual evita que o brac¸o avance ou recue sem
necessidade.
Outro problema encontrado foi em relac¸a˜o ao avanc¸o do brac¸o
e a ativac¸a˜o da ventosa. Caso a ventosa iniciasse a ac¸a˜o de pegar a
pec¸a e, antes que ela conclu´ısse a ac¸a˜o, o brac¸o acionasse para avanc¸ar,
a pec¸a poderia na˜o estar completamente presa e acabava se soltando.
Para resolver esse problema e´ definida uma nova especificac¸a˜o, a qual
determina que apo´s ocorrer o evento vent pega, o brac¸o na˜o avanc¸a
enquanto na˜o ocorrer o evento vent pegou, indicando que a pec¸a esta´
completamente presa. A especificac¸a˜o adicionada para resolver esse
problema e´ a de nu´mero 6 (E6 Braco OU V entosa).
Nesse fase, verificou-se a eficieˆncia da s´ıntese de supervisores
usando a abordagem modular local. Para adicionar uma nova especi-
ficac¸a˜o na˜o foi necessa´ria uma remodelagem, apenas foi acrescentada
uma nova especificac¸a˜o e gerado um novo supervisor local. Nenhum
evento novo foi adicionado.
3.3.5 Implementac¸a˜o de Funcionalidades Ba´sicas do Sistema
SCADA
Nessa sec¸a˜o, sa˜o apresentadas as implementac¸o˜es da Fase V da
metodologia para o desenvolvimento de um sistema SCADA, subdividi-
das em duas etapas: (i) Instalac¸a˜o e Configurac¸a˜o do Software SCADA;
(ii) Implementac¸a˜o de Funcionalidades Ba´sicas. O objetivo dessa fase
e´ desenvolver um sino´tico que represente toda a planta e, que a mesma
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possa ser operada e visualizada pelo operador atrave´s desse sino´tico.
(i) - Instalac¸a˜o e Configurac¸a˜o do Software SCADA.
O software TIA Portal da Siemens integra a ferramenta WinCC,
a qual realiza o desenvolvimento do sistema SCADA, mas essa ferra-
menta e´ adquirida e instalada separadamente. No TIA Portal e´ ne-
cessa´rio adicionar um dispositivo para ser o servidor SCADA. O mo-
delo de dispositivo utilizado para essa aplicac¸a˜o e´ o SIMATIC PC-
Station versa˜o 1.0. Enta˜o, no PC-Station e´ adicionado o WinCC, mo-
delo WinCC RT Professional, para desenvolvimento da parte gra´fica.
Em seguida e´ estabelecida a conexa˜o entre o CLP e o PC-Station utili-
zando o protocolo PROFINET para comunicac¸a˜o entre os dispositivos.
Por fim, e´ verificado o envio de dados entre as duas ferramentas como
teste de comunicac¸a˜o. Essas configurac¸o˜es sa˜o realizadas apenas uma
vez, visto que e´ utilizado sempre o mesmo computador como servidor.
(ii) - Implementac¸a˜o de Funcionalidades Ba´sicas.
A implementac¸a˜o e´ iniciada com o desenvolvimento das repre-
sentac¸o˜es gra´ficas da planta. Todas as representac¸o˜es esta˜o relaciona-
das com as varia´veis criadas pelo controle superviso´rio. Essas varia´veis
sa˜o mapeadas para o WinCC, onde sa˜o conectadas a`s ilustrac¸o˜es da
planta. A tela que conte´m essas informac¸o˜es e´ chamada de sino´tico,
que e´ uma representac¸a˜o gra´fica e textual de todas as informac¸o˜es so-
bre a planta necessa´rias para o operador.
O sino´tico que representa o funcionamento da planta utiliza os
valores dos estados dos autoˆmatos do sistema produto, representados
pela varia´vel p < evento > St. Cada sistema produto e´ representado
conforme modelado no Supremica e IDES, ou seja, se a planta tem
quatro estados, a tela do SCADA representara´ os quatro estados. Como
exemplo, a Figura 28 mostra o sistema produto referente ao va´cuo, o
qual possui quatro estados, com as respectivas imagens:
As imagens apareceram no SCADA conforme o valor da varia´vel
p Liga vacuo St, sendo:
Estado 1 : sem pec¸a;
Estado 2 : pegando uma pec¸a;
Estado 3 : com a pec¸a pega;
Estado 4 : soltando a pec¸a.
As imagens foram implementadas seguindo a estrutura que leva
em conta o valor da varia´vel p < evento > St. Pore´m, houve dois
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Figura 28 – Exemplo dos estados da ventosa
casos em que se fez necessa´rio realizar adaptac¸o˜es: sistema produto re-
ferente a chegada de pec¸as e sistema produto referente ao acionamento
da ventosa.
No caso do sistema produto SP4 V entosa, ilustrado na Figura
11, a ventosa se move junto com o brac¸o, o que faz com que ela possa
estar tanto na posic¸a˜o P1 quanto na P2, ou ainda em uma posic¸a˜o in-
termedia´ria entre P1 e P2, ou seja, somente a informac¸a˜o do estado do
seu sistema produto na˜o serve para representar a posic¸a˜o da ventosa.
Devido a isso, utiliza-se ale´m do valor do estado do sistema produto
SP4 V entosa, o valor do estado do sistema produto SP3 Braco, indi-
cando desta forma, a posic¸a˜o e o estado da ventosa .
E´ realizada a equac¸a˜o 3.1 para calcular a posic¸a˜o e o estado da
ventosa. O resultado e´ atribu´ıdo a uma varia´vel chamada vacuoEbraco.
O resultado do ca´lculo tem a dezena indicando a posic¸a˜o do brac¸o e o
valor da unidade, o estado em que a ventosa se encontra.
vacuoEbraco := p Liga vacuo St+ 10× p Braco St (3.1)
No caso do sistema produto SP1 NovaPeca, representado na Fi-
gura 8, as informac¸o˜es do estado na˜o sa˜o suficientes para representar
a posic¸a˜o das pec¸as e o percurso delas, devido a isso, e´ necessa´rio uti-
lizar as informac¸o˜es dos supervisores. A pec¸a pode estar em uma de
duas posic¸o˜es (posic¸a˜o de chegada (Pc) ou P1), quando a pec¸a esta´ na
posic¸a˜o P1 pode chegar outra pec¸a na posic¸a˜o Pc. Para representar
que ha´ pec¸a na posic¸a˜o pc, utiliza-se o valor do estado do supervisor
s Sup Reduzido 6 St (valor deve ser igual a 1) e do estado do sistema
produto p Empurra Peca St (valor deve ser igual a 1). Para indicar
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que ha´ uma pec¸a na posic¸a˜o P1, utiliza-se apenas o valor do estado do
supervisor s Sup Reduzido 1 St, que nesse caso deve ser igual a 1.
Comandos remotos tambe´m sa˜o disponibilizados no sino´tico. To-
dos os boto˜es da IHM do mo´dulo Distribuic¸a˜o sa˜o implementados no
SCADA para acionamento remoto, exceto o bota˜o f´ısico que define o
modo de operac¸a˜o entre manual e automa´tico. Isso se deve ao fato de
ser um bota˜o com chave e posic¸a˜o fixa (os demais sa˜o todos boto˜es de
pulso). Esse bota˜o com chave e´ ilustrado como imagem para indicar a
posic¸a˜o atual da chave. Os boto˜es Start, Reset e Stop esta˜o ligados a`
varia´veis internas do CLP, criadas para que quando ativadas simulem a
ac¸a˜o de pressionar os boto˜es da IHM, realizando assim um acionamento
remoto. Tambe´m sa˜o disponibilizados boto˜es para forc¸ar a ocorreˆncia
de eventos, para cada evento controla´vel existe um bota˜o “Force”.
No modo Man os eventos ocorrem de duas maneiras: conforme
e´ pressionado o bota˜o Start, evoluindo de forma passo-a-passo; ou
forc¸ando os eventos que esta˜o eleg´ıveis (eventos que esta˜o habilitados
pelo supervisor). Para forc¸ar o ocorreˆncia de um evento e´ necessa´rio
clicar sobre o bota˜o referente a` ac¸a˜o desejada. Os boto˜es so´ podera˜o
ser acionados quando em modo Man e estando eleg´ıvel.
As treˆs situac¸o˜es poss´ıveis em que os eventos podem se encontrar
sa˜o diferenciadas na tela do SCADA. Os eventos que sa˜o desabilitados
e ficam invis´ıveis, os eventos eleg´ıveis sa˜o indicados com uma cor verde,
e os eventos que sa˜o fisicamente poss´ıveis de ocorrer, pore´m esta˜o de-
sabilitados, sa˜o indicados por uma cor vermelha. Para implementar
a possibilidade de forc¸ar os eventos, e´ alterado o co´digo do sistema
produto relacionado aos eventos controla´veis, ja´ que a modelagem por
controle superviso´rio na˜o preveˆ essa situac¸a˜o.
Como exemplo de alterac¸a˜o de co´digo para implementar a possi-
bilidade de forc¸ar eventos, pegamos o co´digo referente a` ac¸a˜o de avanc¸ar
o brac¸o. Originalmente, o co´digo depende de treˆs varia´veis para execu-
tar e braco avanca: a que indica o valor do estado (valor deve ser igual
a 1), a que indica se o evento esta´ desabilitado (valor deve ser igual a
zero) e a que indica atualizac¸a˜o de estado no sistema produto (valor
deve ser igual a zero).
Com a alterac¸a˜o, o valor do estado e a confirmac¸a˜o de que na˜o
ha´ atualizac¸a˜o continuam tendo que ser satisfeitas. Pore´m, mais duas
condic¸o˜es foram adicionadas, e pelo menos uma tem que ser satisfeita.
As duas condic¸o˜es sa˜o:
Condic¸a˜o 1 : o evento na˜o pode estar desabilitado e a varia´vel ena-
ble controllable events tem que ser verdadeira; ou
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Condic¸a˜o 2 : modo manual selecionado e varia´vel force braco avanca
habilitada.
Alguns eventos podem ocorrer devido ao estado atual do sistema
produto, pore´m podem estar desabilitados pelos supervisores. Em caso
do operador forc¸ar a ocorreˆncia de algum desses eventos, a lo´gica vai
para uma situac¸a˜o de bloqueio e o sistema na˜o estara´ mais executando
em seguranc¸a. Nesse caso, fica impossibilitada a ac¸a˜o de mudar do
modo Man para o modo Sup e a varia´vel unsafe e´ habilitada fazendo
com que aparec¸a na tela do sino´tico um aviso de alerta. Para corrigir
a situac¸a˜o de inseguranc¸a, e´ necessa´rio reiniciar.
Relato´rio de eventos:
Em algumas situac¸o˜es e´ necessa´rio saber se um evento ocorreu
ou na˜o, ou ainda saber quais os u´ltimos eventos que ocorreram, princi-
palmente para ana´lise de problemas. O relato´rio implementado para o
mo´dulo Distribuic¸a˜o registra todos os eventos controla´veis e na˜o con-
trola´veis que acontecem, de forma ordenada, para que seja poss´ıvel, por
exemplo, conhecer a sequeˆncia de eventos ocorridos ate´ o momento de
um erro na lo´gica.
A implementac¸a˜o e´ realizada em treˆs partes: (a) Incremento dos
eventos na fila; (b) Retirada de eventos da fila; (c) Implementac¸a˜o no
SCADA.
O relato´rio e´ criado em forma de fila, onde a cada ocorreˆncia de
um evento e´ armazenada uma varia´vel, referente a esse evento, em uma
posic¸a˜o na fila. Conforme e´ registrado um evento da fila no relato´rio
de eventos, o ponteiro muda a posic¸a˜o da fila para a pro´xima posic¸a˜o
a ser registrada.
A Tabela 5 descreve as varia´veis utilizadas para implementar o
relato´rio de eventos.
Tabela 5 – Descric¸a˜o dos Eventos utilizados
Varia´vel Descric¸a˜o
eventos armazena o nome do evento que ocorreu
num eventos armazena o nu´mero de eventos que ocorreram
num eventos lido armazena o nu´mero de eventos ja´ registrados
ı´ndice nu´mero do ı´ndice do array
evento lido pro´ximo evento a ser registrado
(a): Um array de 100 posic¸o˜es (0 a 99) e´ criado para armazenar
os eventos que va˜o ocorrendo. Para todos os eventos controla´veis e
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na˜o controla´veis sa˜o criadas varia´veis constantes, com valores fixos e
que representam aquele evento. No sistema produto quando ocorre
um evento, uma varia´vel recebe a constante relacionada ao evento que
ocorreu, e ale´m disso, a varia´vel evt blk recebe 1 (um), indicando uma
atualizac¸a˜o no sistema.
No bloco de lo´gica referente aos supervisores e´ implementada a
fila de relato´rios. Quando tem uma atualizac¸a˜o no sistema, indicada
pela varia´vel evt blk, a lo´gica incrementa mais 1 ao valor da varia´vel
num eventos. Essa varia´vel indica a posic¸a˜o da fila em que a constante
referente ao evento deve ser armazenada. Quando chegar a posic¸a˜o 99
do array, a contagem e´ reiniciada. Enta˜o, a varia´vel evt blk e´ zerada
para que um novo evento possa ocorrer. Na Figura 29 e´ apresentado o
co´digo referente ao armazenamento dos eventos na fila. A fila inicia da
posic¸a˜o 1, mas apo´s a posic¸a˜o 99, ela reinicia da posic¸a˜o 0.
Figura 29 – Co´digo de incremento de eventos na fila.
(b): Todos os eventos que esta˜o na fila devem ser registrados no
relato´rio de eventos. A varia´vel num eventos lido armazena a u´ltima
posic¸a˜o da fila que foi registrada no relato´rio. Enta˜o, a cada ciclo e´
verificado se num eventos e´ maior ou igual a num evetos lidos. Caso
o valor de num eventos seja maior, a varia´vel ı´ndice recebe o valor do
nu´mero de eventos que ja´ foram lidos. Por fim, a varia´vel evento lido
recebe a varia´vel armazenada na fila, indicada pela varia´vel ı´ndice.
Caso o valor de num evetos lidos seja maior ou igual a 100, e´
realizada uma divisa˜o por 100 e o ı´ndice recebe o resto da divisa˜o
(func¸a˜o MOD 100). A Figura 30 mostra o co´digo implementado para
retirada de eventos da fila.
(c): No SCADA e´ apresentado o relato´rio de eventos para o
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Figura 30 – Exemplo do co´digo de incremento de eventos na fila.
operador. Cada vez que o SCADA leˆ a varia´vel evento lido, a qual
armazena o nome da varia´vel que ocorreu, ele escreve o valor dessa
varia´vel (o valor e´ uma constante com o nome do evento que ocor-
reu) no relato´rio de eventos e incrementa mais 1 ao valor da varia´vel
num eventos lido, para que no pro´ximo ciclo seja lido o ı´ndice seguinte
do array. Por fim, a varia´vel evento lido recebe valor 0 (zero).
3.3.6 Avaliac¸a˜o de Funcionamento do Sistema Real
Apo´s a implementac¸a˜o do sistema SCADA, e´ realizado o teste
de avaliac¸a˜o da planta. Os testes incluem a visualizac¸a˜o da planta em
tempo real, o envio de comandos remotos e o desempenho completo
da lo´gica de controle superviso´rio. Nesta fase todos os dispositivos de
campo ja´ esta˜o conectados ao CLP.
Durante a avaliac¸a˜o, uma situac¸a˜o que causa problema, mas que
na˜o havia sido especificada e que nos testes anteriores na˜o ocorria, foi
encontrada. A Figura 31 mostra a sequeˆncia que levava ao problema.
Apo´s o alimentador avanc¸ar para levar uma pec¸a a` posic¸a˜o P1,
dois eventos eram habilitados: alimentador recuar ou brac¸o recuar (es-
tado S1 da Figura 31). Caso a escolha fosse de recuar o brac¸o, a lo´gica
mudava para um estado onde uma de duas possibilidades de eventos,
poderia ocorrer (estado S2 da Figura 31): alimentador recuar ou ven-
tosa acionar. Caso a ventosa fosse acionada, a lo´gica evolu´ıa de estado
e dois eventos eram habilitados (estado S4 da Figura 31): recuar o
alimentador ou avanc¸ar o brac¸o. Se nesse momento o brac¸o avanc¸asse,
evoluindo para o estado S6 da Figura 31, um problema ocorria. Como
o alimentador estava avanc¸ado, ele mantinha a pec¸a presa, o que aca-
bava fazendo com que a pec¸a escapasse da ventosa, em um estado na˜o
permitido.
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Figura 31 – Exemplo da Sequeˆncia que leva para o problema.
Para corrigir o problema, foi retornado para a fase 3.3.2 e mo-
delada a especificac¸a˜o E7 EvitarPecaPresa, que determina que a ven-
tosa na˜o ativa se o alimentador na˜o estiver recuado. Com essa especi-
ficac¸a˜o, foi gerado um novo supervisor local, o qual foi implementado
junto ao co´digo ja´ no CLP. Esse supervisor, diferente dos anteriores,
foi implementado manualmente no co´digo, inserindo o supervisor e as
desabilitac¸o˜es necessa´rias. Dessa forma, na˜o foi necessa´rio gerar um
novo co´digo com a ferramenta IDES2ST. Isso so´ foi poss´ıvel grac¸as a
utilizac¸a˜o de supervisores modulares locais.
Para implementar manualmente esse novo supervisor, foi reali-
zada a modelagem da nova especificac¸a˜o no IDES, gerado um novo
supervisor e encontrado o supervisor reduzido. Esse supervisor conte´m
dois estados e foi implementado manualmente no FB Supervisores, como
pode ser visto na Figura 32. Para saber quais eventos sa˜o bloqueados
por esse supervisor, e´ utilizada a ferramenta TCT, a qual gera um ar-
quivo Condat que identifica os eventos habilitados em cada estado do
supervisor. Foi identificado apenas um estado com evento bloqueado:
o evento vent pega desabilitado no estado 1.
O problema na˜o havia sido descoberto nos testes anteriores, de-
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Figura 32 – Co´digo do Supervisor Reduzido 7 implementado manual-
mente.
vido ao fato de na˜o ter os elementos f´ısicos conectados ao CLP e os
modos de operac¸a˜o foram implementados depois dos testes do Supre-
mica. Esse problema foi descoberto grac¸as ao modo passo-a-passo,
implementado no modo manual, onde a cada situac¸a˜o era poss´ıvel es-
colher o evento a ser executado. Outro ponto que ajudou a identificar
e resolver o problema foi o relato´rio de eventos. Apo´s os ajustes, o
sistema encontrou-se em conformidade com o inicialmente planejado.
3.3.7 Implementac¸a˜o de Funcionalidades Gerais do Sistema
SCADA
Nesta fase sa˜o implementadas funcionalidades gerais para o sis-
tema SCADA, as quais devem complementar o SCADA para facilitar
o trabalho do operador. Essas funcionalidades sa˜o implementadas con-
forme as necessidades da empresa. Para esse trabalho foi implementada
apenas a gerac¸a˜o de alarmes. Outras funcionalidades que podem ser
implementadas sa˜o: receitas, gra´ficos de tendeˆncias, relato´rios gerais
(histo´ricos e alarmes), criac¸a˜o de banco de dados com informac¸o˜es sobre
a produc¸a˜o, etc. Observa-se que um relato´rio de eventos foi implemen-
tado na Sec¸a˜o 3.3.5, devido ao fato de ajudar nos testes e identificac¸a˜o
de problemas.
Os alarmes sa˜o mostrados na tela do sino´tico para visualizac¸a˜o
do operador. Abaixo segue a lista de alarmes implementados.
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• Unsafe: Indica que o sistema na˜o esta´ mais trabalhando dentro
da lo´gica de controle superviso´rio;
• Emergeˆncia pressionada: Apesar de na˜o ter um bota˜o de emergeˆncia
instalado, foi definido que quando pressionado o bota˜o Stop, um
alarme indicando emergeˆncia pressionada e´ mostrado no sino´tico;
• Tempo esgotado de trabalho da ventosa: caso a ventosa acione
e, por mais de 10 segundos na˜o receba o sinal de pec¸a presa, o
alarme ocorre;
• Sem pec¸a: apo´s 5 segundos sem sinal no sensor que indica chegada
de nova pec¸a, o alarme e´ acionado (esse alarme foi definido como
classe de “atenc¸a˜o”devido ao fato de na˜o causar problema ao
sistema).
3.3.8 Validac¸a˜o
A u´ltima etapa do desenvolvimento integrado de sistemas SCADA
com controle superviso´rio e´ a realizac¸a˜o dos testes finais, os quais va-
lidam o funcionamento correto do sistema. O mo´dulo Distribuic¸a˜o foi
submetido a diversos testes e ciclos de produc¸a˜o. Todos os testes obti-
veram resultados satisfato´rios, determinando assim, que a coordenac¸a˜o
entre os subsistemas esta´ de acordo com as leis de controle definidas e
que o sistema SCADA executou com sucesso todas as funcionalidades
implementadas.
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4 PROPOSTA DE ARQUITETURA DE
DESENVOLVIMENTO DE SISTEMA DE CONTROLE
SUPERVISO´RIO INTEGRADO AO ROTEAMENTO
DE TAREFA
Em alguns casos, a lo´gica de controle desenvolvida utilizando a
TCS, permite que existam situac¸o˜es em que mais de um evento possa
ocorrer. Exemplos dessa situac¸a˜o podem ser vistos tanto na Sec¸a˜o 3.3.4
quanto na Sec¸a˜o 3.3.6. A escolha de qual evento deve ocorrer, normal-
mente se da´ por prioridade de implementac¸a˜o no CLP, ou seja, aquele
que aparece primeiro no co´digo do CLP executa antes. Este trabalho
tem como proposta, incorporar a` arquitetura de controle superviso´rio
modular um sistema que fac¸a a escolha desse evento com base em algum
requisito ou alguma prioridade.
4.1 O ROTEAMENTO DE TAREFAS
Nesta sec¸a˜o e´ apresentado o formalismo do roteamento de tare-
fas, a definic¸a˜o de quem deve fazer esse roteamento, quem deve definir
os crite´rios utilizados para realizar esse roteamento, e como esse ro-
teamento pode interagir com a lo´gica utilizando a TCS. Todos esses
pontos sa˜o importantes para o desenvolvimento da metodologia, que e´
o objetivo desse trabalho.
4.1.1 Sistema de Execuc¸a˜o da Manufatura
Para implementar o roteamento das tarefas, e´ dado destaque ao
n´ıvel 4 da piraˆmide da automac¸a˜o (ver Figura 1), o qual e´ responsa´vel
por integrar as informac¸o˜es que ocorrem no processo com os sistemas
que tomam as deciso˜es sobre a produc¸a˜o.
Nesse cena´rio esta´ o MES, que fornece acesso a todas as in-
formac¸o˜es pertinentes sobre a produc¸a˜o de uma empresa. Ele supervi-
siona os sistemas de controle de processo, decide sobre as rotas que os
produtos seguem atrave´s da planta fabril, e tambe´m decide quando e
onde as produc¸o˜es devem iniciar (VALCKENAERS; BRUSSEL, 2005).
Segundo Bo, Zhenghang e Ying (2004), o MES transfere os dados
de produc¸a˜o dos n´ıveis inferiores (niveis 1,2 e 3) para o n´ıvel superior
(n´ıvel 5), com o intuito de otimizar os processos de produc¸a˜o de toda a
empresa atrave´s da integrac¸a˜o das informac¸o˜es. Bo, Zhenghang e Ying
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(2004) citam ainda que uma implementac¸a˜o bem sucedida do MES na
produc¸a˜o, traz grandes benef´ıcios para as empresas, e que pa´ıses como
os Estados Unidos e Japa˜o, ja´ reconhecem a importaˆncia da pesquisa
e desenvolvimento de sistemas de MES.
Em 1997 a Manufacturing Enterprise Solutions Association (MESA)
apresentou a seguinte definic¸a˜o para MES:
Sistemas de Execuc¸a˜o de Manufatura gereciam
informac¸o˜es que envolvem a otimizac¸a˜o de ativi-
dades de produc¸a˜o desde o in´ıcio de uma ordem
de produc¸a˜o ate´ os produtos acabados (ASSOCI-
ATION, 1997).
De uma forma geral, o MES permite ter uma maior flexibilidade
em sua fabricac¸a˜o, fornecendo um acompanhamento do planejamento
de produc¸a˜o e do estado atual da planta fabril.
4.1.2 Planejamento e Controle da Produc¸a˜o
No u´ltimo n´ıvel da piraˆmide da automac¸a˜o esta´ o setor res-
ponsa´vel por todos os recursos da empresa. Esse n´ıvel e´ responsa´vel
por toda a cadeia de produc¸a˜o e e´ comumente chamado de n´ıvel Enter-
prise Resource Planning (ERP). O n´ıvel ERP pode ser definido como
a a´rea de gerenciamento de nego´cios, podendo ser utilizado para exe-
cutar, gerenciar e integrar todas as func¸o˜es dentro de uma organizac¸a˜o
(MOLINA, 2007).
Dentro desse n´ıvel esta´ localizado o setor da empresa responsa´vel
pelo PCP ou tambe´m referenciado como Planejamento, Programac¸a˜o e
Controle da Produc¸a˜o (PPCP). O PCP e´ responsa´vel pela coordenac¸a˜o
e aplicac¸a˜o dos recursos produtivos, de modo a atender da melhor forma
poss´ıvel os planos estabelecidos nos setores estrate´gicos, ta´ticos e ope-
racionais da empresa (LUSTOSA; MESQUITA; OLIVEIRA, 2008). O PCP
vai determinar: o que vai ser produzido; quanto vai ser produzido; onde
vai ser produzido; como vai ser produzido; e quando vai ser produzido.
Segundo Gangneux (1989), os sistemas PCPs sa˜o necessa´rios
porque a capacidade de produc¸a˜o deve ser planejada para atender a`
demanda especificada pelo marketing. A efica´cia do PCP pode ser ava-
liada pelo alcance dos objetivos de reduc¸a˜o dos lead times (ou ciclo)
de produc¸a˜o, dos custos de estoques (mate´ria-prima, materiais em pro-
cesso e produtos acabados), de produc¸a˜o (ociosidade, horas extras, etc)
e cumprimentos de prazos e agilidade de resposta diante de alterac¸a˜o
de demanda (MESQUITA; CASTRO, 2008).
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4.1.3 Sistema de Roteamento de Tarefas
O roteamento de tarefas e´ uma funcionalidade do MES res-
ponsa´vel por decidir sobre qual comando deve ser executado pelo CLP
em func¸a˜o das estrate´gias de produc¸a˜o definidas pelo PCP. Desta forma,
a escolha dos caminhos de produc¸a˜o pode mudar conforme as necessi-
dades do PCP.
Para esse trabalho, divide-se a lo´gica de controle entre os n´ıveis
hiera´rquicos CLP e o SRT. O CLP coordena os sensores e atuadores
da planta de acordo com as especificac¸o˜es locais de seguranc¸a em uma
lo´gica de controle minimamente restritiva e na˜o-bloqueante. Assim, o
n´ıvel do CLP assegura que os eventos que acontecem na planta sa˜o
sempre na˜o-bloqueantes e seguros. O n´ıvel SRT e´ responsa´vel pela
escolha do pro´ximo evento a ser executado na planta, a qual e´ realizada
de acordo com o layout da planta, do conjunto de eventos eleg´ıveis e
de informac¸o˜es oriundas do PCP.
O funcionamento do SRT resume-se em ler informac¸o˜es sobre os
eventos e decidir qual comando deve ser executado dentre aqueles que
esta˜o habilitados pelo controle superviso´rio, de modo que a planta exe-
cute com eficieˆncia as tarefas definidas pelo PCP. O SRT pode tambe´m
realizar um controle de demanda de produc¸a˜o de pec¸as, produzindo
apenas a quantidade definida pelo PCP em cada pedido. A cada troca
de pedido, uma nova demanda de produc¸a˜o e´ definida e as definic¸o˜es so-
bre as escolhas dos comandos sa˜o atualizadas. E´ importante que o SRT
interaja constantemente com o controle superviso´rio implementado no
CLP, a fim de saber quais eventos esta˜o eleg´ıveis.
Na literatura e´ encontrado um trabalho semelhante, onde Molina
(2007) desenvolve um Coordenador de Roteamento com base na TCS
e nas Redes de Petri Coloridas (RPC) para sistemas de manufatura. A
TCS e´ utilizada para tratar requisitos de controle e as RPC sa˜o utiliza-
das para tratar o roteamento dos produtos no sistema de manufatura.
A ideia e´ que o controle superviso´rio receba ordens do coordenador
de roteamento contendo a sequeˆncia de fabricac¸a˜o, as quais sa˜o utili-
zadas pelo sistema produto para realizar desabilitac¸o˜es adicionais de
eventos controla´veis. O sistema ERP estabelece diferentes roteiros de
produc¸a˜o poss´ıveis para diferentes tipos de produtos. O coordenador
de roteamento recebe essas informac¸o˜es e enta˜o converte-as em fichas
que trafegam pela rede. Cada ficha na rede identifica um u´nico pro-
duto, sendo que em cada ficha e´ definida a sequeˆncia de produc¸a˜o. Para
saber mais sobre Redes de Petri ver Cardoso e Valette (1997), Maciel,
Lins e Cunha (1996).
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Silva et al. (2011) implementam uma forma para lidar com o ro-
teamento em uma ce´lula de manufatura automatizada real. Os autores
decompo˜em o problema de controle em um conjunto de especificac¸o˜es.
Quando ocorrem mudanc¸as no layout do sistema, ou nas operac¸o˜es
atribu´ıdas a`s estac¸o˜es de trabalho ou mesmo nas regras de produc¸a˜o,
e´ necessa´rio modificar os autoˆmatos que representam as especificac¸o˜es
associadas aos subsistemas afetados. Essas mudanc¸as afetam a s´ıntese
de controle, o que implica em refazer a s´ıntese dos supervisores locais,
cujas especificac¸o˜es foram modificadas. Os demais supervisores na˜o sa˜o
afetados.
Existem outros me´todos estudados para uma soluc¸a˜o mais sim-
ples, onde a escolha e´ feita de forma aleato´ria e sem uma interac¸a˜o
com o n´ıvel gerencial da empresa. A seguir, sa˜o apresentados alguns
me´todos.
Pinotti, Leal e Oliveira (2010) propo˜em uma soluc¸a˜o para a es-
colha de eventos em situac¸o˜es de mu´ltipla escolha. O me´todo utiliza
uma abordagem em que a escolha e´ realizada de forma aleato´ria, o que
possibilita a selec¸a˜o de qualquer um dos eventos que esta˜o habilitados.
A soluc¸a˜o consiste em um contador que e´ incrementado a cada ciclo
de varredura e o limite da contagem e´ o nu´mero de eventos envolvidos
em cada estado. A escolha do evento e´ realizada conforme o valor do
contador. E´ necessa´rio um contador para cada quantidade de eventos
envolvidos. Esta soluc¸a˜o exige que o programador conhec¸a todos os
estados em que havera´ problema de mu´ltiplos eventos habilitados.
Outro me´todo de escolha e´ visto em CRUZ et al. (2009), onde
e´ definida uma varia´vel de memo´ria que a cada ciclo de varredura as-
sume um valor diferente (0 ou 1), ou seja, se o valor da memo´ria for
0, “A”executa, quando o valor for 1,“B”executa, o que garante uma
escolha intercalada dos eventos. Para casos de mais de dois eventos
habilitados em um mesmo estado o autor sugere a utilizac¸a˜o de uma
memo´ria nume´rica. Esta soluc¸a˜o tambe´m exige o conhecimento de to-
dos os casos de dois ou mais eventos habilitados no mesmo estado.
Sebem e Leal (2013)apresentam uma proposta para soluc¸a˜o do
problema, utilizando uma varia´vel Random, do tipo inteira, que e´ incre-
mentada a cada ciclo de varredura do CLP (de 0 a um valor ma´ximo).
Quando ocorrer o problema da escolha, o controlador deve escolher 1
entre n (o nu´mero de eventos habilitados). O resto da divisa˜o inteira
de Random por n, retornara´ um valor entre 1 e n, que sera´ o resul-
tado da escolha. Este me´todo permite que todos os eventos possam ser
escolhidos em algum momento, mas na˜o garante que todos sera˜o.
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4.2 ARQUITETURA PARA INTEGRAC¸A˜O DO ROTEAMENTO AO
SISTEMA DE CONTROLE SUPERVISO´RIO;
No Cap´ıtulo 3 e´ apresentada a metodologia de Portilla (2011)
para desenvolvimento integrado de sistemas SCADA com a programac¸a˜o
de controle superviso´rio em CLP utilizando a TCS. Mas essa metodo-
logia na˜o explora o grau de liberdade de um sistema de controle su-
perviso´rio e a escolha acaba sendo feita pelo CLP, onde a ordem de
implementac¸a˜o das linhas de co´digo e´ quem determina a escolha do
evento. Ale´m disso, a metodologia apresentada trabalha apenas nos
treˆs primeiros n´ıveis da piraˆmide da automac¸a˜o (ver Figura 1), na˜o
interagindo com os n´ıveis gerenciais da empresa.
Um dos principais objetivos desse trabalho e´ explorar esse grau
de liberdade e escolher o caminho com base em informac¸o˜es fornecidas.
Com base nisso, e´ estudado a integrac¸a˜o da metodologia desenvolvida
por Portilla (2011) com os n´ıveis superiores da piraˆmide da automac¸a˜o
(4 e 5), a fim de que o PCP possa definir os comandos a serem exe-
cutados pelo CLP. Nesta sec¸a˜o propo˜e-se definir o sistema de controle
superviso´rio dentro dos n´ıveis da piraˆmide da automac¸a˜o, definir uma
arquitetura de sistema de controle superviso´rio que adapta um SRT,
ale´m de um sistema que gerencie os modos de operac¸a˜o.
4.2.1 Sistema de Controle Superviso´rio
A Figura 33 ilustra a divisa˜o de um sistema de controle super-
viso´rio dentro da piraˆmide da automac¸a˜o. Esta divisa˜o possibilita sis-
tematizar a implementac¸a˜o do sistema de controle superviso´rio.
No n´ıvel 1 esta˜o os equipamentos de campo, como atuadores e
sensores, ale´m dos boto˜es de acionamento local. No n´ıvel 2 e 3 esta˜o o
CLP e o sistema SCADA respectivamente, responsa´veis pelo controle
dos equipamentos do n´ıvel 1. No n´ıvel 4 esta´ o MES, responsa´vel pela
execuc¸a˜o das tarefas e onde e´ implementado o SRT. E na u´ltima camada
esta´ o PCP.
4.2.2 Arquitetura de Sistema do Controle Superviso´rio Inte-
grado
Na Figura 5 e´ apresentada a arquitetura de implementac¸a˜o do
controle superviso´rio em treˆs n´ıveis hiera´rquicos (QUEIROZ; CURY, 2002b).
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Figura 33 – Divisa˜o do Sistema de Controle Superviso´rio.
Nesse trabalho, e´ desenvolvida uma extensa˜o dessa arquitetura com as
etapas de implementac¸a˜o do SCADA e do SRT. A nova arquitetura e´
dividida em treˆs hardwares, que juntos compo˜em o Sistema de Con-
trole Superviso´rio. Ale´m do hardware de coordenac¸a˜o, que e´ o co´digo
implementado no CLP, a nova arquitetura conta com um hardware re-
ferente a implementac¸a˜o no SCADA e outro referente a` implementac¸a˜o
do SRT. A Figura 34 mostra a nova arquitetura dividida em treˆs blocos
(SRT, SCADA e CLP ).
Na arquitetura original, o hardware de coordenac¸a˜o tem treˆs
n´ıveis hiera´rquicos, que sa˜o implementados no CLP: Supervisores Mo-
dulares; Sistema Produto; e Sequeˆncias Operacionais. Neste trabalho
e´ adicionado um quarto n´ıvel, o qual trata da implementac¸a˜o do Ge-
renciador de Modos de Operac¸a˜o (GMO) (ver Figura 26). Esse n´ıvel
define o modo de operac¸a˜o a ser executado pelo sistema produto. Caso
seja executada alguma ac¸a˜o que leve a um estado de bloqueio da lo´gica,
o GMO recebe do sistema produto a informac¸a˜o de lo´gica na˜o segura.
O hardware SCADA tem apenas um n´ıvel, o qual troca in-
formac¸o˜es sobre os modos de operac¸a˜o com o GMO, recebe informac¸o˜es
sobre o estado atual do sistema produto para realizar as representac¸o˜es
gra´ficas, recebe dos supervisores as informac¸o˜es de quais eventos esta˜o
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Figura 34 – Arquitetura de Sistema do Controle Superviso´rio Integrado.
desabilitados e permite ao operador habilita os eventos quando em
modo manual.
O terceiro hardware e´ o SRT, o qual quando habilitado pelo
SCADA, recebe informac¸o˜es do mesmo sobre os eventos que esta˜o desa-
bilitados e informac¸o˜es sobre os estados atuais de cada sistema produto,
ale´m de receber do PCP as informac¸o˜es para realizar o roteamento das
tarefas.
4.2.3 Gerenciador de Modos de Operac¸a˜o
Na Figura 26 e´ apresentado o GMO, desenvolvido por Vieira
(2007). Para esse projeto, foi necessa´rio realizar adaptac¸o˜es no GMO,
devido ao novo modo de operac¸a˜o “SRT”, responsa´vel pelo roteamento
das tarefas. As adaptac¸o˜es podem ser visualizadas na Figura 35.
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Figura 35 – Gerenciador de Modos de Operac¸a˜o.
Fonte: Adaptado de (VIEIRA, 2007).
Primeiramente foi definido que o modo de operac¸a˜o “SRT”so´
pode ser ativado se a lo´gica na˜o estiver executando de forma automa´tica
(modo Sup), por isso para ativar o SRT o sistema deve estar em modo
“SCADA Remoto”. Estando nesse modo, a condic¸a˜o para ativar o
modo SRT e´ clicar no bota˜o “Ativar SRT”criado na tela do sino´tico.
Se o sistema estiver no modo “Sup”esse bota˜o fica desabilitado.
No modo “SRT”a execuc¸a˜o dos comandos e´ atrave´s do SRT.
Para voltar para o modo “SCADA Remoto”basta clicar novamente no
bota˜o “Ativar SRT”, o que resulta na desativac¸a˜o do modo. Tambe´m
e´ poss´ıvel passar do modo “SRT”diretamente para o modo “Sup”, bas-
tando girar a chave na IHM para a posic¸a˜o “Superv”e ter a condic¸a˜o
de lo´gica “Safe”(Operac¸a˜o segura, ou seja, nenhum evento que cause
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bloqueio foi executado, permanecendo dentro da lo´gica de controle su-
perviso´rio).
No modo “SCADA Remoto”(na Figura 26 esse modo e´ chamado
de “MAN”) o GMO permite a mudanc¸a para o modo “Sup”, desde que
a lo´gica tenha condic¸a˜o “Safe”e a chave da IHM mude para a posic¸a˜o
“Superv”.
As demais condic¸o˜es do GMO ocorrem conforme ja´ explicado na
sec¸a˜o 3.3.4.
4.3 METODOLOGIA DE DESENVOLVIMENTO DE SISTEMA DE
CONTROLE SUPERVISO´RIO INTEGRADO AO ROTEAMENTO
DE TAREFA
A proposta desse trabalho e´ estender a metodologia desenvolvida
por Portilla (2011) com uma fase que trate da implementac¸a˜o do SRT.
Essa fase deve solucionar o problema causado pelo grau de liberdade
resultante da TCS. A nova metodologia tem um total de nove fases.
A fase chamada de “Implementac¸a˜o do SRT”e´ adicionada como oitava
etapa da metodologia, como e´ visto na Figura 36.
A fase “Implementac¸a˜o do SRT”e´ dividida em duas partes, que
sa˜o:
• Instalac¸a˜o e configurac¸a˜o do SRT: E´ realizada a instalac¸a˜o do
Software que sera´ responsa´vel pelo roteamento. Tambe´m e´ defi-
nido o protocolo de comunicac¸a˜o entre o programa que realiza o
roteamento e o sistema SCADA. Por fim, e´ realizado um teste de
troca de dados entre os programas;
• Implementac¸a˜o da Lo´gica de Roteamento: E´ definida uma heur´ıstica
para a escolha dos eventos. Depois e´ desenvolvido o algoritmo
com base nessa heur´ıstica para realizar o roteamento das tarefas.
Por fim sa˜o realizados pequenos testes para verificar o funciona-
mento da lo´gica de roteamento.
A Fase IV da metodologia e´ alterada com objetivo de separar
um passo espec´ıfico para implementar o GMO, visto que a metodologia
de Portilla (2011) na˜o preveˆ essa implementac¸a˜o. Foi definida a etapa
4.2 para o tratamento do GMO.
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Figura 36 – Extensa˜o da Metodologia de Integrac¸a˜o.
Fonte: Adaptado de (PORTILLA, 2011).
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4.4 APLICAC¸A˜O DA METODOLOGIA AO MO´DULO DISTRIBUIC¸A˜O
A seguir, e´ apresentado o desenvolvimento da metodologia apli-
cada na Estac¸a˜o de Distribuic¸a˜o da bancada da Festo, a mesma apre-
sentada na Sec¸a˜o 3, mas agora seguindo a metodologia apresentada na
Figura 36.
4.4.1 Projeto Informacional, S´ıntese de Controle Superviso´rio
e Emulac¸a˜o
No projeto informacional e´ mantido o que ja´ foi desenvolvido,
mas com o complemento da descric¸a˜o das ferramentas necessa´rias para
o desenvolvimento da fase 8. As ferramentas utilizadas sa˜o: Matlab
para implementar o algoritmo de roteamento das tarefas; e o Simatic
Net (OPC Scout V10) para realizar a comunicac¸a˜o OLE for Process
Control (OPC) entre o SCADA e o Matlab.
Para o desenvolvimento do SRT e´ necessa´rio uma ferramenta que
execute um algoritmo de controle, ale´m de comunicar-se com o SCADA,
para troca de informac¸o˜es. A ferramenta escolhida para esse projeto e´
o Matlab (GUIDE, 1998), o qual realiza comunicac¸a˜o com o SCADA via
OPC. A escolha se deve ao fato de ser uma ferramenta que o LAI tem
a disposic¸a˜o para estudos e por ser uma ferramenta de conhecimento
do autor deste trabalho.
O Matlab e´ o sistema responsa´vel pelo roteamento das tarefas.
Ele analisa as informac¸o˜es do controle superviso´rio para saber quais
eventos esta˜o desabilitados no CLP em um determinado ciclo. Com
esses dados, o Matlab roda o algoritmo a fim de escolher o evento que
deve ser executado. Informac¸o˜es providas do PCP podem definir qual
evento sera´ executado.
A S´ıntese de Controle Superviso´rio e a Emulac¸a˜o se mantiveram
da mesma forma como desenvolvido na Sec¸a˜o 3, ja´ que o funcionamento
da planta e´ o mesmo.
4.4.2 Implementac¸a˜o do Controle Superviso´rio em CLP
A implementac¸a˜o da modelagem do controle superviso´rio em
CLP e´ realizada na primeira etapa desta fase. Como a lo´gica de controle
superviso´rio na˜o teve alterac¸a˜o em relac¸a˜o ao desenvolvido no Cap´ıtulo
3, essa etapa manteve-se inalterada.
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Na segunda etapa da Fase IV e´ aplicado o GMO. Essa etapa
e´ importante para a continuidade da metodologia, ante a necessidade
de ter uma inicializac¸a˜o do sistema, de ter uma definic¸a˜o do modo de
operac¸a˜o e de ter um modo que trate das situac¸o˜es de emergeˆncia ja´
durante os testes iniciais.
Implementado o GMO, pode-se passar para a terceira etapa
desta fase, a qual implementa as sequeˆncias operacionais. Esta etapa
na˜o teve alterac¸o˜es, ja´ que o modo “SRT”e o modo “SCADA Re-
moto”utilizam as mesmas varia´veis para executar os comandos. Am-
bas utilizam a varia´vel force < evento >, a u´nica diferenc¸a e´ que
esta varia´vel ou e´ setada na tela do sino´tico quando em modo “SCADA
Remoto”, ou e´ setada pelo SRT quando em modo “SRT”.
Por fim, sa˜o realizados os testes iniciais do funcionamento do
sistema. Nenhum erro foi encontrado durante os testes, isso se deve
a`s poucas mudanc¸as no desenvolvimento em relac¸a˜o a` metodologia do
Cap´ıtulo 3.
4.4.3 Implementac¸a˜o das Funcionalidades Ba´sicas e Gerais do
Sistema SCADA e Testes Iniciais
Nas fases V, VI e VII da metodologia praticamente na˜o houve
mudanc¸as em relac¸a˜o ao que ja´ fora desenvolvido no Cap´ıtulo 3. A
u´nica modificac¸a˜o e´ a implementac¸a˜o de um bota˜o para acionamento
do modo “SRT”na tela do sino´tico, o qual habilita o SRT para gerenciar
a escolha dos eventos. Outras funcionalidades devem ser implementa-
das, como um campo para mostrar o nu´mero de pec¸as a serem produ-
zidas ou o nu´mero de pec¸as que faltam para finalizar um pedido, mas
essas informac¸o˜es devem vir do PCP e como essa etapa ainda na˜o foi
desenvolvida, essas implementac¸o˜es sera˜o adicionadas posteriormente.
4.4.4 Implementac¸a˜o do Sistema de Roteamento de Tarefas -
SRT
Na oitava fase da metodologia e´ desenvolvido o SRT. Esse sis-
tema e´ implementado no programa Matlab, o qual comunica-se com o
SCADA e CLP via OPC, ale´m de acessar informac¸o˜es do PCP atrave´s
de uma planilha de dados. A escolha dos eventos segue me´todos de
roteamento heur´ısticos fundamentados em prioridades de eventos e de-
manda de produc¸a˜o.
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As seguintes etapas compo˜em a fase de implementac¸a˜o do SRT:
(i) Instalac¸a˜o e Configurac¸a˜o do SRT; e (ii) Implementac¸a˜o da heur´ıstica
de Roteamento.
(i) - Instalac¸a˜o e Configurac¸a˜o do SRT.
A primeira etapa dessa fase e´ separada para a instalac¸a˜o e con-
figurac¸a˜o do software. O Matlab e´ instalado em uma ma´quina com
sistema operacional Windows do LAI-UFSC. A comunicac¸a˜o entre o
Matlab e o SCADA acontece via servidor OPC. O software utilizado
para realizar a comunicac¸a˜o e´ o OPC Scout V10, da pro´pria Siemens,
o qual usa uma estrutura Cliente/servidor, onde ele sera´ o servidor e
o Matlab e o SCADA sera˜o os clientes. O nome do servidor gerado e´
OPC.SimaticHMI.CoRtHmiRTm. Para que o Matlab possa se comu-
nicar com o OPC e´ necessa´rio ter instalado o pacote OPC Toolbox. A
versa˜o do Toolbox utilizada e´ 3.1.2 (R2012b).
A Figura 37 ilustra os co´digos utilizados para realizar a comu-
nicac¸a˜o entre SCADA e Matlab e para ler as Tags utilizadas para forc¸ar
a ocorreˆncia dos eventos atrave´s do CLP. O nome da conexa˜o realizada
com o servidor OPC e´ “da”e “grp”e´ o nome do grupo de varia´veis que
esta˜o relacionadas a esse servidor. Um teste inicial de leitura e de es-
crita de alguma varia´vel e´ realizado para verificar a comunicac¸a˜o entre
SCADA e Matlab.
Figura 37 – Co´digo utilizado para realizar a comunicac¸a˜o entre Matlab
e WinCC.
(ii) - Implementac¸a˜o da lo´gica de Roteamento.
A implementac¸a˜o da lo´gica de roteamento leva em conta a lei-
tura das informac¸o˜es da lo´gica de controle superviso´rio implementadas
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no CLP. Essas informac¸o˜es visam definir os estados atuais dos siste-
mas produtos (para saber quais sa˜o os eventos fisicamente poss´ıveis de
ocorrer) e estabelecer quais os eventos que esta˜o desabilitados pelos
supervisores. Com essas informac¸o˜es e´ implementado uma heur´ıstica
de roteamento, a qual deve forc¸ar a ocorreˆncia dos eventos no CLP.
Como a lo´gica de controle superviso´rio trabalha com uma atua-
lizac¸a˜o a cada ciclo da CPU, a lo´gica do Matlab na˜o deve executar mais
de um evento por ciclo da CPU. O que na˜o ocorre normalmente, visto
que a execuc¸a˜o do co´digo no Matlab e´ mais ra´pida.
Para resolver o problema foi utilizada a varia´vel interna do CLP
LOGCODE, gerada pelo IDES2ST. Em cada estado do sistema e´ atribu´ıdo
um valor diferente para a varia´vel LOGCODE, o que faz com que o valor
dessa varia´vel seja diferente em todos os estados dos sistemas produtos.
O Matlab compara o valor da LOGCODE com uma varia´vel interna do
Matlab chamada LOG, caso esse valor seja diferente, ele executa a
lo´gica e muda o valor da LOG para o mesmo da LOGCODE. Desta
forma, tem-se a garantia que a lo´gica so´ e´ executada quando os valo-
res de LOGCODE e LOG forem divergentes, ou seja, o sistema jamais
executa dois eventos antes de uma atualizac¸a˜o no sistema produto.
4.4.5 Testes Finais
Apo´s todas as etapas da Metodologia serem implementadas, sa˜o
realizados os Testes Finais, onde a planta e´ submetida a inu´meros tes-
tes para verificar o correto funcionamento. Caso algum problema seja
encontrado, e´ necessa´rio identificar a causa e retornar para a fase II, IV
ou VIII, conforme necessa´rio, para que enta˜o sejam realizadas as mu-
danc¸as adequadas. Esta iterac¸a˜o e´ realizada quantas vezes necessa´rias,
ate´ que o sistema se comporte de forma satisfato´ria.
Como boa parte da implementac¸a˜o ja´ havia sido testada na
implementac¸a˜o apresentada no Cap´ıtulo 3, poucos ajustes foram ne-
cessa´rios. O principal problema encontrado foi em relac¸a˜o ao tempo
de execuc¸a˜o do Matlab em relac¸a˜o ao do CLP, causando a execuc¸a˜o
de mais de um evento antes que o controle do CLP fosse atualizado.
Apo´s o retorno para a fase VIII, foi corrigido o problema e realizados
os testes finais novamente. Enta˜o, finalmente o SRT executou de forma
satisfato´ria, conforme o proposto para esse trabalho.
89
4.5 HEURI´STICAS DE ROTEAMENTO
Uma caracter´ıstica do MPS e´ que a lo´gica de controle e´ gene´rica,
ou seja, a lo´gica de controle da planta resolve apenas questo˜es de segu-
ranc¸a e sequenciamento de cada mo´dulo, e na˜o depende da produc¸a˜o.
O MPS trabalha com va´rios mo´dulos e cada um deles tem uma lo´gica
de controle individual, que e´ independente da produc¸a˜o e de outros
mo´dulos. Para que todos os mo´dulos trabalhem em conjunto, um con-
trole de sequeˆncia de produc¸a˜o e´ necessa´rio. No caso desse trabalho, a
definic¸a˜o da sequeˆncias de produc¸a˜o e´ definida pelo SRT.
Nesta sec¸a˜o e´ apresentada a heur´ıstica de implementac¸a˜o no SRT
para a escolha dos eventos.
4.5.1 Prioridade Definida pelo PCP
O SRT e´ um sistema gene´rico que permite a implementac¸a˜o de
uma determinada heur´ısticas para realizar a escolha de eventos. A
heur´ıstica utilizada nesse trabalho baseia-se na prioridade de eventos
e demanda de produc¸a˜o. Todos os eventos sa˜o definidos com um grau
de prioridade segundo informac¸o˜es do PCP. Uma caracter´ıstica dessa
heur´ıstica e´ o controle de produc¸a˜o por demanda, onde o SRT so´ produz
o nu´mero predefinido de pec¸as.
A Figura 38 mostra a arquitetura de implementac¸a˜o do SRT.
No primeiro passo e´ realizada a leitura de informac¸o˜es do CLP.
O segundo passo deve ler as informac¸o˜es contidas na planilha. No
terceiro passo e´ realizada a execuc¸a˜o do algoritmo programado no SRT.
Na quarta e u´ltima etapa e´ executado o evento, onde o SRT manda a
informac¸a˜o do evento escolhido para o CLP, o qual forc¸a o evento e
atualiza a lo´gica de controle superviso´rio.
A definic¸a˜o da prioridade leva em conta o layout dos mo´dulos
do MPS e o arranjo dos eventos de acordo com o fluxo de produc¸a˜o.
Neste trabalho, a prioridade maior e´ definida para os eventos mais perto
do final do processo, a fim de terminar primeiro a tarefa em execuc¸a˜o
mais ra´pido quanto poss´ıvel e, portanto, minimizar o tempo de ciclo.
De forma geral, quando houver um conflito de dois eventos poss´ıveis de
ocorrer, o SRT deve dar prioridade ao evento que esta´ mais pro´ximo do
final do processo. Uma opc¸a˜o seria inverter a definic¸a˜o de prioridade,
ou seja, os eventos no in´ıcio do processo terem maior prioridade, o que
resulta em maximizar o trabalho em andamento.
O SRT leˆ informac¸o˜es de uma planilha de dados fornecida pelo
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Figura 38 – Arquitetura de Implementac¸a˜o do SRT.
PCP, a fim de escolher os eventos a serem executados. Essa planilha
conte´m informac¸o˜es de prioridade dos eventos (eventos controla´veis e
na˜o controla´veis), de demanda de produc¸a˜o, do nu´mero de pec¸as pro-
duzidas e do nu´mero de pec¸as que esta˜o em produc¸a˜o.
Nessa heur´ıstica tambe´m sa˜o utilizados os eventos na˜o controla´veis
como opc¸a˜o de escolha. Caso o evento com maior prioridade seja um
evento na˜o controla´vel, o SRT retorna para o operador “Esperando o
evento na˜o controla´vel ’nome do evento’ terminar de executar”, nesse
caso nenhum evento e´ executado.
Na tela do sino´tico sa˜o implementados campos com informac¸o˜es
para visualizac¸a˜o do operador, a fim de indicar o nu´mero de pec¸as
que devem ser produzidas por lote, o nu´mero de pec¸as que esta˜o em
produc¸a˜o e o nu´mero de pec¸as que ja´ foram produzidas. Caso o nu´mero
de pec¸as produzidas atinja a demanda requisitada, e´ indicado um alerta
para o operador.
O co´digo implementado para essa heur´ıstica pode ser visto no
apeˆndice A, o qual funciona da seguinte forma: o SRT inicia verificando
quais eventos esta˜o eleg´ıveis; depois o SRT carrega os dados da plani-
lha disponibilizada pelo PCP; o SRT verifica a demanda de produc¸a˜o,
quantas pec¸as esta˜o em produc¸a˜o e quantas pec¸as ja´ foram produzidas,
e escreve esses dados no SCADA para visualizac¸a˜o; o SRT verifica qual
91
evento tem maior prioridade dentre aqueles que esta˜o habilitados; caso
tenha mais do que um evento com o mesmo grau de prioridade, e´ uti-
lizado o algoritmo randoˆmico para escolha de um deles (esse algoritmo
realiza o sorteio de um nu´mero que corresponde a um evento); o SRT
forc¸a a execuc¸a˜o do evento escolhido e muda o valor da varia´vel LOG
para o mesmo da varia´vel LOGCODE ; caso tenha apenas um evento
habilitado, o SRT vai executa´-lo; caso o evento escolhido seja um evento
na˜o controla´vel, o SRT na˜o executa nenhum e mostra uma mensagem
para o operador; os dados de pec¸as em produc¸a˜o e de pec¸as produzidas
sa˜o atualizados na Planilha e no SCADA; o Algoritmo aguarda ate´ ser
atualizada a lo´gica no CLP para reiniciar o ciclo; se o valor da demanda
for igual ao valor de pec¸as produzidas, um alerta no SCADA e´ acio-
nado; se o nu´mero de pec¸as produzidas somado ao nu´mero de pec¸as
em produc¸a˜o for igual ou maior do que a demanda, o SRT na˜o deixa o
alimentador colocar mais nenhuma pec¸a para produc¸a˜o, bloqueando o
evento Avanca alimentador.
O algoritmo randoˆmico e´ implementado nessa heur´ıstica devido
ao fato de que se um evento deve ser executado antes que outro, ele deve
ter uma prioridade maior, mas se ele tem a mesma prioridade, qualquer
um que executar na˜o influenciara´ no planejamento da produc¸a˜o.
Por fim, foram realizados testes com a implementac¸a˜o do SRT
utilizando informac¸o˜es do PCP para definic¸a˜o de prioridade de esco-
lha de eventos. Diversos testes foram realizados, tanto na escolha de
eventos por parte do SRT quanto no controle de demanda de produc¸a˜o
e na mudanc¸a do grau de prioridade durante a execuc¸a˜o. O u´nico
problema encontrado foi em relac¸a˜o a` mudanc¸a de prioridade de um
evento durante a execuc¸a˜o. O problema so´ aparecia quando a mudanc¸a
de prioridade na planilha ocorria no exato momento em que o Matlab
tentava acessar aquela informac¸a˜o. Esse problema era evitado fazendo
a mudanc¸a da prioridade no momento certo.
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5 APLICAC¸A˜O DA METODOLOGIA NO MO´DULO
ESTAC¸A˜O DE TESTE
Nos cap´ıtulo anterior foi apresentada a metodologia para desen-
volvimento de sistema de controle superviso´rio integrado ao CLP, ao
SCADA e ao SRT. Essa metodologia foi aplicada ao mo´dulo Distri-
buic¸a˜o da bancada da Festo. A metodologia foi testada e validada,
obtendo o´timos resultados, principalmente em relac¸a˜o ao desenvolvi-
mento do SRT.
Neste cap´ıtulo e´ aplicada toda a metodologia desenvolvida a
um segundo mo´dulo da bancada, o mo´dulo Estac¸a˜o de Teste. Essa
implementac¸a˜o serve pra avaliar todo o desenvolvimento do Cap´ıtulo
4 e mostrar a efica´cia da teoria aplicada em sistemas modulares de
produc¸a˜o, ale´m da fa´cil adaptac¸a˜o na utilizac¸a˜o da metodologia em
diversos mo´dulos em conjunto.
A seguir, sa˜o apresentados de forma simplificada todos os passos
do desenvolvimento do mo´dulo Estac¸a˜o de Teste, utilizando a metodo-
logia apresentada no Cap´ıtulo 4.
5.1 PROJETO INFORMACIONAL
A Estac¸a˜o de Teste tem como objetivo analisar as pec¸as que
chegam, verificando a espessura das mesmas. Caso o tamanho da pec¸a
esteja irregular, a mesma e´ reprovada e expulsada na esteira de baixo,
mas se a pec¸a estiver com a espessura correta ela e´ encaminhada pela
esteira superior para o pro´ximo mo´dulo. A Figura 39 mostra o mo´dulo
Estac¸a˜o de Teste.
O mo´dulo Estac¸a˜o de Testes e´ composto por:
• 1 sensor capacitivo para detecc¸a˜o de chegada de pec¸as;
• 1 sensor reflexivo para monitoramento do espac¸o de trabalho do
cilindro de elevac¸a˜o;
• 2 sensores de proximidade acoplados ao pista˜o do cilindro de
elevac¸a˜o para detecc¸a˜o das posic¸o˜es finais do cilindro;
• 1 sensor comparador que serve para verificar a espessura da pec¸a;
• 1 sensor Barreira Luminosa (IP FI) que esta´ relacionado com o
bloqueio/liberac¸a˜o do mo´dulo seguinte;
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Figura 39 – Bancada de Teste MPS-Festo.
Fonte: (EBEL; PANY, 2006).
• 1 sensor Barreira Luminosa (IP FO) que esta´ relacionado com
o seu bloqueio/liberac¸a˜o, esta informac¸a˜o e´ enviada ao mo´dulo
anterior;
• 2 sensores de proximidade acoplados ao cilindro de ejec¸a˜o de pec¸as
para indicar as posic¸o˜es finais do cilindro;
• 1 cilindro de elevac¸a˜o (elevador);
• 1 cilindro de ejec¸a˜o de pec¸as (ejetor);
• 1 CLP Siemens S7-1200;
• 1 painel IHM;
As demais informac¸o˜es, como tambe´m os softwares utilizados e
protocolos de comunicac¸a˜o foram os mesmos utilizados na Sec¸a˜o 3.3.1.
5.2 SI´NTESE DE CONTROLE SUPERVISO´RIO E EMULAC¸A˜O
A metodologia segue a abordagem modular local. Para um cor-
reto funcionamento do mo´dulo Estac¸a˜o de Teste, e´ necessa´rio definir
as especificac¸o˜es para restringir o comportamento da planta e evitar
problemas. Deste modo, as seguintes especificac¸o˜es sa˜o definidas:
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1. Caso o espac¸o de trabalho esteja ocupado, o elevador e o ejetor
na˜o devem acionar;
2. Exclusa˜o mu´tua entre a subida do elevador e o avanc¸o do ejetor;
3. Exclusa˜o mu´tua entre a descida do elevador e o avanc¸o do ejetor;
4. O elevador na˜o deve subir sem que haja uma pec¸a na posic¸a˜o P2
(posic¸a˜o em que chegam as pec¸as)
5. O ejetor na˜o ejeta pec¸as caso a mo´dulo seguinte esteja ocupado
(informac¸a˜o indicada pelo sensor IP FI). Mas isso so´ deve res-
tringir a ejec¸a˜o quando o elevador estiver elevado, caso ele esteja
abaixado a ejec¸a˜o e´ independente do estado do mo´dulo seguinte;
6. O ejetor so´ pode acionar depois da indicac¸a˜o de que o mo´dulo
esta´ ocupado;
7. O elevador na˜o deve descer sem antes ejetar as pec¸as aprovadas;
8. O elevador so´ pode acionar depois da indicac¸a˜o de que o mo´dulo
esta´ ocupado;
9. O mo´dulo deve indicar ao mo´dulo anterior (por meio do sensor
IP FO) qual o seu estado (liberado quando sem pec¸a ou ocupado
quando chega uma pec¸a).
Definidas as restric¸o˜es do sistema, e´ necessa´rio modelar os subsis-
temas que integram o mo´dulo Estac¸a˜o de Testes. O mo´dulo e´ dividido
em seis subsistemas, onde cada um e´ representado por um autoˆmato.
Os subsistemas sa˜o: (1) Indicac¸a˜o de espac¸o de trabalho ocupado; (2)
Indicac¸a˜o que o mo´dulo seguinte esta´ ocupado; (3) Indicac¸a˜o que o
mo´dulo Estac¸a˜o de Teste esta´ ocupado; (4) Ejetor de pec¸as; (5) Eleva-
dor; (6) Indicac¸a˜o de chegada de pec¸as. A Figura 40 mostra a modela-
gem de todos os subsistemas.
O pro´ximo passo e´ realizar a modelagem das especificac¸o˜es, con-
forme as restric¸o˜es ja´ definidas. Para cada item das restric¸o˜es e´ mo-
delado um autoˆmato. A Figura 41 mostra a modelagem das 9 especi-
ficac¸o˜es.
Enta˜o foi aplicada a TCS seguindo a abordagem modular local,
para obter os supervisores locais. O resultado foram 9 supervisores,
os quais foram sincronizados para verificar a ac¸a˜o conjunta e a mo-
dularidade entre eles. Obteve-se um supervisor geral de 408 estados
na˜o-bloqueantes.
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Figura 40 – Sistema Produto
Figura 41 – Especificac¸o˜es
Em seguida, foram encontrados os supervisores reduzidos com
o objetivo de diminuir o uso de memo´ria computacional e facilitar a
interpretac¸a˜o dos supervisores durante a implementac¸a˜o no CLP.
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Por fim, foram realizados testes de funcionamento da lo´gica por
meio da ferramenta Supremica. Alguns ajustes na lo´gica foram ne-
cessa´rios para que o comportamento do controle superviso´rio estivesse
de acordo com as restric¸o˜es definidas.
5.3 IMPLEMENTAC¸A˜O DO CONTROLE SUPERVISO´RIO EM CLP
E DESENVOLVIMENTO DO SISTEMA SCADA
As fases 4, 5, 6 e 7 seguem as mesmas configurac¸o˜es e ajustes
realizados na Sec¸a˜o 3.2. Nenhuma nova modificac¸a˜o na lo´gica, ale´m
daquelas realizadas para o mo´dulo Distribuic¸a˜o, foram necessa´rias.
As telas do sino´tico foram desenvolvidas com base na planta,
e diferente do mo´dulo Distribuic¸a˜o, na˜o foi necessa´rio utilizar valores
dos supervisores para indicac¸o˜es gra´ficas, apenas sendo necessa´rio os
valores dos sistemas produtos. Isso se deve ao fato de todas as posic¸o˜es
necessa´rias terem sensores para indicac¸a˜o, diferente da Posic¸a˜o P1 do
mo´dulo Distribuic¸a˜o.
Os Testes Inicias mostraram o bom sincronismo dos dois mo´dulos
modelados com a TCS. Alguns problemas foram encontrados, princi-
palmente em relac¸a˜o ao sincronismo de controle de aprovar e reprovar
pec¸as. A especificac¸a˜o 7 resolveu esse problema. Quando o sistema
se comportou sem nenhum bloqueio e de acordo com o desejado, foi
iniciada a Fase VIII.
5.4 IMPLEMENTAC¸A˜O DO SISTEMA DE ROTEAMENTO DE TA-
REFAS E TESTES FINAIS
Nesta fase foi desenvolvido o SRT para o mo´dulo Estac¸a˜o de Tes-
tes, possibilitando assim o controle de produc¸a˜o por meio de definic¸o˜es
do PCP. Como ja´ havia sido desenvolvida toda a lo´gica e estabelecida
uma heur´ıstica de roteamento das tarefas para o primeiro mo´dulo, foi
necessa´rio apenas adicionar os novos eventos na lo´gica e fazer algumas
adaptac¸o˜es, para enta˜o permitir ao SRT o controle dos dois mo´dulos
do MPS.
Va´rios testes e diversos ciclos de produc¸a˜o de pec¸as foram re-
alizados, alguns problemas foram encontrados e corrigidos ate´ chegar
na lo´gica desejada, livre de bloqueio e com o funcionamento seguindo
dentro da lo´gica de controle superviso´rio estabelecida.
No final foi poss´ıvel realizar uma simples comparac¸a˜o da lo´gica
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desenvolvida utilizando a Metodologia de Desenvolvimento de Sistema
de Controle Superviso´rio integrando CLP, SCADA e um Roteamento de
Tarefas, com a lo´gica original da bancada desenvolvida pelo fabricante.
A nova lo´gica possibilita uma maior seguranc¸a, devido a` implementac¸a˜o
de alarmes, relato´rios de eventos e tratamento de situac¸o˜es de parada
por emergeˆncia. Tambe´m obteve-se um maior nu´mero de funcionalida-
des (disponibilidade de treˆs modos de trabalho, evoluc¸a˜o passo-a-passo
e acionamentos remotos), ale´m de uma maior dinaˆmica no controle do
sistema.
Nos testes realizados, constatou-se que na utilizac¸a˜o das duas
bancadas (Distribuic¸a˜o e Estac¸a˜o de Teste), o SRT se mostrou mais
lento na escolha dos eventos, devido a uma quantidade maior de even-
tos. Esse problema na˜o resultou em atrasos de produc¸a˜o, mas talvez
em grande escala possa resultar em atrasos significativos.
Depois de todos os testes o sistema e´ validado, sendo aprovada
a utilizac¸a˜o de um SRT para escolha dos eventos, com informac¸o˜es
providas do PCP. A utilizac¸a˜o de dois mo´dulos mostrou-se flex´ıvel e de
fa´cil adaptac¸a˜o do sistema a`s diversas mudanc¸as nas rotas de produc¸a˜o.
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6 CONCLUSA˜O
Este trabalho apresentou uma metodologia baseada na TCS para
sintetizar e implementar um sistema de controle superviso´rio que in-
tegra CLP, SCADA e Roteamento de Tarefas. A aplicac¸a˜o em um
MPS dida´tico mostrou que a s´ıntese formal e emulac¸a˜o de superviso-
res modulares reduzidos, minimamente restritivos e na˜o bloqueantes
levou ao desenvolvimento de uma lo´gica de controle que e´ flex´ıvel, se-
gura e compreens´ıvel. Ale´m disso, a arquitetura de controle proposta
ajuda o sistema de roteamento de tarefas, combinado com a eficieˆncia
de me´todos de planejamento de produc¸a˜o a ter um sistema de con-
trole de supervisa˜o implementado em CLP com alta flexibilidade de
reconfigurac¸a˜o e seguranc¸a.
Como principais contribuic¸o˜es desse trabalho, podemos citar o
desenvolvimento de um sistema que faz o roteamento das tarefas, afim
de possibilitar a escolha dos eventos, determinando assim a rota a ser
seguida. Podemos citar tambe´m a consolidac¸a˜o da metodologia para
desenvolvimento de um sistema de controle superviso´rio para um Sis-
tema Modular de Produc¸a˜o, integrando o CLP, o SCADA e o SRT.
Ale´m de uma heur´ıstica desenvolvida para realizar o roteamento de ta-
refas, de uma arquitetura de sistema de controle superviso´rio integrado
e da adaptac¸a˜o do Gerenciador de Modos de Operac¸a˜o ao o SRT.
A escolha pelo desenvolvimento em um MPS, foi motivada pelos
estudos crescentes dessas estruturas modulares. Isso e´ fruto dos novos
objetivos econoˆmicos na atualidade, que veem a necessidade de adap-
tar com agilidade e baixo custo os sistemas de produc¸a˜o em relac¸a˜o
as condic¸o˜es do mercado. E e´ nesse cena´rio que se encaixa o rotea-
mento de tarefas, objetivo principal desse trabalho, o qual possibilita a
configurac¸a˜o de diversas rotas de produtos sem realizar uma nova mo-
delagem de lo´gica, sendo necessa´rio apenas a mudanc¸a de prioridade
dos eventos.
A metodologia de integrac¸a˜o de sistemas SCADA com imple-
mentac¸a˜o de controle superviso´rio em CLP ja´ havia sido validada por
Portilla (2011) em um Sistema Flex´ıvel de Manufatura (FMS). Esse
trabalho aplicou a metodologia ao mo´dulo Distribuic¸a˜o e ao mo´dulo
Estac¸a˜o de Teste que fazem parte da bancada MPS dida´tica da Festo.
A metodologia foi estendida com a implementac¸a˜o do SRT para a es-
colha dos eventos, ale´m de adicionar uma etapa espec´ıfica para imple-
mentac¸a˜o de um Gerenciador de Modos de Operac¸a˜o.
Foi implementada a heur´ıstica de Prioridade definida pelo PCP,
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onde o sistema executa as ac¸o˜es conforme a lo´gica de controle super-
viso´rio, mas levando em considerac¸a˜o o grau de prioridade dos eventos,
principalmente para situac¸o˜es em que mais de um evento controla´vel
estiver eleg´ıvel. Nessas situac¸o˜es, quem define a ac¸a˜o a ser executada e´
o SRT, que forc¸a a ocorreˆncia do evento conforme informac¸o˜es vindas
do PCP. Em geral, a definic¸a˜o de uma prioridade mais alta para um
evento em relac¸a˜o a outro define o caminho a ser percorrido.
Utilizando te´cnicas tradicionais de programac¸a˜o, onde a mesma
e´ realizada de forma sequencial e direta para um tipo de produto, e´
necessa´rio realizar toda uma reprogramac¸a˜o da lo´gica quando existir
a necessidade de mudar a rota de um produto ou mudar o layout da
planta. Com a utilizac¸a˜o de um SRT isso na˜o ocorre, em muitos casos
essa reprogramac¸a˜o pode na˜o ser necessa´ria, bastando apenas mudar
os graus de prioridades dos eventos para que a rota seja alterada.
Um exemplo em que o SRT poderia ser utilizado e traria be-
nef´ıcios, e´ encontrado no problema da modelagem do controle super-
viso´rio, citado na Sec¸a˜o 3.3.6 e ilustrado na Figura 31. Neste caso, havia
uma situac¸a˜o em que dois eventos estavam habilitados e a execuc¸a˜o de
um deles levava a um problema. Isso poderia ser facilmente resolvido
dando prioridade para o evento que na˜o levava ao estado que causava
bloqueio. Para resolver o problema, foi necessa´rio criar uma nova es-
pecificac¸a˜o, visto que o estudo de implementac¸a˜o do SRT ainda estava
em desenvolvimento e o problema tinha que ser resolvido naquele mo-
mento.
A aplicac¸a˜o da metodologia tambe´m traz vantagens em relac¸a˜o
a` TCS utilizando a abordagem modular local, ja´ que utiliza te´cnicas
formais para a modelagem, prevenindo erros de programac¸a˜o e erros
de modelagem de plantas e especificac¸o˜es ja´ nas primeiras fases do
projeto. Quando encontrado algum problema que na˜o foi identificado
inicialmente, e´ poss´ıvel desenvolver uma nova especificac¸a˜o e gerar um
novo supervisor modular local para corrigir o problema. Esse supervisor
modular local na˜o altera o que ja´ havia sido implementado, apenas
adiciona um novo supervisor na lo´gica de controle superviso´rio.
Ainda sobre a modelagem, outro ponto importante e´ a escolha
das ferramentas adequadas para o desenvolvimento. A ferramenta Su-
premica foi de suma importaˆncia para o desenvolvimento e testes da
lo´gica de controle superviso´rio. Com a ferramenta era poss´ıvel realizar
testes de simulac¸a˜o facilmente, desenvolver os supervisores e verificar
a presenc¸a de bloqueios na lo´gica. Outra ferramenta importante e que
diminuiu consideravelmente o tempo de implementac¸a˜o da lo´gica de
controle superviso´rio no CLP foi o IDES2ST, a qual gerou o co´digo em
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linguagem Texto Estruturado para implementar no CLP automatica-
mente, sendo necessa´rio alguns ajustes devido as novas funcionalidades
implementadas.
E´ importante destacar a integrac¸a˜o que foi realizada entre todos
os sistemas envolvidos (CLP, SCADA e SRT) seguindo a arquitetura
de implementac¸a˜o desenvolvida. O CLP controla todo o processo, o
SCADA permite uma visualizac¸a˜o gra´fica da planta, de alarmes e de
relato´rios, ale´m de acionamentos remotos, e o SRT define o roteamento
das tarefas e controla a demanda de produc¸a˜o.
Na literatura encontramos apenas trabalhos que tratam da esco-
lha dos eventos de forma aleato´ria ou de alternaˆncia entre as escolhas,
ou seja, sem um controle de qual evento deve executar. O u´nico tra-
balho na literatura encontrado que trata da escolha dos eventos com
base em crite´rios de prioridade e´ o trabalho de Molina (2007), mas o
mesmo utiliza o formalismo de Redes de Petri para tratar essa escolha
de eventos. A principal dificuldade para o desenvolvimento do SRT foi
o encontro de poucos trabalhos correlacionados.
Os testes realizados com a implementac¸a˜o do SRT nos mo´dulos
Distribuic¸a˜o e Estac¸a˜o de Teste da bancada dida´tica da Festo, mostram
a eficieˆncia de me´todos de planejamento de produc¸a˜o em relac¸a˜o a` segu-
ranc¸a e flexibilidade do controle superviso´rio em CLP. Outro resultado
positivo e´ em relac¸a˜o a aplicac¸a˜o da lo´gica de controle superviso´rio uti-
lizando um sistema SCADA, onde e´ poss´ıvel a utilizac¸a˜o de valores dos
sistemas produtos para visualizac¸a˜o gra´fica da planta,
Esse trabalho deixou em aberto alguns pontos para aperfeic¸oar o
SRT, que podem ser explorados em trabalhos futuros. Um dos pontos
e´ o desenvolvimento de novas heur´ısticas, com o objetivo de diminuir o
tempo de interac¸a˜o entre o SRT e o controle superviso´rio implementado
no CLP. Conforme apresentado na Sec¸a˜o 5.4, quanto mais bancadas e´
utilizado, maior e´ o nu´mero de eventos utilizados e mais lento fica o
SRT. Outro ponto a ser explorado em outras heur´ısticas e´ a forma
de mudanc¸a das prioridades, implementando uma forma de mudar a
prioridade sem causar problemas. Podemos citar ainda o estudo de
viabilidade de aplicac¸a˜o do SRT em um MES comercial, que se integre
diretamente com o PCP.
Uma gerac¸a˜o automa´tica de co´digo tambe´m e´ um campo de in-
teresse para estudos futuros, visto que a utilizac¸a˜o do IDES2ST em
um primeiro momento foi satisfato´rio, mas ao decorrer do trabalho,
va´rias mudanc¸as foram necessa´rias. Enta˜o um programa que gerasse o
co´digo mais completo, visando a implementac¸a˜o do SRT, traria ganhos
de tempo durante o desenvolvimento da metodologia.
102
Por fim, podemos citar o estudo para implementar a metodolo-
gia em todos os setes mo´dulos da bancada Festo, o que aperfeic¸oaria
a metodologia, tendo em vista que o desenvolvimento teria que lidar
com um maior nu´mero de eventos, uma maior possibilidade de rotas
alternativas de produc¸a˜o, ale´m de lidar com novos cena´rios.
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APEˆNDICE A -- Heur´ıstica de Prioridade Definida pelo PCP







