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This question has first been addressed by Onuchic and Wolynes (OW) [3] . They considered environments as polar solvents or polar groups in proteins (the orientations of solvent molecules are mimicked by spins) interacting with a charged cavity, representing the donor or acceptor site for electron transfer. For every temperature, this model has two thermodynamic regions in polarization space: a glassy trappinglike region with multidimensional valleys of the underlying solvent landscape, and another one exhibiting normal smooth landscape where the one-dimensional effective coordinate picture of Marcus is recovered. Further realistic studies addressing the outer shells for different layers of solvents are given by Tanimura, Leite, and Onuchic [4] with trapping transitions found in each corresponding layer. Onuchic and Wolynes [3] studied the polarization-dependent thermodynamic phase transition.
Leite and Onuchic [5, 6] showed that the reactive region has a slow average dynamics below the transition temperatures; they argued that this phase transition should influence the dynamics of the system.
Electron transfer process can be seen as motions on, and transitions between, a multidimensional potential energy landscape. The landscape represents the potential energy of the system (electronic donor and acceptor states) as a function of reaction coordinates, as shown in Fig. 1 . For a smooth landscape, a single coordinate description is appropriate, and for a rugged landscape, the multidimensional description is necessary. In this Letter, we give a quantitative description of this environment. In particular, we study the single molecule electron transfer reaction kinetics under influence of such dynamic environments at different temperatures.
We find that the kinetics experiences a transition from the high temperature self-averaging exponential behavior to low temperature non-self-averaging and nonexponential behavior. At even lower temperatures, we find the kinetics is single exponential again. The fluctuations of the kinetics reflect the complex structure of the underlying energy landscape. In the bulk, these fluctuations are suppressed by the large number of molecules and cannot be observed. In single molecules, in principle, one can explicitly measure these fluctuations and the corresponding statistics [7, 8] . To model the complex environment, we consider a shell of solvent molecules with simple rotational dynamics around a charge cavity, the OW model [3] . The solvent molecules are represented by dipoles pointing only in two directions for simplicity, as Ising spins; see Fig. 2 . The total polarization x per dipole can be used as the reaction coordinate for the solvent, it is defined by x n ÿ n ÿ =N, where N is the total number of dipoles, n n ÿ is the number of dipoles oriented inward (outward) of the charge cavity, and they satisfy the condition n n ÿ N.
The interactions among dipoles and charges of the environments are heterogeneous in distances and orientations; therefore the solvent energies can be evaluated using the random energy model approximation given in [3] [4] [5] [6] 9 ]. The energy probability distribution gx; E at polarization x naturally follows a Gaussian distribution and is given by gx; E
where Ex is the average energy as a function of x and E is the variance of the energy. E 2 is assumed to be independent of x, and scale with the total number of dipoles N.
From microcanonical ensemble, we can count the number of configurational states at a given energy as a function of x with energy E and obtain the configuration entropy S. The free energy depending parametrically on the total polarization is used as the effective potential. One can obtain the transition temperature of the model, using the thermodynamic Maxwell relationship, @S=@E 1=T, evaluated at the average energy at which one observes the entropic crises (S 0, in the thermodynamic limit) [3, 5, 6, 9] where the system is trapped into the local minimum.
We address two transition temperatures of the OW model [3, 5] : (a) Local phase transition is a kinetic transition that occurs when the system starts to get trapped in local minima. It is expected that there is a spread in the distribution of escape times from local minima. Below this temperature (T loc ), escaping from local minima starts to be dominated by the smallest barrier, disfavoring other routes. Escapes from local minima occur preferentially through the neighbor with the smallest barrier instead of overcoming a typical barrier, loc T ÿ1 loc 2 lnM=M p , where M is the number of states kinetically connected to a given state. In this work, the kinetic rules allow only a single
tion is the one below temperature 1= g , where only a small set of low energy states are accessible. This is associated with the breakdown of the ergodicity. Also, the kinetics of the systems with different initial conditions, but with the same average energy distribution, can have different behavior. This is called non-self-averaging. Thermodynamically, this is the only phase transition; it is associated with the total number of states (2N), and the temperature is given by g T ÿ1 g 2 ln2 p 1:17 [9] . There is still another kinetic transition, the polarization-dependent phase transition [3] . It is associated with the distribution of energies at each polarization, but this transition is not addressed in this study.
Let us now turn our focus to the study of the kinetics and the associated statistical fluctuations of ET. In the Marcus description of ET, the reactions are assumed to occur when the system reaches the reactive region (x f in Fig. 1 ). The dynamics of this system can be studied by the first passage time (FPT) of such events, t. FPT is the time the system diffuses from an initial total polarization x i to another final polarization x f , where the ET occurs. The mean of FPT is denoted by (mean first passage time). A way to measure the significance of high order statistical fluctuations in kinetics beyond the mean level-the intermittency is to observe the ratio between the average of the nth order moment and the nth power of the first moment [7,10 -14] , R n ht n i hti n , where hti . At high temperature the system is well behaved, and it is expected that the times of occurrence obey an exponential behavior with a single rate constant of reaction, k ÿ1 . The times of occurrence (reaction) are distributed exponentially, so that the survival probability of events follows Poisson exponential kinetics [10] , and R n =n! 1. Below the transition temperatures, fluctuations on the FPT are expected to be significant and R n =n! 1. The increase of this ratio indicates that the statistics is deviated from Poisson statistics. It implies that the high order moments become more and more important. Long tails of the distribution of FPT start to develop. Intermittency, where rare events play crucial roles in dynamics, is expected [7,10 -14] .
The kinetic rules of our simulations allow only a single dipole flip per elementary move, with move acceptance based on a Monte Carlo procedure [5, 6] . A simulation with 20 dipoles was carried out with E 20 1=2 and Ex 0. In the simulations, the energy for the system is fixed according to the random energy model [3] [4] [5] [6] 9] for each of the 2 N states. Different runs correspond to varying the states of the dipole orientations (1 or ÿ1). We investigate two different types of reactions controlled by the environments. The first one is the thermally activated reactions, illustrated in Fig. 1(a) . After a thermal equilibration the system starts at x i x eq 0 and diffuses to x f 0:5. At temperatures around T loc , local minima will be populated.
As the temperature is lowered, T loc will be the first transition temperature felt by the system. All FPTs were computed with the same energy assignment, but under different initial conditions. In Fig. 3 the distribution of FPT for well behaved single exponential decay is plotted along with the simulated populations for two temperatures. At high temperature, 0:3, the single exponential fits well to the simulation data. At a temperature below the local transition temperature ( 0:6), most of the data does not have large deviation from the exponential distribution. However, the parameter R n =n! already indicates a great discrepancy with the values diverging from 1; see Table I . The kinetic simulation data at longer times (t > 10 4 steps) show significant deviations from the exponential kinetics. Therefore, the ratio among the moments is a sensitive probe to the transitions and fluctuations in kinetics.
For the thermally activated reaction simulation [ Fig. 1(a) ], the reaction rate (1=) as a function of inverse temperature 1=T stays practically constant when the temperature of the system is high, until the temperature drops to approximately 0:4. 1= monotonically increases with the inverse of temperature, as shown in Fig. 3(b) . Kinetics is significantly slower when temperature drops below 0:4. In Fig. 3(c) shown R n =n! is shown as a function of inverse temperature, where one can see the influence of the local temperature on the ratios among the moments (R n =n!), around loc . The Fig. 3(c) shows that the system, initially with low energy, corresponding to the polarization x 0, begins to get trapped around 0:5. R n =n! diverges dramatically at lower temperatures. The simulation has a time limit of 10 9 Monte Carlo steps for FPT. At even lower temperatures, simulations are truncated and the system does not reach the final polarization in the allowed time.
We carried out another simulation corresponding to a relaxation process followed by ET reaction. It mimics experiments where the molecule in the cavity undergoes a dipole shift upon electronic excitation, which changes the equilibrium polarization, as shown in Fig. 1(b) . The ET occurs after the relaxation, when the system is around the new equilibrium polarization. The system relaxes from high energy states and does not get easily trapped to local minima. The system was simulated initially at excited state leaving the initial polarization x ÿ0:5 until the final polarization x 0:1 [ Fig. 1(b) ]. Figure 4 indicates that the system becomes significantly trapped around global transition temperature T g , and R n =n! has its highest values close to T g . As temperature is lowered even further ( > 1:2), R n =n! decreases and tends to unity in this regime. The system has few accessible paths that the kinetics is governed by a dominant path escaping from a single deep trap. Fluctuations on R n =n! at loc , however, occur in a less pronounced way.
We see that two characteristic temperatures control the nature of the kinetics. The global trapping temperature is for the relaxation process. The local trapping temperature is for the activation process. Both parameters act as a marker where the kinetic process is single exponential at the temperature well above them, becomes nonexponential at the temperature around them, and is close to single exponential again at the temperature well below them. Similar kinetic behavior in biomolecular folding is observed [11] [12] [13] [14] . We believe this exponential-nonexponential-exponential transition in temperature is a quite universal behavior in complex energy landscapes. At high temperatures, there are multiple routes to the final statesthe kinetics ''senses'' only the average barrier, resulting the single exponential kinetics. When the temperature is lowered, the local structures of the underlying landscape show up. When the states are nearly trapped or frozen to local minimum, the Gaussian distributed density of states can be linearized and expanded around the mean, resulting an exponential distribution of free energy. This will lead to the power law distribution of first passage time [11] [12] [13] [14] . This kind of kinetic phenomena has been observed in single molecule electron transfer experiments [8] . Our model provides a microscopic origin for the fractional noise and power law distribution of kinetics due to the complexity of the underlying landscape. At the temperature well below the characteristic temperature, conformational space search is limited. The kinetics is dominated by the escape process from a single deep trap. Thus the kinetics is back to single exponential again. In the cryotemperature regime, there could still be a few traps or conformational discrete substates [15] around instead of a single one. Thus single exponential kinetics is hard to observe. Nevertheless, we should still be able to see the degree of the nonexponentialness become less pronounced as the temperature drops further in the low temperature regime in single molecule experiments.
In this work, we calculated the characteristic time associated with the corresponding reaction coordinate in ET. The relationship between this characteristic time and the full ET rate was studied [16] and illustrated for both the diffusional and transition state limits as well as for the general case. 
