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Abstract
A spectral mixture (SM) kernel is a flexible kernel used to model any stationary
covariance function. Although it is useful in modeling data, the learning of the SM
kernel is generally difficult because optimizing a large number of parameters for
the SM kernel typically induces an over-fitting, particularly when a gradient-based
optimization is used. Also, a longer training time is required. To improve the
training, we propose an approximate Bayesian inference for the SM kernel. Specif-
ically, we employ the variational distribution of the spectral points to approximate
SM kernel with a random Fourier feature. We optimize the variational parameters
by applying a sampling-based variational inference to the derived evidence lower
bound (ELBO) estimator constructed from the approximate kernel. To improve
the inference, we further propose two additional strategies: (1) a sampling strategy
of spectral points to estimate the ELBO estimator reliably and thus its associated
gradient, and (2) an approximate natural gradient to accelerate the convergence of
the parameters. The proposed inference combined with two strategies accelerates
the convergence of the parameters and leads to better optimal parameters.
1 Introduction
In constructing a Gaussian process (GP) model, selecting a proper kernel function is vital because
the selected kernel determines the overall structure of the target function by specifying the covariance
of GP , a prior for the target function. Inspired by Bochner’s theorem [1] in which the spectral density
has Fourier duality relationship with the stationary kernel, Wilson et al. [2] modeled the spectral
density of the kernel using a mixture of the Gaussian distribution and obtained a SM kernel by
applying a Fourier transform to the modeled spectral density in an attempt to design a flexible kernel.
This SM kernel is flexible enough to approximate any stationary kernel because the mixture of the
Gaussian distribution can approximate well any spectral density of a stationary kernel [3].
The SM kernel has motivated many researchers to devise more expressive kernels based on the
spectral density, i.e., a Fourier duality of the kernel. Ulrich et al. [4] and Parra et al. [5] proposed a
cross-spectral mixture (CSM) kernel and a multi-output spectral mixture (MOSM) for a multi-output
GP by modeling the cross-spectral density between the stochastic processes. Remes et al. [6] propose
a non-stationary spectral kernel by modeling the input-dependent spectral density.
Despite the expressive power of the SM kernel and its variants, employing such kernels for a
GP model is limited because they use numerous hyperparameters for the flexible spectral density
modeling, increasing the difficulty of the training. Specifically, the training of many of the kernel
hyperparameters is prone to an over-fitting, particularly when gradient-based optimization is employed
[7]. Moreover, computing the operations needed to update the hyperparameters requires additional
time [8], which prevents the SM kernel from being applied to the modeling of large-scale data.
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To tackle these issues, we propose an approximate Bayesian inference method for an SM kernel.
Based on the intuition that learning of a SM kernel is equivalent to the learning of its spectral density
distribution, we find the variational posterior distribution of the spectral density by employing the
stochastic gradient variational bayes (SGVB) [9], which is a sampling-based variational inference. To
this end, we employ a variational distribution of the spectral points to approximate the spectral density
of the SM kernel using sampled spectral points. To learn variational parameters of the spectral points,
we first derive the regularized evidence lower bound (ELBO) estimator computed efficiently by the
sampled spectral points. We then optimize the ELBO estimator with respect to the variational and
other parameters by employing a sampling-based optimization through a reparameterization trick.
To improve the inference, we propose two additional strategies: (1) a sampling strategy of spectral
points used to reliably estimate the ELBO and its associated gradient, (2) a natural gradient that reflects
the geometric information of the probability density to accelerate the convergence of the parameters.
To validate the proposed methods, we run several experiments on kernel matrix approximation, an
ablation study of the approximate inference, and a regression task using for large-scale datasets.
2 Preliminaries
2.1 Spectral Mixture (SM) Kernel
We describe how the SM kernel is defined by the spectral density modeling. Bochner’s theorem states
that stationary kernel k(x1 − x2) can be defined as the Fourier transform of spectral density p(S) as
k(x1 − x2) =
∫
e2piiS
T(x1−x2)p(S)dS (1)
for the inputs x1, x2 ∈ RD. Wilson [2] devised a SM kernel by representing the spectral density p(S)
using a Q mixture of symmetric Gaussian distribution p(S) =
∑Q
q=1 wq
(
N(s|µq,σ2q)+N(−s|µq,σ2q)
2
)
with the mean µq = [µ(q,1), .., µ(q,D)] ∈ RD and the variance σ2q = [σ2(q,1), .., σ2(q,D)] ∈ RD, and by
then applying the Fourier Transform to p(S) using Eq. (1). The derived SM kernel is expressed as
kSM (x1 − x2) =
Q∑
q=1
wqexp
(
−2pi2 (σTq (x1 − x2))2) cos (2piµqT (x1 − x2)) (2)
2.2 Random Fourier Feature (RFF)
A random Fourier feature [10] approximates the stationary kernel k(x1 − x2) by applying a Monte
Carlo integration to Eq. (1) with M spectral points s = {si}Mi=1 sampled from p(S)
k(x1 − x2) ≈ 1
M
M∑
i=1
cos(2pisiTx1) cos(2pisiTx2) + sin(2pisiTx1) sin(2pisiTx2) (3)
If we let the feature map φ(x, s) = 1√
M
[
cos (2pisT1 x), sin (2pisT1 x), .., cos (2pisTMx), sin (2pisTMx)
] ∈
R1×2M , Eq. (3) can be represented as k(x1 − x2) ≈ φ(x1, s)φ(x2, s)T .
2.3 Sparse Spectrum GP
For the scalable learning of a large dataset, sparse spectrum GP [11] employs an approximate kernel
obtained by the RFF. Let s = {si}Mi=1 be the spectral points used to approximate the stationary
kernel by Eq. (3). In addition, let f be a function, with GP prior, modeling the relation between
X = {x1, .., xN} and Y = {y1, .., yN}. Then, the prior distribution of f(X) = [f(x1), .., f(xN )]
using the approximate kernel can be defined as
p (f(X)) = N
(
f(X); 0,Φs(X)Φs(X)
T
)
(4)
where Φs(X) = [φ(x1, s); ...;φ(xN , s)] ∈ RN×2M . If the likelihood is assumed as a Gaussian
distribution i.e, p(Y |f(X)) = N (Y |f(X), σ2 I), the conditional marginal likelihood of the given
spectral points p(Y |X, s) is computed as N(Y ; 0,Φs(X)Φs(X)T + σ2 I).
2
To find the optimal spectral points s that explain the data well, − log p(Y |X, s) is minimized with
respect to s. Evaluating − log p(Y |X, s) uses the memories O(NM) and takes computation time
O(NM2) for computing the inversion and determinant by inversion lemma. WhenM is much smaller
than N , training GP model using − log p(Y |X, s) takes less training time because the original GP
model using the exact kernel uses the memories O(N2) and takes the computation time O(N3) [8].
2.4 Natural Gradient Optimization (NGO) for the Probability Density Parameter
It is known that natural gradient can be used in efficiently optimizing the probability density parameter
[12]. We introduce the natural gradient to be used for our approximate inference. Mathematically,
given the loss L(θ) parameterized by the parameter θ of the probability density pθ(z), for a small
 > 0, the natural gradient ∇˜θL(θ) can be defined as
∇˜θL(θ) = argmin
{∆θ;KL(pθ‖pθ+∆θ)=}
L(θ + ∆θ) (5)
Based on the definition, the natural gradient is consistently defined regardless of the parameterization
of the probability density. Because the natural gradient updates robustly the probability density
parameters due to its consistent characteristics, it can accelerate the convergence for the inference.
3 Approximate Inference for SM kernel
Based on the intuition that the learning of a SM kernel is equivalent to the learning of its spectral
density distribution, in this study, we seek to find the variational posterior distribution of the spectral
density by employing the stochastic gradient variational bayes (SGVB) [9]. Specifically, this section
discusses 1) how to approximate the spectral density of the SM kernel by spectral points sampled
from the variational distribution of the spectral points and how to construct the ELBO estimator using
these sampled spectral points, 2) how to effectively sample the spectral points from the variational
distribution to robustly compute the ELBO estimator, and 3) how to update the variational parameters
by using the approximate natural gradient of the ELBO estimator.
3.1 Regularized Lower Bound Estimator for Variational Sparse Spectrum Approximation
First, we assume the variational distribution of spectral points S = ∪Qq=1{sq,1, .., sq,mq} as q(S) =∏Q
q=1
∏mq
i=1N(sq,i;µq, σ
2
q ) where mq is the number of spectral points drawn from the q-th spectral
density component such that the constructed random kernel can approximate the SM kernel with
the hyperparameters {wq, µq, σ2q}Qq=1. If we sample the spectral points sq,i from N(sq,i;µq, σ2q ) as
sq,i = µq + σq ◦ i with i ∼ N(; 0, I) by the reparameterization trick, we can define the random
feature map φSM(x; s) with the sampled spectral points s = ∪Qq=1{sq,1, .., sq,mq}
φSM(x; s) =
[√
w1φ (x, {s1,i}m1i=1) , ...,
√
wQφ
(
x, {sQ,i}mQi=1
) ] ∈ R1×2M (6)
where φ is the defined feature map used to calculate Eq. (3) and M =
∑Q
q=1mq. By employing
this feature map φSM(x; s) for the entire dataset X = {x1, .., xN}, we can define the feature
matrix as ΦSMs (X) = [φSM(x1; s); ...;φSM(xN ; s)] ∈ RN×2M . The feature matrix can then be
used to construct the unbiased estimator ΦSMs (X)Φ
SM
s (X)
T to satisfy E
[
ΦSMs (X)Φ
SM
s (X)
T
]
=
KSM(X,X). Proposition 1 states the error bound of this estimator.
Proposition 1. Let us denote W0 =
(∑Q
q=1 w
2
q
)1/2
and m0 = min{m1, ..,mQ}. Then, for a small
 > 0, the error bound of ΦSMs (X)Φ
SM
s (X)
T using the matrix spectral norm ‖ · ‖2 is obtained as
Pr
(∥∥ΦSMs (X)ΦSMs (X)T −KSM(X,X)∥∥2 ≥ ) ≤ N exp( −32m0W0N(6‖KSM(X,X)‖2 + 4)
)
3
Figure 1: This figure describes the outline of the proposed approximate inference for SM kernel.
Using the approximate SM kernel ΦSMs (X)Φ
SM
s (X)
T with the equal number of spectral points
mq = m for q ∈ {1, .., Q}, we can derive the regularized lower bound estimator LˆN as
log p(Y |X) ≥
∫
log p(Y |X,S)q(S)dS −KL(q(S)||p(S)) = L
≈ 1
N
N∑
n=1
log p(Y |X, s(n))−KL(q(S)||p(S)) = LˆN (7)
where s(n) indicates the n-th set of the spectral points sampled from q(S) and log p(Y |X, s(n)) is
evaluated as logN(Y ; 0,ΦSMs(n)(X)Φ
SM
s(n)(X)
T + σ2 I). p(S) is a prior distribution of spectral density
expressed as
∏Q
q=1
∏mq
i=1N(sq,i; µ˜q,i, σ˜
2
q,i) where µ˜q,i and σ˜
2
q,i are initialized based on the prior
knowledge. The term KL (q(S)||p(S)) prevents the model from being over-fitted to the training data.
To update the parameters, we evaluate LˆN and compute its gradient with respect to the variational
parameters of the spectral points {µq, σ2q}Qq=1, weight parameters {wq}Qq=1, and noise parameter σ2 .
We cast the problem of learning the SM kernel into the problem of estimating the variational
parameters of the spectral points. The described procedure, denoted as SVSS, is our basic approximate
inference method. In the following two subsections, we propose strategies to improve the SVSS.
3.2 Efficient Sampling Strategy for Spectral Points
As shown in Eq. (7), the value of LˆN might fluctuate depending on the sampled spectral point
s ∼ q(S) used to construct ΦSMs (X)ΦSMs (X)T , especially when the number of total spectral
points M is small. Because the large volatility of LˆN will likely cause instability in learning,
we propose a sampling strategy for spectral points to minimize such volatility. Specifically, we
find the optimal ratios of the spectral points {mq/
∑Q
q=1mq}Qq=1 for the spectral points s sam-
pled from q(S) such that the sampled spectral points minimize the sum of the variance for each
element, i.e.,
∑N
i,j=1 Var
(
[ΦSMs (X)Φ
SM
s (X)
T ]i,j
)
. We consider only the upper off-diagonal en-
tries of ΦSMs (X)Φ
SM
s (X)
T because this matrix is symmetric and diagonal terms are deterministic.
Proposition 2 states the optimization problem obtaining the optimal ratios of the spectral points.
Proposition 2. Given the set of inputs X = {xn}Nn=1, let us define the set of pairwise distances{τp}Pp=1 where τp = |xi − xj | for some i, j ∈ {1, .., N} and i 6= j. Let mq be the number of
spectral points sampled from the variational distribution N(µq, σ2q ), and M =
∑Q
q=1mq be the
total number of spectral points. For the set of {τp}Pp=1, the optimal ratio p∗q = m∗q/M to minimize∑
i<j Var
(
[ΦSMs (X)Φ
SM
s (X)
T ]i,j
)
is obtained as
p∗q =
wq
[∑P
p=1 gq(τp)
]1/2
∑Q
q=1 wq
[∑P
p=1 gq(τp)
]1/2 (8)
where gq(τ) = 1 + kq(2τ) + k2q(τ) and kq(τ) = exp
(−2pi2(τTσq)2) cos (2piµTq τ). The integer
m∗q is determined as max{1, bMp∗qe} where bme denotes the integer closest to m.
4
Proposition 2 states that the optimal numbers for the sampled spectral points s = ∪Qq=1{sq,1, .., sq,mq}
are determined depending on the variational parameters, weight parameters, and inputs. When we
apply this sampling strategy to the SVSS for a large dataset, the total number of the pairwise distances
P = N(N − 1)/2 is too large to be efficiently computed for every iteration. Specifically, we
restrict P by selecting a small subset of data. For every iteration, we randomly select the subset
{τpi}Pri=1 ⊂ {τp}Pp=1 with the rate r ∈ (0, 1) used for calculating p∗q . This random sampling will be
validated in the experiment.
3.3 Approximate Natural Gradient Update for Variational Parameters
Once the ELBO estimator LˆN is computed, its stochastic gradients with respect to variational
parameters of q(S), as well as to other parameters, are computed and used to update the parameters.
To accelerate the convergence of the parameters, we propose using the approximate natural gradient
easily computed from the original gradient. We consider that variational parameters µq and σq for
q ∈ {1, .., Q} are updated in the logarithm domain because these parameters should remain positive.
Proposition 3 (Approximate Natural Gradient in the Log Domain). Let µ(t)q and σ(t)q be the t-th
iterated parameters ofN(µq, σ2q ) which is q-th component distribution for q(S). The natural gradient
of LˆN w.r.t µq and σq on log domain, i.e. ∇˜log µq and ∇˜log σq , can be approximated as
∇˜log µq LˆN ≈
(
σ
(t+1)
q
µ
(t)
q
)2
◦ ∇log µq LˆN ∇˜log σq LˆN ≈
1
2
∇log σq LˆN (9)
under the condition
∣∣∣ (σ(t+1)q
µ
(t)
q
)2
◦ ∇log µq LˆN
∣∣∣ < 1 and ∣∣∣∇log σq LˆN ∣∣∣ < 1 in element-wise sense.
These constraints are satisfied by normalizing the revised gradient by its 2-norm ‖ · ‖2. The derived
gradients are used to update the parameters using the optimizer with the adaptive learning rate.
4 Related Work
To train scalably the parameters of the kernel for large-scale data, variational inducing input method
[13–15] and sparse spectrum method [11, 16, 17] have been proposed. The variational inducing input
(VFE) method introduces a small number of inducing inputs such that the variational distribution of
the function-values on the inducing inputs best approximates the prior distribution of the function-
values on all inputs. The sparse spectrum method employs the approximate kernel matrix obtained by
a random Fourier feature (RFF) [10] to represent a GP prior. Among the sparse spectrum methods,
SSGP [11] optimizes the spectral points used for constructing the approximate kernel. To relax
the over-fitting issue of SSGP, VSSGP [16] applies a variational approximation to the spectral
points. VSSGP independently estimates the hyperparameters of the kernel and variational parameters.
However, the variational approximation of spectral points can directly approximate the spectral
density of kernel through the designed feature map while relaxing the over-fitting. Being different
from VSSGP, our approach train the parameters of the SM kernel by inferencing the variational
distribution of spectral points. In addition, we consider the sampling strategy and approximate natural
gradient to improve the performance of the approximate inference. Because of these differences, our
method efficiently train the SM kernel while employing a smaller number of parameters.
5 Experiments
In the first experiment, we show that our sampling strategy for spectral points helps approximate
the SM kernel more accurately. In the second experiment, we validate that the proposed estimator,
sampling strategy, and approximate natural gradient improve the inference for the SM kernel through
an ablation study. In the last experiment, we conduct a regression task on a large-size UCI dataset
[18] to evaluate the performance of the proposed approximate inference. We also include the results
of additional experiments in the supplementary material.
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Figure 2: SM kernel approximation on synthetic dataset (N = 100 D = 1): (a) {wq}Qq=1 randomly
initialized by U(0, 20) and (b) {wq}Qq=1 ∼ U(0.99, 1.01).
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(a) Concrete (N = 1, 030D = 8)
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(b) Parkinsons (N = 5, 875D = 20)
Figure 3: SM kernel approximation on (a) Concrete dataset and (b) Parkinsons dataset. The parameters
of SM kernel are initialized in the same way as the experiment shown in Figure 2(a).
5.1 SM Kernel Gram Matrix Approximation
We verify that the proposed sampling strategy enhances the SM kernel approximation over naive
sampling approaches with equal sampling and naive weight sampling of the spectral points using
pq = 1/Q and pq = wq/
∑Q
q=1 wq, respectively. Also, we show that even if a small number of
inputs is used to calculate {p∗q}Qq=1 by Eq. (8), our strategy can maintain the quality of the kernel
approximation. To validate the sampling’s effect in a general setting, we consider the different cases
of the number of total spectral points M and the number of mixture components Q for the SM kernel.
First, we approximate the small-sized SM kernel K ∈ RN×N with N = 100. We use X =
{0, .01, .., .99} as the kernel inputs. For the hyperparameters, we initialize the weights of SM kernel in
two ways by applying a uniform distribution U ; {wq}Qq=1 ∼ U(0, 20) and {wq}Qq=1 ∼ U(0.99, 1.01).
We consider these cases to show that the proposed sampling strategy approximates the SM kernel
well regardless of its weight parameters. To investigate how the amount of the data used to compute
p∗q affects the kernel approximation, we use only r fraction among P = N(N − 1)/2 pair-wise input
distances with r ∈ {.05, .1, 1}. For example, r = 1 denotes that all data are used for calculating
p∗q . We evaluate the approximation quality based on the relative error ‖K − Kˆ‖F /‖K‖F using the
Frobenius norm F .
Figures 2(a) and 2(b) describe the results of {wq}Qq=1 ∼ U(0, 20) and {wq}Qq=1 ∼ U(0.99, 1.01).
In Figure 2(a), the proposed method approximates the kernel matrix most accurately, followed by
naive weight sampling and equal sampling. By comparing the results of r = 1.0 and r = 0.05 in
both graphs of (a), we can conclude that using a small fraction of the inputs for calculating p∗q does
not degrade the performance under various conditions for M and Q. In Figure 2(b), similarly, the
proposed method outperforms both the naive weight sampling and equal sampling at different values
of M and Q. We believe that the improved performance is due to the optimal ratio p∗q which is
computed by the variational parameters {µq, σ2q}Qq=1 and inputs {τp}Pp=1 in addition to {wq}Qq=1.
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Figure 4: Approximate inference of SM kernel for SkillCraft (N = 3, 325 D = 18): (a) and (b) each
inference method compared for Q ∈ {4, 8} and M ∈ {3Q, 5Q, 15Q}, respectively.
Additionally, we apply our method on a large-scale high-dimensional real dataset: the Concrete
dataset (N = 1, 030 D = 8) in Figure 3(a) and the Parkinsons dataset (N = 5, 875 D = 20) in
Figure 3(b). Because N is large, we consider the restricted value of P = 1, 000, 000 and data rate of
r ∈ {0.05, 0.1}. We can see that our sampling strategy is the most effective at approximating the SM
kernel in the real dataset.
5.2 Approximate Inference for SM kernel
We investigate the effectiveness of the proposed inference methods composed of the regularized lower
bound estimator LˆN , the sampling strategy of proposition 2, and the approximate natural gradient of
proposition 3 by conducting an ablation study comparing the following inference methods:
• SS: denotes the variation of sparse spectrum GP [11] used to train the SM kernel approxi-
mated by Eq. (6). SS optimizes {wq, µq, σ2q}Qq=1 with the given {i}QMi=1 ∼ N(0, I) without
a reparameterization trick (RP). This approach is similar to the SM kernel inference in A
la Carte [19] without applying the fastfood [20] designed for a fast computation of a high
dimensional dataset.
• SVSS: optimizes the derived ELBO estimator Eq. (7) using the SGVB. We validate the LˆN
with N = 1. This is the basic inference method proposed in this study.
• SVSS-Ws: denotes the SVSS combined with the weight sampling strategy of Proposition 2.
• SVSS-Ng: denotes the SVSS combined with the natural gradient of Proposition 3.
• SVSS-WsNg: denotes the SVSS combined with the weight sampling strategy of Proposition
2 and the natural gradient of Proposition 3.
We use the UCI datasets in [18]: Skillcraft, Parkinsons, and Elevators. We run 5 repetitive experiments
and obtain the statistical result. For each experiment, each data set is randomly separated into a 90%
training set and 10% test set. In this experiment section, we report only the averaged value of the root
mean square error (RMSE) of the prediction on the test data during training.
Figure 4 describes the prediction results of the Skillcraft dataset with Q ∈ {4, 8} and M ∈
{3Q, 5Q, 15Q} using the approximate kernel ΦSMs (X)ΦSMs (X)T . By comparing SVSS with the
SS and the SS with the reparameterization trick (SS + RP) for all cases, we can confirm that the
regularizer KL term in LˆN=1 helps relax the over-fitting and find better parameters. Notably, its
effectiveness becomes clear as Q increases, which implies that the SVSS approach is beneficial for
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Figure 5: Comparison of the inference methods for CTslice∗ (N = 53, 500 D = 385): Mean
negative log likelihood (MNLL), RMSE, and single iteration time are used as performance metrics.
learning numerous parameters. By comparing the results between SVSS, SVSS-Ng, SVSS-Ws, and
SVSS-WsNg, we can see that the proposed sampling strategy and natural gradient accelerates the
convergence of the variational parameters in all cases of Q and M . Especially, the use of a sampling
strategy and natural gradient creates the synergy to accelerate the parameter learning. Similar results
are obtained for the other datasets. These results are provided in the supplementary material.
5.3 UCI Dataset Regression Task
To evaluate the approximate inference quality, we conduct a regression task specifically for the
large-scale datasets that are difficult to be trained using a conventional inference method. For the
comparison, we consider the following approximation methods in addition to the baseline inference
methods compared in the previous experiments:
• VFE: denotes the variational inducing input method [13], which is a representative scalable
inference method in GP . We use not only the SM kernel but also the RBF (ARD) kernel
because the RBF is the one of the most widely used kernels in the GP model.
• VSS: denotes the variatioanl sparse spectrum approximation of GP [16] which improves the
sparse spectrum GP [11] by variational approximation of the spectral points and the inputs
of the data through the VI [21, 22]. This method assumes that the SM kernel is used.
RMSE
Dataset N d VFE (RBF) VFE (SM) SS VSS SVSS SVSS Ws SVSS WsNg Exact (WsNg)
Concrete 1,030 8 0.377± .005 0.402± .009 0.421± .041 0.618± .000 0.396± .033 0.347± .009 0.341± .009 0.833± .009
Skillcraft 3,325 18 0.300± .013 0.309± .016 0.320± .008 0.310± .015 0.296± .009 0.297± .013 0.295± .012 0.310± .007
Parkinsons 5,875 20 1.386± .096 1.670± .343 3.084± .250 6.618± .161 2.821± .100 1.505± .115 1.635± .148 0.528± .068
Kin8nm 8,192 8 0.145± .005 0.148± .010 0.167± .006 0.226± .045 0.177± .009 0.130± .005 0.128± .008 0.080± .002
Elevators 16,599 18 0.121± .003 0.103± .002 0.100± .005 0.124± .003 0.093± .001 0.095± .001 0.095± .001 0.089± .002
Protein∗ 45,730 9 0.613± .019 0.620± .019 0.631± .018 0.653± .016 0.621± .016 0.603± .018 0.601± .016 0.542± .023
Blog∗ 52,397 280 0.915± .029 0.771± .015 0.885± .040 0.919± .067 0.845± .013 0.784± .034 0.784± .030 0.846± .122
CTsilce∗ 53,500 385 6.522± .458 6.948± .329 8.122± .331 8.496± .106 10.988± .246 7.952± .169 7.867± .292 2.614± .175
Table 1: Regression task on large scale UCI datasets: We use the SM kernel (Q = 4) and the number
of total spectral points M = 4 × 15 for all inference methods. For VFE, we set the number of
inducing points as 2M such that the size of VFE kernel matrix is equal to the other inference methods.
After 5 repetitive experiments, the statistical results are obtained. For each experiment, the training
and test data are randomly selected with a ratio of 9:1. We use single GPU (V100-16GB). For the
Protein, Blog, and CTslice datasets, VFE (SM) incurs a memory problem. For a fair comparison, we
equally divide 5 partitions of the dataset and then obtain the averaged result as regression task in [23].
Figure 5 compares the performance of the regression task for the CTslice datasets. We also present
the prediction results obtained using the exact SM kernel with the parameters estimated by the SVSS
and SVSS-WsNg. We can see that the parameters inferred by the proposed inference methods can be
used for the exact SM kernel; The proposed inference method predicts the outputs more accurately
using less computational time than other baseline inferences. Table 1 summarizes the RMSE for
each dataset. Exact (WsNg) denotes the prediction results obtained by the exact SM kernel with the
parameters estimated using SVSS-WsNg. We confirm that the proposed SVSS-WsNg and Exact
(WsNg) achieve better prediction results for most of the dataset.
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6 Conclusion
In this research, we proposed a way to efficiently estimate the hyperparameters of an SM kernel by
employing a sampling-based variational inference. Because we employ a regularized ELBO estimator
as an objective function, we can relax the over-fitting issue in SM kernel training . In addition, we
train the parameters of SM kernel in a scalable manner for large-scale data. To improve the inference
quality, we propose a sampling strategy for spectral points to robustly compute the regularized ELBO
estimator. We also propose an approximate natural gradient to optimize the variational parameters
of the SM kernel. We validated that the combination of the sampling strategy and the approximate
natural gradient used in the proposed approximate inference accelerates the convergence of the
parameters and results in better parameters for the SM kernel.
7 Broader Impact
In general, GP model is said to have the advantage of quantifying the uncertainty for the prediction
of the model. This characteristic allows the GP model to be widely used for the decision-making
because the quantified uncertainty of the prediction can be incorporated into decision-making. In
particular, for the sensitive problems where the individual randomness is more reflected in the
dataset and makes decision difficult, the quantified uncertainty can be a helpful factor to the decision.
For example, when the newly developed medicine should be verified for its use, the deterministic
prediction of clinical effect for the potential users would not be completely trustful because the
clinical trial results used as a training dataset contain the individual error of the tester. Thus, the
credibility of the prediction could be important in determining whether developed medicine is used.
This example explains why the uncertainty about the prediction should be estimated accurately and
explains why the elaborated GP-based hybrid model have been proposed for the accurate uncertainty
estimation and prediction. However, when the model becomes more complex, the learning of the
model is likely to have problems as the case of the SM kernel. In this context, our approximate
inference method can be used to train the complex GP-based model using a large-scale dataset while
alleviating the over-fitting issue. Furthermore, this approximate inference method can potentially
help the process of making more reliable decisions.
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