Automated methods were developed to detect fin whale calls recorded by an array of ocean bottom seismometers (OBSs) deployed off the Portuguese coast between 2007 and 2008. Using recordings collected on a single day in January 2008, a standard seismological method for estimating earthquake location from single instruments, the three-component analysis, was used to estimate the relative azimuth, incidence angle, and horizontal range between each OBS and detected calls. A validation study using airgun shots, performed prior to the call analysis, indicated that the accuracy of the three-component analysis was satisfactory for this preliminary study. Point transect sampling using cue counts, a form of distance sampling, was then used to estimate the average probability of detecting a call via the array during the chosen day. This is a key step to estimating density or abundance of animals using passive acoustic data. The average probability of detection was estimated to be 0.313 (standard error: 0.033). However, fin whale density could not be estimated due to a lack of an appropriate estimate of cue (i.e., vocalization) rate. This study demonstrates the potential for using a sparse array of widely spaced, independently operating acoustic sensors, such as OBSs, for estimating cetacean density.
I. INTRODUCTION
Monitoring marine mammals using passive acoustic instruments is an increasingly popular survey approach. Provided that the species of interest makes a sound that can be used as a cue to indicate that an individual is present, then passive acoustic monitoring can overcome some of the limitations of visual surveys. Acoustic surveys are less sensitive to weather conditions and can be conducted 24 h a day. In addition, acoustic monitoring equipment can be left in situ for extended time periods, enabling long term datasets to be collected throughout all seasons.
Passive acoustic studies have been used to address a variety of research issues, ranging from fine scale studies of animal behavior (e.g., lunge feeding behavior; Goldbogen et al., 2013) to population level processes (e.g., migration patterns; Stafford et al., 1999) . Passive acoustic instruments can either be fixed to the seafloor or be mobile, e.g., hydrophones can be towed by a ship or attached to oceanographic vehicles such as seagliders (Moore et al., 2008) . Passive acoustic instruments may be deployed as part of a dedicated marine mammal survey (e.g., Kerosky et al., 2012) , or they may have another primary purpose but can be used for marine mammal monitoring. For example, cabled hydrophone arrays at the U.S. Navy's Atlantic Undersea Test and Evaluation Center (AUTEC) and the Pacific Missile Range Facility (PMRF) have been used in several cetacean studies (e.g., Marques et al., 2009; Martin et al., 2013) .
In this study, fin whale (Balaenoptera physalus) calls were recorded by an array of ocean bottom seismometers (OBSs) deployed on the seafloor near the Straits of Gibraltar in the northeast Atlantic Ocean. Despite their low sampling rate (limiting their use to monitoring the low frequency calls of baleen whales) OBSs provide a useful source of opportunistic cetacean monitoring data. Data from OBSs have already been used in several studies to track the movement of blue (B. musculus) and fin whales (e.g., Rebull et al., 2006; Frank and Ferris, 2011; Wilcock, 2012; Soule and Wilcock, 2013) 1 to investigate habitat use (Wilcock and Thomson, 2010) and to investigate potential behavioral responses to both anthropogenic and natural sound sources (McDonald et al., 1995; Dunn and Hernandez, 2009) . In these studies, either azimuth was estimated using a single OBS or arrays of OBSs were used to provide locations of calling animals. Here we present a seismological method, the three-component method, which has been modified to estimate ranges to calling animals using a single OBS. Furthermore, we demonstrate how calls recorded on an array of such instruments can be analyzed using distance sampling (Buckland et al., 2001 ), a popular wildlife abundance estimation method. Distance sampling allows the probability of detecting fin whale calls to be estimated; this is a key step to ultimately estimating fin whale density or abundance using acoustic data.
The paper is laid out as follows. We begin (Sec. II) by describing the three-component method for estimating range. We then (Sec. III) describe the study area and seismic array and (Sec. IV) a validation study of the three-component method, undertaken within this area using airgun shots produced by a seismic survey vessel where source location was known. We next (Sec. V) apply these methods to fin whale calls and demonstrate (Sec. VI) how the outputs can be used in a distance sampling analysis. We finish (Sec. VII) with a discussion of the limitations and potential of the approach.
II. THE THREE-COMPONENT METHOD
Earthquake location using a single station (e.g., a single OBS) is a well-known problem in seismology. Frohlich and Pulliam (1999) provide a review of single-station location methods and their effectiveness in earthquake source parameter estimation. All methods require that seismometers record three components of seismic movement (on two horizontally orientated geophones and one vertically orientated geophone), and they also need a good knowledge of the propagation velocities in the media, both for primary and secondary waves (hereafter referred to P-and S-waves). If the seismic event is close to the earth's surface or its focal depth is known, then the single-station methods provide a good estimate of the earthquake epicenter. In this work, a single-station method proposed by Roberts et al. (1989) , known as the three-component analysis, is used to estimate the relative station-to-source azimuths and apparent emergence angles of signals produced in the water column. These parameters are then used to estimate incidence angles in the water column and horizontal ranges to the sources of the signals. A simplified overview of the method is given, followed by further details of some important considerations.
A. Single-station location method overview Pressure waves generated in the water column (denoted P in Fig. 1 ) above an OBS (denoted S in Fig. 1 ) reach the seafloor with incidence angle (i) (Fig. 1) . They are then converted to P-and SV-seismic waves that propagate into the sediments. SV-waves are S-waves where the ground vibration is vertical rather than horizontal (Doyle, 1995) . The OBS measures the ground velocity caused by both Pand SV-waves. If the seismic signal (V seis ) is decomposed into its horizontal and vertical components (A h and A z ) then the apparent emergence angle (i app ) of the ray traveling in the sediments can be estimated by the equation
Using both horizontal components of the ground velocity (A x and A y ), the azimuth of the source (/) can also be derived by the relationship
Here A x , A y , and A z are the amplitudes of channels x, y, and z, respectively, and
If the height of the source above the seafloor (h w ), the source azimuth (/) and the wave incidence angle in the water layer (i) is known, then the horizontal range (r) and the coordinates of the source (a,b) can be computed by trigonometry, as follows ( Fig. 1) :
The range estimation presented here has been simplified from the analysis in Roberts et al. (1989) because a homogenous vertical sound speed profile is assumed in order to estimate r [Eq. (4)], i.e., a realistic propagation model is not considered. In addition, in this study the horizontal geophones are denoted x and y, as opposed to E and N (denoting eastern and northern bearings, respectively), because the true orientation of the seismometer was not known. The threecomponent method cannot estimate the absolute azimuth and location of an acoustic source unless the true orientation of the sensors is provided (the true orientation can be measured in situ by remotely operated vehicles or it can be derived using well known natural or man-made sources). However, the relative locations of multiple sources detected by the same sensor can be defined. A key part of the method is the relationship between i app and i. The OBSs directly measure i app [Eq. (1)] but range estimation relies on i [Eq. (4)]. Angle i app is considered to be apparent because the ground velocity in the sediments contains both P-and SV-waves that result from the conversion of acoustic waves at the water-sediments interface. The true emergence angle for P-waves only in the sediments (i 2 ) is required for the estimation of i and can be derived from i app using standard theory of propagating plane waves at a liquid-solid boundary using Zoeppritz equations (e.g., described in Aki and Richards, 1980) . These calculations require properties of the water column and sediments to be defined (P-wave velocity in the water column and sediments, SV-wave velocity in the sediments, and water and sediment densities). After obtaining i 2 , the incidence angle in the water layer (i) is obtained from Snell's Law of refraction (e.g., Doyle, 1995) 
where a w and a s are the P-wave velocities for the water layer and sediments, respectively.
B. Measuring the azimuth and apparent emergence angle from seismic data Seismic signals and fin whale calls have complex waveforms with many cycles. The three-component method presented by Roberts et al. (1989) takes the complete waveform of a signal into consideration by using signal cross correlation techniques instead of simple amplitude measurements on the three geophone channels. This method extension is described fully in Roberts et al. (1989) and was implemented here, as described in the following text.
The particle velocities recorded by the geophone channels x, y, and z, over time, t, are defined as the vectorṽðtÞ 
Assuming that the wave is linearly polarized in the ray direction, then particle velocities of the three components should be correlated with constant coefficients c and d that depend exclusively on the azimuth and apparent emergence angle
In addition to the polarized signal, the OBS will also record ambient seismic noise that is assumed to be stationary, uncorrelated to the signal on a given channel and uncorrelated with signals and noise on the other channels in the frequency range studied. The three components of the ground velocity are then expressed as _ xðtÞ ¼ cPðtÞ þ N x ðtÞ; _ yðtÞ ¼ dPðtÞ þ N y ðtÞ;
where P(t) is the arrival of a pressure wave at time, t, and N x is a measure of noise on channel x (and similarly for the other channels).
If the cross correlation of two functions f and g are represented by the symbol hf ; gi, then the cross correlation between the x and y particle velocities and the z component will give
The apparent emergence angle and azimuth are then estimated using
The three-component method has been implemented in SEISAN, a program for analyzing seismological data (Ottem€ oller et al., 2011) , except for the contribution of the vertical noise autocorrelation [Eq. (12) ]. In this case study, the SEISAN routine was used but adjusted to include a measure of the noise autocorrelation.
C. Estimating the incidence angle in the water column
In this case study, the apparent emergence angle (i app ) in the sediments was assumed to be approximately the same as the true emergence angle in the sediments (i 2 ) and was used to estimate the incidence angle in the water (i) directly. This was due to a lack of data about sediment properties in the study region. In the Gulf of Cadiz, field measurements of shallow sediment properties are scarce, but the sediments are known to be water-saturated with P-wave velocities of approximately 1.8 km/s (Shipboard Scientific Party, 1972) . SV-wave velocities have not been measured, but the corresponding SV-wave velocity in a fluid-like marine sediment is estimated to be approximately 0.1-0.2 km/s (Buckingham, 1998) . A simple simulation study was conducted to show FIG. 1. (Color online) Geometry of the single-station location method as applied to an acoustic source (P) above the seismic sensor (S) at the seafloor. If the wave incidence angle in the water layer (i) and the height above the seafloor of the source (h w ) are known then the horizontal range between the source and sensor can be computed. At the sea-floor the acoustic wave is converted to P-and SV-seismic waves, and the corresponding ground velocity (V seis ) is measured by the seismometer. The three components of ground velocity (A x , A y , A z ) define the apparent emergence angle in the sediments (i app ) and the azimuth (/) of the source. A h is the horizontal amplitude of the ground motion.
that the difference between i app and i 2 is determined by the velocity of the SV-wave (Fig. 2) . For a range of known incidence angles, apparent emergence angles were estimated using the Zoeppritz equations for a range of SV-wave velocities (0.1-0.9 km/s, denoted as b 2 in Fig. 2 ). Water density (q 1 ) and sediment density (q 2 ) were assumed to be 1.015 and 1.4 g/cm 3 , respectively. P-wave velocity was assumed to be 1.51 and 1.8 km/s in the water (a 1 ) and sediment (a 2 ), respectively. The true emergence angle for the P-wave only, i 2 , in the sediment was also calculated using Snell's Law. The results show that assuming i app is equal to i 2 underestimates i to varying degrees. However, the low predicted SV-wave velocity for the study region means that a close relationship between i app and i 2 should exist (Fig. 2) , making the use of i app a reasonable approximation in the absence of adequate sediment data.
Not all incidence angles can be estimated by the threecomponent method. If the P-wave velocity in the second medium (i.e., the sediments in this case) exceeds the P-wave velocity in the first medium (i.e., the water column), then solutions to the Zoeppritz equations can contain complex numbers. The value of the critical angle, i c , above which complex numbers are calculated, is determined by the exact values of the P-wave velocities
Beyond this critical angle, i app also becomes a complex number that cannot be measured from the OBS. Furthermore, for a given source height above the seafloor, the critical angle can be used to estimate a critical range, R c , beyond which the three-component method cannot be used, N-37 N, and 8 W-12 W (Fig. 3 ). The OBSs lay on the seabed in water depths ranging from 1993 to 5100 m with at least 30 km separating a pair of instruments. All instruments were retrieved in August 2008. Each OBS contained a three-component seismometer (model: Guralp CMG-40T, flat velocity response: 0.017-50 Hz) and a hydrophone (model: Hightechinc HTI-04/01/-PCA/ULF, response band: 0.017-8 kHz, sensitivity: À194 dB re. 1 V/lPa). The acquisition system settings ensured that seismic velocity recorded between 0.017 and 40 Hz and pressure recorded from 0.1 to 40 Hz without attenuation. The sampling rate for all channels was 100 Hz (Carrara et al., 2008) . The retrieved data for each OBS were saved as four single channel data files in a MiniSEED format, a standard file format for seismological data (Incorporated Research Institutions for Seismology, 2011). The data were filtered between 4 and 40 Hz using a Butterworth eight-pole bandpass filter and were converted to multi-channel sound files using SEISAN (version 8.3) (Ottem€ oller et al. 2011) . The hydrophone data were also used to create single channel .wav files (in a 32-bit integer format, filtered between 2 and 50 Hz using a Butterworth eight-pole bandpass filter).
IV. VALIDATION ANALYSIS: AIRGUN DATA
In September 2007, the ship R/V Atalante passed over OBS18 and OBS19 while producing airgun shots (Somoza et al., 2007) . The results of the three-component analysis from data recorded by each OBS were similar; hence, for brevity, the results from OBS18 are presented in detail and a summary of the results from OBS19 are given. A subsample of the dataset was used for the validation study presented here: when the ship was within 12 km of OBS18 and OBS19 for approximately 2.5 and 2.3 h, respectively. The depth of OBS18 was 4605 m and the depth of OBS19 was 4287 m. A normalized cross correlation algorithm to detect airgun shots in both datasets was run in SEISAN using manually selected airgun pulse templates (one for each dataset). The templates were selected by displaying the waveform of the datasets and the first pulse of a direct wave with a good signal to noise ratio (SNR) was identified in each dataset (Fig. 4) . The templates were chosen on the vertical channel, z, and all subsequent detections were made using the same channel. The template airgun shots were broadband signals, covering the frequency range of the OBSs. The duration of the template selected in the OBS18 dataset was 430 ms (Fig. 4 ) and the duration of the OBS19 template was 370 ms.
FIG. 2. Simulation results
showing angles (both true emergence angles, i 2 , and apparent emergence angles, i app ) in the sediments plotted against true incidence angles in the water column (i), for a pressure wave produced in the water column (P). The first line corresponds to values of i 2 and each line below corresponds to a set of values for i app , given a particular SV-wave velocity (b 2 ). The P-wave velocity in the water (q 1 ) is 1.5 km/s, P-wave velocity in the sediments (q 2 ) is 1.8 km/s, water density (a 1 ) is 1.0 g/cm 3 and sediment density (a 2 ) is 1.4 g/cm 3 . SV-wave velocity ranges from 0.1 to 0.9. The value of i 2 was computed from i by Snell's law and i app was computed by the solution of the Zoeppritz equations. All angles are given in degrees.
A. Preliminary analysis
For the analyses of data from both OBSs, a threshold was set for the cross correlation to minimize the risk of false detections-if the correlation between the template and a signal in the dataset did not exceed the threshold value, then the detection of that signal was discarded. The threshold was set to 0.5 (1.0 would indicate a perfect correlation). In addition, a 1 s minimum buffer period between successive detections was set to prevent the cross correlation routine triggering on the same signal more than once. If a second detection was encountered within 1 s of another detection, the detection with the highest correlation value was selected. The times of all detected signals were stored in SEISAN. The three-component analysis was applied, assuming that the P-wave velocity in the sediments was 1.8 and 1.5 km/s in the water column. For these velocity values, the estimated critical incidence angle was 56
, resulting in an estimated critical range of 6.9 km for OBS18 and 6.5 km for OBS19. To correct for noise, a window of noise equaling the length of the template signal was measured immediately prior to a detection. A total of 287 airgun shots were produced in the OBS18 dataset and 120 signals were detected, which were all verified to be airgun shots by visually inspecting the spectrogram. One signal had to be discarded for further analysis as data for its location were missing.
The known ranges between the remaining 119 signals and the OBS were compared to the estimated ranges. The ship moved toward the OBS, then away from the instrument. Range was well estimated for signals produced during the ship's approach, but range was increasingly poorly estimated as the ship moved away [ Fig. 5(a) ]. The range was underestimated for 96 signals and overestimated for 23 signals. The maximum difference between the known range and the estimated range was 5.4 km. The poorer estimates of range were reflected in the azimuth and incidence angle estimates. The known azimuths had to be corrected by a constant to account for the unknown orientation of the OBSs so that they could be compared to the estimated azimuths. The estimated values matched the corrected known values reasonably well at ranges up to approximately 5 km, but there were some FIG. 5 . (a) Estimated horizontal range (black circles, both closed and open) compared to the known range of airgun shots (gray closed circles) recorded on OBS18 through time (displayed as number of seconds since 00:10:00 on September 2, 2007, which was the start of the period containing airgun shots used in this analysis). Black open circles denote estimated ranges of airgun shots detected in the preliminary analysis. Range estimates retained once selection criteria were applied to filter out poor locations are denoted by black closed circles. All ranges are given in kilometers. (b) Estimated azimuths (black circles, both closed and open) compared to the known azimuths of airgun shots (gray closed circles) recorded on OBS18 through time (displayed as number of seconds since 00:10:00 on September 2, 2007, which was the start of the period containing airgun shots used in this analysis). Black open circles denote estimated azimuths of airgun shots detected in the preliminary analysis. Azimuth estimates retained once selection criteria were applied to filter out poor locations are denoted by black closed circles. All azimuths are given in degrees. (c) Estimated incidence angles (black circles, both closed and open) compared to the known incidence angles of airgun shots (gray closed circles) recorded on OBS18 through time (displayed as number of seconds since 00:10:00 on September 2, 2007, which was the start of the period containing airgun shots used in this analysis). Black open circles denote estimated incidence angles of airgun shots detected in the preliminary analysis. Incidence angle estimates retained once selection criteria were applied to filter out poor locations are denoted by black closed circles. All angles are given in degrees. (d) Estimated horizontal range (black circles, both closed and open) compared to the known range of airgun shots (gray closed circles) recorded on OBS19 through time (displayed as number of seconds since 06:00:00 on September 2, 2007, which was the start of the period containing airgun shots used in this analysis). Black open circles denote estimated ranges of airgun shots detected in the preliminary analysis. Range estimates retained once selection criteria were applied to filter out poor locations are denoted by black closed circles. All ranges are given in kilometers.
large differences at greater ranges [ Figs. 5(a) and 5(b) ]. The known and estimated incidence angles were also compared. The incidence angles were well estimated within 4 km, but they became poorer as the ship moved away from the OBS [Figs. 5(a) and 5(c)]. The last five detected airgun shots were outside the critical range, and so the estimates of azimuth and incidence angle were expected to be poor. However, there were two airgun shots within the critical range (at 5.8 and 6.4 km) that also produced very poor azimuth and incidence angle estimates.
A total of 281 airgun shots were produced in the OBS19 dataset and 102 of these were detected. The estimated range reflected the true range well on the ship's approach, but, again, range estimation was poorer as the ship moved away from the instrument. This effect was generally more pronounced for this dataset although the maximum difference between known and estimated range (3.0 km) was less than in the OBS18 dataset [ Fig. 5(d)] .
B. Analysis with selection criteria
The localization results were filtered using several criteria in an attempt to retain only good quality localizations. The detection threshold was raised to 0.75, and the SNR of each detection was calculated and had to exceed a threshold (set to 5). The relationship between the two vertical channels (channels h and z) also enabled poor quality localizations to be discarded as follows. The correlation and time difference between the signals recorded on the two channels were measured and compared against thresholds. The correlation threshold was set to 0.3, and the maximum allowable time difference was 0.1 s. The application of these criteria to the OBS18 dataset removed 41 signals, including the more distant ones, and the azimuths were well estimated for the remaining 79 signals [ Fig. 5(b) ]. The incidence angle was still poorly estimated for some signals as the ship moved away from the instrument [ Fig. 5(c) ], but the maximum difference between the known range and estimated range was reduced to 894 m. Range was underestimated for 60 signals and overestimated for 19 signals [ Fig. 5(a) ]. The majority of the range differences were within 200 m (for 64 signals).
The same criteria were applied to the OBS19 dataset and 34 signals were removed. The filtered results still contained poor range estimates as the ship moved away from the OBS, and this was reflected in both the maximum difference between the known range and estimated range (1.4 km) and that only 30 of the 68 remaining signals had a range difference of less than 200 m [ Fig. 5(d)] .
Aside from the apparent ship movement effect, these selection criteria worked well in removing many of the problematic estimates at larger ranges, although further analyses are required to assess the exact role of each criterion. In addition, the results suggest that using the apparent emergence angle in the sediments is, in most cases, a reasonable approximation for the true emergence angle in the sediments. Whether the approximation is a contributing factor to the poorer estimates of the incidence angle in the water column is not known. Further discussion of the potential sources of bias and improvements to the method is given in Sec. VII. Fin whales occur worldwide and are categorized as "endangered" on the International Union for Conservation of Nature's Red List of Threatened Species (Reilly et al., 2008) . Fin whales are found in both the Mediterranean Sea (Notarbartolo di Sciara et al., 2003) and the northeast Atlantic (e.g., Nieukirk et al., 2004; Charif and Clark, 2009) . Studies have used tagging, genetics, visual, and acoustic surveys to try to establish the population structure and distribution of fin whales in this area (Castellote et al., 2012) .
Fin whales produce a variety of sounds (Thompson et al., 1992) . The "20-Hz" call is the most studied fin whale vocalization and has been recorded worldwide e.g., in the Pacific, the Atlantic and the Southern Ocean ( Sirović et al., 2007; Stafford et al., 2009; Nieukirk et al., 2012) . The calls may be produced in long, stereotyped bouts, which are often referred to as song (Janik, 2009 ). To date, only males have been found to sing, and it is possible that the song is part of a reproductive strategy (Croll et al., 2002) . Each call is $1 s in duration, sweeping downward over a 15-30 Hz range. Source levels above 180 dB re. 1 lPa at 1 m have been estimated (e.g., Watkins et al., 1987) . There is geographic variation in some features of the calls, such as frequency content and inter-call intervals, which may indicate population level differences (e.g., Delarue et al., 2009 , Sirović et al., 2007 . Between 2006 and 2009, acoustic data were collected from various sites within the Mediterranean Sea and in the Atlantic Ocean (Castellote et al., 2012) . Castellote et al. (2012) found that the inter-call interval, the duration, and the frequency bandwidth of calls produced in the Atlantic were significantly different to calls produced in the Mediterranean Sea. Calls detected in the Straits of Gibraltar and the Alboran Sea (the first stretch of Mediterranean water to the east of the Straits) matched the call type associated with Atlantic Ocean fin whales. The Mediterranean call type was not detected in this region. The authors concluded that whales from the Atlantic migrate into the Mediterranean Sea during the winter but that Mediterranean whales may not leave the Mediterranean Sea (Castellote et al., 2012) . The area where the OBS array in this study was deployed may therefore be part of the migration route for animals moving between the Atlantic Ocean and the Mediterranean Sea. The OBS array provides a valuable dataset of vocalizations over the course of 12 months. Furthermore, the ability to estimate distances to calls means that distance sampling (Buckland et al., 2001) can be used to estimate the average probability of detecting a call, a key parameter for estimating animal abundance using passive acoustic data. The current population size for fin whales in the central and northeastern Atlantic is estimated to be 30 000 (approximate 95% confidence interval: 23 000-39 000) (International Whaling Commission, 2010), but it is not known how many animals use the Straits of Gibraltar as a migratory corridor.
Although a year of data were collected from this array, the detection and distance sampling analysis of fin whale calls reported here was performed on data collected on only a single day as proof of concept. However, this study is part of a larger research effort, which aims to produce density estimates of fin whales across the monitored region using the OBS data.
B. Detection and range estimation of fin whale calls
The detection and range estimation protocol for the fin whale call analysis was similar to that used in the airgun shot analysis. To pick a template call with a good SNR, spectrograms were created from the .wav files and viewed using TRITON (Wiggins, 2003) , a software package written in MATLAB (Mathworks, 2012) . Spectrograms in TRITON were calculated using a discrete Fourier transform with a Hanning window (using a window length of 128 samples with an overlap of 95%) (Lurton, 2002) . Brightness and contrast settings were adjusted to produce the best visual image. Each viewing window was set to display 30 s of data and was equalized over the 30 s window to improve the SNR. The entire frequency range (0-50 Hz) was displayed for all spectrograms (Fig. 6 ). The template call was chosen from a recording on instrument OBS04 on January 4, 2008. It ranged in frequency from 27 to 18 Hz and had a duration of 790 ms (Fig. 6) .
The cross correlation threshold was set to 0.75, and a 1 s buffer period was defined. The three-component analysis was applied, assuming that all calling whales were situated at the sea surface. The same P-wave velocities in the water and sediment were assumed as in the airgun shot analysis, and the same criteria were used to select the localizations: the SNR had to be greater than 5, the correlation between the detections recorded on the two vertical channels had to be greater than 0.3, and the time difference less than 0.1 s.
Not all OBSs could be used for the localization of fin whale calls because some of the horizontal geophones failed at various times. On January 4, 2008, the channels required for call localization were available on 11 OBS instruments (Fig. 3) . Running the cross correlation detector and conducting the three-component analysis on the available data resulted in a total of 2340 localizations of acceptable quality (Table I ). The ability of the automatic detector was assessed by manually checking over 10% of the detections (n ¼ 260): 95% of detections were positively identified as fin whale calls. The remaining 12 detections were not definite false detections but could not be positively identified as fin whale calls.
Estimated azimuths ranged from 0 to 359.9 , and estimated incidence angles ranged between 2 and 49 . The maximum estimated horizontal range of a call from an OBS was 3773 m, and the minimum was 87 m. Therefore due to the wide spacing of the OBSs, none of the detections were duplicates. The spatial distribution of detected calls around each OBS is given in Fig. 7 . Note that the displayed orientation is arbitrary because the absolute orientation of the calls with respect to each OBS is not known.
VI. DISTANCE SAMPLING ANALYSIS
A. Density estimation using passive acoustic data
The potential of passive acoustic monitoring to estimate cetacean density and abundance has been known for many years (e.g., McDonald and Fox, 1999) . Estimates of the minimum number of whales, minimum whale density, and relative abundance in particular areas based on such data have appeared in several studies (e.g., McDonald and Fox, 1999; Charif et al., 2001; Gillespie et al., 2005; McDonald, 2006) . In recent years, there have been large advances in the application and development of statistical methods to estimate absolute density and abundance of cetaceans using passive acoustic surveys (reviewed in Marques et al., 2013) . The suite of available methods include plot sampling Ward et al., 2012) , distance sampling [both line transect sampling with towed instruments (e.g., Barlow and Taylor, 2005) and point transect sampling with fixed (i.e., static) instruments (e.g., Marques et al., 2011) ], spatially explicit capture-recapture (SECR) Martin et al., 2013 ) and a range of novel approaches developed specifically for this purpose (e.g., Marques et al., 2009 ). To generate estimates of absolute density and abundance, any undetected animals must be accounted for (both vocalizing and non-vocalizing in an acoustics context). This requires an estimate of the average probability of detecting the acoustic signal that is being used; this corrects for signals that were produced by an animal but missed by the detection process. Furthermore, an estimate of the average rate at which the signal is produced over the time surveyed (hereafter referred to as the cue rate) is also required unless individual animals can be identified from their signals. This latter parameter is used to convert the estimate of the density or abundance of signals to an estimate of the density or abundance of animals. It can also be used to account for animals that are not vocalizing at the time of the survey (see Marques et al., 2013) .
A typical example of a formula used to estimate density of animals from detected acoustic signals iŝ
where n is the number of detected cues, ĉ fd is the proportion of false detections (measured manually from a sample of the detections), w is the truncation distance (see following text), P det is the average probability that a cue made in the surveyed region will be detected, T is the total monitoring time, summed across all instruments andr cue is the cue rate. Animal abundance in a given area is estimated by multiplying the density estimate by the area of interest (Buckland et al., 2001) . In this case study, the probability of detection was estimated using distance sampling, but no appropriate estimate of the cue rate was available to convert this to an estimate of animal density or abundance.
B. Distance sampling-background and assumptions
In distance sampling, a statistical model, known as the detection function, is fitted to the horizontal distances to detected individual animals (or cues) to estimate the average probability of detecting an animal (or cue) as a function of distance (Buckland et al., 2001) . Distance sampling based on cues requires several assumptions, which need to be upheld to provide a robust estimate of the average probability of detection and associated variance. The key assumptions are
(1) Cues made on the track line (for surveys conducted along transect lines) or at the center of the point (for surveys conducted using a static observer or instrument) must be detected with certainty. In this case study, that implies that all calls made directly above each OBS must be detected. (2) Distances to cues are measured accurately.
A third assumption is that detections of cues are independent from one another, but the methods are robust to violation of this, although statistical tests to assess the fit of the detection function may be affected if there is strong dependence between detections (Buckland et al., 2001 ). In addition, dependent detections may cause overdispersion in the distance estimates, leading to the selection of an over-complicated detection function. We discuss whether the two key assumptions were met in this analysis in Sec. VII. C. Estimating the probability of detecting a fin whale call, P det
The number of detections with accepted locations was 2340 (including any uncertain detections; see Sec. VII). The distribution of estimated horizontal ranges (Fig. 8) was typical of distance sampling data around fixed points: the frequency of detections increased then decreased with range because the area around points increases with range, therefore incorporating an increasing number of signals, but signals become more difficult to detect as range increases (see Buckland et al., 2001 , Sec. 5.2 and Fig. 5.1) .
The distance sampling analysis was conducted using PROGRAM DISTANCE (version 6.1, beta 1) and followed guidelines given in Buckland et al. (2001) . As part of the initial modeling, a truncation distance, w, was chosen (3000 m), and all calls detected at a distance greater than 3 km (approximately 1% of all observations) were discarded (leaving 2321 detections). This improves the reliability of the detection function fitting (see Buckland et al., 2001 for details). Three different detection function models were fitted to the remaining data: a half normal key function, the key function with up to three cosine adjustment parameters, and the key function with up to three hermite polynomial adjustment parameters. Akaike's Information Criterion (AIC) was used to choose the most parsimonious model, indicated by the lowest AIC score among competing models. The absolute goodness of fit of the selected model was judged by visually inspecting the fit of the model to the data and the quantile-quantile (Q-Q) plot (points lining up on a 1:1 line on the Q-Q plot suggest a good fit). The result of the Cramer-von Mises goodness of fit test (conducted using PROGRAM DISTANCE) was also considered. The null hypothesis of the goodness of fit test (supported by a high p value) is that the fitted model is the true model (Buckland et al., 2001 (Buckland et al., , 2004 .
The fit of the selected detection function, a half normal key function with two cosine adjustment parameters, was reasonable (Fig. 9) . The fit of the detection function to the data at ranges close to the OBS is particularly important because the gradient of the detection function at zero distance has a large influence on the estimate of P det . There was some lack of fit at small ranges, which was evident in both the detection function and Q-Q plots (Figs. 9 and 10 ). The goodness of fit test had a p value 0.001, suggesting that there was strong evidence to reject the null hypothesis. However, such goodness of fit tests are sensitive to large datasets and so can suggest a bad model fit, even when the fit is adequate. In addition, all detections were not independent from each other (discussed in Sec. VII); this may also affect the goodness of fit test results. The estimate of P det within the truncation distance was 0.313 (standard error: 0.033).
VII. DISCUSSION

A. Assumptions of the three-component analysis
A number of simplifications of the single-station location method were used in its application to the airgun shot and whale call datasets: (a) The effect of SV-wave velocity in the sediments was neglected, and the incidence angle in the water layer was computed directly from Snell's law (it was assumed that the apparent emergence angle was close to the true emergence angle in the sediments); (b) it was assumed that all OBSs were placed on water saturated sediment with the same P-wave velocity; (c) seismic noise was assumed to be random and uncorrelated with signals and noise on other channels; (d) a homogenous vertical sound velocity profile was assumed to estimate the horizontal range i.e., acoustic rays were assumed to travel in straight lines in the water; (e) finally, all calling whales were assumed to be at the sea surface.
The relationship between the apparent and true emergence angles in the sediments was investigated prior to the airgun validation study using a simulation study as discussed in Sec. II C. This suggested that the apparent angle was an adequate approximation for the true emergence angle in this preliminary work. However, incidence angles in the water column and ranges will have been underestimated by ignoring the contribution of SV-waves to the apparent angle. A future step in this work will be to use the best estimates of sediment properties for the study region and apply the Zoeppritz equations. The shallow marine sediments in the Gulf of Cadiz should be similar to pelagic sediments in other parts of the world as indicated by available empirical data (Shipboard Scientific Party, 1972) . Furthermore, all OBSs were deployed in a similar geological environment, and so it is not expected that there will be large differences in sediment properties between instruments. It will be difficult to test the assumptions made about seismic noise and their possible effects on the range and azimuth estimates. However, only detections with good SNR are selected, and, for these detections, the noise contribution will be small.
The assumed water column properties will have two effects on the range estimates. First, the incidence angle derived by Snell's law or the Zoeppritz equations depends FIG. 8 . Horizontal ranges (m) of presumed fin whale calls from eight OBS instruments estimated using the three-component analysis. The total number of accepted ranges estimated was 2340.
on the true sound speed immediately above the OBS. Given that different OBSs are at different water depths, the sound speed is unlikely to be constant for all of them. Second, sound velocity is affected by depth, temperature, and salinity, all of which show spatial and temporal variation (Lurton, 2002) . Therefore an important improvement to this method would be to use appropriate sound velocity profiles for each OBS and apply a ray tracing model to more accurately predict the location of the source (e.g., Lurton, 2002) . However, we do not expect the incorporation of a realistic sound velocity profile to have a large effect on range estimation. Preliminary work with the airgun datasets suggests that the bias in range estimation is less than 200 m within the critical range.
Assuming the same depth for all calling fin whales was another simplification. However, although fin whales are able to dive to depths of over 400 m , calling whales have been recorded at approximately 50 m (Watkins et al., 1987) . Therefore the assumption that calling fin whales were at the sea surface seemed reasonable for this preliminary study, especially as the OBSs were deployed in deep water, so the relative inaccuracy in the estimated horizontal distances caused by imprecision in the assumed depths of the animals will be small.
B. Performance of the three-component analysis in the validation study
The preceding assumptions (apart from whale depth) were broadly tested by performing a validation exercise of the three-component analysis using airgun sounds of known location. In general, the method performed well, especially when selection criteria were used and ranges were restricted to be smaller than the critical range. Most horizontal ranges were then estimated with a bias of up to 200 m but range underestimation (up to 1400 m) persisted.
The method would also benefit from a validation exercise using fin whale calls, and we plan to undertake this. Although airgun shots are produced at the sea surface, they differ from fin whale calls in their duration, frequency range, and structure. Furthermore, the shots generally had a higher SNR than the whale calls, and their propagation through the water column may have been different. To establish whether the three-component analysis requires further modification for specific use on fin whale calls, a dataset from an OBS array with smaller instrument spacing will be analyzed using both standard multiple-instrument localization methods and the three-component method.
C. Further development of the three-component analysis
In addition to checking the method's assumptions and further validation work, the selection criteria require further investigation. Three criteria were used to filter the locations (SNR and the correlation and time difference between the two vertical channels), but the values selected for these criteria failed to remove all poor estimates. Further work needs to be done to determine whether the performance of the method could be improved using different parameter values or additional criteria. For example, a parameter estimated in the three-component analysis, the coherency factor, should provide a quality check of both the azimuth and incidence angle estimates (Roberts et al., 1989) . However, in preliminary trials, using the coherency factor was found to eliminate otherwise good locations at closer ranges.
D. Detection and range estimation of fin whale calls
The cross correlation routine used to detect fin whale calls worked well. None of the sampled detections were definitely false, and 95% of sampled detections were classified as definite fin whale calls. The remaining 5% were "uncertain" detections. In a density analysis where the number of detections is used [Eq. (7)], the analyst would have to decide whether to include uncertain detections as calls or false detections or rerun the analysis using a higher detection threshold, which would hopefully eliminate such uncertain detections. Further removal of calls by changing the threshold or selection criteria will not negatively affect the subsequent distance sampling analysis, as long as the sample size of detected calls does not become too low and that calls produced immediately over the OBS (at 0 m horizontal distance) are not filtered out.
The validation study demonstrated that there is error in the estimation of the incidence angle and range (and, to a lesser extent, the azimuth). Therefore it is likely that the locations of fin whale calls contain error, but this will be addressed by improving the assumptions of the method and performing a validation study using fin whale calls. Furthermore, the unknown orientation of the OBSs was not an issue in this study as only range from each OBS to each calling fin whale was required for the distance sampling analysis. However, knowledge of the absolute location of each animal would aid other research topics, e.g., investigations of animal movement in relation to oceanographic features. E. Distance sampling using single OBSs OBS arrays have been used in previous cetacean studies (e.g., Rebull et al., 2006; Dunn and Hernandez, 2009; Wilcock and Thomson, 2010) , but this is the first attempt to apply distance sampling techniques to data from OBSs. Given that propagation modeling studies have shown that fin whale calls can be detected up to $50 km ( Sirović et al., 2007; Stafford et al., 2007) , the estimate of P det might appear to be lower than expected for a 3 km monitoring radius. However, the estimate of P det is the estimated probability that a given call was not only detected but also produced a localization of sufficient quality. We next consider whether the assumptions that underpin the distance sampling approach were reasonable.
The main assumptions associated with distance sampling analyses based on cue counting are listed in Sec. VI B. Fin whale calls have high source levels, and so it was reasonable to assume that an animal calling at a horizontal range of 0 m, i.e., directly above an OBS will be detected. The results from the airgun validation study suggested that the three-component method tends to underestimate the range to sound sources. In distance sampling, this will lead to an underestimate of P det and an overestimate of density. Therefore the true probability of detecting a whale call within 3 km might be higher than the estimated value of 0.3. Fin whales can produce calls in long bouts, so the assumption of independent distances was clearly violated for distances that were estimated within the same song bout. As a result, despite detecting over 2000 calls, the density estimation analysis suffered from having a small number of independent distance estimates. However, distance sampling is robust to dependent detections. The distances were not overdispersed, though the goodness of fit test may have been affected.
F. Improvements to the distance sampling analysis-toward density estimation
In this analysis, we have modeled the probability of detecting a call as a function of range from the instruments. One potential extension is to use multiple covariate distance sampling (MCDS), which allows other covariates that potentially influence cue detectability to be included (Marques et al., 2007) . For example, in some visual surveys, different sea states or observer identity may affect the probability of detecting an animal or cue, and these can be included as covariates in the detection function. In acoustic surveys, ambient noise is an important covariate to consider, especially if a survey takes place over extended spatial and temporal scales; we plan to do so in future analyses.
Due to the lack of an appropriate cue rate, it was not possible to estimate animal density or abundance in this analysis. The cue rate required for density or abundance estimation is a measure of how often an animal vocalizes on average during a time interval that includes periods of both vocal and non-vocal activity. The cue rate is, therefore, a difficult parameter to estimate accurately. Ideally, it should be estimated using data from tagged animals or from animals that are tracked both visually and acoustically to capture non-vocal activity. In addition, the cue rate should be measured at the same time and in the same region as the main study. Tagging studies of fin whales have been conducted elsewhere , so a relevant cue rate may be available in the future. If individual-based distance sampling could be used (rather than cue counting) where detections of animals, not calls, are recorded, the need for a cue rate would be eliminated. However, identifying individual tracks would require a more detailed analysis of the timing of the detections and may be too difficult in periods where there is a lot of vocal activity.
Another important consideration for density or abundance estimation is the correction for false detections and other features of the automatic detector that may cause bias. Equation (7) provides a correction for false detections (1 -ĉ fd ). For fin whale calls, multipath arrivals of calls are also a potential issue. They may trigger the detector, resulting in one call being counted multiple times. Multipath signals can be dealt with by setting the buffer parameter to exclude potential multipath arrivals or by checking a sample of detections to determine the proportion of multipath arrivals in the sample in the same way as for false positives. The latter is likely to be the most effective option as extending the buffer period could exclude calls from other individuals. In addition, multipath arrivals can have a higher amplitude than the main signal, so multipath arrivals may be hard to exclude using automatic methods (Wilcock and Thomson, 2010) .
G. Conclusions
We have shown that data from OBS arrays have the potential to produce density and abundance estimates of marine mammals that produce low frequency vocalizations. Although the three-component method can only localize calls within a certain critical range, the ability to create a widely spaced, or sparse, array from instruments that can each range to calling whales is advantageous. First, each instrument acts as an independent monitoring point. In contrast, monitoring points would have to consist of several instruments if multiple-instrument localization methods were to be used to produce ranges for distance sampling. Second, the accuracy and precision of density estimates are improved with a larger number of monitoring points (Buckland et al., 2001) . Therefore sparse arrays of OBSs, or similar instruments, have the potential to monitor larger survey regions and produce more robust results for the same cost as arrays that have the same number of instruments but rely on close instrument spacing for range estimation. Many OBS arrays have been deployed in the past, and more deployments are planned for the future (U.S. National Ocean Bottom Seismography Instrument Pool, 2010). There are, therefore, plenty of opportunities for these arrays to be used to monitor marine mammal populations. However, regardless of the specific density estimation method used, a thorough understanding of the vocal behavior of the study species, particularly its vocalization rate, is required to estimate absolute density or abundance from such arrays.
