It is shown that the weak L p spaces ℓ p,∞ , L p,∞ [0, 1], and L p,∞ [0, ∞) are isomorphic as Banach spaces.
Introduction
The Lorentz spaces play an important role in interpolation theory. They also form a class of Banach spaces generalizing the classical L p spaces. In this paper, we continue the comparison of the Banach space structures of various weak L p spaces begun in [2] and [3] . In [2] , mimicking the construction of the Rademacher functions, it was shown that ℓ 2 can be embedded complementably into ℓ p,∞ . In [3] , we showed that ℓ We start by recalling some standard definitions. Let (Ω, Σ, µ) be an arbitrary measure space. For 1 < p < ∞, the weak L p space L p,∞ (Ω, Σ, µ) is the space of all Σ-measurable functions f such that {ω : |f (ω)| > 0} is σ-finite and
where q = p/(p − 1), and the supremum is taken over all measurable sets B with 0 < µ(B) < ∞. If (Ω, Σ, µ) is a real interval I endowed with Lebesgue measure, we write L p,∞ (I); while ℓ p,∞ and ℓ p,∞ (m) will stand for the weak L p spaces on N I and {1, 2, . . . , m} respectively, both with the counting measure.
For a real valued function defined on (Ω, Σ, µ), let f * denote the decreasing rearrangement of |f | [5] ; similarly for (a * n ), where (a n ) is a real sequence. It is well known that the expression 
Main Theorem
Fix 1 < p < ∞ and q = p/(p − 1), our goal is to prove the following
Since the proof of the Theorem goes through several intermediate embeddings and
is rather circuitous, we first give an outline of the procedure. We start by recalling the following well known variant of Pe lczynski's "decomposition method" [4] . The square of a Banach space E is the Banach space E ⊕ E. Proof: Using the symbol "∼" for "is isomorphic to", we find Banach spaces G and H 
. Then, using " c ֒→" to denote "embeds complementably into", we will show that
The third embedding in this chain is obvious, and the first is also straight forward.
The second embedding is accomplished by showing that
constants. This relies on the techniques of [2] . For the last link in the chain, we show that X 1 is isomorphic to a weak * closed subspace of ℓ p,∞ generated by long blocks with constant coefficients. The complementation is then effected by a conditional expectation operator [5] .
Proof: Fix n. Since the expressions involved are rearrangement invariant, we may
Taking the supremum over j finishes the proof. 2
We introduce some more notation. An element x ∈ X k will be written as
We will say that a linear operator T mapping between Banach spaces is a K-isomor-
On the other hand, letting E n denote the conditional expectation operator [5] with respect to the partition (
, it is easy to see that |||x n ||| = |||E n f |||. Now since E n f → f in the weak * topology, we have
. Now if f is a weak * cluster point of the sequence (f n ), then, using the fact that x ∈ Y k , it is easy to see that
We proceed to show that Y k is complemented in X k . Fix k ∈ N I , let
x n (j) = 0 for all n ≥ i}.
It is clear that
Lemma 5 Define φ : span{Z k , {u}} → R I by φ(z + au) = a for all z ∈ Z k and a ∈ R I .
Then φ ≤ 1 with respect to the norm on X k .
Proof: For all n ≥ 0, the functional x
Let Φ be a norm preserving extension of φ to all of X k . For an element x ∈ X k , the support of x, supp x = {(n, j) : x n (j) = 0}. As it is clear that any finitely supported element of X k is in Z k , we must have Φ = 0 on
If A is a subset of Γ = {(n, j) : 1 ≤ j ≤ k·2 n , n ≥ 0}, The operator on X k given by multiplication by the characteristic function of A, which we denote by χ A , is a norm one projection on X k . For any (n, j) ∈ Γ, let A n,j = supp
Lemma 6 For every n ≥ 0, (Φ n,j ) k·2 n j=1 is a sequence of pairwise disjoint (in the lattice sense) functionals on X k . Moreover, Φ n+1,2j−1 + Φ n+1,2j = Φ n,j for all n ≥ 0, 1 ≤ j ≤ k·2 n .
Proof: Note that A n+1,2j−1 ∪ A n+1,2j = A n,j . Then both assertions follow easily from the fact that A n,j ∩ A n,j ′ is finite for 1 ≤ j = j ′ ≤ k·2 n , and Φ is 0 on finitely supported elements. 2
Given n ≥ 0, 1 ≤ j ≤ k ·2 n , define S n,j : X k → X k by S n,j x = z, where z m = 0 for 0 ≤ m < n, and z m (i) = x m (i + (j − 1)2 m−n mod(k·2 m )) for m ≥ n, 1 ≤ i ≤ k·2 m . It is clear that S n,j has norm 1, and that x − S n,j x ∈ Z k .
Lemma 7 For n ≥ 0, 1 ≤ j ≤ k·2 n , Φ n,j = Φ n,1 .
Proof: For any x ∈ X k , Φ n,j (x) = Φ(χ An,j x) = Φ(S n,j χ A n,j x) since Φ = 0 on Z k . But the support of S n,j χ A n,j x is contained in A n,1 . Therefore,
since both S n,j and χ A n,j are norm 1 operators. Thus Φ n,j ≤ Φ n,1 . The reverse inequality can be obtained similarly. 2
Proof: Since ℓ p,∞ satisfies an upper p-estimate with constant 1, so does X k . Hence ((j − 1)(r + 1) + l + 1)
Multiplying by q(r + 1) −1/q finishes the proof. 2
Lemma 10 For any real sequence (a j ),
, where
Proof: Fix x ∈ X k with norm ≤ 1,
Here the second inequality follows form Lemma 8, while the third inequality is true because Φ ≤ 1. 2
Proposition 11 Define P k : X k → X k by P k x = y, where
Proof:
for all (a j ) ∈ ℓ p,∞ , where U denotes the unit ball of ℓ q,1 . Thus, given x ∈ X k and n ≥ 0,
by Lemma 10 = q 2 x .
Hence P k ≤ q 2 . Using Lemma 6, it is easy to see that
Therefore,
Thus P k y = y for all y ∈ Y k , as required. 2
Propositions 4 and 11 combine to give
The following Theorem, the main goal of this section, now follows easily.
Theorem 13
The space (
Choose a strictly increasing sequence of integers (m n ) ∞ n=0 so that m 0 = 1 and
Then choose a pairewise disjoint sequence of subsets of N I , (B n,j ) 2 n ∞ j=1n=0 , so that |B n,j | = m n , where |B| is the cardinality of the set B. Finally, let w n,j = χ B n,j for 1 ≤ j ≤ 2 n , n ≥ 0. If W is the weak * closed subspace of ℓ p,∞ generated by (w n,j ), i.e.,
then we will show that X 1 is isomorphic to W . Since W is complemented in ℓ p,∞ by the conditional expectation operator with respect to the σ-algebra generated by (B n,j ), we will have proved Theorem 14 X 1 embeds complementably into ℓ p,∞ .
To show the isomorphism between X 1 and W , define
On the other hand, for all n ≥ 0, let (x * n (j)) 2 n j=1 denote the decreasing rearrangement of (|x n (j)|)
Together with equation (2), this shows that R is bounded as a map into ℓ p,∞ . On the other hand, for all x ∈ X 1 , Rx ≥ sup It is easy to see that Q is bounded as a map into L p,∞ [0, ∞), and that Q • S is the identity on L p,∞ [0, ∞). This proves the Proposition. 2
The proof of Theorem 1 now follows as in the discussion in §2, using Theorems 13, 14, and Proposition 15 above.
