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ABSTRAK 
Perkembangan dunia usaha dan industri dewasa ini 
sangatlah pesatnya. Banyak perusahaan yang ada disekitar 
kita, baik perusahaan ekstraktif, manufaktur maupun 
perusahaan yang bergerak dalam bidang penjualan jasa; 
Dari perusahaan yang menghasilkan barang baru, perusahaan 
asembling sampai perusahaan yang menjual informasi. 
Bertambahnya jumlah perusahaan ini terasa sekali sejak 
sekitar tahun 1970, baik dalam bentuk BUMN, usaha swasta 
seperti bentuk PT, CV, Perseorangan maupun Koperasi, juga 
ditambah lagi den~an masuknya perusahaan-perusahaan 
asing. 
Perusahaan-perusahaan yang muncul tidak semuanya 
sukses, bahkan ada yang terpaksa gulung tikar, 
menghentikan kegiatan dan membubarkan badan usahanya. 
Banyak faktor yang menjadi sebab kegagalan perusahaan 
itu, diantaranya adalah tidak digunakannya perencanaan 
yang feasibel atas dasar ramalan C forecastins J yang 
tajam. Perencanaan dan peramalan seringkali ditinggalkan 
oleh perusahaan, khususnya oleh perusahaan yang tergolong 
belum maju, karena pekerjaan menyusun rencana CplanninsJ 
dan membuat ramalan C forecastins J lebih merupakan suatu 
pekerjaan otak atau mental daripada pekerjaan fisik, 
sehingga memerlukan keahlian. 
Perusahaan Daerah Wisma Karya merupakan suatu peru-
sahaan yang bergerak dalam bidang industri genteng kera-
mik, dimana produk yang dihasilkan adalah genteng Kodak 
dan genteng Wuwung. Dalam usahanya untuk menarik 
masyarakat konsumen, maka usaha-usaha yang dilakukan 
adalah dengan memberikan pelayanan yang sebaik-baiknya 
serta menyediakan barang sesuai dengan kebutuhan dan 
tepat pada waktu yang dibutuhkan. 
Bertitik tolak dari masalah diatas dan berdasarkan 
data yang ada, maka dicoba meramalkan banyaknya penjualan 
pada masa yang akan datang dengan menggunakan suatu 
teknik yang lebih baik. Dalam hal ini metode yang dipakai 
adalah analisa time series. 
Cari serangkaian analisa time series didapatkan 
model yang sesuai untuk realisasi penjualan genteng Kodak 
dan genteng Wuwung, yaitu sebagai berikut : 
Model untuk penjualan genteng l<odok adalah ARIMA<3,0,0) 
dengan perumusan : 
z = 4. 35 t 88 + 0. t 6566 z + 0. 202 45 z + 
t t-1 t -2 
0.2038 Z + a 
t- 3 l 
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Model untuk penjualan genteng Wuwung secara mingguan 
adalah ARIMA<l,O,O) dengan bentuk perumusan 
Z = 5. 5139 + 0. 20639 Z + a 
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BAB I 
PENDAHULUAN 
Perkembangan dunia usaha dan berbagai jenis indus~ri 
dewasa ini sanga~lah pesa~nya. Bermacam-macam produk yang 
di~awarkan. baik berupa indus~ri sandang. pangan. 
papan. ala~-ala~ sekolah sert.a indust.ri lain un~uk 
memenuhi kebu~uhan konsumen. 
Dampak dar 1 perk embangan i ni ser i ng t.er j adi suat.u 
persaingan ~nt.ara indust.ri-industri yang menawarkan basil 
produk yang sama. melimpahnya hasil produk dipasaran yang 
menunggu · penawa.ran konsumen.- juga mengakibat.kan semaJcin 
sulit. mencari bahan baku yang st-andard serta masih banyak 
lagi masalah yang lain. Disampi ng i t.u keadaan 1 ai n yang 
t.er jadi yai t,u perkembang&n indust.ri. seringkali t.idak· 
di i mbangi dengan penggunan t.etcnol ogi yang bai k dal am 
proses produksi. dalam rangka meningkat.kan Jcualit.as dan 
e~isiensi produksi. 
Perusahaan Daerah Wisma Karya merupakan suat.u 
perusahaan yang bergeralc dalam. indust.ri gent.eng keramik. 
Gent.eng kerami.Jc adalah suat.u komponen dari bangunan yang 
berf'ungsi sebagai at.ap dan yang t.erbuat, dari t.anah liat. 
dengan a~au t.anpa bahan t.ambahan ~ert.a di bakar sampai 
suhu yang cukup t.inggi sehingga. t.idalc hancur bila 
direndam dalam air. 
Sejalan dengan di t.ingkat.kannya program pembangunan 
f' i si k dewasa i ni • male a per anan dar i gent.eng sebaga-i 
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komponen dari sua~u bangunan sanga~ diperlukan. Di Peru-
sahaan Daerah Wisma Karya jenis produlc yang dihasilkan 
adalah gen~eng Kodok dan gen~eng Wuwung. Meliha~ 
permin~aan alcan gen~eng yang selalu meningka~. malca 
perusahaan-perusahaan dari berbagai produk gen~eng ~elah 
bersaing merebu~ pasaran. Un~ulc i~u ~iap perusahaan alcan 
selalu berusaha memperbailci sis~em manajemennya. 
Perusahaan Daerah Wisma Karya juga bermaksud mening-
kaUcan daya saingnya. yai~u dengan jalan meninglcat.lcan 
kuali~as sist.em managemennya di bidang pemasaran. Selain 
i~u Perusahaan Daerah Wisma Karya juga berusaha menambah 
jumlah langganan, meskipun dari ~ahun Ice ~ahun jumlah 
permin~aan yang di~erima semalcin meninglcat.. Unt.ulc i~u 
Perusahaan Daerah Wisma Karya aJc-an berusaha memberilcan 
pelayanan yang sebailc-bailcnya. lcarena dengan pelayanan 
yang bailc diharapkan permin~aan konsumen alcan ber~ambah 
banyak sehingga hal ini juga alcan meningka~lcan pendapat.an 
bagi pihak perusahaan. 
Salah sa~u cara unt.ulc memuaslcan konsumen adalah 
dengan menyediakan barang sesuai 
~epa~ pada walc~u yang dibut.uhkan 
dengan Jcebut.uhan dan 
oleh Jconsumen ser~a 
dengan lc ual i ~as yang bai Jc. Karena i~u dalam peneli~ian 
ini alcan dicoba meramalkan banyaknya penjualan pada masa 
yang alcan da~ang. 
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1.1. LATAR BELAKANG 
Perkembangan yang pesat di bidang ilmu pengetahuan 
dan teknologi dewasa ini menuntut adanya kemampuan 
manusia dalam mempertimbangkan segala kemungkinan sebelum 
mengambil suatu keputusan dan tindakan. 
Peramalan adalah salah satu unsur yang. ikut 
menentukan kebijaksanaan dalam pengambilan keputusan. 
sebab e~ekt.i~ at.au tidaknya suatu keput.usan umumnya 
t.ergant.ung pada beberapa ~ale tor yang tidak dapat. 
diket.ahui pada saat. keput.usan it.u diambil. 
Pemasaran aclalah suat.u kegiat.an didalam mengkoordi-
nasikan empat. buah komponen. yai t.u produk • harga, 
dist.ribusi dan promosi dengan tujuan memperoleh 
keuntungan melalui kepuasan konsumen dengan t.idak 
mengabaikan kepentingan pemilik Cperusahaan). Karena itu 
kegiat.an pemasaran harus direncanakan. diorganisir. 
dilaksanakan sert.a dikendalikan. di lain pihak konsumen, 
pemilik. aparat. dist.ribusi serta semua lcomponen yang 
t.erkait bisa terpuaskan. 
Unt.uk menyusun kegiat.an dimasa yang akan dat.ang. 
perlu adanya koordinasi yang teratur dan t.erarah sehingga 
t.epat pada sasaran yang dikehendaki dan tidak akan 
t.er jadi kelebihan. jumlah produlcsi yang dihasilkan. Hal 
ini merupakan pemborosan yang berakibat turunnya kualitas 
• 





bahwa pihak perusahaan juga menginginkan keun~ungan dari 
produk yang ~elah dihasilkan. 
1.2. PERMASALAHAN 
Sua~u perusahaan dalam menjalankan usahanya untuk 
mencapai sua~u ~ujuan dalam rangka mengkaji si~uasi dan 
kondisi dimasa menda~ang ser~a bagi yang berkepen~ingan 
C perusahaan) dalam pengambilan kepu~usan memerlukan 
peramalan yang diharapkan akan dapa~ memberikan pandangan 
untuk langkah selanjutnya dalam rangka re_ncana pemasaran 
dan produksi. 
Berdasarkan uraian di at.as, maka yang menjadi pokok 
permasalahan adalah : 
1. Perlu diket.ahu1 ~luktuas1 penjualan mingguan se-
hingga pol a penjualan dapat. dipela'jari. 
2. Irliormasi banyalcnya penjualan akan suat.u produlc 
pada wakt.u yang alcan datang perlu·diketahui ~ai 
sekarang, sehingga dapat. di tentukan langkah-
langkah untuk menghadapinya. 
'l) 
1. 3. TUJU.A.N PENEUTI.A.N I J 
Tujuan peneli tian di tinjau dari permasalahan yang 
ada di a~as adalah 
1. Menen~ukan model peramalan dari penjualan minggu-
an produksi genteng Kodok dan gent.eng Wuwung. 
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2. Meramalkan banyaknya penjualan genteng Kodak dan 
genteng Wuwung untuk masa yang akan datang. 
1.4. PENGAMBILAN DATA 
Dalam peneli tian ini data diambil. dari bagian pema-
saran Perusahaan Daerah Wisma Karya SUrabaya. Adapun da-
ta tersebut berupa : 
1 . Banyaknya penj ual an mi ngguan gent. eng Kodolc. di am-
bil muiai minggu pert.ama bulan Januari 1987 sam-
pai minggu terakhir bulan Okt.ober 1990. 
2. Banyalcnya penjual an mi ngguan gent.eng Wuwung. yang 
di ambi 1 mul ai mi nggu pert.ama bulan Januari 1988 
sampai minggu t.erakhir bulan Oktober 1990. 
' 1. 5. BAT ASAN DAN ASUMSI PENEU.Tl'AH 
Batasan dan asumsi diperlulcan dalam penelit.ian ini 
karena adanya ket.erba~an ~asilit.as dan walct.u yang 
disediakan. 
Batasan-bat.asan yang dipergunakan adalah : 
1. Peneli tian hanya diperkenanlcan pada sat.u bagian 
saja. yai tu produJcsi at.au pemasaran. Dalam hal 
ini penelit.ian dilakulcan dibagian pemasaran. 
2. Jenis produksi yang' di~eJiU adal ah genteng 
Kodok dan-gent.eng Wuwung. 
Sedang asumsi yang digunakan adalah lceadaan C pola ) pada 
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masa lalu berlcelanjut.an pada masa yang alcan dat.ang. 
1·. 6. MANFAAT PENELITIAN 
Man~aat. ut.ama dari penelit.ian ini adalah mempelajari 
dan menerapkan salah sat.u model yang alcan digunakan untuk 
peramalan. Dalam hal ini karena variabel yang diperoleh 
dari walct.u Ice waktu. maka model yang dimaksud t.ersebut. 
adalah model t.i- series .. 
Adapun man~aat. bagi perusahaan berdasarlcan perumusan 
model di at.as yai t.u dapat digunalcan unt.ulc meramallc4ln 
banyalcnya penjualan yang alcan dat.ang. sehingga dapat. 
dibuat. pedoman dalam hal : 
1. Perencanaan Jcapasit.as produlcsi 
2. Perencanaan besarnya modal yang alcan dikeluarkan 
3. Meminimumkan biaya invent.ory 
4. Penjadwalan sumber daya yang t.ersedia 
5. Penjadwalan sumber daya t.ambahan 
6. Penentuan sumber daya yang·diingi:nkan. 
2.1. TINJAUAN UMUM 
BAB II 
TINJAUAN PUST AKA 
Gent.eng t..radisional disebut.. juga gent..eng keramik 
menurut.. SII C St..andard Indust..ri Indonesia ) adalah suat..u 
komponen dari suat..u bangunan yang berfungsi sebagai at..ap 
dan yang t..er bua t.. dar i t..anah 1 i at.., pasi r hal us dan air 
sert..a dibakar sampai suhu yang cukup t..inggi sehingga 
t..idak hancur bila direndam dalam air. 
Jenis-jenis gent..eng keramik ant..ara lain 
1. Gent..eng lengkung cekung, yait...u gent..eng yang mem-
punyai permukaan berbent.uk gelombang t..idak 
simat...ris t..anpa bagian yang rat.a c eambar 2.1. ~-
2. Gent..eng lengkung rat..a, yait..u gent..eng yang mempu-
yai permukaan yang rat..a dengan t..epi-t..epinya 
melengkung c eambar 2.2. ~-
3. Gent..eng rata, yait..u gent..eng dengan permukaan yang 
rat..a dan t...epi yang sat..u beralur sedang t...epi yang 
lain berlidah ( eambar 2.3. ~-
Bahan baku yang dibut..uhkan dalam proses pemboatan 
gant..eng keramik ant..ara lain : 
1. Tanah liat.. 
Tanah liat.. ini t..erdiri at..as tanah lempung, woot 
C tanah bekas pembent..ukan dari press ) dan affa~ 
C tanah bekas genteng mat..ang yang dihancurkan ). 
-- ----------------------------------------------------------------~---------------------
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Tanah tersebut dipergunakan dasar 
pembuatan genteng, sehingga 
sebagai 
tanah yang 
dibutuhkan adalah tanah yang mempunyai sifat 
keplastisan yang tinggi, homogen, berwarna 
cream. tidak meJlb.andun~ kotoran. mempunyai 
berat jenis 1.2 1.5 serta mempunyai komposisi 
kimia tertentu C jel.dspor. mica. 
hidrom.ica, chlori t. carbon dan sebagainya ) .. 
2. Pasir halus 
Pasir halus digunakan sebagai kerangka atau 
tulang. penutup pori-pori genteng, mempercepat 
pengeringan serta mengurangi penyusutan. 
3. Barium carbonat 
Barium carbonat digunakan sebagai penetralisir. 
Disamping itu juga dibutuhkan bahan penunjang : 
1. Air 
Air digunakan untuk menambah keplastisan tanah 
dan memudahkan pencampuran bahan baku. 
2. Pelumas 
Pel umas digunakan untuk menghindari kelengketan 
pada saat pembentukan di revolver press. 
Adapun proses pembuatan genteng dibagi menjadi 
beberapa tahapan. yang dapat di terangkan sebagai beri-
kut 
1. Proses pengolahan bahan 
Tanah liat dan pasir halus dengan perbandingan 
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3 : 1 di lambah dengan Barium. Carbonat sediki l 
diproses menjadi campuran yang homogen dengan 
menggunakan kollereane C pengaduk/penggilas ) • 
kemudian dilransfer ke rool mile unluk dibenluk 
menj adi 1 empengan selebal 5 - B mm. Melalui 
Belt Conveyor lempengan lersebul dilransfer lagi 
ke fine rool mile unluk lebih dilipiskan selebal 
2 4 mm. Selelah i tu di transfer ke vacum 
streng press C extruder ) unluk dibenluk menjadi 
bata cetak yang selanjulnya siap untuk dilakukan 
proses pembenlukan. 
2. Proses pembentukan 
Bala celak hasil dari ext.ruder dilransfer ke 
rool transportir dan disiapkan didekat revolver 
press unluk dibentuk menjadi genteng setengah 
jadi. Kemudian ditransfer lagi ke rool 
transporlir untuk dibawa ke lokasi pengeringan. 
3. Proses pengeringan 
Genleng selengah jadi yang di transfer ke rool 
lransporlir dilempalkan di dalam rak pengeringan 
yang kosong. Pada proses pengeringan ini 
dilakukan secara alamiah yang melipuli dua 
keadaan. yailu : 
- Keadaan proses pengeringan pada musim penghu-
jan genteng kering yang dihasilkan memakan 
waklu ~ 14 hari. 
;... 10 -
Keadaan proses pengeringan pada musim kemarau 
genleng kering yang dihasilkan memakan waklu 
± 21 hari. 
Selelah genleng benar-benar leering, maka 
disiapkan di depan kiln unluk siap dibakar. 
4. Proses pembakaran 
Genleng kering yang sudah disiapkan dimasukkan 
ke dalam kiln unluk dilakukan pembakaran dengan 
o· 
suhu ± 900 C. Pada proses pembakaran ini digu-
nakan dua lipe kiln 
periodic kiln 
continue kiln. 
Setelah dibakar dengan suhu ± 900 °C, maka 
dilakukan pendinginan sampai mendekali suhu 
kamar, agar dapal dilakukan pembongkaran dan 
selanjulnya dilakukan seleksi lerhadap produk 
C kelas 1, kelas 2, kelas 3 dan afkir ~ kemudian 
siap untuk dipasarkan. 
Dalam seliap kali proses pembakaran, genleng yang 
dihasilkan selalu diadakan penyorliran yang dikelompokkan 
menurul beberapa kelas kualilas genleng. 
Berdasarkan SII genteng keramik menurul syaral kuali las 
yailu lerhadap pandangan luar, kelepalan ukuran, 
kelepalan benluk, kelahanan lerhadap parembesan air dan 
kekualan menahan beban lentur dikelompokkan kedalam empal 
kual i las. 
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Ciri-ciri kelas kuali~as dari pandangan luar adalah : 
1. Kelas Rual(tas I. yaitu harus mempunyai permuka-
an yang utuh. rata dan halus. Kerapatan pada 
pemasangan bai k. warna genteng sama merata dan 
bila dipukul suaranya nyaring. Yang ter mas uk 
kelas ini adalah IP C I pucat ), IM C I merah ), 
IT C I tua ) . 
2. Kelas Rualitas II. yaitu harus mempunyai permu-
kaan yang utuh dan rata, terdapat cacat ringan 
sangat sedikit. Kerapatan pada pemasangan baik. 
sedang warna genteng kadang-kadang tidak merata. 
3. Kelas k.ual. i tas I I I, yai tu adanya cacat pada 
per muk aan yang ti dak besar dan sedi kit r etak 
retak. 
4. Kel.as Rualitas IV. yaitu adanya cacat gumpil dan 
retak-retak tetapi masih dapat digunakan. 
. .., ,., 
c. ~ 1. . 
~-:r==~~ 
<I 




Gamba"[- 2. 3. Gen. t ene Rat a 





I ' !__I 
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2.2. TINJAUAN STATISTIKA 
2.2.1. Konsep Dasar Analisa Time Series 
Time series atau deret waktu adalah serangkaian 
ni 1 ai -ni 1 ai pengama tan yang di per ol eh pada t i ti k wak t u 
yang berbeda dengan selang sama, dan barisan data 
diasumsikan dependent satu sama lainnya. Jadi model time 
series adalah suatu model runtun waktu dimana nilai 
pengamatan yang satu dengan nilai pengamatan yang lain 
saling berkorelasi. Deret waktu ini dapat didekali dengan 
hukum-hukum probabili las yang disebut proses stokastik. 
artinya setiap nilai dari suatu rangkaian pengamalan 
berasal dari suatu veri abel random yang mempunyai 
distribusi tertentu. Secara umum time series pada saat 
t • t • 
.t 2 
• t dapat digambarkan sebagai variabel ran-
n 
dom berdimensi n. C Z • Z • 
l.t t2 
di str i busi bersama PC Z , Z • 
l.t t2 
Z ) dengan f'ungsi 
tn 
. z ). 
tn 
Karena time series merupakan variabel random, maka 
pada satu gugus waktu t , t • 
.t 2 
• t akan muncul lebih 
n 
dar i satu gugus waktu tertentu. Dengan Jcata 1 ai n deret 
waktu yang diamati hanya merupakan realisasi dari proses 
stokasti Jc. 
Pada umumnya perhatian utama dalam analisa time 
series bukan pada ti ti k waktu pengamatan l .• 
t 
melainkan 
pada urutan waklu pengamatan. Karena itu time series yang 
diamali pada waklu t • t , 
.t 2 
, t dapat dicalal sebagai 
n 
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2 • dimana t menyatakan urutan waktu pengamatan yai tu 
t 
t = 1, 2, ... , n. C Box and Jenkins, 1976 J. 
Stationeritas Time Series 
Time series dikatakan stationer jika bentuk ~ungsi 
distribusi 






PC z. Z , 
t t+J. 
bersama dari pengamatan z. z • z t t+J. t+m 
t. t+1. t+m sa rna dengan bentuk ~ungsi 




waktu ke t+k. t+k+l. • t+k+m. Dengan ka-
Z ) = PC Z •. • Z k • • • • , Z ) • 
t+m t+... t + + J. t + lc +m 
. . . . . . . . . . . c 2. 1 ::> 
untuk sembarang nilai t, k dan m. 
Dalam Box and Jenkins C1976), time series yang memenuhi 
syarat ini dikatakan bersi~at stationer kuat. 
Jika suatu time series bersi~at stationer kuat.. 
maka mean ~· varians u 2 dan kovarians ylc nya tidak terpe-
ngaruh oleh waktu pengamatan • sehingga : 




= EC Z lc ) t+ = 




= EC Z - J.l ) C Z - J.l ) 
t+m t+k+m 
= 
........... c 2. 2 J 
untuk sembarang nilai t, k dan m. 
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Keliga persamaan lersebul dapal dilafsirkan bahwa series 
2 akan berflukt..uasi sekilar mean dan varians yang t..elap. 
l 
Time series yang demikian dikalakan st..alioner dalam mean 
dan varians. Selanjulnya yk disebut.. aut..okovarians dengan 
waklu kelert..inggalan Clag) k. Besaran ini lidak 
lerganlung pada waklu l, lelapi lergant..ung pada lag k. 
Jika beberapa variabel random mempunyai dist..ribusi 
normal, maka seluruh informasi t..ent..ang dist..ribusinya 
dapat.. dilerangkan oleh nilai mean, varians dan 
kovariansnya. Oleh karena i tu jika t..ime series yang 
diamati berasal dari variabel random dengan distribusi 
normal, maka series t..ersebut sudah dapat dikatakan 
st..ationer kuat.. asal mempunyai mean, varians dan kovarians 
yang sama unt..uk sembarang waktu pengamatan. (" Box and 
Jenkins, 1976 :>. 
Unt..uk melihat apakah suat..u time series bisa 
dikat..akan sebagai time series yang stationer, dapat 
dilihat dari plot data time series tersebut dan plot 
penaksiran aut..okorelasi serta plot autokorelasi 
parsi al nya. 
Aut.okorelasi 
Keeratan hubungan anlara dtJa variabel t..ime series 
yang mempunyai selisih waktu k diukur dengan sualu 
' 
besaran yang dinamakan aut..okorel asi dengan waklu 
kelertinggalan Clag) k. 
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Besaran ini didefinisikan sebagai 
EC 2 - J.l )( 2 - J.l ) t t+k 
pk = 
I EC 2 J.l )2( 2 - J.l t t+k 




. . . . . . . . . . . c 2. 3 ::> 
Un~uk ~ime series yang s~a~ioner, maka o 2 = y. sehingga 
0 
au~okorelasi pada lag k adalah 
= . . . . . . . . . . . c 2. 4 ::> 
Hubungan au~okorelasi sebagai fungsi dari k disebu~ 
fungsi autokorelasi. Fungsi ini merupakan salah satu 
sumber informasi yang cukup pen~ing mengenai sifat-sifa~ 
~ime series. 
2.2.2. Model Stokastik Time Series 
Time series dapat dipandang sebagai variabel random 
yang dibangkilkan oleh suatu deret while noise. Perubahan 
dari proses white noise a menjadi 
t 
sualu derel time 
series 2 tersebul melalui sualu linear filler dengan 
t 
fungsi transfer ~8), seperti ditunjukkan dalam c eambar 
2.4. ::>dan dapat dinyatakan dalam bentuk kombinasi linear 
sebagai berikut : 
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Z = 1-1 + y!( B) a 
t t 
= + •••• 
• • • • • • • • • • • <: 2. 5 > 
~B) z =Cl +¥' B+¥' B + 
s. z 
) 













menunjukkan li ngkal proses i lu, ¥1CB) sebagai operator 
linear yang menlrans1'ormasikan a ke Z, dan dinamakan 
t t 
1'ungsi lrans1'er alau 1'iller. sedangkan B adalah operator 
1 angkah mundur 
• 
yang dide1'inisikan Bi.al = a <: Box and t-i. 
Jenkins, 1976 >. While noise adalah sualu variabel random 
yang bersi1'al lidak saling berkorelasi dan berdislribusi 
nor mal dengan mean 1-1 = 0 dan var 1 ans 
di lulls a NCO, u ~. 





Persamaan <: 2. 5 > .mempunyai sebuah pernyalaan yang 
menerangkan pembangkilan derel z 
t 
melalui proses 
slokaslik. Selanjulnya dari persamaan lersebul dapal 
dilurunkan benluk-benluk khusus model slokaslik, yailu 
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model Au~oregresi ARCp), model Moving Averages MACp), 
model campuran ARMACp.q) dan model-model ~erin~egrasi. 
Ke~iga model yang per~ama berlaku bagi time series 
sta~ioner, sedangkan model yang terakhir berlaku bagi 
~ime series yang ~idak s~ationer. Penurunan dari 
persamaan linear umum menjadi ben~uk-ben~uk khusus ini 
dijelaskan dalam Box and Je~ins, !976. 
1. Model Autoregresi 
Model autoregresi berorde p, disingkat ARCp) atau 
ARIMACp,O,O), menya~akan bahwa nilai pengama~an pada 
wak~u ke ~ merupakan hasil regresi dari nilai-nilai 
pengamatan sebelumnya sepanjang p periode a~au ditulis 
dalam ben~uk : 
Z = 1-1' + 0 Z + . . . + 0 Z + a 







c 2.6 :> 
0 Z = 1-1" + a 
p t-p t 




= 1-l" + a 
l 
Sedangk ;,:,.n 0C 8) = C 1 2 -08-08-
~ 2 
c 2.7 :> 
- 0 BP ) disebu~ 
p 
operator autoregresi f dan a merupakan whi ~e noise yang 
l 
berdi s~r i busi normal dengan mean nol dan varians 2 (Y 
a 
Selanju~nya 1-1' adalah konstan~a yang berhubungan dengan 
1-J, yai~u : 
=J..JCl-0 - ... 
f. 
( Box and Jenkins, 1976 :>. 




Agar persamaan ( 2. 6 .) a tau ( 2. 7 .) masi h memenuhi 
syarat sebagai model yang stationer, maka harus memenuhi 
suatu syarat yang disebut stationeritas. 
Syara~ S~a~ioneri~as Model AR{p) 
Pada persamaan ( 2.7.) operator 0CB) dapat dipandang 
sebagai suatu fungsi dalam B, sehingga dapat dikatakan 
0CB) = 0 yang disebut. persamaan ciri dalam B. Syarat 
stationeri tas untuk model ARCp) ini dipenuhi jika nilai 
mutlak akar-akar persamaan ciri t.ersebut lebih besar dari 
satu. ( Box and Jenkin$, 1976 .) 
Misalkan model ARCl) mempunyai persamaan ciri 
1 - 08 = 0 f. 
08 = 1 f. 
8 = 0 -1 
1 
Jika I 8 I > 1 maka didapat 0 1 I < 1, sehingga 
-1 < 0 < 1 . . . . . . . . . . . (" 2. 9 .) 1 
Adapun untuk syarat model ARC2) stationer jika 0 dan 0 
1 2 
memenuhi 
0 + 0 < 1 1 2 
0 0 < 1 2 1 
-1 < 0 < 1 ............. ( 2.10 .) 2 
( Box and Jen'kins, 1976 :>. 
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Fungsi Autokorelasi Model ARCp) 




J.1 mak a per samaan 
(" 2. 6 ::> menj adi 
""' "' 2 = 02 + 
t .. t-1. 0z + ... + 2 t-2 -02 +a p t-p t 
Dan f'ungsi autokovarians bagi model ARCp) ini adalah 
yk = E c 2 J.1 )( 2 - J.1 ) t. t-k 
"" "" = E c 2 2 )? t t+ 
at.au 
"""' 
- - "" yk = E C0Z + 0Z + 
- - -
+ 0Z +a) 
-
z 
1 t-1 2 t.-2 p t-p t t+k 
-Karena E C a 
t 
2 ) = 0 unt.uk k ~ 1. maka dengan me-
t.+Jc 
nyelesaikan bat.asan diatas unt.uk k = o. 1. 2. p 















+ --. + 0 y p 0 
karena yk = y_k maka persamaan menjadi 
y - 0v + 0v + 
Jc - 14 Je-t Z1 Jc-2 +0y p k-p 
unluk k = 1, 2, 3, .... 
(" 2.11 ::> 
(" 2.12 ::> 
Fungsi autokorelasi parsial dari model ARCp), didapalkan 
dengan membagi masi ng-masi ng persamaan pada ( 2. t t _) 
dengan yo, sehingga diperoleh : 
p1 = 0 + 0 2P1 + 1 
p2 = 0 1P1 + 0 + 2 
0p 
1 p-1 
+ 0 p 
2 p-2 










( 2.13 ) 
Seperli pada fungsi aut.okovarians .. persamaan C 2.13 ) 
dapal dit.ulis dalam benluk : 
p = 0 p + 0 p)c + ... + 0 p k 1 Jc-s. 2 -2 p Jc-p 
.......... C2.14) 
unluk k = 1, 2. 3, ..... 
yang dikenal dengan persamaan Yule - Walker. C Box and 
Jen~ins, 1976 ) 
Fungsi Autolcorelasi Parsial 
Aulokorelasi parsial merupakan koefisien lerakhir 
dari persamaan aut.oregresi, misal ARCk), jika 0Jcj C j = 
1, 2, k ) menyalakan koefisien ke j maka 0Jck 
dikalakan s~bagai aut.okorelasi parsial. Dengan demikian 
jika k = 1, 2, k maka dapal diperoleh gugus 
aut.okorelasi parsial 0 • 0 • 
1.1 22 
, 0kk. Sel anj ut.nya k = 
1, 2, , k dalam pengerlian ini dinamakan lag C waklu 
kelerlinggalan ) • sedang hubungan aulokorelasi parsial 
-
sebagai fungsi dari k ini disebul fungsi aulokorelasi 




deter mi nan Ak 
. . . . . . . . . . c 2. t 5 :> 
deter mi nan Rk 





. . . . . . . . . . C 2. I 6 _;J 
dan Ak adalah matrik Rlc: yang kolom terakhirnya diganti 
dengan vaktor autokorelasi p = ( 








c. 2. 17 ...) 
) . 
Model autoregresi dalam keadaan tertentu tidak dapat 
menjelaskan pola hubungan dari data time series. Oleh 
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karena itu pendekatan Box Jenkins mempertimbangkan model 
lain untuk mangatasi masalah tarsabut. Salah satu dari 
model tersebut adalah model moving averages atau MA. 
Model moving averages berorde q ditulis sebagai 








atau Z = J.l + 8CB)a . 
t t 
8(8) disebut sebagai operator 
8 a 
q t-q 




white noise yang berdistribusi normal yang mempunyai mean 
nol dan varians o 2 . 
a 
Agar persamaan ( 2.18 :> dapat dikatakan sebagai 
model time series yang s~ationer, maka persamaan tersebu~ 
harus dapat dinyatakan sebagai model au~oregresif' yang 
konvergen C berorde berhingga ). Untuk itu diperlukan 
pembatasan-pembatasan terhadap parameter 8 c i :::; 1. 2, 
\. 
• q) pada persamaan ( 2.18. ). Pembatasan ini dise-
but syarat invertibili~as model MACq). ( Box and Jenkins, 
1976 ) 
Syara~ Invertebilitas Model MACq) 
Seperti halnya pada model AR, operator 8(8) pada 
persamaan ( 2.18) dapat dipandang sebagai fungsi dalam 
B. seh1ngga dapat dibuat persamaan model MACq), yaitu: 
8(8) = 0 
(II "'l.i~ t-~""'-'Sl A"" IN-SltlUT Tlltt..t>Lc.tel 
llE..Ut..UH - •oi'E·-
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alau 1 - e B - e B2 -
t 2 
- e aq = o 
q 
. . . . . . . . . . c 2. 19 .) 
Agar model MACq) dapal dikalakan sebagai model yang 
inverlibel, maka harga mullak akar-akar persamaan 
C 2.19) harus lebih besar dari salu. 
Un~uk model MAC1). syara~ inverlibililasnya adalah : 
-1 < e < 1 
t 
. . . . . . . . . . c 2. 20 .) 
Un~uk model MAC2) : 
e + e < 1 
t. 2 
e e < 1 
2 t. 
-1 < e < 1 .......... c 2.21 .) 2 
Fungsi A~okorelasi Model MACq) 
Berdasarkan pada persamaan C 2.18.) akan didapalkan 
au~okovarians sebagai beriku~ : 
Yk = E CZ - #J)CZ - J.D 
t t+k 




- e a ) 
q t+k-q 
. . . . . . . . . . c 2. 22 .) 
e a )(a - e a 
q t-q t+k 1 t+k-t. 
Karena E C a., a. ) = 0 unluk i ~ j maka 
~ J 
2 r = o c-e + e e + k k t. k+t. 
un~uk k = 1, 2, ... , q 
yk = 0 unluk k 
yk = y - k unluk k 
> 
< 
+ e e) 
q-lc q 
q 
0 ........... c 2.23 .) 
Fungsi aulokorelasi pk adalah hasil pembagian 
aulokovarians y dengan varians y seperli dalam persama-
k 0 
an C 2. 4. ) Fungsi autokorelasi model MACq) dapal 
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dinya~akan sebagai beriku~ 
- e + e e + ... + e e k 1 k+1 2-k 2 
pk = 
1 + ez + ez + ... + ez 
.. 2 p 
un~uk k = 1 ' 2, 3, q 
pk = 1 k = 0 
pk = 0 k > q 
pk = p - k k < 0 
3. Model Campuran Autoregresif dan Moving Averages 
Me~ode Box Jenkins menggunakan prosedur yang prak~is 
dan sederhana bagi penerapan model at. au skema 
au~oregresif' dan moving averages dalam penyusunan 
peramalan, sehingga dengan menggunakan gabungan model 
~ersebu~ maka dapa'l dipert.imbangkan aulokorelasi, baik 
anlara ni lai -nilai pengama~an yang beruru~an dari 
variabel yang akan diramalkan, maupun dianlara nilai yang 
berturu~-~urul dari residual (error) pada masing..,.masing 
periode yang lalu. 
Model ini di t.ul is sebagai ARMACp,q) a~au 
ARIMACp,O,q) dengan bent.uk persamaan sebagai berikut. 
Z = 1-l• + 0 Z + . . . + 0 Z + a 
l .. l-1 p l-p l e a q l-q 
a~au 
0CB)Z = ecB)a + 1-l• 
l t 
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sedangkan 0(8) = 1 08 0 8P 
• p 
8CB) = 1 - ea e aP 
1 p 




Stationeritas dan Inverbilitas Model Arma<p,q) 
Karena model ini merupakan gabungan antara ARCp) dan 
MACq), maka syarat stationernya mengikuti model ARCp) dan 
invertibelnya • mengikuti model MACq). 
Fungsi Autokorelasi Model ARMACp,q) 
Fungsi autokorelasi model ARMACp,q) dengan 
mendef'inisikan Z = Z - J.l dan Z Jc = Z - I-'• sehingga 
t t t- t-lc 
dari persamaan C 2.22 J diperoleh : 
p 
= . L 0 EC Z . Z ) + 




e. EC a . Z ) 
J l-J t-k 






) "If! 0. untuk k :S q sebab a . C 
t-J 
• q ) berkorelasi dengan Z . 
t-k 
j = o. 
.... 
EC a . Z ) = 0, untuk k > q sehingga autokorela-
l-J t-k 
.nya adalah 
pk =0p +0p + ... +0p ,k>p 
1 k-1 2 k-2 p k-p 
. . . . . . . . . . c 2. 25 .) 
Persamaan C 2.21 .) tidak lain adalah struktur fungsi 
autokorelasi model ARCp), se~ingga struktur· fungsi 
autokorelasi ARMACp.q) didominasi pengaruh ARCp) untuk 
lag k > q. Sedangkan untuk k = 0, 1, 2. 
autokorelas1 akan menJadi kompleks karena d1pengaruhi 
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oleh model MACq). 
4. Model-model Terintegrasi 
Dalam kenyataannya tidak semua data time series 
memenuhi syarat kestationeran. Misal suatu model 
autoregresi 
0CB)Z = a 
l l 
tidak memenuhi syarat stationer. 




0CB) "il d Z 
t 
= a t 
= a l 
. . . . . . . . . . ( 2. 26 ) 
0CB) merupakan operator autoregresi yang telah memenuhi 
d 
syarat stationer, dan "il = (1-B)d. ( Box and Jenkins. 
1976 ) 
Jika dimisalkan "il d Z = w • maka persamaan ( 2. 26 ) 
l t 
adalah model autoregresi bagi w • 
l 
dimana w dikatakan 
t 
sebagai hasi 1 di f'f'er ensi or de k e d dar i der et Z . t Seba-
liknya Zt merupakan hasil integrasi dari deret w. l oleh 
karena i tu persamaan ( 2. 26 ) disebut. model autoregresi 
terintegrasi dengan orde p dan q. disingkat ARICp,d) atau 
ARIMACp.d,q). Selanjutnya "il d disebut operator dif'f'erensi 
dan d disehut or·de dif'f'erensi. 
Model lain yang tidak stationer yaitu moving 
averages lerintegrasi CIMA) dan model campuran 
auloregresi auloregresi moving averages lerint.egrasi 
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CARIMA). Model IMACd,q) dinyaLakan dalam bentuk 
C 1 - B )d 2 
l 
eCB) 'V d = 
dimana eCB) = C1 




ea- ... -eB) 
t. q q 
Model ARIMACp,d,q) dinyatakan sebagai 
0CB)C1-B)d 2 
l 
0CB) 'V d 2 
t = 






Karena model-model terinLegrasi merupakan model-model 
st..at..ioner bagi deret w = (1 - B)d Z, maka karakt..erisLik 
t t 
model ini mengikut..i model-model stationer yang t..elah 
dibicarakan sebelumnya. 
5. Model Multiplikatif Time Series 
Dalam penyusunan ramalan, hendaknya perlu diperha-
t..ikan adanya pengaruh variasi musim. Variasi musim adalah 
flukt..uasi disekitar garis Lrend yang berulang secara 
t..eratur dengan panjang periode yang sama. Misal proses 
pengulangan tersebut.. berulang set..iap s sat..uan wakt..u, maka 
modelnya dapat..'ditulis sebagai berikut.. 
0 CB9 )(1-B9 )D z = eca•) a .......... ( 2.29 ) 
IS t t 
at..au 0 CB8 ) = 1 0 a• 0 B2S 0 aP• 
s • 2s pa 
dan e CB15) = 1 e B15 e BU.: e Bps 
B s 2s ps 
dimana p = or do operator auLoregresif musiman 
q = or do operator moving average musiman 
s = peri ode musiman 
D = differensi musi rr.an. 
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ser la <v 0 = C 1 
s 
8~) disebul operator differensi musiman, 
dan <v Z = Z - Z 
e l l l-e 
Persamaan Model Multiplikatif 
Pada data musiman biasanya diikuti pula dengan pola 
data yang non musiman. Pandang persamaan C 2.23 ~ sebagai 
model musiman dengan panjang periode s satuan waktu. Jika 
a dalam persamaan tersebut bukan merupakan white noise, 
l 
berarti model tersebul belum bisa menerangkan perilaku 
dari data yang ada, karena residual yang dihasilkan masih 
lerpaut oleh model de ret 
ARIMACp,d,q), 
while noise a 
t 
dari 
0(8)"1 d a = 8(8) e . . . . . . . . . . c 2. 30 ~ 
l l 
C Box and Jenkins, 1976~ 
Dengan mensubtitusikan persamaan C 2.24 ~ kedalam persa-
maan C 2.23 ~ didapalkan benluk model sebagai berikul : 
= 
c 2.31 ~ 
Model persamaan C 2. 25 ~ disebul model ARIMA Mul tipli-
katif, disingkal ARIMACp,d,q)CP,D,Q). 
2.2.3. Perumusan Model Stokastik Time Series 
Model-model slokaslik yang dibicarakan sebelumnya 
lak lain adalah suatu alat yang d'igunakan untuk 
menerangkan proses stokaslik yang membangkilkan time 





Z dapat. di t.ar i k kesi mpul an mengenai popul asi 
n 
t.ime series Z. jika t.erlebih dahulu dilakukan pendugaan 
l 
model yang sesuai. Dengan kata lain ramalan pada waktu 
yang akan dat.ang baru dapat diket.ahui jika model telah 
t.erbent.uk. Adapun beberapa hal yang mendasari perumusan 
model t.ersebut. adalah : 
1. Fungsi Autokorelasi dan Stationeritas Time Series 
Time series yang stat.ioner akan mempunyai bentuk 
fungsi autokorelasi C korrelogram ) menurun Cmenuju nol) 
secara eksponensial sejalan dengan bert.ambahnya lag. 
Semakin dekat. ke bat.as tidak stat.ioner maka fungsi aut.o-
korelasinya menurun dengan lambat. Hal tersebut dapat 
digambarkan sebagai berikut 
Gambar 2.5. Grafik Fun~si Autokorelasi Time Series 
J I I I I 
I 
o.ulocorrel.o.ti.on aulocorrel.ali.on 
stationer tidak stationer 
Karakt.erist.ik fungsi autokorelasi dan aut.okorelasi 
parsial adalah sebagai berikut. : 
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p =0 p + ... +0 p 
k 1 k-t 1 k-p 
M~mencil pada lag 1 
sampai q. kemudian 
lerpotong 
Berpola lak beralu-
ran pada lag 1 sam-
pai q. k emudi an 
mengecil menurut 
persamaan 
p =0 p + ... +0 p k 1 k-t 1 k-p 
Aulolcorelasi 
parsial 
Memencil pada lag 1 








Selain dua hal diatas. fungsi autokorelasi dan 
autokorelasi parsial juga dapal menunjukkan adanya penga-
ruh musiman dalam proses pembangkitan lime series. 
Pengaruh ini dilandai oleh nilai autokorelasi at.au 
au'lokorelasi parsial yang memencil secara berulang pada 
periode-periode musim 'lertenlu. Salah satu cont.oh menge-
nai hal ini dapat. d~lihat. pada c eambar 2.6. J 
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Ga.mbar 2. 6. Grafik Fv.nesi Av.tokoreLasi dan av.tokoreLasi 




2. Penduga Aulolcorelasi dan Penduga Autolcorelasi 
Parsial 
Autokorelasi yang dide.finisikan pad a persamaan 
C 2.3 :> diduga dengan autokorelasi yang ctihitung berda-
sarkan k pengamatan. Z , Z , 
t. 2 
, Z , yai tu : 
n 
n-k 
A L cz Z:>cz - Z:> l=t. t l-k 
pk = r = )c n 




2 = t=.t t adalah penduga dari 
n 
series. 
c 2.32 :> 
mean time 
Untuk ukuran n sampel yang cukup besar autokorelasi 
sampel persamaan C 2.32 :> akan mempunyai distribusi 





C1 + 2Cr + 
.12 
+ r ), %: > q 
q2 
Dalam hal lni q adalah ordo moving averages dan k 




2 I VCrk) 
Ct/2 
Sel ang lceper-cayaan C 1-oO 
2 I VCrk) 
Ct/2 
Talcsiran aulolcorelasi parsial dilenlulcan 
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unlulc 
c 2.34 :> 
menurul 
persamaan C 2.13 :> dengan mengganli p dengan penaksiran-
\. 








1 2 )c -1 
r r 
f. Jc-2 
.............. . ... - ~ .................. 
r 
k-f. r k-2 r lc-3 1 
1 r r r 
f. 2 k-2 
r 1 r r 
1 J. lc-3 
"' 
Ale = r r 1 r z 1 lc:-4 
c 2.35 :> 
I ~ e ~ • i • r 1-f. c 
..u .... 
• ::') r ~ z 
















.............................................. ~ r r r r 1 k-s. lc:-2 k-3 l 
pada n sampel yang cukup besar. lalcsiran aulokorelasi 
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parsial akan berdistribusi normal dengan mean nol dan 
varians = 1/n k > p c 2.36) 
dimana p sebagai ordo dari model aulregresif. 
Dari persamaan C 2.36) didapalkan selang kepercayaan 
Cl-a) bagi 0kk' yai lu : 
. . . . . . . . . . c 2. 37 __ .... 
dimana Z adalah nilai label distribusi normal standard 
ot/2 
dengan tar af a/z. 
3. Penduga Maksimum Likelihood 
Asumsi yang harus dipenuhi dalam pendugaan model 
stokastik time series ialah a merupakan white noise yang 
t 
mempunyai ~ nol dan varians o 2 .C Box and Jenkins, 1976) 
a 
Dengan asumsi ini, fungsi distribusi bersama untuk a 
t 
c t = 1 , 2. ... , n ) ialah 
n 
PC a ,an lo2) (2 n 2 -1./Z z L az} a ~ ..... = 0 ) exp< -1 /( 20 ) i. z t 
.......... c 2.38 __ .... 
sehi ngga 1 ogar i lma fungsi . pr obabi 1 i tasnya, berdasar k an 
pengamatan Z 
L C 0 e 
=C z. z. 
i. 2 
2 
0 z ) = 
• Z ) ialah : 





.......... c 2.39) 
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sedangkan S C 0 , e ) adalah fungsi sum square residual 
yang didefinisikan sebagai beriku~ : 
n 
s c 0 • e ) = ~ a 
l=l t ( 2.40 :> 
Penduga kemungkinan maksimum bagi parame~er 0 dan e 
-didapa~kan dengan memaksimumkan fungsi ( 2. 38 .>. Karena 
pengaruh 0 dan e hanya ~erdapa~ pada s c 0 • e ), maka 
..... 
un~uk memaksimumkan ( 2.38 .) dapa~ digunakan dengan 
meminimumkan persamaan ( 2.40 .>. 
2.2.4. S~a~istik Q Ljung- Box 
Perumusan model ARIMA dapa~ dipandang sebagai usaha 
mencari ben~uk ~ransformasi yang mengubah series Z 
t 
menjadi series a. Oleh karena i~u perumusan model ~erse­
t 
bu~ dapa~ dika~akan berhasil jika mendapa~kan residual a 
t 
C sebagai es~imasi a ) yang bersifat seperti whi~e noise 
l 
a, yaitu ~idak saling berkorelasi. Dengan ka~a lain, t 
diinginkan residual model yang bersifat bebas. 
Un~uk menguji kebebasan residual tersebut, digunakan 
uji s~a~is~ik Q Ljung - Box, yang dirumuskan sebagai : 
n-k 
Q = ( + 2 ) ..... 2 ( k )-1 n n k~tyk n -
sedangkan 
n-lc 
2:: a a 
t = 1 t t + k 
n 
~ 
l = 1 
- 2 a 
t 
• k = 1, 2, 




Karena stali slik Q Ljung - Box lersebut mempunyai 
dislribusi Chi Square dengan derajal bebas k dikurangi 








maka model sesuai 
maka model lidak sesuai 
2. 2. 5. Peramalan Dengan ARIMA 
Krileria yang umum digunakan dalam peramalan adalah 
sum square error minimum. Misalkan Z (m) adalah nilai 
t 







mean square error 




jadi dengan kri leria mean square error yang minimum, 
nilai ramal an ZCm) 
t 
harus dipilih 
sehingga persamaan C 2.40.) minimum. 
sedemikian rupa 
BAB III 
BAHAN DAN METODOLOGI PENELITIAN 
3.1. BAHAN PENELITIAN 
Data merupakan bahan penelitian yang sangat penting 
untuk menyingkap dugaan-dugaan yang timbul. Unt.uk i t.u 
perlu dilakukan upaya mendapatkan data yang sesuai agar 
permasalahan yang ada dapat terselesaikan dengan tuntas. 
Bahan yang dipakar dalam penelitian ini adalah data 
mingguan jumlah penjualan genteng Kodok dan genteng 
Wuwung. Dalam hal ini data yang diambil dibagi menjadi 
dua bagian, yait.u : 
1. Data untuk pembentukan model 
- data mingguan jumlah penjualan genteng Kodok. 
diambil mulai minggu pertama bulan Januari 1987 
sampai minggu kedua bulan September 1990 
- da t.a mi ngguan j uml ah penj ual an gent eng Wuwung, 
yang diambil mulai minggu pertama bulan Januari 
1988 sampai mi nggu k edua bulan September 1990. 
2. Data unt.uk evaluasi peramalan 
data mingguan jumlah penjualan genteng Kodok. 
yang diambil mulai minggu k:etiga bulan 
September 1 990 sampai mi nggu ter ak hi r bulan 
Oktober 1990 
data mingguan jumlah penjualan genteng Wuwu~g. 
yang diambil mula1 minggu ketiga bulan 
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Seplember 1990 sampai mi nggu lerakhi r bulan 
Oklober 1990. 
Pengambilan data dilakukan secara administratif, 
yai tu menyalin dala secara langsung C sudah ada ) dari 
bagian pemasaran Perusahaan Daerah Wisma Karya Surabaya. 
3.2. METODE PENELITIAN 
Dal am penel i t..i an i ni di gunakan · met.ode Anal i sa Time 
Series, dengan menerapkan met.ode perumusan model yang 
dikembangkan oleh Box dan Jenkins (1976), atau lebih 
di k enal dengan nama per umusan model ARI MA. Met.ode ini 
pada dasarnya mempunyai t.iga t.ahapan, yait.u t.ahap 
identif'ikasi, pendugaan parameter dan pengujian model. 
Tahapan-t.ahapan 
berikut. : 
lersebut. dapat. digambarkan sebagai 
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Gambar 3. t. S~ema Pembent~~an Hodel CHodel Buildin~~ 
tida~ 
DIPOSfULATKAH 




C semanlara ) 
ESTIMASI 
manantukan semua parameter 
dalam modal 
DIAGNOSA 




3.2.1. Tahap Identifikasi 
Identif'ikasi adalah marupakan sualu prosedur untuk 
menE\ntukan c secara kasar ) sualu model yang mewakili 
data yang nanlinya barguna untuk analisis lebih lanjul. 
Langkah awal tahap identif'ikasi adalah membuat plot data 
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secara grafis. Dari plot ini dapat, diduga perilaku pola 
data tersebut, apakah data tersebut mempunyai trend atau 
pengaruh musiman dan dapat dilihat apakah data stationer 
pada rata-rata serta stationer pada variansnya. 
Untuk membantu memastikan sifat kestationeran time 
series digunakan korrelogram sampel. Time series 
dikatakan stationer jika korrelogramnya cenderung menurun 
C menuju nol ) dan dikatakan tidak stationer jika 
korrelogramnya tidak cenderung menurun. Akan tetapi 
karena struktur autokorelasi sampel ada kemungkinan 
menyimpan dari struktur teoritis tersebut, maka suatu 
time series yang mempunyai korrelogram sampel yang 
menurun secara perlahan-lahan dapat dianggap sebagai time 
series yang tidak stationer. Dengan kata lain time series 
dapat dipastikan stationer hanya jika kecenderungan 
menurun dari korrelogram sapelnya terjadi secara cepat. 
Jika data yang dianalisis ternyata bersifat tidak 
stationer, maka dicoba melakukan differensi, baik 
di fferensi jangka pendek C differensi regular ) ataupun 
differensi jangka panjang C differensi musiman ). Diffe-
renci musiman ini dilakukan jika ketidak stationeran data 
tersebut disebabkan oleh pengaruh musiman, misalnya 
setelah lag dua atau tiga kali periode musim masih ada 
nilai autokorelasi sampel yang berbeda nyata dari nol. 
Jika dengan cara differensi tidak menghasilkan 
series yang stationer, maka dilakukan transformasi data. 
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kemudian diiku~i differensi sampai mendapalkan series 
yang s~alioner. 
Selanjutnya selelah didapatkan data yang stationer, 
dapat ditentukan janis yang kira-kira sesuai bagi series 
stationer lersebul. Hal ini dimaksudkan apakah model 
lersebut AR murni. MA murni. model campuran alau model 
yang bersifal mulliplikalif. 
t-1engingal bahwa model-model AR, MA alau model 
campuran lersebul masing-masing mempunyai st.rukt.ur 
aulokorelasi dan au~okorelasi parsial yang bersifal khas, 
maka iden~ifikasi model dapal dilakukan dengan memeriksa 
karak~erislik fungsi aulokorelasi dan fungsi aulokorelasi 
parsial secara bersama-sama. 0 
3.2.2. Tahap Eslimasi 
Eslimasi parameter merupakan langkah kedua dalam 
melaksanakan proses slralegi pembenlukan modal. Dari la-
hap iden~ifikasi akan didapatkan rumusan semenlara ben~uk 
model bagi series asli z. 
l 
Masalah berikulnya adalah 
melakukan perhilungan unluk manaksir parama~ar-parameler 
dalam modal ARIMA unluk model yang lelah ditenlukan. 
Hasil yang diperoleh dari parhilungan ini dapal 
dipakai unt.uk memeriksa apakah model sudah memenuhi 
syaral-syaral yang sudah di t.et.apkan dalam model ARIMA. 
' 
Dalam hal ini dilakukan pengujian lerhadap parameter 
model dengan hipolesa sebagai berikul 
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Ho estimasi parameter = 0 
Hi Ho 
Pengujian hipotesa ini dilakukan dengan menghitung 
stat.i sti k i ji t-ra.ti.o. yai tu 
estimasi parameter 
t = hi. tung S.E parameter 
Dengan menggunakan ~ = 5 % maka diperoleh : 
t hi. tung ~ t { Ot/2 maka Ho diterima n-j. > 
t hi. tung > t ( Ot/2 maka Ho ditolak n-i > 
Bila Ho dit.erima bararti parameter tidak significant dan 
sebaliknya berarti parameternya cukup significant. pada 
~=5%. 
Penentuan konstanta ini perlu perlu dimasukkan; jika 
hasil model yang diterima tidak dide!erensikan ( Box and 
.Jenkins. t 976 :J • mi sal model ARI MAC 1 • 0. 0) dengan model 
mat.emat.isnya adalah z 
t 
c + 0(8) + a. 
t 
Hal ini 
dapat terjadi jika rata-rata time series tidak nol maka 
per 1 u memasukkan konst.anta tersebut. Pengujian nilai 
t.engah adalah sebagai berikut. : 
Hipot.esa 
Ho ~ sama dengan nol 
Hi ~ tidak sama dengan nol 
Pengujian hipotesa ini dilakukan dengan menghitung 










adalah mean dari series yang 
adalah standard deviasi 
n 










dalam hal ini n adalah banyaknya pengamat-an series yang 
stat-ioner W . 
t 
Dengan menggunakan tara.f nyata a. maka keput-usan 
bagi pengujian tersebut- adalah 
t--rati.o ~ t.. maka Ho diterima ( ovz n-1. > 
t-rati.o > t maka Ho ditolak ( ovz n-1. > 
Jika Ho ditolak maka perlu memasukkan konstant..a ke dalam 
model dan sebaliknya bila Ho diterima maka t..idak perlu 
memasukkan konstanta ke dalam model . 
• 
3.2.3. Tahap Pengujian Model 
Langkah tera:·:hir dari masalah perumusan model adalah 
memeriksa kesesuaian kesesuaian model tersebut bagi dat-a 
yang dianalisis. Car a yang sering digunakan dalam 
pengujian model time series ialah pemeriksaan resjdual. 
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Sela.in itu karena model ini digunakan untuk peramalan 
maka dilakukan evaluasi terhadap hasil peramalannya, 
selanjutnya penentuan model terbaik dilakukan dengan mem-
pert.imbangkan hasil kedua cara pengujian di atas. 
Pemeriksaan residual model dilakukan dengan 
menggunakan uji slalislik Q Ljung-Box, dimana sualu model 
dikatakan sesuai jika residual yang dihasilkan sudah 
bersifat menyerupai White noise, yait.u tidak saling 
berkorelasi alau sudah bersifat bebas. 
Evaluasi peramalan dilakukan dengan menghitung 
prosentase penyimpangan nilai ramalan terhadap dala 
actual C kenyalaan ). Disamping ilu dengan memeriksa 
apakah dala actual lersebut masuk dalam selang peramalan 
C pada tingkal kepercayaan 95 % ). Eval uasi per amal an 
ini dilakukan jika pengujian kebebasan residual 
menunjukkan bahwa model sesuai. Selanjut.nya yang dipilih 
·sebagai model t.erbaik adal ah model yang mempunyai 
penyimpangan terkecil dengan selang kepercayaan yang 
sempi t.. 
Apabila model yang dihasilkan belum dapat dipastikan 
sebagai model yang paling baik. maka dilakukan 
overfittine, yait.u dicobakan beberapa model alt.ernat.if. 
Apabila diduga bahwa mungkin diperlukan model yang lebih 
luas, maka dapat dilakukan overfitting model lain dengan 
parameter-parameter ekstra, dan selanjut.nya dilihat 
apakah model ini benaz-benar lebih unggul. 
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Misalnya jika model yang dibangki lkan perlama kali' adalah 
ARIMAC1,d,0), maka akan dicobakan model ARIMAC2,d,0) alau 
ARIMAC1,d,1) alau benluk-benluk yang lainnya. 
3.2.4. Peramalan 
Peramalan dilakukan jika model yang dibangkilkan 
Lelah melalui lahap pengujian dan dinyalakan sebagai 
model yang layak dipakai unluk peramalan. Hal ini pen-
ling agar ramalan yang diperoleh dapal mendekali nilai 
aclualnya. 
Selelah mendapalkan model yang ses uai , dengan 
memasukkan data yang ada dapal dihi lung nilai ramal an 
sampai periode waklu yang diharapkan. 
Sebagai conloh jika model peramalan adalah ARIMAC1,0,0) 
(1-0 8) 2 
1 t = 
1-1 + a 
t 
Y -02 = J.~+a 
t 1 t-.t t 
Model laksiran unluk peramalan adalah 
2= J-~+02 




4.. 1. ANAL! SA DATA PENJUALAN GENTENG WUWUNG 
Berdasarkan da~a mingguan penjualan gen~eng Wuwung 
di Perusahaan Daerah Wisma Karya, yai ~u mulai minggu 
per~ama bulan Januari 1998 sampai minggu kedua bulan 
Sep~ember 1990 dapa~ dibua~ ringkasan s~a~is~ik sebagai 
beriku~ : 
Tabel 4. f. Data Statistik. Penjual.an Gente7\8 Wuli)'Un6' 
di Perusa.haan Daerah Wisma Karya Surabaya 
rata-rata 1239.71 
varians 1048780.1 
standard devi as i 1024.1 
nilai m.inim.wn. 209 
ni lai maksim.um. 10058 
9849 
Jttuar t i l. ba'Wah 805 
Jttuart i l. atas 1601 
median 1120.6 
Dari C tabel 4.1. > ~ersebu~ dia~as ~erliha~ bahwa 
da~a penjualan gen~eng Wuwung mempunyai varians yang 
sanga~ besar. sehingga perlu dilakukan ~rans~ormasi agar 
diperoleh da~a dengan varians yang kecil. Dalam hal ini 
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t.ransf'ormasi yang dilakukan adalah t.ransf'ormasi 
Logarit.ma Nat.ural. Dengan t..ransf'ormasi t.ersebut.· 
diperoleh hasil st.at..ist.ik sebagai berikut. : 
Tabel. 4.2. Data Statistik Penjual.an Gente~ WUVU7\8' di 
Perusahaan Daerah Wisma Karya Setel.ah 
Di transformasi Lo8ari tma Natural. 
rata-rata 
varians 
s t anda.rd devi asi 
nil.ai m.inim.um. 
n i l. a i FIIJ:lks i m.um. 
r~e 
k.uar t i l. balJKlh 











Unt.uk selanjut.nya dari dat.a yang t.elah dit.ransf'or-
masi t.ersebut. dibuat.kan suat.u model berdasarkan Analisa 
Time Series. 
4.1.1. I•Jent.if'ikasi 
Sebagai dasar penyusunan model ARI MA. maka t.i me 
series harus memenuhi syarat. st.at.ioner. Unt.uk i t.u per 1 u 
dilihat. plot. series dari dat.a penjualan gent.eng Wuwung 
yang t.elah dit.ransf'ormasi logarit.ma nat.ural. 
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Gambar 4. t. Time Series Plot Penj'll.alan Genten6' W'll.wun6' 
Setelah Ditransjormasi 







g . )-»-~/~~~~~ l\ / P, l\ 1\1\Ar ~~~1 J V N 
120 150 
ti~ index 
Dari hasil plot data diatas terlihat bahwa 
~luktuasi penjualan genteng Wuwung sudah berada pada 
rata-rata dan variansnya. Hal ini menunjukkan bahwa data 
sudah stationer. Untuk lebih memperjelas dapat dilihat 
pada plot autokorelasi sampel dan plot autokorelasi 
par sial nya. 
Gambar 4. 2. F'll.nBSi Autokoreir.asi Sampel. untuk Data Pen;'u-
Estimated Autocorrelations 
1 

















Gambar 4. 3. Fun6si .Autoltorel.asi Parsial. Sam.pel. untu.Jt 
















Dari kedua gambar dia~as. baik ~ungsi au~okorelasi 
sampel CACF) maupun ~ungsi au~okorelasi parsial CPACF) 
t.erlihat. adanya dukungan ~erhadap kest.at.ioneran dat.a. 
Karena pada gambar aut.okorelasi parsial sampel CPACF) 
t.erlihat. bahwa nila.i es~imasinya pada lag per~ama 
berbeda nyat.a dengan nol, kemudian ~erpot.ong Ccut.t. o~~). 
Pada ~ungsi au~okorelasi sampel CACF) sert.a ~ungsi 
aut.okorelasi parsial CPACF) seper~i ini diduga merupakan 
salah sat.u clri dari model Aut.oregresi~ CAR). Dalam hal 
ini karena nilai est.imasinya yang berbeda nyat.a dengan 
nol hanya pada lag pert.ama, maka model dugaan awal yang 
dimaksud adalah ARC1) at.au ~MAC1,0,0). 
4.1.2. Perumusan Model 
Beranjak dari t.ahap identi~ikasi dia~as akhirnya 
dapat. dit.arik kesimpulan sement.ara bahwa pola t.ime 
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series dari penjualan gen~eng Wuwung di Perusahaan 
Daerah Wisma Karya adalah au~oregresif dengan orde sa~u. 
Secara singka~ model ~ersebu~ dapa~ di~ulis dengan 
ARIMAC1.0.0) dengan model perumusan sebagai beriku~ : 
C 1 - 0 B )( Z - 1-1 ) = a 
1 l l 
Z = J.J• + 0 B + a 
l 1 t. 
4.1.3. Penalcsiran Para~~~e~er Model ARIMAClioO.O) 
Model ARIMAC1.0.0) merupalcan model semen~ara. yang 
diperoleh pada ~ahap identifikasi. Se~elah •dilakukan 
penaksiran ~erhadap parame~ernya. maka model ~ersebu~ 
dapa~ di~uliskan sebagai beriku~ : 
'\ 
Z = 5.5139'+ 0.20639 Z +a 
l ~1 l 
Hasi 1 penak sir an par ame~er sel engk apnya 
pada ~abel dibawah ini : 
dapa~ diliha~ 
Tabel 4. 3. Est imasi Parameter model ARI HACf • o. 0::> pada 
Deret Pen.ju.al.an Gen.terl8 Wu.llnlrl8 
Parame~er Es~imasi S~d Error t. 
rcli.o Prob Cft.(<) 
0 
.t 
0.20639 0.08363 2.46774 0.01481 
1-1 ,6. 94782 0.05974 116.2947 0.000 
mQetn 





Probabi1i~as ~~. Noise • 0.000554 
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Dari C tabel 4. 3. :> diat.as t.erlihat. bahwa proba-
bilit.as level dari paramet.er ARC1) lebih kecil a • 6 Y. . 
Hal ini menunjukkan bahwa parameter t.ersebut sign!-
f'icant.. Sedangkan probabili tas level dar! mean lebih 
kecil dari a = 6 Y. artinya konstanta mean ini 
signit'icant. Untuk lebih meyakinkan dapat diuji memakai 
t.-st.at.ist.ik. 
4.1.4. Pengujian Paraaet.er Model ARIMACt.o.o> 
Pengujian parameter model ARIMAC1,0,0) dari deret. 
penj ua.l a.n gent.eng Wuwung di 1 a.kuka.n denga.n mengguna.ka.n. 
uji t.-st.at.ist.ik, dengan hipot.esa sebagai berikut. : 
H 0 = 0 
0 t 








Karena t > t. maka H di tolak, yang art.inya hi.lung l<1bel o 
par amet.er 0 t cuk up si gni f' i cant.. pada a • 6 Y.. 
Pengujian parameter meannya dapat. dilakukan dengan 
hipot.esa sebagai berikut 
H IJ = 0 0 
H IJ jill! 0 t 
Uji st.at.ist.ik 
t. 
hi.t.u1"'g = 116.29467 
t. = 1.645 t.C1bel 
-62-
Karena t-h. > t- maka H di t.olak. yang art.inya \.lung la.bet 0 
parameter mean cukup signi~icant. pada a = 5 Y.. 
Disamping pengujian diat.as juga harus diperhat.ikan 
syarat. kest.at.ioneran yang harus dipenuhi unt.uk model 
ARI MAC 1 • 0 • 0) . Kestationeran untuk model ARIMAC1.0.0) 
telah memenuhi syarat. karena taksiran dari parameternya 
bernilai diantara -1 < 0 = 0. 20639 < 1 . 
• 
4.. '1 • 6. Di agnosti lc Celc 
Unt.uk melihat apakah suatu model baik dipakai 
sebagai model peramalan. dengan artian residual model 
tersebut tidak bias atau dapat dikatakan bahwa residual 
2 tersebut white noise dan derdistribusi Normal NCO.q). 
Hipotesis : 
H 




H, Paling sedikit ada sat.u harga pk yang (idak 
sama. dangan nol. 
Uji statistik 
Q = 11.6369 
2 ~ - 30.1435 <t~.o. 05> 
Karena Q < 2 ~ maka H diterima. 
u~.o. om o 
yang arti nya 
residual dari model tersebut adalah. independent dengan 
a= 6 Y. dan probabilitas white noise= 0.900664. 
Untuk memper jelas pengujian diatas- dapat dilihat 
dari gra~ik ~ungsi autokorelasi residual CRACF) dan 
~ungsi autokorelasi parsial residual CRPACF) unt-uk model 
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ARIMAC1,0,0). yait.u pada C ~ambar 4. 4. :> dan C ~ambar 
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Dari kedua gambar ~ersebu~ ~erliha~ bahwa pada 
semua ~i me 1 ag yang ~ampak pada gambar masuk pada ba~as 
in~erval. Hal ini berar~i bahwa residual pada ~iap ~ime 
lagnya adalah independen~. 
Un~uk membuk~ikan apakah residual dari model 
2 ARIMAC1,0,0) berdis~ribusi normal NCO.O') dapa~ diliha~ 
dari normal probabili~y plo~ pada C 6ambar 4.6. ~. 
Gamba.r 4. 6. Plot Normal Residual Hodel. ARIHACI,O.O.) 
Normal Probability Plot 
c 99.9.---------~--------~------------------~---------, 
u . 0 
r :: • •.• •. i' c : •• •• • ...... . 




Jl 2t) ...... . 
e 5 tP" i: r .. ,. a6. . . . . . . . . ....... .. 
~ j ,, ''I' 'u' l 1 ' 
-1.6 -0.6 0.4 
Rezidual 






Dari gambar ~ersebut. t.erliha~ bahwa plot. cenderung 
membent.uk garis lurus. Hal ini menunjukkan bahwa residual 
2 berdist.ribusi normal NCO,O'). sehingga model ARIMAC1.0.0) 
bisa dipakai sebagai model peramalan dari dare~ panjualan 
gen~eng Wuwung. 
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4.1.6. Evaluasi Peramalan 
Unt.uk memeriksa kemant.apan model. maka dilakukan 
eval uasi per amal an dengan menggunakan dat.a pengamat.an 
enam bulan t.erakhir. yai t.u dat.a mulai minggu ket.iga 
bulan Sept.ember 1990 sampai minggu t.erakhir bulan 
Okt.ober 1990. 
Tabs-l. 4. 4. Hasil. Eval.uasi Ps-ramal.an Hodsl. ARIHACf .o.o.> 
Peri ode Min Ranaalan Max Act.ual Siw.pangan 
143 486 123!5 3761 1276 3.2 
" 
144 346 1078 3360 1132 4.7 
" 
14!5 336 1049 3270 976 7.37 
" 
146 334 1042 32!52 1107 !5.87 
" 
147 334 1041 3248 927 12.29 
" l 









'. <;~~ \ v '\ 
/ '-'\ 
Evaluasi model t.ersebut. menunjukkan bahwa basil 
peramalan jika dibandingkan dengan realisasi masuk dalam 
selang peramalan dan rat.a-rat.a penyimpangan adalah 
sebesar 6.93 Y.. Dar! kenyat.aan t.ersebut. dapat. 




Untuk memastikan apakah model yang telah dihasilkan 
merupakan model yang t.erbaik, maka digunakan 
perbandingan dengan model alt.ernat.if' yang lain. 
1. Model ARIMACO. 0.1> 
Pembangkitan model ini masih berdasarkan pada Fungsi 
Aut.okorelasi Sampel CACF) dan Fungsi Aut.okorelasi 
Parsial Sampel CPACF). Pada gambar au~okorelasi 
sampel ~ampak ada lag yang menonjol kemudian 
t.erpot.ong (cut. of'f'). Adanya keadaan ini membarikan 
pet.unjuk unt.uk dimasukkannya paramet.er MA kedalam 
model. 
Perun.usan. Hodel. 












Pena.Jttsiran. Parameter Hodel. 
Hasil pendugaan paramet.er dai model ARIMAC0,0,1) 
dapat. dilihat. pada t.abel dibawah in.t : 
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Tabel 4.6. Estimasi Parameter model ARIHACO,O,fJ pada 
Deret Penjualan Gententr Wuwuntf 





-0.20515 0. 08925 -2.43513 0.01481 
,.., 6. 94782 '-' 0.05734 121. 16926 0.000 
Est.imat.e Whlt.e Noise Variance • 0.322942 
d.f' • 139 
Chi-Square (20) • 11.7473 
Probabilit.as Whdt.e Noise • 0.89614. 
Da.ri hasil penaksiran paramet.er diat.as, 
ARIMAC0,0,1) dapat. dit.ulis~an sebagai berikut. 
I/ 
i 
Z = 6.94782 + 0.20515 a +a 
l "/\ ..F· / l-f. l 
model 
Unt.uk model Moving Averages CMA:), paramet-er model 
harus memenuhi syarat. invert.ibilit.as. Dar! C Tabel. 
4.5. ~ diat.as t.erlihat. bahwa syarat. t.ersebut, sudah 
t.erpenuhi, yait.u 
-1 < c e = -o. 20515 > < 1. 
1 
- PentfUj-«:J.n Parameter Hodel. 
Unt.uk menget.ahui apakah paramet.er model cukup 
significant. at.au t.idak digunakan uji t.-st.at.ist.ik 
dengan hipot.esa sebagai berikut. : 
H e = o 
0 1 
H e jilt o 
1 1 
Uji st.at.ist.ik : 
t. . = -a. 43513 ht.tung 
t, = 1. 645 to.b.l 
Karena t.h. t.lung > t, l ma.ka H di t.ol ak • to.h. 0 
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yang 
art.inya paramet.er model cukup signi~icant.. At.au 
dengan k a t.a 1 ai n par amet.er e har us ada dal am 
t 
model. 
Unt.uk penguj ian par amet.er mean (J.l) dilakukan 
pengujian dengan hipot.esa sebagai berikut, 
H J.l = 0 0 
H J.l~ 0 
1 
Uji st.at.ist.ilc 
t, . = 121. 16926 ht.lung 
\a.bel = 1 . 645 
Kar ena th. > t, • male a H di t.ol ak. Hal i ni 
t. t. ung t.a.b•l 0 
berart.i bahwa mean (J.l) culcup signi~icant.. 
Dari pengujian-pengujian t.ersebut,, maka model 
ARIMAC0.0.1) dapat, dikat.akan sebagai model yang 
benar. 
Di asnos t i k. Cek-
Unt.uk melihat, apakah model ARIMAC0,0,1) merupakan 
suat.u model yang bailc, maka dilakukan uji residual 
dengan hipot.esa sebagai berikut, : 
H1 Minimal ada sat.u harga pk yang t.idak 
sama dengan nol. 
1 
Uji st.at.ist.ik 
Q = 121.6926 
2 
X <t~.o. 0!5> = 30.145 
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Karena x2 malca H di t.erima. yang 
<t~.o. 0!5> o 
Q < 
berart.i residual dari model ARIMAC0.0.1) adalah 
independent. pada a = 5 % dengan probabilit.as white 
noise 0.89614. 
Unt.uk memper jelas pengujian diatas dapat. dilihat. 
dari gra~iJc ~ungsi autoJcorelasi residual CRACF) dan 
~ungsi parsial autoJcorelasi residual CRPACF) untuJc 
model ARIMAC0.0.1). yaitu pada C ~ambar 4. 7. :> dan 
C f1ambar 4. 8. :>. 
Gambar 4. 7. Grafi-~ Fv:n.tfsi Autokorel.asi Residual. 
untuk Hodel. ARIHACO.O.f:> 












n -0.5 t. 
-1 
. . 
·····-···········-··· ········-=-·-··-.' ······-···· ... ····-· ·:········-··"········-·······-~ 
. . . 
·····- ···········- ·-····~···-t··-········ .. ··--~ .. ·· ······- ··t··· ·····-···········-··-······ 
0 





Gambar 4. 8. Grafik. F't.ffi6si Autok.orelasi Parsial 
Residual· Hodel ARIHA(O,O,t~ 
.Rf'!'idual Partial Autooorrf'lation!' 
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Untuk merr.buktikan apakah residual dari model 
ARIMACO, 0,1) berdistribusi normal NCO, O'Z, dapat. 
dilihat dari plot normal pada ( eambar 4.9. ~ 
Ga:mbar. 4. 9. Pl.ot Normal. Residual dari Hodel 
ARIHACO,O,t~ 
Nor· mal Probability Plot 
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- Eualuasi Peramalan Hodel ARIHA(0.0.1J 
Eval uasi per a mal an unt.uk model ARI MAC 0. 0. 1) dapa t. 
dilihat. pada t.abel dibawah ini : 
Tabel 4. 6. Hasil Eualuasi Peramalan Hodel ARIHAC0.0.1J 
Peri ode Min Ramal an Max Actual Simpangan 
143 413 1259 3932 
'"•, ..........-,_,_j 1276 1. 41 
" 
144 333 1040 . 3243 1132 9.10 
" 
145 333 1040 3243 976 6.59 
" 
146 333 1040 3243 1107 6.02 ¥. 
147 333 1040 3243 927 12.22 
" 
148 333 1040 3243 1133 9.19 
" 
Rata-rata Penyimpangan 7.09 
" 
Dari evaluasi peramalan ( tabel 4. 6. J tampak bahwa 
hasil peramalan berada dalam selang peramalan 
dengan rat.a-rat.a penyi mpangan terhadap nilai 
act.ualnya adalah 7.1 Y.. Dengan demikian dapat 
disimpulkan bahwa model ARIMAC0.0~1) cukup baik 
digunakan unt.uk peramalan. 
2. Model ARIMAC1,0,1) 
Model ini dicoba dengan menambahkan satu parameter MA 
sebagai bahan perbandingan unt.uk mendapatkan model 
yang paling baik. 
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- Perumusan Hodet 
Perumusan model unt.ulc ARIMA<1.0.1) dapat. dit.ulis 
sebagai berilcut. 
( 1 - 0 8) ( z - p) = ( 1 - e 8) a 
1 t 1 t 
= 0 z + e a z t .. t-t a t 1 t-t 
- Pena.Miran Parameter Hodel 
Hasil t.alcsiran parameter dari model ARIMA<1. 0.1) 
dapat. dilihat. pada label dibawah ini : 
Tabet 4. 7. Estim.asi Parameter model ARIHAC1 .0.1:> pada 
Deret Penjual.an Gente718 W1.1.llnl7\8 
ParaJAet.er Est.imasi St.d Error t. 
r<ltlo Prob C I t.f <) 
--
-- -
0 0.20639 0.08363 2.46774 0. Ot 481 
.. 
e 
-0.09879 0.3933 -o.25118 0.80205 1 
p 6.94782 0.05974 118.2947 0.000 
Est.imat.e.Whit.e Noise Varianve • 0.3232535 
d.~ - 139 
Chi-Square (20) 
- 11.8389 
Probabilit.as ~t.e Noise • 0.900554 
Dari hasil penalcsiran parameter diat.as. malca model 
ARIMA<1.0.1) dapat. dit.ulislcan sebagai berilcut. 
z = 8. 18872 + o. 20839 0 + o. 09879 e + a 
t 1 f. t 
Dari ( tabel 4.7. ~ dapat dilcet.ahui bahwa model 
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lersebul sudah memenuhi syaral s~alioneri~as dan 
inve~ibeli~as model ARIMA. yailu 
c 1 206 ::J9 
-1 < c 01 = ~) < 1 
-1 < c 8 = -0.09879) < 1 
t 
- Pen8'J.Jian Parameter 
Pengujian parameter ARC1) untuk model ARIMAC1. 0.1) 
dilakukan dengan uji t-statislik dengan hipotesa 
sebagai berikut : 
H 0 = 0 
0 t 
H 0 ;Ill! 0 
t t 
Uji tat.istik 
~h. \.lung = 0.27628 
t, 
l<1bet = 1.646 
Karena l . < h\.lung ~ l<1bel maka Ho di~erima. 
arlinya parameter 0 ~idak significan~. 
t 
yang 
Pengujian paramo~or MAC1) dilakukan dengan hipo~oaa 
sebagai beiku~ 
H 8 = 0 
0 t 
H 8 ;Ill! 0 
t t 
Uji s~a~ist.ik 




= 1. 646 
~­ht.tung < t. l maka ·Ho di t.erima. lClbe 
art.inya parameter 8 t.idak significant.. 
t 
yang 
Unluk pengujian parameter mean (J.I) digunakan 
hipolesa sebagai berikut. : 
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H #J 0 = 0 
H #J ~ 0 t 
Uji st.at.it.ilc 
t,h' = 116.96365 t.tung 
t, = 1. 645 
t<1b.l 
Karena t.h. > t, male a Ho di t.olalc, 1.tung t<1bel yang 
art.inya paramet.er mean Cp) significant.. 
Berdasarkan pengujian-pengujian paramet.ernya, maka 
dapat, disimpulkan bahwa model ARIMAC1,0,1) bulcan 
merupalcan model yang bailc. 
Dar i t.i ga model yang di aj ulc an, male a model ARI MAC 1 , 0, 0) 
merupakan model t.erbaik. Hal ini di dasar Jean pada 
Jcecilnya nilai rat.a-rat.a penyimpangan hasil peramalan 
t.erhadap nilai act.ualnya. 
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4. 2. ANALISA DATA PENJUALAN GENTENG KODOK 
Kondisi umum penjualan gen~eng Kodak di Perusahaan 
Daerah Wisma Karya selama pengama~an, yai~u mulai minggu 
per~ama bulan Januari 1987 sampai minggu Jcedua bulan 
Sep~ember 1990 dapa~ digambarkan dalam ringkasan 
s~a~is~ik sebagai beriku~ : 
Tabel. 4. 8. Data Statistik Penjual.an Gentene Kodo~ 
di Per'USahaa.n Daerah lt'isma Ka.rya Surabaya 
rata-rata 30160.1 
uarians 26078~25 
standard deuiasi 16425 
nil.ai m.inim:um. 3955 
nil.ai maksim.um. 103283 
ranf$e 99328 
~uart i l. bal«lh 18076 
~u.art i l. at as 38500 
median 28200 
Un~uk mendapa~kan da~a dengan range yang pendek 
ser~a varians yang kecil, maka dere~ penjualan gen~eng 
Kodak ~ersebu~ perlu di~rans~ormasi. Dal am hal i ni 
jenis ~rans~ormasi yang dipakai adalah ~ran~ormasi 
Logari~ma Na~ural. Dengan ~rans1'ormasi ~ersebu~ 
diperoleh hasil sebagai beriku~ 
' ·~ 
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Tabet 4. 9. Data Statist ik. Penj-u.atan Gente~ klt.lldtm8 di 
Per'U.Sah.aan Daerah. Wisma. Karya S-u.rabaya 
Setetah. Di transforma.si LoBari tma. Nat-u.rat 
rata-rata 
varians 
standard deu i as i 
ni tai minim:wn. 
n.i l.ai m.aksimwn. 
kuar t i l. bat«<h 












Untuk meliha~ kes~a~ioneran da~a pehjualan genteng 
Kodak, maka perlu meliha~ plo~ series dari data 
penjualan gen~eng Kodak yang ~elah di~ranstormasi 
Logari~ma Na~ural. 
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Gambar 4. tO. Time Series Pl.ot Penjual.an Genten6 J<odok. 
Setel.ah Di transforma.si Lo6ari tma Natural 
time index 
Dari C 6ambar 4. 10 :> diat.as t.erlihat. bahwa dat.a 
penjualan gent. eng Kodok sudah berada disekit.ar 
rat.a-rat.anya. Hal ini menunjukkan bahwa dat.a sudah 
stationer. sehingga analisa selanjut.nya dapat. dilakukan. 
Gombar 4.1 t. Grafik. Fu~si .Autokorel.asi Deret Penjual.an 
1 





Gambar 4. 12. Grafi~ FunRsi Autokorelasi Parsial Deret 
Penjualan Genten8 Kodok 
Partial Autocorrelations 
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Pada plot. aut..okorelasi parsial C 8ambar 4. 12. :> 
t..erlihat.. adanya cut. of'f' pada lag sat.u. dua dan t.iga. 
Sedang pada plot. aut.okorelasi C 8ambar 4.11. > mempunyai 
pola yang mengekor C mengecil menuju nol ). Pada Fungsi 
Aut..okorelasi CACF) dan Fungsi Aut..okorelasi Parsial 
CPACF) sepert..i ini diduga merupakan salah sat..u ciri dari 
model Aut.. or egr esi f'. I<ar ena ni 1 ai est..i masi yang ber beda 
nyat..a dengan nol pada lag sat..u sampai lag t..iga. maka 
model dugaan awal yang dimaksud adalah ARIMAC3.0.0). 
4.2.2. Perumusan Model ARIMAC3.o.o> 
Dari t..ahap ident..if'i kasi diat..as dapat.. 'dit..arik 
kesimpulan sement..ara bahwa model t..ime series unt..uk deret.. 
penjualan gent..eng I<odok adalah ARIMAC3.0.0) dengan 
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perumusan model sebagai beriku~ : 
Z = J..J• + 0 Z + 0 Z + 0 Z + a 
l • t-• 2 t-2 3 l-3 l 
4.2.3. Penaksiran Parame~er Model ARIMAC3p0p0) 
Se~elah dilakukan penaksiran parame~er. model 
ARIMAC3.0.0) dapa~ di~uliskan sebagai beriku~ : 
z = 4. 35158 + 0.16566 z + 0. 20245 z + 
l t-. l-2 
0.20365 Z +a 
l-9 l 
Hasil penaksiran parame~er selengkapnya dapa~ diliha~ 
pada ~abel dibawah ini : 
Tabel 4. tO. £stima.si Parameter model ARIHAC3.0.3.> pada 
Dere t Pen.}'u.a l an. Gen. t en.tf Kodok. 
Parame~er Es~i.asi S~d Error ~ratio Prob Cf~l<> 
0 0.16566 0.07433 2.22863 0.02710 1 
0 0.20245 0.07303 2.73841 0. 00681 2 
0 0.20365 0.07458 2.73082 0.00698 3 
J..J to. t5939 0.08853 114.7580 0.00000 
Es~i.a~e Wbd~e Noise Varianve • 0.290199 
d.f' • !76 
Chi-Square C20> • tO. 1017 
Probabili~as Whi~e Noise • 0.899291 
- ?0 -
Dari C tabe1. 4. tO. :> diatas terlihat bahwa syarat 
st.ationeritas model ARIMA sudah terpenuhi. yaitu : 
-3 < c 0 =0. 15566 ) < 3 
:1 
-3 < c 0 =0. 20245 ) < 3 2 
-1 < c 0 =0. 20365 ) < 1 3 
4.2.4. Pengujian Parameter Model ARIMAC3,.0,.0) 
Penguji an par a meter model ARI MAC 3. 0. 0) . dar i der et 
penjualan genteng Kodok dilakukan dengan uji t~statistik. 
Perigujian Parameter ARC 1) 
Hipotesa 
H : 0 = 0 0 1 
H 0 ;Jf. 0 
:1 :1 
Uji st..at..ist.ik 
t. = 2.22863 hit.urrg 
t.. = 1.9600 
label. 
Karena t. . > httung t. label maka H 0 dit..olak. yang art.inya 
parameter 0 signif'icant. dalam model. 
1 
Pengujian Parameter ARC2) 
Hipot.esa 
H .0 = 0 
0 2 
H .0 ¢ 0 
1 2 
Uji st..at..ist.ik 
t.. = 2.73841 
hi.. tung 
t.. = 1.9600 label. 
Karena t. > 
hi tung t maka H dit..olak, label. o yang art.inya 
parame~er 0 signi~ican~ dalam model. 
2 
Pengujian Parame~er ARC3) 
Hipo~esa 
H 0 = 0 0 9 
H 0 ;oe 0 
t 9 
~ . = 2. 73082 h\.tung 
~ lo.~l = 1 . 9600 
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Karena t..h. > \.lung t. mak a H di t.ol ak , yang ar t.i nya to.O.l 0 
paramet..er 0 signi~ican~ dalam model. 
9 









~. = 114.7590 h\.lung 
~ to.O.l = 1 . 9600 
Karena ~ > 
hi. lung ~ mak a H di ~ol ak , yang ar ~i nya to.O.l 0 
parame~er p signi~ican~ dalam model. 
Dari pengujian-pengujian ~ersebu~ dia~as maka model 
ARIMAC3,0,0) merupakan model yang signi~ican~ un~uk data· 
penjualan genteng Kodok. 
4.2.9. Diagnos~ik Cek 
Sua~u model dika~akan sesuai jika residual yang 
dihasilkan bersi~a~ whi~e noise, yait..u t..idak saling 
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berkorelasi dan berdis~ribusi Normal NCO,a2). Pemeriksaan 
si~a~ residual ~ersebu~ dilakukan dengan hipotesa sebagai 
berikut 
H 
0 p = p = 1 2 = = 0 
H
1 
Paling sedikit ada satu harga pJc yang tidak 
sama dengan 0 
Uji sta~istik 
Q = 10.1017 
2 
:t ( 1~. 0. 05) ... 30.1435 
Karena Q < 2 :t maka H dit.erima, yang art.inya u~.o. 05> o 
residual dari model ARIMAC3,0,0) adalah independent.. 
Untuk memper jelas pengujian t.ersebut. dapat. dill hat. dari 
gra~ik Fungsi Aut.okorelasi Residual CRACF) dan Fungsi 
Aut.okorelasi Parsial Residual CRPACF) unt.uk model 
ARIMAC3, 0, 0). 
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Gambar 4.14. Grajik Fun8si Autokoretasi Parsiat Residual 
Hodet ARIHAC3.0.0~ 
li'e-si dual Par·t.i al Aut.occ·r·rt'l at.i eons 
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Oari kedua gambar ~ersebu~ ~erliha~ bahwa pada semua 
~ime lag yang ~ampak pada gambar masuk pada ba~as 
in~erval. Hal ini berar~i bahwa residual pada ~iap t.ime 
lagnya adalah independen~. 
Un~uk membukt.ikan apakah res! dual dari model 
ARIMAC3.0.0) berdis~ribusi Normal NCO.o2 ) dapa~ diliha~ 
dari normal probabili~y plo~ pada gambar dibawah ini : 
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Gombar 4. 15. Plot Normal Residual dari. Hodel. 
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Dari gambar tersebut terlihat. bahwa plot. cenderung 
membentuk garis lurus. Hal ini menunjukkan bahwa residual 
berdistribusi Normal NCO,q~. sehingga model ARIMAC3,0,0) 
bisa dipakai sebagai model peramalan dari deret penjualan 
genteng Kodak. 
4.2.6. Evaluasi Peramalan Model ARIMAC3,0,0) 
Untuk meyakinkan apakah hasil ramalan yang t.elah 
dibuat sesuai at.au bisa digunakan maka perlu dilihat 
hasil ramalan tersebut. dengan realisasi yang ada. Dibawah 
ini disajikan enam buah realisasi penjualan dibanding 
dengan hasil peramalan model ARIMAC3,0,0). 
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Tabel 4.11. Hasi l. Evaluasi Peramalan Hodel ARIHAC'3,0,0:> 
Peri ode Min Ramal an Max Act.ual Simpangan 
184 12935 37179 106869 44737 16.89 Y. 
185 12461 36337 105960 57495 36.79 Y. 
186 12216 36683 109681 35839 2.35 Y. 
187 10149 31582 98283 28518 10.74 Y. 
188 9796 30722 96349 28579 7.49 Y. 
189 9408 29726 93918 34268 13.25 Y. 
Rat.a-rat.a Penyimpangan 14.59 % 
Tabel evaluasi peramalan t.ersebut. memperlihat.lcan bahwa 
hasil peramalan berada dalam selang peramalan dengan 
rat.a-rat.a penyimpangan t.erhadap nilai act.ualnya sebesar 
14.59 sehingga dapat. disimpulkan bahwa model 
ARIMAC3,0,0) merupakan model yang benar dan baik. 
4.2.7. Over~it.t.ing 
Unt.uk membandingkan apakah model yang dit.et.apkan 
merupakan model yang t.erbaik, maka perlu dilakukan 
perbandingan dengan model lain. 
1. Model ARIMAco.o.3> 
Model ARIMAC3,0,0) dihasilkan melalui cara over~it.t.ing 
dengan mencobakan paramet.er MA t.anpa adanya paramet.er 
AR. 
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- Perumusan HodeL 
Perumusan model un~uk ARIMAC3.0.0) dapa~ di~uliskan 
sebagai beriku~. 
z 
l = J.l + a t e a i l-i 
- Penaksiran Parameter Hodel 
e a e a 
2 l-2 9 t-9 
Hasil penaksiran paramet.er dari model ARIMAC0.0,3) 
dapa~ diliha~ pada ~abel dibawah ini : 
TabeL 4.12. Estim.a.si Parameter model. ARIHAC0,0,3:> pada 
Deret PenjuaLan Gentene J<odok. 
Parameter Est.imasi St.d Error t. 
re1tio Prob Clt.f<> 
e 0.16566 0.07433 2.22863 0.02710 
I. 
e 0.20245 0.073Q3 2. 73841 0. 00681 
2 
e 0.20365 0.07458 2.73082 0.00698 
9 
J.l 10.15939 0.08853 114.7580 0.00000 
Est.imat.e Whdt.e Noise .Varianve • 0.290199 
d.f • 17(S 
Chi-Square C20) • 10. 1017 
Probabili t.as Wtu:te"-Noise • o. 899291 
Selanjut.nya model ARIMAC0.0,3) dapat. dit.uliskan 
sabagai berikut. : 
Z = 10. 15821 + 0. 144Q5 a + 0. 22767 a + 
t t-• t-2 
0.25656 a +a 
t-!t l 
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Dari 'label dia'las 'lerliha'l bahwa syara'l 
inver 'libel i t.as model ARIMA sudah 'lerpenuhi, yaitu .: 
-3 < c e = - 0.1449 ) < 3 
:1. 
-3 < c e = -0.22767 ) < 3 2 
-1 < c e = 0.25656 ) < 1 
3 
- Peneujia.n Pa.ra.m.eter Hodel. 
Pengujian parameter MAC1) dilakukan dengan hipotesa 
sebagai beriku'l : 
H e = 0 0 :1 
H e ~ 0 
:1. 1 
Uji statis'lik 




= 1.9600 tab&l 
t hi.tur.g > t. maka H di t.er i rna, yang tab&l p 
art.inya parameter e t.idak significant.. 
1 
Pengujian parameter MAC2) 
Hipot.esa 
H e = o 
0 2 
H e ~ o 
:1. 2 
Uji stat.istik 
t.. = -3.14418 h~otur.g 
t. = 1.9600 
tab&l 
Karena > t maka H di tal ak. yang tab&l 0 
art.inya parameter e significant. dalam model. 
2 
Pengujian parameter MAC3) 
Hipot.esa 
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H e = o 
0 3 
H e 'I'! o 
t 3 
Uji statistik 
t . = -3. 4799 ht.tung 
t = 1. 9600 
ta.b.l 
Karena th. t.tung > t mak a H di tol ak , yang ta.bel 0 
artinya parameter e signi~icant. 
2 
Dari pengujian-pengujian parameter diatas membuktikan 
bahwa model ARIMAC0,0,3) adalah model yang tidak 
sesuai. 
2. Model ARIMAC3,0,3) 
Model ARIMAC3,0,3) dicoba dengan menambahkan parameter 
MA kedalam model sementara yang diperolehh pada tahap 
i dent! ~i kasi. 
Perum:usan Hodel 
Perumusan model untuk ARIMAC3.0,3) dapat ditulis 
sebagai berikut 








- Penal<tsiran Para:tnet.er Hodel. 
0 Z + a 
9 l-9 t 
e a 
9 t-s 
Estimasi parameter dari model ARIMAC3,0,3) dapat 
dilihat pada tabel dibawah ini : 
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Tabe1. 4. 13. Estimasi Para~~ter model. ARIHAC3,0,3~ pada 
Deret Penjual.an Genteng Wu<.~ng 
Parameter Estimasi Std Error t . Prob C !t!<J 
ro.tt.o 
0 0.16566 0.07433 2.22863 0.0271'0 
1 
0 0.20245 0.07393 2. 73841 0. 00681 
2 
0 0.20365 0.07458 2.73082 0.00698 
3 
e -0.14495 0.07419 -1.95377 0. 05231 
:1. 
' 
e -0.22767 0.07241 -3.14418 0.00196 j 2 
! e -0.25656 0.07372 -3.47990 0.00063 




Estimate White Noise Variance= 0.292961 
l d.f = 173 
Chi-Square C20J = 8. 63778. · 
Probabilitas White Noise= 0.853531 
Dari tabel diatas terlihat bahwa syarat 
stationeritas dan invertibelitas sudah t.erpenuhi, 
yaitu : 
-3 < c 0= 0.37554 ) < 3 
:1. 
-3 < c 0= -0.09082 ) < 3 2 
-1 < c 0= 0. 25321 ) < 1 3 
-3 < c e= 0.21502 ) < 3 
:1. 
-3 < c e = -0.25611 ) < 3 2 
-1 < c e = 0.02043 ) < 1 3 
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- Pen(fU.jian Parameter Hodel. 
Dari C tabel. 4.13. > dia~as ~erliha~ bahwa ~erdapa~ 
nilai probabili ~as level dari parame~er model 
ARIMAC3.0.3) yang lebih besar dari a = 5 ~- Hal ini 
menunjukkan bahwa parame~er-parame~er ~ersebu~ ~idak 
signi~ican~. Un~uk lebih meyakinkan dapa~ diuji 
dengan menggunakan ~-s~a~is~ik. 
Pengujian Parame~er ARC1> 
Hipo~esa 
H 0 = 0 
0 t 







Karena ~ . < h-. tung maka 
parame~er 0 ~idak signi~ican~. 
t 
Pengujian Para.a~er ARC2) 
Hipo~esa· 
H 0 = 0 0 2 














Karena ~h. < ~" maka H di ~erima. yang 
-.tung to.bel o 
ar~inya parame~er 0 ~idak signi~ican~. 
2 




0 = 0 
9 
0 ~ 0 
9 
Uji st..at..ist..ik 
t.. . = 0. 70567 h\.tur.g 
t.. . = 1.9600 
ro.ho 
Karena t.. 
h~tung < t.. maka H lo.bet o dit..erima, 
art..inya paramet..er.~9 t..idak signi~icant... 
Pengujian Parame~er MAC1) 
Hipot..esa 
H e = o 
0 1 
H e ~ o 
1 1 
Uji st..at..ist..ik 
t..h. = - 1 . 95377 \.lung 




Karena < t.. maka H dit..erima, yang to.bet 0 
art..inya paramet..er e t..idak signi~icant... 
1 
Pengujian Paramet..er MAC2) 
Hipot..esa 
H e = o 
0 2 
H e ~ o 
1 2 
Uji St..at..ist..ik 
t.. . = - 3. 1 4418 h\.tung 
t.. . = 1.9600 
ro.l\.o 
t.. I > t.. maka H di t..olak. yang hilung to.bet 0 Karena 
art..inya paramet..er 8 signi~icant... 
1 
Pengujian Parameter MAC3) 
Hipotesa 
H e = o 
0 3 
H e flO!! o 
t 3 
Uji statistik 
t. = - 3.47990 
h\.lung 
'l . = 1.9600 
r<&lto 
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Karen a I 'l h" I > t ,_ -l mak a H di 'ler i ma • yang \.lung l<&uw 0 
artinya parameter e signi~icant. 
9 
Dari pengujian parameter diatas menunjukkan bahwa 
model ARIMAC3.0.3) adalah model yang 'lidak sesuai. 
Berdasarkan pengujian-pengujian diatas maka dapat 
disimpulkan bahwa model ARIMAC3.0.0) merupakan model yang 
terbaik dari ketiga model yang diajukan. 
BAB V 
PEMBAHASAN 
Untuk mendapatkan model time series yang sesuai 
dengan data yang digunakan. harus dilakukan tahap 
identi~ikasi, pendugaan parameter dari model yang dipilih 
C sementara ) dan setelah itu dilakukan pengujian 
parameter sert.a over~it.ting agar model yang diperoleh 
benar-benar merupakan model yang paling sesuai untuk 
deret data. 
Pada penelian ini analisa time series dilakukan 
t.erhadap data penjualan genteng Wuwung dan data penjualan 
genteng Kodak. 
5. 1. PEMBAHASAN ANALISA PENJUALAN GENTENG WUWUNG 
Pada anal i sa penj ual an gent. eng Wuwung. model yang 
didapatkan adalah ARIMAC1,0,0). Model ini diperoleh 
setelah data di~rans~ormasi Logaritma Natural. Trans~or­
masi t.ersebut. dilakukan karena adanya kesuli t.an menda-
patkan model ARIMA dengan varians dan range yang besar. 
Dari data yang telah di trans~ormasi t.ernyat.a pada 
plot seriesnya sudah berada disekit.ar rat.a-ratanya dan 
variansnya. Hal ini menunjukkan bahwa data tersebut. sudah 
stationer. Pada plot autokorelasi CACF) terlihat. menonjol 
Ccut o~~) di lag satu dan mendekati nol untuk lag-lag 
selanjutnya. sedang pada plot parsial autokorelasi CPACF) 
juga terlihat cut. o~~ di lag satu. 
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Dengan cara iden~irikasi, model ARIMAC1,0,0) merupa-
kan model yang paling sesuai, hal ini dapa~ diliha~ pada 
tabel 5. t. ~ yang merupakan perbandingan an~ara 
model-model yang dipilih un~uk dicobakan. 
Tabel 5.1. Perbandin6an Hodel-model ARIHA yan6 Dicobakan 
pada Deret Penjual.an Genten6 Wuwune 
Model Whit.e Noise 
ARIMA Varians Q Probabili~as 
(1. 0, 0) 0.322535 11.6369 0.900554 
(0,0,1) 0.322942 11.7473 0.896140 
(1. 0,1) 0.325063 11.6675 0.864214 
Dengan meliha~ t.abel diat.as pada varians, st.at.is~ik 
Q dan probabili t.as whi t.e noise unt.uk model ARIMA, maka 
model ARIMAC1,0,0) merupakan model yang paling sesuai 
unt.uk deret. penjualan gent.eng Wuwung. 
Dari es~imasi paramet.er model, unt.uk dat.a penjualan 
gent.eng Wuwung diperoleh persamaan sebagai berikut. : 
Z = 1-l' + 0 Z + a 
t t l-t l 
= 5.5139 + 0.20639 Z + a 
t-t t 
PersaJnaan di.a~as mempunyai ar~i bahwa penjualan 
gen~eng Wuwung pad a minggu ini dipengaruhi oleh 
penjualan gen~eng Wuwung sat.u minggu yang lalu sebesar 
0.20639 dan di~ambah rak~or kesalahan model ARIMA pada 
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saat sekarang. 
Pada tahap pengujian parameter dapat dikelahui bahwa 
pr obabi 1 i las 1 evel dar i par a meter dan k onslanla mean 
model ARIMAC1,0,0) adalah lebih kecil dari a = 5 ~- Hal 
ini menunjukkan bahwa parameter-parameter t.ersebut 
signi~icant. pada t.ingkat. keyakinan 95 ~ C a = 5 ~ J. Dari 
hasil pengujian t.ersebut dapat. disimpulkan bahwa variabel 
Zt-f. dapa t di t.er i ma dal am model member i k an pengar uh 
sebesar 0.20639. 
Dari pengujian residual C fa.ktor k.esal.ah.a.n model. 
ARIHA J didapat.kan nilai st.atist.ik Q C = 20.6369 J yang 
lebih kecil dari -x2 C = 30.1435 J. 
U9.0. 05) Hal ini 
menunjukkan bahwa residual model ARIMAC1,0,0) adalah 
independent.. 
Dari hasi1 evaluasi peramalan unt.uk model 
ARI MAC 1 , 0. 0) dapa t. di 1 i hat. bahwa hasi 1 per a mal an j i k a 
dibandingkan dengan realisasai dat.a asli masuk dalam 
sel ang per ama1 an dan dengan ni 1 ai penyi mpangan sebesar 
6.93 ~. Berdasarkan kenyat.aan t.ersebut. dapat. disimpulkan 
bahwa model ARIMAC1,0,0) selain benar juga baik digunakan 
sebagai model peramalan. 
Untuk selanjutnya. berdasarkan model yang t.elah 
diperoleh digunakan unt.uk merama1kan banyaknya penjualan 
genteng Wuwung dan diperoleh hasil peramalan penjualan 
genteng Wuwung mulai minggu ket.iga bulan September 1990 
sampai minggu keempat bulan Desember· 1990. 
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Tabel 5.2. Pera:m.a.l an BanyaJttnya Penjualan GenLentf I+''U.W'U.ntf 
Hul.ai HinR~ he Dua Bulan September Sa:m.pai 
HinR~ Jtte Empat Bul.an Desember f 990 
Peri ode Bat.as Bawah Peramalan Bat.as At.as 
143 408 1239 3781 
144 345 1078 3360 
149 336 1049 3270 
148 334 1042 3292 
147 334 1041 3248 
148 334 1041 3247 
149 334 1041 3247 
190 334 1041 3247 
191 334 1041 3247 
162 334 1041 3247 
163 334 1041 3247 
194 334 1041 3247 
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5.2. PEMBAHASAN ANALISA PENJUALAN GENTENG KODOK 
Model yang didapatkan pada analisa penjualan genteng 
Kodak adalah ARIMAC3.0.0). Model tersebut diperoleh 
set.elah dat.a asli di transf'ormasi ke Logari.t.ma Natural. 
Transf'ormasi tersebut. dilakukan karena adanya kesuli tan 
mendapatkan model ARIMA dengan varians dan range yang 
besar. 
Dari dat.a yang t.elah ditransf'ormasi t.ersebut. 
t.erlihat bahwa plot seriesnya sudah berada disekitar 
rata-rata dan variansnya. at.au dengan kala lain data 
t.ersebut sudah st.ationer. Pada plot aut.okorel asi 
t.erlihat menonjol C cut. of'f' ) di lag sat.u. dua dan t.iga. 
sedang pada lag-lag selanjut.nya mendekat.i nol. Demikian 
juga pada plot. aut.okorelasi parsialnya t.erdapat. cut. of'f' 
pada lag satu. dua dan tiga. 
Dengan car a identif'ikasi. model ARIMAC3. O. 0) 
merupakan model yang paling sesuai. Hal ini dapat. dilihat. 
pada C tabel. 5. 3. :> yang merupakan perbandingan ant.ara 
model-model yang dipilih untuk dicobakan. 
- 88 -
Tabe1. 5. 3. Perbandingan J1ode1.-model. ARIJ1A yan.g Dicobahan 
pada Deret Penjv.al.an Genteng Kodok 
Dengan melihat tabel diatas pada varians·, statistik 
Q dan probabilit.as white noise unt.uk model ARIMA, maka 
model ARI MAC 3, 0, 0) mer upak an model yang paling sesuai 
untuk deret penjualan genteng Kodok. 
Dar i hasi l esti masi parameter model, un+_uk data 
penjualan genteng Kodok diperoleh persamaan 
berikut. 
2 = J-.1' 
t 
+ 0Z + 02 + 02 +a 
= 
1 t-t 2 t-2 3 t-3 t 
4.35158 + 0.16566 z 
t-1. 
0.20365 2 + a 
t-3 t 




Persamaan diatas mempunyai arti bahwa penjualan 
gent.eng Kodok pada minggu ini C dal.am Ln .) dipengaruhi 
oleh penjualan gent.eng Kodok pada sat.u minggu yang lalu 
C dal.am. Ln _). penjualan gent.eng Kodok pada dua minggu 
yang lalu C dal.am Ln .), penjualan gent.eng Kodok pada t.iga 
minggu yang lalu C dal.am Ln .) dan f'akt.or kealahan model 
ARI MA pada sa.a t sek ar ang, di mana : 
- 89 -
penj ual an gent eng Kodok pada mi nggu yang 1 al u member i-
kan pengaruh sebesar 0.16566 ( 
variabel yang lain konsta.n .) 
penj ual an gent eng Kodok pada dua mi nggu yang 1 al u 
berpengaruh sebesar 0.20245 ( dengan m.engangt?ap 
variabel yang lain konstan .) 
penj ual an gent. eng Kodok pada ti ga m~ nggu yang 1 al u 
berpengaruh sebesar 0.20365 ( variabeL yang l.ain 
dianggap konstan .::>. 
Pada tahap pengujian parameter dapal dikelahui bahwa 
probabilitas level dari parameter dan konstanta mean 
model ARI ~1AC 3, 0, 0) adal ah 1 ebi h k eci 1 dar i et = 5 %. Hal 
i ni menunjukkan bahwa parameter-parameter tersebut 
significant pada lingkal keyakinan 95 % C et = 5 % .::>. Dari 
seluruh hasil pengujian 
disimpulkan bahwa variabel 
dilerima dalam model dan 
parameter lersebut dapat 
z , 
t-~ 
Z dan Z dapal 
t-2 t-3 
masing-masing memberikan 
pengaruh sebesar 0.16566, 0.20245, 0.20365. 
Dari pengujian residual C faktor kesal.ahan model. 
ARINA .) didapatkan nilai stat.istik Q C = tO. 1017 .) yang 
lebih kecil dari nilai x2 ( = 30. 145 .). (:19,0. 0!5> Hal i ni 
menunjukkan bahwa residual model ARIMAC3,0,0) adalah 
independent.. 
Dari hasil evaluasi peramalan untuk model 
ARI MAC3, 0, CO dapat. di li hal bahwa hasi 1 peramal an ji ka 
dibandingkan dengan realisasi data ~sli masuk dalam 
selang peramalan dan nilai penyimpangannya sebesar 
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14.59 Berdasarkan kenyalaan lersebut. dapal 
disimpulkan bahwa model ARIMAC3,0,0) adalah benar dan 
baik digunakan sebagai model peramalan. 
Dari model yang lelah diperoleh, unluk selanjulnya 
dilakukan peramalan banyaknya penjualan genleng Kodak dan 
di per ol eh hasi 1 per amal an penj ual an gent. eng Kodak: mul ai 
mi nggu ke li ga bulan Seplember 1990 sampai ~i nggu ke 
empat bulan Desember 1990. 
Tabel. 5. 4. Pera.mal.an Banyakn.ya Pen.ju.al.an. Gen.ten.g Kodo}<.. 
Nul.ai. Hi.n.ggu ke Dua Bul.an. September Sampai 
Ni..n.ggu. ke Empat Bv.l.an. Desem.ber 1990 
Pex~iode Bat as Bawah Peramalan Bat as At as 
184 12935 37179 106869 
185 12451 36337 105960 
186 12216 36683 109681 
187 10149 31582 98283 
188 9796 30722 96349 
189 9408 29726 93918 
190 8984 28529 90591 
191 8795 27989 89071 
192 8623 27484 87062 
193 8484 27068 86355 
194 8395 26796 85531 
195 8321 26570 84837 
BAB VI 
KESIMPULAN DAN SARAN 
Berdasarkan hasil analisa daLa dan pembahasan dapaL 
diLarik kesimpulan dan saran sebagai berikuL : 
6. 1 KESIMPULAN 
1. Model unLuk realisasi penjualan genLeng Wuwung secara 
mi ngguan adal ah ARI MAC 1 , 0, 0) , yang dapa L di L ul i sk an 
sebagai berikuL : 
Z = 5. 5139 + 0. 20639 Z + a 
l t-t l 
KeLerangan : 
Z = Realisasi penjualan genLeng Wuwung pada l-t 
minggu yang lalu C t-1 :> dalam Loga-
riLma NaLural. 
a = Fakt..or kesalahan model ARIMA pada minggu l 
ini C t :>. 
2. Model unLuk realisasi penjualan produksi genLeng Kodok 
secara mingguan adalah ARIMAC3,0,0) dengan perumusan 
sebagai berikuL 
z = 4.35158 + 0.16566 z + 0.20245 z + 
l t.-t l-2 
0.20365 Z +a 
t-3 t 
KeLerangan : 
Z = Realisasi penjualan genLeng Kodok pad.a 
t-t 
saLu minggu yang lalu C t-t > dalam 
LogariLma NaLural. 
Z = Realisasi penjualan gent..eng Kodok pada t-2 




Z = Realisasi penjualan genteng Kodok pada l-9 
tiga minggu yang lalu C t-a ~ dalam 
Logaritma Natural. 
a = Faktor kesalahan model ARIMA pada minggu l 
ini C t J. 
6.2 SARAN 
1. Pembuatan model ARIMA akan menjadi lebih baik apabila 
selalu dilakukan pemodelan kembali setelah diperoleh 
data baru. Mlsalnya setelah didapatkan data dalam satu 
tahun maka sebaiknya dilakukan pemodelan kembali. 
sehingga aktualitas dan ketelitian model bisa dijamin. 
2. Model ARIMA bisa dipakai sebagai alat untuk peramalan, 
tetapi dalam pengambilan kebijaksanaan-kebijaksanaan 
terutama dalam hal untuk mengkaji situasi dan kondisi 
dimasa mendatang. hendaknya tidak hanya terpaut pada 
hasil ramalan yang dihasilkan model ARIMA saja. Karena 
itu perlu diperhatikan ~aktor-~aktor lain yang tidak 
bisa diterangkan oleh model ARIMA. 
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The Chi-.Square Distribution* 
Pr (X < x) = w"'::-le-~~>12 dw l :r 1 - 0 r(r /2)2'12 
Pr (X S x) 
r 0.01 0.025 0.050 0.95 0.975 '~0.99 
. 
I 0.000 0.001 0.004 3.84 5.02 6.63 
2 0.020 0.051 0.103 5.99 7.38 9.21 
3 0.115 0.216 0.352 7.81 9.35 11:3 
4 0.297 0.484 0.711 9.49 II. I 13.3 
5 0.554 0.831 1.15 II. I 12.8' 15.1 
6 0.872 1.24 1.64 12.6 14.4 .16.8 
7 1.24 1.69 2.17 14.1 16.0 18.5 
8 1.65 2.18 2.73 15.5 17.5 20:1 
9 2.09 2.70 3.33 16.9 19.0 21.7 
10 2.56 3.25 3.94 18.3 20.5 23.2 
II 3.05 3.82 4.57 ' 19.7 21.9 24.7 
12 3.57 4.40· 5.23 21.0 ·23.3 ·26;2--
13 4.11 5.01' 5.89 22.4 24.7 27.7 
14 4.66 5.63 6.57 23.7 26.1 ' 29:1 
IS 5.23 6.26 7.26 25.0 27.5 30.( .. 
16 5.81 6.91 7.96 26.3 28.8 32.q 
17 6.41 7.56 8.67 27.6 30.2 33:tj 
18 7.01 8.23 9.39 28.9 31.5 34.8 
19 7.63 8.91. 10.1 30.1 32.9 . 36.2 
20 8.26 9.59 10.9 31.4 34.2 37.6 
21 8.90 10.3 11.6 32.7 35.5 . 38.9 
22 9.54 11.0 12.3 33.9 36.8 40.3 
23 10.2 11;7 13.1 35.2 38.1 41.6 
'· 
24 10.9 12.4 13.8 36.4 39.4 43.0 
25 If .5 13.1 14.6 37.7- 40.6 44.3 
26 12.2 13.8 15.4 38.9 41.9 45.6 
27 12.9 14.6 16.2 40.1 43.2 47.0 
28 13.6 15.3 16.9 41.3 44.5 · .. 18.3 
29 14.3 16.0 17.7 12.6 45.7 49.6. 
30 15.0 16.8 18.5 43.8 47.0 50.9 
• This table is abridged and adapted from "Tables of Percentage Points of the 
Incomplete Beta. Function and of the Chi-Square Distribution," BiorMirika, 3l (1941). 
It is published here with the kind permission of Professor E. S. Pearson .on .behalf--of 
the author, Catherine M. Thompson, and of the Biometrika Trustees. · · 
Lampiran 2 
PRINTOUT KDMPUTER 







1. Diskripsi Data Awal 
. 
EUTER TltE NAME OF THE VARIABLE CONTAINING YOUR DATA: Nuwung 
NUMBER OF OBSERVATION = 142 {0 KISSING VALUES EXLUDED) 
SAKPLE AVERAGE = 1239.71 
s;1t·Wi.E \'.AR! i~HCE = i. 04877£6 
Std1PLE ST:ltlDAF;D DEVIiHlOH = 1024.1 
HIHlMUK VALUE = 209 ~iAX I ti\.lt1 10058 
LOWER AND UPPER QUnRTiLES = 805 1501 
!HTERQUARTlLE RANGE - 696 
!-lEDHiH =- 1120.5 
CDEFF. 
COEH. 
2. Plot Data Awal 




!..JPsLUE = i0?.(;92 
1~ ..... -r~-r~-r~~~~~~~~~~~~~~~~--.-.-. 
• w~ I • , , ~ , , , t ~ t , I , ~ , , , • ~ • I I • j 
108· .......... ·\· ........... ·~· ........... ·\· ........... ·\· .......... ~ 
s~ .......... ·\· ........... ·\· ........... ·\· ........... -~· .......... j 
6 ~~- .......... _: ... I ......... : ............. : ...... i ..... . : ......... · · j-1 
P. : l : : . : :I 
: wlli .......... ·j· ·J·'ij~· ...... ·:· ........... -~- ......... ~- ·:· ........ :. i 
::. .,-.-.;~ · · ~\" ~.~~-~ · r·\rl · · · · r:· · · ·f · ~ · ·r~;r~· i ·1!·;.,;. · · · i tf..i; · r ~~ .. ftr ·-=! 
"'n•t,P •i•·t ~ \~..l·~ It-!' ~ .. ~t.;--....,;IJ'~- ~~'-"""~·· :1-, .-..1 'ti 
lj ~ ~ Jl • II • i 
(t ~~) 60 90 120 15(1 
time index 
::.. Dish-· i p::.;i D:at a Set el e.h Di tr e.nsf ormasi Log Natural 
EU!E~ L~E ~!t;t'iE OF fHE t.-'~Rl~Lti.E Cl\H!r~.!NIHG ·vcUR OAT~.: t:!uwung 
HEHB~R Of [:[<~:ER!h~1!GN = 1~2 iO MISSlHG v.;o~LUES ElLUD£!H 
S~~PLE ~;'iEf~;;GE = b. 941B~ 
S~;~·iPLE iJC.R!>~JiC£ = 0.33196 
St:;MPLE Si;;iiD?.RO D£VIHT1UN = 0.576ib 
MHHHUK V:.lUE. = ~d423 l'iAWiliH:. "1.21612 F~At{GE = 3.Bi379 
lOWER riHD UPPER GUARTILES = 6. b90B4 i. 31389 
lfHEROO~RTILE R:-.tiGE = 0.623045 
HHllHH = 7. 021H 
CuEFF. OF SI<E~NESS = -0.14212 STAHDf!RDIZED 1/f:Li.!E = -0.691311 
· COEFF. OF KURTOSIS= 5.~866B STA~DP~DiZED VALUE = 5.8054 
f'ress E~TER to contir:uE 
4. Plot Dat~ Setelah Transformasi 














5. Grafik Fungsi Autokorelasi 
Estimated Rutocorrelations 
1 , , I , I , 1 • j 
l- . . . . . j 
o. 5fm, ·;~: :_L .·::::·L~.~::::J ::~~·.: .L. ~~~-· ........ ~ 
(r ll Ol!cp ~ u. On UnO on n n n . 0 ......... _j t····--·········-i:~ .. --.~~---···~- .. ~~~-~---.. =~~-~~-.. ~--.. ~-~.:.!~~-~-~ ..... :~---~ j 1- : : : : : 
-o.t········j········.·!·····················>·········.········ ~ 
-1 
• ' l ' I ' \ i ' • t t ' 
10 20 30 €(1 
lag 
6. Grafik Fungsi Autokorelasi Parsial 
i ~ l 
r . . . 1 
(;,5j:.. ............... ~ ............... : ............... : .. ............ ~ 
, I 
r ~ t . ~ 
~-:::·-························.:..·-···········-···········-··•········-···········-········;··-············ I :-H 1""': • - - -
.-. , , i n 1 ~ : 11 = n : n n - : n '• ....•. -j 
.. .l L c '?ow li""' =:= iiW;...;U uu:,.Ji..l U -: 
1.,;.····-···· ....... ·- ............ .;. ·-··· ......... -:. ··············? ..... ~. -··· ..... ···- ...... --:-·-········ ..... ..; 
I . . . i 
-<). 5 ~ .............. ~- ............... ~ ............... ~ .. · ........... ·1 
r J 
t .t ~ 
-1 
7.· Estimasi Parameter Model ARIMA(1~0 7 0) 
ESTHiATIO!l BEGINS ..... 
........ _ .... -·---·- -- -· ---- ---·--- -------- ·--- ----------------------------
SUMMARY OF FITTED MODEL 
-----------------------------------------------------------
estiiDate std. error t-value 
;~F\(!) 
.20639 .08363 2.46774 





- ··- --·-·- --· -·----- ------ ......... --- .... ----- ··-·--··----------- -·-- ----------
- .1.(>4 -
ESTIMATED WHITE NOISE VARIANCE = 0.322535 WITH 139 DEGREES OF FREEDOM. 
c•ll-SQUARE TEST STATlSTJC ON FIRST 20 RESIDUAL AUTDCORRELATIDHS = 11.6369 
NlTH PRDBABILITV OF A LARGER VALUE GIVEN WHITE NOISE= 0.900554 
NUMBER OF ITERATIONS PERFORMED: 
Pn:s: EiHEF\ tc corl'ti lll.le 
B. Gs-a.fH Fungsi Autokcrelasi Residual 11odel ARIMA<l,O,O) 
i I , , , , l ; \ ; • l ; . l ; ' ' -l 
t 4 ~ . : j 
c,. 5 t- ........ ·~ .......... ; .......... ~ ....... : .. ~ .......... :· ... : ... ·1 
J. ~~---~-~···~···n~·- ··~·:;--·····~L-· ......... -··-~· ···;··-n-...... ~~ ....... ~: .. -.. ···~ ~ 
t ~. 5 r~~: :f: :·~~~~,.r~:~u:~:J ·~~·u~~·u f"''': :~ ............ ~ 
( : -i 
I- : -; 
-1 ~ t I • ~ \ i \ i ~ J 
::v 40 50 60 
9. GFafik Fungsi Autokorelasi Parsia1 Residual Model 
1~R H1A < 1 , 0 , 0) 
lag 
10. Plot Normal Residual Model ARIMA<i,O~O) 
~o ~r--------~----------~--------~--------~----------. C; _,_, 1 "' ~ • • • • ~~ ~·3 ............ ·~· ........... ·~ ...... ~ ..... ·~ .... " ....... ·~· ............ j 
~ s\ ........... •········· ···~-I~- .... : .. ········ .: ··········! 
! :r::: ::::::, ::~: :::::::::: r :::::::::: :r::: ::: :~ :::r: ::::::::::: 
e ~~ ~D *' : : : r ...J H .- • • • • ~ •• ,. G • ••• ·•:•••• ••• •• • • • ·:• • •••• •• • •• ••:·• • • • • • ••• • ··:•• •• • ••••• • •• 
e 1 ............ : ............ :. . ............ : ............. : ............ . 
n : . . : 
t 0.1~~~~~~~~~~L-~~~~J_~~~~~~~~~_J 
-1.6 -o.6 0.4 1.4 j 2.4 3.4 
xi 
11. Plot Fcirecast·Model ARIMAC1,0,0) 
PI ot of Forecast Function t.:.ri th 
50, 95 Per•::ent Limits 
Q ~~~~~~--~~~~~~~~~~~~~-,.-.-r~~ 
.... ·-· lJ I • ' J • • t t I ' I ' l t I I I ' i ' . '. I _J 
tl : I : ; : : ~ 
j.g . : ' : : : : -1 
s. :; H- .. . -: ..... : .. ~ ....... : .......... ~ .......... ~ .......... : ......... ~ 
7. 3 ~~~· r'·. -~\Ju~~\- .. 1, -,~ r·· A~ ~ ~~ ~~ il.\ 1· •. ~~~ : ... 1· J' 1\1 • ·!, I· 111 II I u ~ ,, l!IJ! ·II I .II, '\J{~ftL 1 I' .It•' r,~ I. l.,n \I" 1 l.lj 1- ·ul/:1,. 1\ 1\I.LIJ . 
., •• l.' ' J I \AI. J:TV' I 't' t!VI :·\ :v .iY : £.S~ · · · · · · · · r .. ·lt·W ·l\ .. -~ ··; · · · ·r· · · -~ J t-:--.. (-. · .. ·1 
[ :liP 1 :': I: 1 
=\ ~~ l ! 1 t lfl l! 1\1 1 1 I J ! I l 1 
._ .. _. 0 S't) 60 ~) 1 :;'t'j ! :.o 18() 
time index 
13. Estimasi Parameter Model ARIMA<0,0~1) 
ESTIHATION BEGINS ..•.. 
SUMMARY OF FITTED HODEL 
par•~~t~r e•timate std. error t-value prob()ltl) 
MAli) -.20515 .08425 -2.435!3 .01615 
MEAN 6.94727 .05734 121.16926 .00000 
CONSTANT 6.94784 
-----·------------------------------------------------------
ESTIMATED WHITE NOISE VARIANCE= 0.322942 WITH 139 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTDCDRRELATIDNS = 1!.747 
W!Til PROBABILITY OF A LARGER VALUE GIVEN WHITE NOISE = 0.89614 
NUKBER OF ITERATIONS PERFORMED: t-
Pr~s~ ENTER to continue 
- l 07 -
14. Grafik Fungsi Autokorelasi Residual Model ARIMA<0,0,1> 
Resi d:.1.=.1 Autocorre 1 ati ons 
1 ' .. [ [ I • I I • [ • i [ ' ' [ I I • [ ' I I I •• ~ 
t : : : : : j 
~ : : : : : -! 
~ 0.5r········1··········:········ t········· ;·········( ....... ~ 
r p·:·;·o~- n~----n'n- .. -~~--;· ~--n-··:-· · ~·-·- 1=~ i ·0 0 .uu uti • uuua "u·U" I' U'' iltJUuu QJI + •••••••• c : : u : - !.! !J : u : • 1 f"··--·········-~·-·······--·······~···-···········-··~·······--·······:·~-···········-·····~ ~ 
~ -CI.5r·········: .......... i .......... ~ .......... : ........... : ......... -3 
: : : : : I 
t : . : . : : ~ 
.. ' 
-1 I I I I l j 1 1 ] 




Grafik Fungsi Autokorelasi Parsial Residual Model 
AR H1A ( 0 , 0 , 1 j 
E 1 l 1 ~ 
c CI'J : . : : -=! i ·~·r··············r···············~···············~·············· j 
t ~····- ···········-········n·.;.·-··········· -···········-··:········-···········-········•··-············ 
i 0 t= c 0 c o It: 0 o c 0: f1 n n .:. n n ..... . I f· ...... ~ .. ::~ .. U~. uu .; •• ~~:Y ..... ~~:=-~ .Y. 
~ -CI.5r··············: ................ ; ............ f .. i ............. . 
: : . ' : 
. . . 
. . . 
. . . 
-1 j i j j 
0 30 10 
lag 
- l ()8 -
16. Plot Normal Residual Model ARIMA<0,0,1l 
Normal Probal:·i 1 i ty Pi ot 
c 99.9r-----------------~--------~--------~---------, 
lj I : : : ~ l 
f : : : : : : : : : : : : : I : : : : : : : : . : : : : : :·:,: : : : I : : : ·:: : : : : : I : : : : : : : : : : : l
i ·-···- I : : : 
~ :~),·············:······· ····~·············~·············~·:··········· 
p '-'01 ............. :.~ ........ : ............. : .. : . ......... : ............ ·j 
~ ~~· i~ :· ~ :-!:: 1 ::::::::::: :·::::::::::::: ::::::::::::::: •:::::::: I 






-1.6 -Cr.6 0.4 1.4 2.4 3.4 
x2 
17. Plot Forecast Model ARIMACO,O,l> 
Plot of Foreo-~t F•.m-:>ti 011 with 
50,95 Percent Limits 0 ~-.-..-.-~~-r~.-ro~-r.-~~-r.-.-r<-r-r.-T!~i b•..IH' I ' I ! ' I ' ' ! I I I • ! I I I I ! . I ' ' ! I ' I I J 
~ : l : : : : J 
8. 3 ~ ........ -~ .. ~- ...... ~: ......... ~ ...... : ... } ....... \. ·!· .. ..... ·1 
PI . J! . . l . . j 
tll i~ t I i.t· : I l: J. : i J, : I 7
• 
3 1fT i:·~. -~'\ N1:i·~Jut11 · ... t! ~ .. ·I\ . r~· ·fil n,.: ~l(i .. t 't 11A . . .. M· : ... -3 U\ ,.\,,1, 1 " ..• J ,,1\ ... rl\ .. ,\ I I~ l/11 l ;Jv~j·l ~,1(1!1\ . ...1 lff7rl 1.' ·!.• H· IIIII IJh(' 1\kl ·!,:Jill 
li- y • \! i :~ \ /1 ~ 'l \li I y : ... y ~·Iii :·· \ I'" j.IYJ \ : -! ~ .J 1 := ' 1iv~J ~;1 u~·j 'II Y : 11 :i i : -i c."f ........ ·:'- ... ,.l,f ·w "l .. ·,{ .. ~ .... , .... ·:·'··,· ..... \. ·:· ........ -=i 
- : 11 f : t 3 !., '--:-- j 
c; • .J I i I ! I I 1 I i I •I I I i I i I 1 
w• ~-0 S'O 61) 90 120 15C• 180 
time ind~x 
18. Estimasi Parameter Model ARIMA<1,0,1) 
ESTIMATION BE6INS •...• 
ITERATION 1: RESIDUAL SUK OF SQUARES .•.•. 44.8877 
-----------------------------------------------------------
SUMHARY OF FITTED MODEL 
-----------------------------------------------------------
parameter estimate std. et- r or t-value prob 0 :t :> 
AR(li .10926 .39547 .27628 .78275 
MA(1j -. i.'>9879 .39330 -.25110 .1)0205 
MEAN 6.94700 .05991 115.96355 • OO(it)O 
CONSTANT i:-.18872 
-----------------------------------------------------------
· ESTIMATED WHITE NOISE VARIANCE = 0.325063 WITH 138 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTOCORRELATIONS = 11.6615 
WITH PROBABILITY OF A LARSER VALUE GIVEN WHITE NOISE = 0.864214 
NUMBER DF ITERATIONS PERFORMED: 2 
Press ENTER to continue 
-------------~---------------------------------~---------------------
- 1.1() -
I. PENGOLAHAN DATA PENJUALAN GENTENG KODOK 
1. Diskripsi Data Awal 
ENTER THE NAHE GF THE VARIABLE CONTAINING YOUR DATA: kodak 
NUMBER OF OBSERVATION = 183 (0 MISSING VALUES EXLUDEDl 
SAMPLE AVERAGE = 2.6978EB 
SAMPLE.VARIANCE = 1.04877E6 
SAMPLE STANDARD DEVIATION = 164251 
MINIMUM VALUE = 3955 MAXIMUM 103283 RANGE = 99328 
LOWER AND UPPER QUARTILES = 18075 38500 
INTERQUARTILE RANGE = 20425 
MEDIAN = 28200 
CDEFF. OF SKEWNESS=· 1.19598 STANDARDIZED VALUE= 6.60501 
COEFF. OF KURTOSIS = 5.43459 STANDARDIZED VALUE = 6.72274 
Press ENTER to conti~ue 




< X 1 C'{(:()) Or i gi n.s.l Series 
12 L. I • l • i . l • I j • i ' '. I ' l ' ' l i • i i ~ 
i- . : : : :I 
,.. . . . . .., 10r.· ..... ~- .. -~- ........... ·i·1· ......... ·j· ........... -~- .......... 3· 
B~ ..... -~· .. + ......... · .. -~· ., ......... -~· ........... -~· .......... ~ 
6[ ...... r~~ f ......... d ... r .. ·:·~-~ ....... t .l. J. ·1 
4 t- L. ·lkl· thJ~~t- t ~-r,-T·. -~-y/ ~~ ~, ..... t.J, .... ·J ~~.l.l .... , .... -~I· ·~~- ... -=1 
t ltJi~ A JJn ll; ·w~~w1l,T ,. u~~ ~~ J,, •if L 1 1" ' I t~Dr j !i 1'1 fl· ··rrt I· I wnw ii~ -.a u, .l _,l.il~JOO i :l 
2 j:l. ~ ·Jl=-!~~· • . • -1·}' H .. J 1\j. • ·~· • -~· f 1· j;l.· ~J- '"lll''Ptf( .• • • • ... • • • -:1 t~\ .h : 1 * , :. ~r I it: l l : ' =l 
0 t I I Ll I 1 • I I I 1 I I I I 1 I I I , ' I I I I -1 
o 4:,) oo 120 HO ~·oo 
time index 
- 11.:. -
3. Diskripsi Data Setelah Ditransformasi Log Natural 
ENTER THE NAME OF THE VARIABLE CONTAININS YOUR DATA: kodak 
NUMBER OF OBSERVATION = 183 (Q MISSING VALUES EXLUDED> 
SAMPLE AVERAGE= 10.1616 
SAMPLE VARIANCE = 0.337389 
SAMPLE STANDARD DEVIATION = 0.580852 
HINIMUM VALUE = 8.28274 MAXIMUM = 11.5452 
LOWER AND UPPER QUARTILES = 9.80229 10.5584 
INTERQUARTILE RANGE= 0.756128 
MEDIAN = 10.2471 
.-, 1\ • r ro r-1'\Hf~OC: = 3.26249 
COEFF. OF SKEWNESS = -0.50859 STANDARDIZED VALUE = -2.80878 
COEFF. OF KURTOSIS = 3.21834 STANDARDIZED VALUE = 0.602911 
Press ENTER to co~tinue 
.. -
4. Plot Data Setelah Transformasi 
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5. Grafik Fungsi Autokorelasi 
Estimated Ar.ttocorre 1 ati ons 
1 ~ • i • I . t • 1 I . I •• I L 
. . : : . : :1 
o. 5 r ........ ·: .......... : .......... : .......... : ......... ·:· ....... ·-:f 
tnnn : : : : : J r+~n Hr1• ·•····· •· -:·········-- ···-·· ·:···-·-·-·······--·:·······---···· ···:-·· ·····nn··--·-·: j Cr pl!!llf''flo · o o o · . OnnnOnl! !loOt! 
L O'u'•11 a o•"·u"'uu,. uos"!'"UU""u . · · · · · · · · · 
.... : .. :.. u u : uuu u u : : :! 
. I 
'3 
t ·--·········-~·-·······----···~·-·-·--·······-···~·······--·-·······~-···········-·····~ ~ 
~ ~. 5 r · · · · · · · · -~· · · · · · · · · · ~· · · · · · · · · · f · · · · · · · · · · ~- : · · · · · · · · -~- · · · · · · · · j 
r : . . . . j 
~ F ~ 
10 20 30 40 
lag 
6. Grafik Fungsi Autokorelasi Parsial 
Partial Ar.1tocorrelations 
i ~ . : . : ~ 
c o.5'r··············~··············-~·-·············: .............. -l. 0 
"' : : : i ! o tfl tlfi · --.... -1-lr .... :·-·::; -·-+... -·- ;:;·· -·-·· .. ~·- -.. · -.. J 
c ~ .............. ~.: .... ~.~-~-~ .............. 9 ..... ~.e .. ~.~--~-=-~- .... ~ ....... ~ .. ?..~.~ .. ~---·· · · · · · · :1 ~. ~ ~ ~ ~ j 
~ -0.5 r .............. ~- ............... ~ ............... ~ .............. 1 
r : : : 1 
-1 [ i i i 1 
0 3(1 4Ct 
lag 
7. Estimasi Parameter Model ARIMAC3,0,0> 
ESTIMATIOt~ BEGINS ..•.• 
SUMMARY OF FITTED MODEL 
parameter estimate std. error t-valLie p:'c•tD:t:> 
AR (1) .16566 .07433 2.22863 . 02710 
AR(2} .20245 • 073=73 2.73841 . (}0681 
AR(3) .20365 .07458 2.73022 • 00696 
MEAN 10.15939 .08853 114.75800 • 00000 
CONSTANT 4.35158 
ESTIMATED WHITE NOISE VARIANCE = 0.290199 WITH 176 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTOCORRELATIONS = 10.1017 
WITH PROBABICITY OF A LARGER VALUE GIVEN WHITE NOISE = 0~900554 
NUMBER OF ITERATIOKS PERFORMED: 1 
Press ENTER to continue ·> 
8. Grafik Fungsi Autokorelasi Residual ~1odel ARIMA\3,0,0} 
i:esi du.::aJ Autocor-re 1 ati ons 
4.0. l ' l t • l l 1 ' , ... 1 l • i i } I • I J • I ' i I l l • l J 
. ~ ~ i ~ ~ : i..l 
c o. 5 L . ~ ......... : .......... : .......... ~ .......... ~ ........ , .: ........ . 
~ 1- : : . : : : f ~ . . . . . · I 
r F····-:·········-~---~···:~-~·-· .. i··-·--·~·-·~:···~·······--·· .. ···n~-·-;;··n;-·-~-~ J 
~ er L- o "u·u u u·-uu= " . ~•, .. uuu" . • -a .r:- • • • • • • • • -j ~ -¢, r~~:·: :~r·. -~~~~-: :r~.·:·:~~~~r· -~~~:·:·:·:~c: :~~~--~-' ........ ~ 
F : : : : i 
-1 - I I I I I I I I I 1 
0 10 20 30 4() so 60 
lag · 
- i 14 -











t . : . ~ 1- : : : i t- : : : ., 
0. 5 r-- .............. ~ ............... ~ ............... : ............. 'l 
~ j \ ~ j 
f. ................. - ........... -.:.. ........... -···········- .......... ·-···········-···········-····· .. ····· I 
Cr r n : n n o ,;, o n : ...... .J ~t····-· .. ····-~·-···-~-~.:.~.-........ -.~········Q .. ~-~--~-~-~---·····-····· ... 7..~.~-U.~.~ j 
: : : -1 
~ -0.5 ~ .............. ~- ............... ; ............... i .............. -=! 
., I . : . : : J 
-1 
r : : · ' 
.t : J 
0 20 
lag 
10. Plot Normal Residual Model ARIMA(3,0,0) 
~Q Qr-------------------------~------------------------1 C: .., J, .., !:1 t 
\.1 ~.-. • • • I 
m ':l':lr···············~···············~·········~···~a·~·············.···fl 
~ .,5 r ............... ~ .... : .......... ~ ... ;'· ..... ~. -............. . 
~ :1::.::::::::::::;:::::::::::/. .. :::::::::r:::::::::::::: 
~ ~1), ................ : .... ~--~···············~····: .......... . 
r· 51. ,~.,. : : 
. ~ 1 t : : : : :; : : :( : ~:: ~ :::::::::: :: : :: ~ :: :: : :::::: :: :: ~::: ::::::::::::: 
t 0.11 . I ! ! ! i I I I. I i ! I. I I j ! ! ! I I 
-1.8 -0.8 0.2 1.2 2.2 
x3 
- 115 -
11. Plot For·~cast Model ARIMA(3,0,0) 
Plot of f·:::rec.:.st Function 'J.:ith 
50,95 Percent Limits 
J~ ~·~-r,-~~.-~~.-~~~~~-r.-~~lrTirTirTI 
..J.W•.:, r-t ' ' . ' ' I i ' ' i } - ' i ' i . ' I ' ' I l J 
. . . . j 
• s.z· ....... ). +I.L ·t· ~; .. J ... j} ..... \¢ ...... 1 ~ ., r , , , , , , , , 
~·· -0 40 so 120 1€.0 -;.•(lj 240 
time ir:dex 
13. Estimasi Parameter Model ARIMA<0,0,3) 
ESTIMATION BEBINS •••.. 
ITERATION 1: RESIDUAL SUM OF SQUARE •.•.• 52.1019 
ITERATION 2: RESIDUAL SUM OF SQUARE ••.•• 52.0364 
-----------------------------------------------------------
• 
. ·-... .. 
SUt'irlARY OF FITTED 110DEL ·r·"":;. ... , , 
.--;~~:~:~ :~---:~~ ~ ~ :~:--~ ~~~-:;~ :~ -- -~=~: ~:: -.--;~:~ ~; ~~ ~~-- . ..111 
MA\1> -.14495 .07419 -1.95377 .05231 . 
. . 
MA(2) -.22767 .07241 -3.14418 .00196 · 
MA\3) -.25656 • 07372 -3.47991) .00063 .____ 
MEAN 10.15821 • 06472 156.95672 .00000 
CONSTANT 10.16157 
-----------------------------------------------------------
ESTIMATED WHITE NOISE VARIANCE = 0.295656 WITH 176 DEGREES OF FREEDOM • 
. CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTQCORRELATIONS = 10.4393-
. WITH PROBABILITY OF A LARGER VALUE GIVEN WHITE NOISE = 0.884185. 
NUMBER OF ITERATIONS PERFORMED: 1 
Press ENTER to continue 
14. Estimasi Parameter Model ARIMA(3,0,3) 
I7ER~TiQN 2: ~ESIDUAL SUM OF SQUARES 
I7~R~TIGN 3: RESIOUAL SUM OF SQUARES 
--·---------------------------------------------------------
SUMMARY OF FITTED MODEL 
-----------------------------------------------------------
AE\3j 


































ESTIMATED WHITE NOISE VARIANCE = 0.292961 WITH 173 DEGREES DF FREEDOM. 
:~I-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL. AUTOCORRELATIONS = 8.63778 
.WITH PROBABILITY OF A L~RBER VALUE BIVEN WHITE NOISE = 0.853531 
.. ' 
NUMBER DF IlE?;TIONS FERFDRMED: 4 
?ress ENTER tci continu~ 
----------------------------------------------------------------------
----------------------------------------------------------------------
.. 
