In the case of a critical point being a center, the isochronicity problem (or linearizability problem) is far to be solved in general. A progressive way to find necessary conditions for isochronicity is to compute period constants. In this paper, we establish a new recursive algorithm of calculation of the so-called generalized period constants. Furthermore, we verify the new algorithm by the existing results for the Lotka-Volterra system with 3 : −2 resonance. Finally, the algorithm is applied to solve the linearizability problem for the Lotka-Volterra system in the ratio 4 : −5.
Introduction
Consider a planar autonomous analytic differential system in the form of linear center perturbed by higher degree terms, that is
A αβ x α y β = −y + X(x, y),
B αβ x α y β = x + Y (x, y), (1.1) where X and Y are real polynomial functions whose series expansions in a neighborhood of the origin start with terms at least second degree. This system can be regarded as a perturbation of the canonical linear center dx dt = −y, dy dt = x.
(1.2)
Conversion to polar coordinates shows that near the origin either all non-stationary trajectories of the system (1.1) are ovals (in which case the origin is called a center) or they are all spirals (in which case the origin is called a focus). If all solutions near x = 0, y = 0 are periodic (that is, the origin is a center), the problem then arises to determine whether the period of oscillations is constant for all solutions near the origin. A center with such property is called an isochronous center. It follows form Poincaré and Lyapunov that the center of system (1.1) is isochronous if and only if it is linearizable, that is, there exists an analytic
c kj x k y j , V = y + ∞ k+j=2
d kj x k y j , such that it reduces system (1.1) to the linear system dU dt = −V, dV dt = U . Many mathematicians have attached their attention to the isochronicity problem and made a systematic research. We do not mention any contribution here, for more details, see the survey [4] .
The method to characterize isochronous center is not unique. Usually, there are two active methods: one is the calculation of isochronous constants (See [1, 2, 3] ) while another is to compute period constants, which can be obtained recurrently. The authors of [5] pointed out that it was obviously a much more difficult problem to compute period constants. The vanishing of all of the period constants is a necessary and a sufficient condition for isochronicity. Although theoretically the isochronous center problem can be solved by letting all period constants be zero, it is not the fact in practice which is due to the difficulty of computing the period constants. Questions relating to calculation of period constants have been studied by a number of authors (See [7, 8, 10, 11] ). However, only the first few ones can be given. The main trouble lies in the large amount of computations that involved which break down the capacity of computers.
In [12] , Liu and Huang gave a new algorithm to compute period constants of complex polynomial systems, and the period constants of real polynomial systems are the special case of them. Wang and Liu generalized and developed the algorithm mentioned above in [16] , they established a new algorithm to compute generalized period constants for general complex polynomial differential system with a resonant critical point.
In this paper, on the basis of the work of [13] , we develop a new method of computation of generalized period constants for the following system
with two complex straight line solutions z = 0, w = 0, i.e., a 0k = b 0k = 0, k = 2, 3, · · · , where p, q ∈ Z + , (p, q) = 1, z, w, T are complex parameters, and
We now describe more precisely the organization of this paper. In Section 2, we come back to some preliminary knowledge which is necessary to demonstrate the results in Sections 3 and 4. Among them, we introduce a new detection criterion-node point value to decern linearizability. In Section 3, we derive a new recursive formula to compute generalized period constants of the origin of system (1.3). In the last section, to illustrate the effectiveness of our new method of computing generalized period constants, we use it to study the necessary conditions for linearizability of the Lotka-Volterra system with 3 : −2 resonance. Moreover, as an application, we investigate the linearizability problem for the Lotka-Volterra system with 4 : −5 resonance.
The technique used in this paper is different from more than the usual ones. Our recursive algorithm is new and origin. With the algorithm, in order to obtain the generalized period constants of a system, one only needs to force addition, subtraction, multiplication and division to the coefficients of the system which avoids complex integrating operation and solving equations. It is symbolic and easy to realize with computer algebra system such as Mathematica or Maple. What's also worth mentioning is that, for the first time, node point value is introduced to characterize the linearizability of the Lotka-Volterra system.
Some preliminary results
First of all, we briefly restate some main notions and results for system (1.3).
Lemma 2.1 ( [6, 9] ). System (1.3) is normalizable at the origin if and only if there exists an analytic change of variables
bringing the system to its normal form
where U = ξ m η n .
We write
Definition 2.2 ([16]
). For any positive integer k, µ k is called k-th singular point quantity of the origin of system (1.3). If system (1.3) is real planar differential system, µ k is the k-th saddle quantity. If system (1.3) is concomitant system of (1.1), µ k is the k-th focus quantity. Moreover, the origin of system (1.3) is called generalized center if 
The next lemmas are some results of a general nature concerning with linearizability of quadratic systems with resonance saddles.
Lemma 2.4 ([6]).
The systeṁ
For the Lotka-Volterra systeṁ
we have,
There exists a symmetric condition for 0 < λ < 1 by means of change
c a = n ∈ N * and one of the following conditions is satisfied:
E1. λ ∈ R\Q and 1 ≤ n < λ; E2. λ ∈ Q and 1 ≤ n < λ − 1; E3. λ ∈ Q, λ − 1 < n < λ and λ = n + The following ideas come from [14] .
We consider the real planar system
where the functions of the right hand side are analytic in the neighborhood of the origin, k ≥ 0, j ≥ 0, γ = 0 and n(> 1) is a positive integer. In [15] , the authors proved that, Lemma 2.7. For system (2.6), one can derive successively the terms of a convergent power series
in a neighborhood of the origin, where α ≥ 0, β ≥ 0, p 10 = q 01 = 1, p 01 = q 10 = 0, q n0 = 0, such that by using the transformation
system (2.6) reduces to the norm form
System (2.9) has the first integral
where h is a constant. It is easy to see that when σ = 0, system (2.6) can be linearized. So that, we would like to introduce the following.
Definition 2.8 ([14]
). We say that σ is a node point value of the origin of system (2.6).
To compute u(z, w), v(z, w) and σ, we have the recursive formulae as follows:
Theorem 2.9 ( [14] ). When α + β > 1, p αβ of (2.7) are given uniquely by
(2.11)
When 2 ≤ α + β ≤ n − 1, q αβ of (2.7) are given uniquely by
Furthermore, σ is given uniquely by
Theorem 2.10 ( [14] ). If σ = 0, then q n0 can take arbitrary constant. When q n0 is given, for all pairs (α, β), if α + β ≥ 2 and (α, β) = (n, 0), then, q αβ are given uniquely by (2.12). 
Calculation of period constants
This section is devoted to giving a new recursive algorithm which allows to compute all the generalized period constants of the origin of system (1.3).
Theorem 3.1. Suppose that system (1.3) is a complex system having two complex straight line solutions z = 0, w = 0. Then one can derive successively the terms of the following formal series
where c kk , k = 1, 2, · · · can take arbitrary constants, such that
For all pα = qβ, c αβ is given by the following recursive formula
3)
and for any positive integer m, τ m is given by the following recursive formula
In addition, for α < 0 or β < 0, one defines a αβ = b αβ = c αβ = 0.
Proof. From expression (1.4), for any integer l, we have
Observe that the transformation of polar coordinate
By straight computation, we have for system (1.3)
Denote that Proof. We see from expressions (3.2) and (3.6) that
Formally integrating the two sides of (3.9) from 0 to τ (2π, h), it follows
Expression (3.10) implies the result of this theorem.
Verification and application
As a verification of the new algorithm obtained in Section 3, let's consider linearizability of the LotkaVolterra system with 3 : −2 resonance.
Case 3 : −2
The corresponding system is
Theorem 4.1. System (4.1) is linearizable if and only if one of the following conditions is satisfied:
Proof. We prove the necessity by computing the generalized period constants τ k of system (4.1). The necessary conditions for system (4.1) to be linearizable are τ k = 0 for any k ≥ 1. Usually, one needs only a finite number of τ k to reach necessary conditions. Applying recursive formulae (3.3) and (3.4) to system (4.1) and executing calculations by Mathematica, we obtain the first three generalized period constants as follows: 2 ), The greatest common factor of τ 1 , τ 2 , τ 3 is
We denote the resultant of the polynomials poly 1 and poly 2 with respect to the variable x by Resultant[poly 1 , poly 2 , x]. From the algebraic theory, Resultant[poly 1 , poly 2 , x] = 0 is a necessary condition for poly 1 = poly 2 = 0.
Factually, by computing the resultants of the polynomials F 1 , F 2 , F 3 with respect to b 2 , we get We can see that conditions (1) − (5) are identical with the corresponding results of Theorem B in [9] . The proof of the sufficiency of these conditions will not be given here.
Additionally, as an application of our new method, we are going to discuss the linearizability problem of the Lotka-Volterra system with 4 : −5 resonance in the following.
Case 4 : −5
The corresponding system is 6) which is equivalent to
Theorem 4.2. System (4.7) is linearizable if and only if one of the following conditions is satisfied:
43a 2 1 − 33a 1 b 2 + 6b 2 2 = 0; (7) a 2 + 4b 1 = 0, 5a 1 + 2b 2 = 0; (8) a 2 + 2b 1 = 0, 5a 1 + 3b 2 = 0; (9) a 2 + 2b 1 = 0, 5a 1 + 6b 2 = 0; (10) 2a 2 + 3b 1 = 0, 5a 1 + 6b 2 = 0;
Proof. The necessity can be proved by the same technique employed in the proof of Theorem 4.1, so we omit it for brevity. Let's turn to the proof of sufficiency.
(1), (2): Under condition (1), system (4.7) satisfies the condition in Lemma 2.4. Under condition (2), after using the transformation (z, w, λ, T ) → (w, z, 
