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Topological insulators (TIs) in three space dimensions can be characterized by a quantized magnetoelectric
coefficient. However, this coupling does not have experimentally observable consequences in the presence of
time-reversal symmetry, because the contributions of both bulk and surface states cancel each other. Instead,
the characteristic response of a TI is a nonlinear magnetoelectric effect. We discuss both field theoretic aspects
of the nonlinear magnetoelectric response and numerical calculations for experimentally relevant geometries.
Distinct from this effect, the magnetoelectric coupling would bind a charge ±e/2 in response to a monopole,
which is referred to as Witten effect. If time reversal is broken explicitly, for instance by a Zeeman field acting
on the surface layer, the electromagnetic response of a TI can be described by a half-integer quantum Hall effect
of surface electrons.
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1 Introduction Topological insulators (TIs) are elec-
tronic materials that are insulating (gapped) in the bulk, but
feature conducting (gapless) surface states [1,2,3]. These
surface states are topologically protected, which means
that they are robust against perturbations of the system pa-
rameters, as long as bulk gap is not closed and the material
stays insulating. An additional symmetry may be required,
for instance time-reversal (TR) symmetry.
Time-reversal-symmetric TIs in three space dimen-
sions feature gapless surface states whose energy disper-
sion is described by two-dimensional Dirac cones [1,2].
The low-energy properties of the bulk have been described
by the so-called axion action, which has been associated
with a topological magnetoelectric effect, where an elec-
tric field induces a magnetic field and vice versa [4,5,6].
However, a naive interpretation of the axion action as a
material response would imply a paradoxical breaking of
time-reversal symmetry. In this Feature Article, we sum-
marize the status of the topological magnetoelectric effects
in TIs. In particular, we clarify that for the experimental
response, both bulk and surface contributions have to be
taken into account, and their contributions cancel each
other [7,8], and as a consequence the linear magneto-
electric effect vanishes. Any experimentally observable
magnetoelectric response has to be nonlinear for this rea-
son. Current experiments [9,10,11,12,13] focus on the
response for a system where time-reversal symmetry has
been broken explicitly, e.g. by a strong magnetic field or
a Zeeman field. For this setup, the signature response is a
quantum Hall effect, which is half -integer for the surface
states of the TI, instead of integer as one would expect for
an ordinary two-dimensional electron gas. In contrast, for
a time-reversal-symmetric setup, the signature response
is a nonlinear magnetoelectric effect [14], which in the
presence of a small electric field leads to the appearance of
half-integer charges bound to a flux quantum, see Fig. 1.
The physics discussed in this paper is not related to the
wormhole effect [15], which only occurs for lattice models
where the magnetic flux is highly focused and fits through
a single lattice plaquette. Instead, we consider electromag-
netic fields that extend over several lattice spacings, so that
a continuum description is applicable.
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2 Apparent Linear Magnetoelectric Effect A well-
known example for a topological state of matter in two
space dimensions is the integer quantum Hall effect: Even
though the bulk of a quantum Hall state is insulating,
such that the longitudinal conductance vanishes, there is
a nonzero Hall current j⊥ which flows perpendicular to
an applied electric field E‖. The Hall conductance, which
relates the two via j⊥ = σxyE‖ is quantized to an integer
multiple of the conductance quantum e2/h. Importantly,
this integer (Z) is equal to the topological invariant charac-
terizing the topological insulator, thus enabling us to deter-
mine the invariant with an experimental measurement [1,
16].
In three space dimensions, one might also hope that
the electromagnetic response of the bulk material can be
related to the topological invariant. In this case, the in-
variant is not integer-valued, but takes one of two values
(“even” or “odd”, Z2). Indeed, it has been proposed [4,
6] that time-reversal-symmetric TIs are characterized by a
magnetoelectric effect of topological origin, where apply-
ing an external electric field will induce a magnetic field in
response. It can be described by adding the so-called axion
action
Sθ =
θ
2pi
e2
2pi~c
∫
d3xdtE ·B (1)
to the standard Maxwell action. Here, θ is the value of the
topological invariant: θ = 0 for a trivial insulator (“even”),
and θ = ±pi for a topological insulator (“odd”). We use the
conventions ~ = 1 and c = 1 from now on. 1
Unfortunately, such a linear magnetoelectric effect
seems to be at odds with time-reversal symmetry: If an
electric field produces a magnetization by inducing cur-
rents in the material, in which direction do these currents
flow? Reversing the direction of time would change their
direction, but symmetry requires them to be unchanged,
so they have to vanish. More formally, we can look at
the action Eq. (1): A time-reversal transformation maps
E → E, B → −B, and hence Sθ → −Sθ. We conclude
that the action is unchanged only if it vanishes, which
means θ = 0. However, there is a loophole: In quantum
mechanics, it is not the classical action that needs to be
invariant, but the exponential eiSθ , because only the latter
appears in a Feynman path integral. The latter is still in-
variant if Sθ is quantized to be an integer multiple of pi.
Indeed, it turns out that for periodic boundary conditions,
the integral over E · B itself is quantized to an integer
multiple of 4pi2/e2 [17,18]. This quantization is a quan-
tum mechanical effect, and follows from the requirement
that it must be possible to consistently couple an electronic
wave function to the electromagnetic gauge field. In any
case, this quantization implies Sθ = θ mod 2pi, and we
conclude that θ = ±pi would also be compatible with
time-reversal symmetry. This is indeed the value realized
in a topological insulator.
1 We also use Gaussian units throughout.
What does this mean for the material response? The
previous argument already implies that the axion action Sθ
is rather unusual. In particular, we have just argued that
for periodic boundary conditions, the action is quantized,
i.e. constant. But in classical physics, the response is given
by the Euler-Lagrange equations, which are obtained by
variation of the fields. But since the action is constant, its
variation is zero, and it contributes nothing to the response.
Thus, for periodic boundary conditions, the axion action
Eq. (1) appears to have no effect on the electromagnetic
response. More generally, the existence of a magnetoelec-
tric effect implies that the magnetic field induces an electric
polarization, and the electric field a magnetization [19], so
that the constituent relations of the material are modified
to read
D = εE− 4piαB , (2a)
H = µ−1B+ 4piαE , (2b)
where α = θ2pi
e2
2pi~c is the magnetoelectric coefficient [4,
20]. But if we use these relations in the macroscopic
Maxwell-Ampère law ∇ × H = 4pijext + ∂tD, where
jext denotes the external current, and use the law of induc-
tion, ∇×E = −∂tB, we find that the terms involving the
magnetoelectric coefficient α cancel, and we are left with
the standard Maxwell equation
∇× (µ−1B) = 4pijext + ∂
∂t
(εE) . (3)
In other words, it is indeed true that a constant magneto-
electric coefficient α in a material with periodic boundary
conditions does not contribute anything to the response.
This state of affairs is time-reversal-symmetric, regardless
of the value of θ.
The discussed lack of a response from the axion ac-
tion is due to periodic boundary conditions. In contrast,
experiments are done with finite materials, which always
have boundary surfaces. In this case, the magnetoelec-
tric coefficient α does lead to a classical response, be-
cause it is nonzero within the material, but zero outside.2
It turns out that the response due to a spatial change in α
is nonzero only on the surface of the TI, and is equiva-
lent to a half-integer Hall effect. This result is due to the
fact that the axion action Eq. (1) can be transformed into a
surface integral. To see this, we need to express the elec-
tromagnetic field in terms of the electric potential A0 and
the magnetic vector potential A, such that B = ∇ × A
and E = −∇A0 − ∂tA. In fact, the calculation becomes
more transparent if we use the electromagnetic field tensor
Fµν = ∂µAν − ∂νAµ; see Appendix A for the standard
2 More generally, spatial variation of α leads to a nonzero re-
sponse; this can be seen by using Eq. (2) in the macroscopic
Maxwell-Ampère law, while allowing α ≡ α(x) to vary in
space. [21]
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relations. We find [20,21]
Sθ =
α
8
∫
V
d3x
∫
dt εαβγδFαβFγδ
=
α
8
∫
V
d3x
∫
dt εαβγδ(∂αAβ − ∂βAα)Fγδ
=
α
4
∫
V
d3x
∫
dt
[
∂α(ε
αβγδAβFγδ)− εαβγδAβ∂αFγδ
]
=
α
4
∫
∂V
dna
∫
dt εaβγδAβFγδ. (4)
Here, V denotes the spatial region occupied by the mate-
rial, ∂V its boundary, and na its normal vector. We have
discarded the integral over the temporal boundary because
it does not influence the response. Also, εαβγδ is the fully
antisymmetric tensor and we have used that the divergence
of the field strength vanishes, εαµν∂αFµν = 0. The re-
maining surface integral describes a Hall response. For in-
stance, if we specialize to the half-space below the plane
x3 = 0, then the action becomes
Sθ = −α
4
∫
x3=0
d2x
∫
dt εαβγAαFβγ . (5)
The current is given by the functional derivative
j1 =
δS
δA1
= αF20 = αE2 , (6a)
j2 =
δS
δA2
= αF01 = −αE1 , (6b)
such that the current is proportional to the applied electric
field, and perpendicular to its direction. In conclusion, the
axion action corresponds to a Hall current with Hall con-
ductivity σxy = α on the surface.
3 Anomaly matching We have seen above that for a
finite system with boundary, the axion action corresponds
to a quantum Hall response on the surface. For the value
θ = ±pi, the Hall conductivity is half the conductance
quantum, σxy = ±(1/2)(e2/h). However, this response
clearly breaks time-reversal symmetry. In contrast to the
case with periodic boundary conditions, the axion action
is no longer quantized, and the previous argument why
this particular value of θ should be compatible with time-
reversal symmetry fails.
The response of a time-reversal-symmetric system al-
ways has to be time-reversal-symmetric (unless the sym-
metry is spontaneously broken, which does not happen for
noninteracting electrons), and this applies to topological
insulators as well. For this reason, the idea that the ax-
ion action describes the response of a finite time-reversal-
symmetric topological insulator is a misconception and is
incorrect. Instead, in the presence of boundaries, the topo-
logical insulator features topologically protected gapless
states localized at the boundary, whose response is not
included in the axion action, but must be taken into ac-
count to obtain the total response. This statement is cor-
rect because the axion action has been calculated for pe-
riodic boundary conditions [6], and thus only describes
the response of the bulk states. The fact that after partial
integration it describes a response localized on the sur-
face may be unusual, but does not contradict the fact that
it describes the response of bulk states. Moreover, since
the total electromagnetic response of the TI must be time-
reversal-symmetric, the only logical possibility is that the
response due to boundary states also breaks time-reversal
symmetry, such that that the total response of bulk and
boundary together is again time-reversal-symmetric. In-
deed, this has been verified explicitly in Ref. [7].
It may seem strange that the electromagnetic response
contributed by the surface states breaks time-reversal sym-
metry, even though the energy dispersion of surface states,
a Dirac cone, is time-reversal-symmetric. For a system
with two surfaces, it has been argued that such a system
is invariant under large gauge transformations, because the
contributions of the two surfaces cancel [7]. However, for
a semi-infinite system with only one surface the answer
to this puzzle is deep: The energy dispersion describes the
motion of single particles, but calculating the electromag-
netic response of the surface states is a many-particle prob-
lem, described by a quantum field theory. Since the ener-
gies in a Dirac cone are unbounded both above and below
the Fermi level, one encounters divergent integrals, and one
has to use regularization to make them finite. This proce-
dure may break symmetries that are present in the classical
action (dispersion relation), an effect known as a quantum
anomaly. The fact that the whole system is time-reversal-
symmetric corresponds to the requirement that the quan-
tum anomaly of the surface states has to cancel with an-
other quantum anomaly generated by other degrees of free-
dom. Indeed, the bulk states also have a quantum anomaly,
described by the axion action, which must match and can-
cel the anomaly of the Dirac fermions on the surface [8,
22,23]. Anomaly matching has become a powerful prin-
ciple for studying symmetry-protected topological phases
of matter [22,24], as it is insensitive to interactions. In
fact, if we run the logic in reverse, the bulk anomaly pre-
dicts the presence of boundary states, because they are the
only way for the total system to be symmetric. In a re-
lated way, anomalies can be considered as an obstruction
for regularizing a continuum theory on the lattice. In par-
ticular, this implies that the surface states of a topological
insulator cannot be realized in a purely two-dimensional
tight-binding model where the symmetry is on-site, they
only exist as the low energy states of a three-dimensional
bulk [25]. An analogous example in odd space dimensions
is provided by the Nielsen-Nimoniya theorem [26,27], also
known as fermion-doubling theorem, which states that in a
three-dimensional tight-binding model with on-site chiral
symmetry, Weyl cones may only occur in pairs of opposite
Copyright line will be provided by the publisher
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chirality. Thus, isolated Weyl cones may only be found as
low energy states of a four-dimensional bulk.
In view of the above, one could object that in a lattice
model, all integrals are finite, and the issue of regulariza-
tion does not occur. The reply is that in a three-dimensional
lattice, it is no longer possible to uniquely separate the sur-
face states from the bulk states: At sufficiently high mo-
menta, the energies of the surface Dirac cone will become
larger than the bulk energy gap, and the surface states will
hybridize with the bulk. Thus, describing the surface with
a Dirac cone is an approximation that is valid only below
a certain energy cutoff, and difficulties are to be expected
when calculating the contributions of higher energies to the
response. If anything, the surprise here is that states at high
energies, the bulk states, do contribute to the electromag-
netic response at low energies. This seems to contradict the
common wisdom that no currents can flow in a material if
there are no electronic states at the corresponding energy,
but the point is that this is only true for the longitudinal
current; the Hall current, for instance, can still be nonzero.
We also note that when performing a numerical calculation
of the response for a finite lattice, say by diagonalizing the
Hamiltonian, then all states are automatically taken into
account, regardless of whether they are surface, bulk, or
hybridized states.
4 Witten Effect So far we have discussed that in a
system with periodic boundary conditions, the axion action
generates no classical response, while in an open system,
its effect is canceled by the response of the topologically
protected boundary states. Aside from its role in anomaly
matching, does the axion action have any physical conse-
quences in the form of a magnetoelectric bulk effect at all?
The answer is affirmative, in form of the so-called Wit-
ten effect [28,29], which however requires a quantum me-
chanical discussion together with the existence of magnetic
monopoles.
Historically, the axion action came to prominence in
quantum field theory, where it describes a violation of
CP -symmetry (charge-parity), or equivalently, of time-
reversal symmetry T [30,31]. In this context, Witten has
shown that if we were to assume the existence of mag-
netic monopoles, then the axion action has the unusual
consequence that these monopoles must carry an addi-
tional charge eθ/2pi [28]. Using this argument for a time-
reversal-symmetric TI with θ = ±pi would imply that
bringing a magnetic monopole into the bulk of the mate-
rial would lead to an accumulation of charge ±e/2 at the
monopole. This is indeed a bulk signature of the axion ac-
tion, and has been termed the Witten effect [29].
To give a heuristic argument in favor of a charge re-
sponse to a magnetic monopole, we appeal to the classical
action. For static fields, we can write E = −∇A0. Using
partial integration, we have
Sθ =
θe2
4pi2
∫
d3xdtE ·B = θe
2
4pi2
∫
d3xdt (−∇A0) ·B
=
θe2
4pi2
∫
d3xdtA0(∇ ·B), (7)
where we have discarded the boundary term. We can calcu-
late the charge density by performing the functional deriva-
tive j0 = −δSθ/δA0, and find that it is proportional to the
divergence of the magnetic field, j0 ∝ ∇ · B, which is
the monopole density. Appealing to Dirac’s quantum me-
chanical argument [32] that the magnetic charge g and the
elementary charge e are related by the quantization con-
dition eg = 2pin for integer n, we find that a monopole
inside the material induces the charge
qθ =
eθ
2pi
(8)
in the material, where we have assumed n = −1. For a
topological insulator, θ = ±pi, and this charge is half-
integer±e/2. That said, this derivation can only be heuris-
tic in nature, because magnetic monopoles cannot be mod-
eled with a globally smooth vector potentialAµ, as the very
condition ∇ · B = 0 is necessary to express the magnetic
field as a curl, B = ∇×A. 3
While we refer to Witten [28] for an accurate deriva-
tion of the effect in quantum field theory, there is another
argument for the monopole charge ±e/2 that is useful in
the context of condensed matter. For this, let us consider a
finite topological insulator with boundaries. For the sake of
the argument, we also assume that we can switch on an ad-
ditional Zeeman field on the surface, which leads to a quan-
tum Hall effect (to be discussed in more detail in the next
section). We imagine a thin magnetic flux tube carrying
one flux quantum Φ0, which begins at infinity, but is termi-
nated by a single magnetic monopole. First, the monopole
is outside the topological insulator, and no magnetic flux
passes through the material. Then, we switch on the Zee-
man field and move the monopole to the inside of the ma-
terial, so that one flux quantum pierces the surface. This
3 The use of the gauge field Aµ leads to another subtlety: The
θ-term was derived for noninteracting electrons on a lattice with
periodic boundary conditions [6]. In this setting, the electromag-
netic field is introduced via minimal coupling, where each link
in the lattice acquires a phase factor exp(i
∫
A · dl), which is
determined by the line integral of the gauge field. Then, to ob-
tain the response, one performs a gradient expansion in the gauge
field. However, this approach is unsuitable for describing mag-
netic monopole configurations: Exponentiation means that the
system is insensitive to adding one flux quantum Φ0 to a lattice
plaquette, which, however, corresponds to adding more magnetic
monopoles. Moreover, the gradient expansion needs to be adapted
to the singularity at the monopole. Thus, strictly speaking, it is
unclear whether this derivation of the θ-term gives correct results
in the presence of monopoles.
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process can be performed adiabatically, since both surface
and bulk are gapped. Due the surface quantum Hall ef-
fect generated by the Zeeman field, the flux tube attracts a
charge ±e/2 when the monopole passes through; here, the
sign of the charge depends on the sign of the Zeeman field.
But since the total charge in the system is conserved, the
monopole must have attracted an opposite charge ∓e/2.
Switching off the Zeeman field again will return the sys-
tem to a time-reversal-symmetric state, except that now a
monopole is located inside it, which carries half-integer
charge.
In this sense, the axion action binds a charge to a mag-
netic monopole in the bulk. However, this is not a classi-
cal response, in that the sign of this charge depends on the
details of the adiabatic process by which the monopole is
moved inside. It is more helpful to think of the monopole
as inducing localized electronic states that can carry charge
±e/2, but whether they are occupied or not in the many-
body quantum state describing the electrons in the material
will depend on additional circumstances. We will return
to this point of view shortly in the discussion of a time-
reversal symmetric magnetoelectric effect.
However, in the end, as magnetic monopole have never
been found as elementary particles, the Witten effect is not
relevant for experiments.
5 Half-integer quantum Hall effect As discussed
above, in the presence of time-reversal symmetry, topologi-
cal insulators do not display a linear magnetoelectric effect.
To find an experimental signature, one has to go beyond
linear response, and study nonlinear effects in the electro-
magnetic response. For instance, one could continue the
Taylor expansion of the action to orders beyond quadratic,
obtaining terms like E2B2 [33]. However, a more popu-
lar choice is to consider the situation where some fields
are large, so that the response saturates and becomes quan-
tized. In particular, in the presence of a strong external
magnetic field, we expect that the surface states exhibit a
quantum Hall effect. While the quantized Hall effect can
be understood as a linear response, we emphasize that it is
linear only if one neglects the magnetic field dependence of
the Hall conductivity, i.e. in a system where time-reversal
symmetry is broken strongly and explicitly.
The key signature for Dirac fermion surface states is
that their Hall conductivity is quantized as a half integer
multiple of the conductance quantum e2/h, e.g. σxy =
±(1/2)(e2/h) in the presence of a strong orbital magnetic
field. In contrast, the Hall conductivity of an electron gas
obtained by confining the charge carriers in the third di-
mension, e.g. in GaAs/AlGaAs heterostructures, is an in-
teger multiple of the conductance quantum. This is inti-
mately connected to the fact that Dirac fermion surface
states can only be realized on the boundary of a three-
dimensional atomic lattice, not in a two-dimensional lat-
tice.
Several experimental consequences of the half-integer
Hall effect have been observed or proposed. First, the Hall
resistance of a sample in slab geometry has been measured
in transport experiments [10]. However, since in this case
both top and bottom surfaces contribute, the total Hall re-
sistance is found to be integer, and it is nontrivial to ar-
gue that each surface contributes a half-integer effect [34,
10]. It is also possible to detect the Hall conductivity in
a contactless measurement by employing electromagnetic
radiation: The polarization planes of reflected (Kerr effect)
and transmitted waves (Faraday effect) are rotated, because
angular momentum is transferred to the electron system
on the surfaces [35,36]. The above effects have recently
been observed with THz radiation [11,13]. Again, the con-
tributions of two surfaces have to be taken into account
when the radiation passes through a topological insulator
layer [11]. Another proposal, which would be able to de-
tect the half-integral conductivity for a single surface, is the
“magnetic mirror monopole” [20], where bringing an elec-
tric point charge close to the TI will create currents on the
surface whose magnetic field looks as if it were generated
by a magnetic point charge inside the material. Of course,
there is no actual monopole that corresponds to this mirror
image, the divergence of the magnetic field still vanishes
everywhere [37]. This proposal has not yet been realized
experimentally.
So far, we have discussed the quantum Hall effect ob-
tained by subjecting the sample to a strong orbital mag-
netic field. However, an alternative method to break time-
reversal symmetry is to introduce magnetic order on the
surface. Theoretically, this can be modeled by a magnetic
Zeeman field acting on the surface electrons, which cor-
responds to a mass term in the surface Dirac equation. In
fact, careful reading reveals that one of the first derivations
of the magnetoelectric response, by Qi et.al. [4], actually
considers such a setup. The resulting Hall effect still has
half-integer conductance, and it is often called quantum
anomalous Hall effect, because it can be viewed as being
intrinsic to the material and the magnetic order.
Experimentally, magnetic order in topological insula-
tors has been realized by doping with magnetic dopants
such as Cr [38,39,40,9,41], Fe [42,43,44,45,46], Mn [42,
47,48,49], and V [50]. Under favorable conditions, a mass
term is induced on the surface, which opens a gap in
the surface dispersion [49] detectable by ARPES experi-
ments [42]. Both the d.c. Hall resistance [9,40,50] and the
Faraday- and Kerr rotation [12] have been measured. The
main drawback of magnetic doping is that the distribution
of dopants and their magnetization is hard to control [51].
To obtain a surface magnetization that is stable at
higher temperatures, proximity to a magnetically ordered
layer has been proposed [48,52] and realized. Particularly
promising layer materials are the insulating ferromag-
net EuS [53,54] and the ferrimagnet yttrium iron garnet
(YIG) [55,56,57]. Even though EuS by itself favors an
in-plane magnetization, coupling to the surface states of a
Copyright line will be provided by the publisher
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topological insulator will lead to an out-of-plane magne-
tization [58], realizing the mass term for Dirac fermions.
Recent experiments with neutron scattering report that
the magnetization at the interface even persists to room
temperature [59,51], well above the Curie temperature of
isolated EuS. In comparison, the advantage of yttrium iron
garnet is that its Curie temperature is naturally above room
temperature.
While introducing magnetic order on the surface would
be sufficient to obtain the quantum anomalous Hall ef-
fect, a related approach is to consider magnetic order in
the entire bulk, which some of the cited works already re-
alize experimentally via bulk doping. Moreover, inspired
by the proximity effect, one can consider topological in-
sulators with and without magnetic order in heterostruc-
tures [60,61]. Also, the magnetic ordering in the bulk need
not be ferromagnetic: antiferromagnetism will also lead
to a mass gap on the surface if there are parallel layers
where all magnetic moments all point in the same direc-
tion [62,63,64]. Conceptually, however, the introduction
of bulk magnetization departs from topological insulators
with time-reversal symmetry, and is better understood in
terms of crystalline topological insulators with magnetic
space groups [65,66,67].
6 Time-reversal symmetric magnetoelectric ef-
fect We now return to the time-reversal symmetric topo-
logical insulator and describe a time-reversal-symmetric
topological charge response. As explained before, it is
necessarily nonlinear. We will consider a response not just
to a magnetic field, but to a combined electric and magnetic
field.
We focus on the charge response, i.e. the charge
Q(E,B) induced by an external electric field E and mag-
netic field B. Under time reversal, the fields transform as
E → E, B → −B, whereas the charge stays invariant.
Thus, the response is time-reversal-symmetric if it satis-
fies Q(E,B) = Q(E,−B). In contrast, the quantum Hall
effect on the surface is not time-reversal-symmetric if the
Hall conductivity is kept invariant under time-reversal, be-
cause the charge induced by a magnetic test field changes
sign.
We consider a TI subject to a small uniform electric
field, and threaded by a thin magnetic flux tube, both in
vertical direction. To present the main idea, we first imag-
ine a cubical geometry [see Fig. 1]. We claim that when the
flux is increased from zero, Φ = 0, to one flux quantum,
Φ = Φ0 ≡ h/e, a half-integer charge will be transferred
from the bottom to the top surface. This effect can be un-
derstood as follows: The topological surface states are de-
scribed by Dirac fermions. For Dirac fermions in an infinite
two-dimensional plane, it has been shown that a magnetic
flux will bind one (power law) localized zero energy state
per flux quantum [68]. Surprisingly, such a bound state car-
ries a fractional charge ±e/2 compared to the reference
Figure 1 Time-reversal-symmetric nonlinear magneto-
electric effect. (a) Topological insulator subject to a small
electric field Ez in vertical direction, and threaded by a
thin magnetic flux tube. When changing the flux Φ from
zero to one flux quantum Φ0 = h/e, a charge Q =
+(e/2) sgn(Ez) will be transferred from the bottom to the
top surface. (b) Zero energy state bound to the flux tube
on a single surface. It carries fractional charge ±e/2. The
electric fields controls whether it is occupied or unoccu-
pied.
configuration without flux4 [69,70,71,72]. The charge has
negative sign when the state is occupied by an electron,
and positive sign when it is unoccupied. In a finite geom-
etry, we expect two states, one on the bottom, and one on
the top surface, where the flux tube pierces the material.
At exactly zero energy, the occupation of the states would
be ambiguous, but the small electric field lifts the degen-
eracy, and a charge Q = +(e/2) sgn(Ez) is induced on
the top surface. This topological magnetoelectric effect is
time-reversal-symmetric, but nonlinear.
We note that this effect is not related to the wormhole
effect [15], where it was reported that a magnetic flux tube
inserted through a single lattice plaquette may open a con-
ducting channel inside the bulk, but only if the diameter
of the tube is much smaller than the lattice spacing of a
tight-binding model. Here, we focus on a different situation
where the flux tube is thin, but still covers many plaquettes,
so that the low energy states of the TI are confined to the
regular surfaces and can be described a two-dimensional
continuum Dirac Hamiltonian.
To firmly establish that the flux tube also gives rise to
zero energy states in a finite geometry, we have calculated
the energies of the surface states analytically for a spherical
surface [14]. The surface states are modeled by the Dirac
Hamiltonian on a sphere with radius R [34,73,74]. In the
presence of a magnetic flux tube and without electric field,
4 The chemical potential is chosen at zero energy, so that all
states below zero energy are occupied.
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(b)(a)
FIG. 1. Spherical topological insulator threaded by a thin mag-
netic flux tube with flux! and subject to an electric field Ez in vertical
direction. Insertion of one flux quantum induces a charge"Q = e/2.
(a) Geometry. (b) Analytical result for the charge difference in the
top hemisphere, "Q(Ez,!), in the thin flux tube limit for an external
electric field Ez, giving rise to a potential energy difference e2REz
between top and bottom, with e2REz = 0.2vF /R. Here, R denotes
the radius of the sphere and vF is the Fermi velocity on the surface.
exact if one first takes the limit of an infinitesimally thin flux
tube [see Fig. 2(a)], and then considers an infinitesimal electric
field Ez. In this way, the infinitesimal Ez does not polarize the
system for zero flux, but due to the order of limits described
above, at ! = !0 the level splitting caused by Ez is much
larger that the hybridization energy. In a numerical calculation,
both the flux tube diameter and the electric field are small but
finite, and the exact analytic result is recovered by finite-size
scaling [see Fig. 3(b)].
The two lowest-energy eigenstates are superpositions of
spin-polarized wave functions ηn(!,x) and ηs(!,x) located
at the north and south pole; explicit expressions are derived
later. Projecting to these states, the Hamiltonian becomes
ˆH = "sx+ V sz where sx,sz are Pauli matrices, " is the
hybridization energy, and V is the projected potential energy
FIG. 2. Low-energy spectrum of a TI with a magnetic flux tube.
(a) Analytical results for a spherical geometry in the limit of a
thin flux tube. Angular momentum m = ± 12 ,± 32 , . . . is encoded by
different colors. (b) Numerical results for the lattice model, Eq. (11),
in a cuboid geometry with 10× 10× 8 sites, a flux tube spanning
3× 3 plaquettes, and parameters λ = 1, t = 2, and κ = 4t . The
hybridization of the low-energy states after one flux quantum is due
to the finite size of the flux tube.
(b)(a)
−1.2×10−2 1.2×10−2
FIG. 3. Charge induced in the TI lattice model, Eq. (11), in
a cuboid geometry with 18× 18× 18 sites in the presence of a
magnetic flux tube of unit flux !/!0 = 1. Parameters are λ = 2.43,
t = λ, κ = 4t , and eU = 0.3λ. (a) Charge distribution for a flux tube
spanning 5× 5 plaquettes. (b) Scaling of the total induced charge
in the top half of the cube depending on the relative size η of the
flux tube (η ∝ tube diameter). The inset shows that the charge scales
according to a power law.
V (!) = ed(!)Ez withd(!) = ⟨ηn|x3|ηn⟩ the dipole moment.
The charge response is"Q(Ez,!) = ρ(Ez,!)− ρ(Ez,0) with
ρ(Ez,!) = e2
w(!)√
V (!)2 +"(!)2V (!), (1)
and w(!) = ∫top dx [|ηn(!,x)|2 − |ηs(!,x)|2]. In the limit of
a thin flux tube, the hybridization equals the energy "(!) =
(!/!0 − 1)vF /R for ! < !0 where vF is the Fermi velocity
and R the radius of the sphere. The corresponding charge
response is depicted in Fig. 1(b). Since we have "(!) → 0
and w(!) → 1 for !→ !0, an infinitesimally small electric
field is sufficient to lift the degeneracy, and we find that
"Q(Ez,!0) = +(e/2) sgn Ez for Ez → 0.
Fractional charge. The appearance of a half-integer charge
due to localized zero-energy states can be interpreted as an
instance of charge fractionalization [31,33–35]. To make the
connection to condensed matter, we consider a general lattice
Hamiltonian ˆH (A0,A) which depends on an electric potential
A0 and a vector potential A, and has n internal degrees of
freedom per site x. At zero temperature and chemical potential,
the expectation value of the charge density is
⟨ρˆ(x)⟩A0,A = (−e)
∑
Eα60
|ηα(x)|2, (2)
where Eα are the energy eigenvalues of ˆH (A0,A), and
ηα(x) the corresponding eigenfunctions. We now focus on
Hamiltonians with a chiral pseudosymmetry, described by
a local operator ˆC anticommuting with the Hamiltonian at
zero electric field, { ˆH (A0 = 0,A), ˆC} = 0. Microscopically,
such a pseudosymmetry can be realized for Hamiltonians
defined on a bipartite lattice, with hoppings only between
sublattices. Anticommutation implies that eigenstates come
in pairs with positive and negative energy E = Eα = −Eβ ,
and locality means that the corresponding eigenfunctions
have equal probabilities, |ηβ(x)|2 = | ˆCηα(x)|2 = |ηα(x)|2. In
particular, each probability can be expressed as half the sum
of a positive and a negative energy eigenstate, |ηα(x)|2 =
201112-2
Figure 2 Energy spectrum of the surface states of a TI
with a magnetic flux tube [14]. (a) Analytical results for
a spherical geometry in the limit of a thin flux tube. The
colors encode angular momentum. For each flux quantum,
one pair of states joins at zero energy. (b) Numerical re-
sults for the low energy states of a finite lattice with cubic
geometry. Formerly zero nergy states are now separated
by a small energy gap, which is due to the finite (relative)
diameter of the flux tube.
it reads
Hˆ =
vF
R
(
0 h+
h− 0
)
, (9)
h± = ∓
(
∂θ +
1
2
cot θ
)
+
i∂φ
sin θ
+ eRAφ,
where vF denotes the Fermi velocity, θ and φ are spher-
ical coordinates and Aφ(θ) is a magnetic vector poten-
tial of the flux tube with flux Φ. The eigenvalue prob-
lem Hˆψ = Eψ for the wave function ψ(θ, φ) is simpli-
fied by introducing half-integer angular momentum m =
± 12 ,± 32 , . . . and expressing the wave function as a prod-
uct ψ(θ, φ) = ψ˜(θ)eimφ/
√
R. Importantly, the boundary
conditions are that ψ˜(θ) stays finite at the poles. In the ab-
sence of an electric field, and in the limit of a thin flux tube,
the eigenenergies are [14]
E = ±
{
c+ n if c > 0
0 or 1− c+ n if c < 0, , (10)
where c = (m+ 1/2− Φ/Φ0) combines angular momen-
tum m and the magnetic flux. This spectrum is shown in
Fig. 2(a). At zero flux, the energies are separated by a finite
size gap of order vF /R. However, for each flux quantum,
one pair of eigenstates joins at zero energy, and we can ap-
ply the previous argument, showing that one half-integer
charge is transferred.
Since this analytical calculation only applies in the ide-
alized limit of a thin flux tube, we have also performed a
numerical calculation on a lattice for the more realistic sit-
uation where the flux tube has a finite diameter. As shown
(b)(a)
−1.2×10−2 1.2×10−2
Figure 3 Numerical calculation of the charge in a TI sub-
ject to a small electric field and a magnetic flux tube [14].
(a) Charge distribution for a flux tube with finite diameter.
(b) Finite size scaling where the relative diameter η of the
flux tube shrinks to zero.
in Fig. 2(b), we now find that the states at one flux quan-
tum have a small energy splitting, though it has to vanish
as the flux tube shrinks. Now, strictly speaking, only zero
energy states carry half-integer charge, and it is not a pri-
ori clear how states with an energy splitting can yield frac-
tional charge. But we claim that the small electric field also
helps with that: By choosing its energy eREz to be larger
than the splitting, we can still polarize the occupation of
the two states, but we also choose it smaller than the finite
size gap vF /R, so that the reference configuration without
flux remains undisturbed. This choice is possible in a setup
of mesoscopic size, where this finite size gap is apprecia-
ble. We have verified numerically that such an electric field
will indeed induce a charge distribution with half-integer
charge after threading a flux tube, by performing a finite
size scaling where the size of a finite flux tube is shrunk to
zero [see Fig. 3] [14]. This also shows that the bulk states
do not contribute, a fact that cannot be assumed a priori, as
we have seen in our discussion on anomaly matching.
We now present an argument for how the states bound
to the flux tube give rise to a half-integer charge, even when
the states have a small energy splitting. We focus on lattice
models, where the total charge is integer. First, we note that
when discussing charge, we refer to the expectation value
of the charge density of a non-interacting many-electron
system,
〈ρ(x)〉 = (−e)
∑
Eα<0
|ηα(x)|2, (11)
where Eα denote the energies of the single-particle eigen-
functions ηα(x). While there is always an integer number
of electrons in the system, and thus the total charge is an
integer multiple of (−e), the electron wave functions may
be extended in space, leading to a local charge imbalance
with fractional values. Second, in order to measure such
an imbalance, we have to specify a reference configura-
tion, i.e. charge neutrality. We choose the system at half-
filling without electric field and with zero magnetic flux.
Copyright line will be provided by the publisher
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Figure 4 Illustration of surface states bound to a flux tube
of one flux quantum in the presence of a small energy split-
ting. (a) In the absence of an electric field, the symmetric
superposition is occupied. (b) In the presence of an elec-
tric field, the state, say, on the bottom surface is occupied.
Relative to the previous state, its expected charge density
differs by ±e/2 on top and bottom surfaces.
In Appendix B, we show that the expected charge density
of this configuration is spatially uniform, provided there is
an additional chiral pseudosymmetry, which can be real-
ized e.g. in bipartite lattices, and which we assume to be
present here. Moreover, the density stays uniform for any
value of the magnetic flux, because this does not affect the
chiral pseudosymmetry. However, at one flux quantum, a
pair of eigenstates appears whose energy is almost zero,
safe for a small splitting due to hybridization of the two
bound states. These eigenstates are the symmetric and an-
tisymmetric linear combinations (|ψn〉 ± |ψs〉)/
√
2 of two
states |ψn〉 and |ψs〉 that are localized on the top and bot-
tom surfaces [see Fig. 4]. Due to the chiral pseudosym-
metry, the energies come in pairs of positive and negative
energies, and only the symmetric combination is occupied
and contributes to the expected charge density, while the
antisymmetric is unoccupied and does not contribute. But
if we consider a situation with a small electric field that is
larger than the energy splitting, then the eigenstates will be
|ψn〉 and |ψs〉, and, say, only the second one will be occu-
pied and contribute to the charge density. Compared to the
previous situation without electric field, this wave function
contributes a local charge −e/2 on the top surface, and
+e/2 on the bottom surface. Similarly, increasing the flux
from zero to one flux quantum in the presence of an electric
field will also give rise to a half-integer charge locally.
Observing this time-reversal symmetric charge re-
sponse experimentally would require a mesoscopic setup
and the realization of a thin magnetic flux tube. For the lat-
ter, type-II superconductors may be suitable, because they
will allow a magnetic field only in quantized vortices. By
pinning two superconducting vortices, or joining them in a
giant vortex, as reported in Refs. [75,76], a tube with flux
Φ0 = h/e could be established. Its diameter will be finite
(reported ∼ 30nm), but this is small compared to a meso-
scopic system diameter of, say, 1µm, and hence would still
lead to a sizable charge response, as the numerical results
in Fig. 3(b) indicate. The limit of a very thin tube could be
obtained by finite-size scaling of the measured data. The
key difference between the response of a TI surface and an
ordinary two-dimensional electron gas would be that the
former leads to a half-integer multiple of the elementary
charge, while the latter features an integer multiple.
7 Discussion We have scrutinized the magnetoelec-
tric response of three dimensional time-reversal-symmetric
TIs. The low-energy physics of such TIs is described by the
axion action, and naively one might deduce the existence of
a quantized linear magnetoelectric effect from it. We have
discussed that for periodic boundary conditions, the axion
action does not contribute to the classical electromagnetic
response at all, while for a finite system, it contributes a
boundary response. However, one also has to include the
electromagnetic response of the gapless boundary states,
which cancels the boundary response from the axion ac-
tion in order to preserve time-reversal symmetry. This can-
cellation is a manifestation of anomaly matching, i.e. the
fact that quantum anomalous contributions from bulk and
boundary have to cancel each other. Then, we have dis-
cussed the Witten effect, which tells us that an electric
charge ±eθ/2pi will be bound to a magnetic monopole
due to the axion action; this can be considered a genuine
bulk effect. But since magnetic monopoles are not avail-
able as elementary particles, this has no experimental con-
sequences. Instead, recent experiments have measured the
quantum Hall effect of the surface electron gas, for which
one has to explicitly break time-reversal symmetry, either
by applying a strong magnetic field, by introducing mag-
netic order via magnetic dopants or proximity to an insu-
lating ferromagnet.
In search for a time-reversal-symmetric topological ef-
fect, we have discussed a nonlinear magnetoelectric re-
sponse. Here, the key result is that a thin magnetic flux
tube will bind zero energy states on the surface, which
carry half-integer charges relative to a reference state at
half filling. By utilizing a small electric field, which pre-
serves time-reversal symmetry, the occupation of zero en-
ergy states can be controlled, and we obtain a local, ex-
perimentally observable, and quantized charge response of
Q = +(e/2) sgn(Ez).
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A Action for classical electrodynamics In this ap-
pendix, we briefly review the action formalism for classical
electrodynamics. We set c = 1.
Since the electromagnetic fields E and B are not inde-
pendent, one cannot immediately construct an action that
reproduces all four Maxwell equations at once. Instead,
one typically considers the Gauss law for the magnetic field
and the law of induction as constraints, which are solved by
introducing the electric potential φ and the magnetic vector
potential A, so that B = ∇ ×A and E = −∇φ − ∂tA.
Then, the Gauss law for the electric field and the Maxwell-
Ampère law can be obtained from an action principle by
varying these fields. Moreover, it is convenient to use rel-
ativistic notation, where the components of the gauge field
Aµ are defined by A0 = φ and Ai = −Ai for i = 1, 2, 3.
The electric field components are neatly combined into the
field tensor Fµν = ∂µAν − ∂νAµ. Similarly, the four-
current jµ comprises the charge density ρ and the current j
via j0 = ρ, ji = ji. In this notation, the action for classical
electrodynamics is given by
S = SMaxwell + Smat (12a)
SMaxwell =
∫
d3xdt
[
− 1
16pi
FµνF
µν
]
(12b)
Smat =
∫
d3xdt [−Aµjµ] . (12c)
The first term describes the dynamics of the electromag-
netic field, while the second term couples matter (charge
and matter) to the field. Evidently, the four-current can be
obtained from the functional derivative jµ = −δSmat/δAµ.
In a material, these currents are themselves induced by the
electromagnetic field. This material response can be cap-
tured by expressing the second term as a function of the
field alone, Smat[Aµ]; this captures the kinetic and poten-
tial energy of the generated currents in the presence of the
field. The currents can still be retrieved by the functional
derivative. The axion action (1) is to be understood in this
way, although for a realistic materials, which also show a
dielectric response, one has to add other terms to obtain the
full Smat.
B Fractional charge In this appendix, we show that
in the presence of local chiral pseudosymmetry, the charge
density of a lattice system of non-interacting electrons is
Copyright line will be provided by the publisher
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spatially uniform at half filling if there are no states at ex-
actly zero energy. [14]
We consider a finite lattice system where sites (unit
cells) are labeled by x and have n degrees of freedom. The
dynamics of the electrons is described by a single-particle
tight-binding Hamiltonian Hˆ . The chiral pseudosymmetry
is given by a local operator Cˆ which anticommutes with
the Hamiltonian, {Hˆ, Cˆ} = 0. For instance, for bipar-
tite systems where hopping only occurs between sublat-
tices, this operator can often be realized by multiplying the
wave function on one sublattice with (−1). Anticommu-
tation implies that eigenstates come in pairs with positive
and negative energiesE = Eα = −Eβ , and locality means
that their probabilities are equal |ηβ(x)|2 = |Cˆηα(x)| =
|ηα(x)|2. In particular, we can express the probability as
half the sum of a positive and a negative energy state,
|ηα(x)|2 = 12 (|ηα(x)|2 + |ηβ(x)|2). But this means that
the expected charge density at half filling can be rewritten
as a sum over all states,
〈ρ(x)〉 = (−e)
∑
Eα≤0
|ηα(x)|2 (13)
= (−e)
∑
Eα≤0
1
2
(|ηα(x)|2 + |ηβ(x)|2)
= (−e)1
2
∑
Eα
|ηα(x)|2, (14)
if there are no states at exactly zero energy. However, since
the eigenstates form a complete basis of the Hilbert space,
this is constant
〈ρ(x)〉 = (−e)n
2
, (15)
where n counts the degrees of freedom per site (unit cell).
While the Hamiltonian Hˆ = Hˆ(A0,A) of the topolog-
ical insulator also includes a coupling to the electric poten-
tialA0 and the magnetic vector potentialA0, this argument
still applies as long as the pseudosymmetry Cˆ anticom-
mutes with the Hamiltonian. For common lattice models,
this is indeed the case even in the presence of the flux tube
as long as the electric potential is zero, A0 = 0. However,
this implies that the charge density is unchanged, and that
there is no charge response in this situation.
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