Abstract. In many applications, a state-space model depends on a parameter which needs to be inferred from a data set. Quite often, it is necessary to perform the parameter inference online. In the maximum likelihood approach, this can be done using stochastic gradient search and the optimal filter derivative. However, the optimal filter and its derivative are not analytically tractable for a non-linear state-space model and need to be approximated numerically. In [23], a particle approximation to the optimal filter derivative has been proposed, while the corresponding central limit theorem and Lp error bonds have been provided in [12] . Here, the bias of this particle approximation is analyzed. We derive (relatively) tight bonds on the bias in terms of the number of particles. Under (strong) mixing conditions, the bounds are uniform in time and inversely proportional to the number of particles. The obtained results apply to a (relatively) broad class of state-space models met in practice.
Introduction
State-space models (also known as continuous-state hidden Markov models) are a class of stochastic processes capable of modeling complex time-series data and stochastic dynamical systems. A state-space model can be described as a latent discrete-time Markov process observed only through noisy measurements of its states. In this context, one of the most important problems is the optimal estimation of the present (or a future) state given the noisy observations of the present and past states. In engineering and statistics, this problem is known as optimal filtering, while the corresponding estimator is called the optimal filter. For non-linear state-space models, the optimal filter does not admit a close-form expression and needs to be approximated numerically. Due to their practical importance, numerical methods for optimal filtering have extensively been studied in the literature (see e.g., [3] , [5] and references cited therein). Among them, particle methods (also known as sequential Monte Carlo sampling) have gained a significant attention. Particle methods are versatile and powerful tools for simulating complex high-dimensional probability distributions. Their various aspects have thoroughly been analyzed in a number of papers and books (see e.g., [3] , [4] , [5] , [7] , [8] , [15] , [16] and references cited therein).
In a number of scenarios of practical interest, a state-space model depends on a parameter whose value needs to be estimated given a set of state-observations. When the number of these observations is large, it is desirable, for the sake of computational efficiency, to perform parameter estimation online. In the maximum likelihood approach, this can be achieved using stochastic gradient search and the optimal filter derivative. In such an approach, the underlying log-likelihood is maximized by stochastic gradient search, while the log-likelihood gradient is assessed using the optimal filter and its derivative (see e.g., [17] , [19] , [21] , [23] ). Since the optimal filter and its derivative are analytically intractable for a non-linear state-space model, they need to be approximated numerically. To the best of our knowledge, only particle methods proposed in [21] , [23] provide numerically stable and efficient approximations to the optimal filter derivative. As opposed to deterministic (iterative) running times in the method [23] , these times are random in the scheme [21] (which practically always comes at the cost of increased variance). In return, the average (per-iteration) complexity of the scheme [21] is linear (in the number of particles), while the method [23] has quadratic complexity. In [21] , concentration inequalities and a central limit theorem have been demonstrated for the method proposed therein. In [12] , L p error bounds and a central limit theorem have been established for the method developed in [23] .
In this paper, we analyze the bias of the particle approximation to the optimal filter derivative proposed in [23] . Using the stability properties of the optimal filter and its derivative, we derive (relatively) sharp bounds on this bias in terms of the number of particles. The obtained bounds hold under (relatively) mild conditions and cover several classes of state-space models met in practice. Under (strong) mixing conditions, these bounds are uniform in time and inversely proportional to the number of particles. Our results presented here complement the analysis carried out in [12] . They can also be considered as the first (and probably the most important) stepping stone to analyze the asymptotic properties of online maximum likelihood estimation in non-linear state-space models (see [26] ).
The paper is organized as follows. In Section 2, we define the optimal filter derivative and its particle approximation. In the same section, we present the main results of the paper. These results are proved in Sections 3 -5.
Main Results

State-Space Models and Optimal Filter
To define state-space models and state the problem of optimal filtering, we use the following notation. d x ≥ 1 and d y ≥ 1 are integers, while X ⊆ R dx and Y ⊆ R dy are Borel-sets.
(Ω, F , P ) is a probability space, while {(X n , Y n )} n≥0 is an X × Y-valued stochastic process defined on (Ω, F , P ). We assume that process {X n } n≥0 is unobservable and that any information on {X n } n≥0 is available only through fully observable process {Y n } n≥0 . In engineering and statistics, process {(X n , Y n )} n≥0 is usually referred to as the state-space model. In this context, random variables X n and Y n are (respectively) called the state and the state-observation at discrete-time n, while sets X and Y are (respectively) referred to as the state and observation spaces. In this context, one of the most important problems is the estimation of the states X n and X n+1 given observations Y 0:n . In engineering and statistics, this problem is known as filtering.
In the Bayesian approach, the estimation of states X n and X n+1 given observations Y 0:n is based on the (optimal) filtering distributions P (X n ∈ dx n |Y 0:n ) and P (X n+1 ∈ dx n+1 |Y 0:n ). As the exact (joint) distribution of the process {(X n , Y n )} n≥0 is rarely available in practice, the filtering distributions needs to be computed using some approximate models. In this paper, we assume that the model {(X n , Y n )} n≥0 can accurately be approximated by a parametric family of non-linear state-space models. To specify such a family, we rely on the following notation. B(X ) is the collection of Borel-sets in X , while P(X ) is the set of probability measures on X . d ≥ 1 is an integer, while Θ ∈ R
d is an open set. µ(dx) and ν(dy) are positive measures on X and Y (respectively). p θ (x ′ |x) and q θ (y|x) are Borel-measurable functions which map θ ∈ Θ, x, x ′ ∈ X , y ∈ Y to [0, ∞) and satisfy p θ (x ′ |x)µ(dx ′ ) = 1, q θ (y|x)ν(dy) = 1 for each θ ∈ Θ, x ∈ X . With this notation, approximate state-space models can be specified as a family of stochastic processes X θ,λ n , Y θ,λ n n≥0
which are defined on (Ω, F , P ), parameterized by θ ∈ Θ, λ ∈ P(X ) and satisfy P X θ,λ 0 , Y θ,λ 0 ∈ B = I B (x, y)q θ (y|x)ν(dy)λ(dx),
almost surely for each θ ∈ Θ, B ∈ B(X ), λ ∈ P(X ), n ≥ 0. n ) n≥0 provides the best approximation to {(Xn, Yn)} n≥0 , we usually rely on the maximum likelihood principle. For further details on maximum likelihood estimation in state-space and hidden Markov models, see [4] , [15] and references cited therein.
To show how the filtering distribution and its derivative are computed using approximate model X θ,λ n , Y θ,λ n n≥0
, we rely on the following notation. δ x (dx ′ ) is the Dirac measure centered at x ∈ X .
M p (X ) is the set of positive measures on X , while M s (X ) is the collection of signed measures on
are the functions defined by
for θ ∈ Θ, x, x ′ ∈ X , n ≥ 1 and a sequence y = {y n } n≥0 in Y. r
are the functions recursively defined by
for n > m ≥ 1 (θ, x, x ′ , y have the same meaning as in (1)). R
for B ∈ B(X ), n > m ≥ 1 (θ, x, y have the same meaning as in (1)). S
for B ∈ B(X ), n > m ≥ 1 (θ, x, y have the same meaning as in (1)). 
for B ∈ B(X ), ξ ∈ P(X ), ζ ∈ M 
for B ∈ B(X ), n > m ≥ 1 (θ, ξ, ζ, y have the same meaning as in (1), (5)).
Remark. It can easily be noticed that F 0:n θ,y (dx|ξ) and G 0:n θ,y (dx|ξ, ζ) are the optimal (one-step) predictor and its gradient (respectively), i.e.,
θ,λ 0:n = y 0:n for each θ ∈ Θ, B ∈ B(X ), λ ∈ P(X ), n ≥ 0 and any sequence y = {y n } n≥0 in Y (here, 0(dx) denotes the zero element in M d s (X ), i.e., 0(B) = 0 for each B ∈ B(X )).
Particle Approximation to Optimal Filter Derivative
Unless the model X
is linear-Gaussian (or the state-space X has finitely many elements), the optimal predictor F 0:n θ,y (dx|ξ) and its gradient G 0:n θ,y (dx|ξ, ζ) do not admit close-form expressions and need to be approximated numerically. We analyze here the particle approximation proposed in [23] and latter studied in [12] .
Let θ be any element in Θ. The particle method proposed in [23] approximates F 0:n θ,y (dx|ξ) and G 0:n θ,y (dx|ξ, ζ) (respectively) by the empirical distributionŝ
for n ≥ 0. Here, N ≥ 2 is a fixed integer. W θ n,i : n ≥ 0, 1 ≤ i ≤ N are random vectors generated through the recursion
for n ≥ 0, 1 ≤ i ≤ N . X θ n,i : n ≥ 0, 1 ≤ i ≤ N are random vectors generated through the sequential Monte Carlo schemeX
In recursion (9), X θ n+1,i : 1 ≤ i ≤ N are sampled independently from one another and independently from Y k ,X θ k,i : 0 ≤ k < n, 1 ≤ i ≤ N . In the same recursion, X θ 0,i : 1 ≤ i ≤ N are selected independently one from another and independently from Y 0 . In the literature on optimal filtering, X θ n,i : n ≥ 0, 1 ≤ i ≤ N are referred to as particles, while N is the total number of particles generated at any discrete-time n ≥ 0.
Bias of Particle Approximation to Optimal Filter Derivative
We analyze here the bias of the particle approximations (7) . The analysis is carried out under the following assumptions.
Assumption 2.1. There exists a real number ε ∈ (0, 1) such that (and its elements p θ (x ′ |x), q θ (y|x)), while Assumption 2.3 is related to recursion (8) (and its initial condition W θ 0,i = w θ X θ 0,i ). Assumption 2.1 is a standard (strong) mixing condition and is a crucial ingredient of many results on optimal filtering and statistical inference in state-space and hidden Markov models (see e.g., [6] , [12] , [14] , [20] , [22] [24]; see also [4] , [5] , [8] and references cited therein). Assumption 2.1 (together with Assumption 2.2) ensures that the optimal filter and its gradient forget initial conditions exponentially fast (see Proposition 4.1 and Lemma 4.2, Section 4). Assumption 2.1 (together with Assumptions 2.2 and 2.3) also ensures the stability of particle approximations (7) (see Lemma 5.1, Section 5). Assumption 2.1 is restrictive from the theoretical point of view as it (implicitly) requires state and observation spaces X and Y to be bounded. Since the optimal filter and its particle approximations can be implemented (on a digital computer) only for models with bounded state and observation spaces, Assumption 2.1 is often met in practice (for further details see [26] , [27] and examples discussed therein). It should also be mentioned that the results of [12] are based on the same assumptions as the analysis carried out here.
To state our main results on particle approximations (7), we use the following notation.ξ
for all θ ∈ Θ, n ≥ m ≥ 0, any sequence y = {y n } n≥0 in Y and any Borel-measurable function ϕ :
The proof of Theorem 2.1 is provided in Section 6 (see Proposition 6.1). Empirical measuresξ (11), (12) can be viewed as the bias of particle approximations (7). Theorem 2.1 provides (relatively) tight bounds on this bias. The bounds are inversely proportional to N and uniform in discrete-time n (notice that ρ n ≤ 1). The bounds depend on the approximate model X
(through constants ρ, L, M ) and the initial conditions in recursion (8) (through w θ ).
Due to their (practical and theoretical importance), particle methods have extensively been studied in a number of papers and books (see e.g., [1] , [3] , [4] , [5] , [7] , [8] , [15] , [16] , [17] , [18] and references cited therein). Among their various aspects, significant attention has been given to the bias and the corresponding bounds. Within a broader analysis of the chaos propagation in Feynman-Kac models, the bias of particle approximations to the optimal filter has been addressed in [7] , [8] , [9] , [10] , [11] , [13] . Under conditions similar or identical to Assumption 2.1, the results of [7] , [8] , [9] , [10] , [11] , [13] lead to Part (i) of Theorem 2.1.
2 As opposed to particle approximations to the optimal filter, the optimal filter derivative and its particle approximations have attracted much less attention. To the best of our knowledge, the theoretical properties of particle approximations to the optimal filter derivative have been considered only in [12] , [21] . However, the results of [12] address only L p error bounds and a central limit theorem for particle approximation (7) - (9) , while the analysis carried out in [21] applies to a scheme different from the one studied here. Part (ii) of Theorem 2.1 fills this gap in the literature on optimal filtering and particle methods. It also complements the results presented in [12] , [23] . Further to this, Part (ii) of Theorem 2.1 is relevant for problems arising in the system identification and statistical inference. E.g., in [26] , we use this result (together with the results of [25] ) to analyze the asymptotic behavior of recursive maximum likelihood estimation in non-linear state-space models.
Results Related to Empirical Measures
In this section, we present an important auxiliary result on the ratio of integrals approximated using empirical measures (see Proposition 3.1). This result provides (relatively) sharp bounds on the bias and mean-square error of such a ratio. The result presented here is one of the most important prerequisites for the main results. More specifically, it is a crucial ingredient in the proof of Lemma 6.4. Lemma 6.4 itself is a corner-stone of the proof of Proposition 6.1 (notice that Theorem 2.1 can be considered as a particular case of Proposition 6.1).
Throughout this section, we use the following notation. d z ≥ 1 is an integer, while Z is a Borel-set in R dz . B(Z) is the collection of Borel-sets in Z. ξ(dz) is a probability measure on Z.
(Ω, F , P ) is a probability space. {Z k } k≥1 are independent Z-valued random variables which are defined on (Ω, F , P ) and satisfy
for each B ∈ B(Z), k ≥ 1. ξ k (dz) is the empirical (probability) measure defined by
for B ∈ B(Z), k ≥ 1. f : Z → R and g : Z → (0, ∞) are Borel-measurable functions.
Proposition 3.1. Assume the following:
Let α, β be the real numbers defined by
Then, we have
Proof. Let ξ ′ (dz), ξ ′′ (dz) be any probability measures on Z. As a direct consequence of (14), we get
We also have
Consequently,
Noticing β ≥ 1 and reverting the roles of ξ ′ (dz), ξ ′′ (dz), we conclude
follows from the second part of (16) by swapping ξ ′ (dz), ξ ′′ (dz)). Let k ≥ 1 be any integer. It is straightforward to verify
Consequently, we get
Then, owing to (17), we have
On the other side, due to (13), we have
As {Z k } k≥1 are independent, (13), (19) imply
For the same reasons, (13), (19) yield
Using (20), (21), we deduce
Combining this with (16), (17), we get
Similarly, combining (16), (21), we get
Relying on (18), (22), (23), we conclude that the first part of (15) is true. It is straightforward to verify
Then, Minkowski inequality and (17) imply
Since {Z k } k≥1 are independent, (16), (17), (25) yield
Relying on (23), (24), (26), we conclude that the second part of (15) is true.
Results Related to Optimal Filter and Its Derivatives
In this section, we consider the stability properties of the optimal predictor F m:n θ,y (dx|ξ) and its gradient G In addition to the previously introduced notation, the following notation is used here, too. For ξ ∈ M s (X ), |ξ|(dx) and ξ denote (respectively) the total variation and the total variation norm of ξ(dx). For ζ ∈ M d s , |ζ|(dx) and ζ denote (respectively) the total variation and the total variation norm of ζ(dx) induced by l 1 vector norm.
are the functions defined bỹ
for θ ∈ Θ, x, x ′ ∈ X , n ≥ 0 and a sequence y = {y n } n≥0 in Y. r
are the functions recursively defined bỹ
for n > m ≥ 0 (θ, x, x ′ , y have the same meaning as (27)). R m:n θ,y (dx
for B ∈ B(X ), n > m ≥ 0 (θ, x, y have the same meaning as (27)). S m:n θ,y (dx
are the elements of
for B ∈ B(X ), n > m ≥ 0 (θ, x, y have the same meaning as (27) ).
for B ∈ B(X ), n > m ≥ 0 (θ, ξ, ζ, y have the same meaning as (27) , (30)). α 
for B ∈ B(X ), n ≥ 0 (θ, ξ, ζ, y have the same meaning as (27) , (30)).
, where e i is the i-th standard unit vector in R d .
Remark. It is easy to show thatF
m:n θ,y (dx|ξ) andG m:n θ,y (dx|ξ, ζ) are the optimal filter and its gradient (respectively), i.e., 
for all θ ∈ Θ, x ∈ X , B ∈ B(X ), ξ ∈ P(X ), n ≥ k ≥ m ≥ 0 and any sequence y = {y n } n≥0 in Y.
(ii) Let Assumptions 2.1 and 2.2 hold. Then, we have
Proof. (i) Throughout this part of the proof, the following notation is used. θ is any element of Θ, while x, x ′ are any elements of X . B, ξ are any elements of B(X ), P(X ) (respectively), while y = {y n } n≥0 is any sequence in Y.
Using (2), it is straightforward to verify
for n > k > m ≥ 0. Therefore, we have
Relying on (2), (28), it is easy to show
for n > m ≥ 0. Therefore, (3), (32) yield
for n ≥ m ≥ 0 (notice that (40) is trivially satisfied when n = m). Consequently, (5) implies
for n ≥ m ≥ 0. Thus, (34) holds for n ≥ m ≥ 0.
(ii) Let θ, x, x ′ , B, ξ, y have the same meaning as in (i). Moreover, let z, ζ be any elements of
Owing to (5), we have
for n > m ≥ 0. Thus, (37) holds for n ≥ m ≥ 0 (notice that (37) is trivially satisfied when n = m).
Differentiating (38) in θ, we get
for n ≥ m ≥ 0 (notice that (41) is trivially satisfied when m = n). On the other side, (39) implies
for n ≥ m ≥ 0 (notice that (42) is trivially satisfied when m = n). Combining (32), (41), (42), we deduce
for n ≥ m ≥ 0. Then, using (5), (30), (32), (40), we conclude
for n ≥ m ≥ 0. Hence, we have
for n ≥ m ≥ 0. 4 Owing to (6) , (43), (44), we have
for n > m ≥ 0. Thus, (36) holds for n > m ≥ 0 (notice that (36) is trivially satisfied when n = m).
for all θ ∈ Θ, ξ ′ , ξ ′′ ∈ P(X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥0 in Y. Moreover, there exists a real number ρ 3 ∈ (0, 1) (depending only on ε) such that 
for all θ ∈ Θ, ξ ∈ P(X ), ζ ∈ M d s (X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥0 in Y. Moreover, there exists a real number ρ 4 ∈ (0, 1) (depending only on ε, K) such that
Proof. (i) Throughout this part of the proof, the following notation is used. θ is any element of Θ, while x, x ′ are any elements of X . B is any element of B(X ), while ξ, ξ ′ , ξ ′′ are any elements of P(X ). y = {y n } n≥0 is any sequence in Y. ρ 3 , C 3 are the real numbers defined by
3 (ε, ρ 1 , C 1 are specified in Assumption 2.1 and Proposition 4.1).
It is straightforward to verifỹ
for n ≥ 0. Consequently, Assumption 2.1 implies
for n ≥ 0 (notice that 0 ≤α n θ,y (B|ξ ′′ ) ≤ 1). Combining this with Proposition 4.1, we get
for n ≥ m ≥ 0.
Owing to Lemma 4.1, we have
for n ≥ m ≥ 0. Then, (49) yields
Owing to Assumption 2.1, we have
for n ≥ 1. On the other side, Lemma 4.1 implies
for n > m ≥ 0. Combining this with (50), we get
for n > m ≥ 0. Consequently,
for n ≥ m ≥ 0 (notice that the above inequality is trivially satisfied for n = m).
(ii) Let θ, x, x ′ , ξ, ξ ′ , ξ ′′ , y = {y n } n≥0 have the same meaning as in (i) 
for n ≥ 0. On the other side, it is straightforward to verifỹ
for n ≥ 0. Consequently, Assumptions 2.1, 2.2 and (53) imply
for n ≥ 0. Combining this with Proposition 4.1 and (48), (53), we get
for n ≥ m ≥ 0. Owing to Assumptions 2.1 and 2.2, we have
Then, Lemma 4.1 yields
for n ≥ m ≥ 0. Consequently, (49), (54) imply
for n ≥ m ≥ 0 (notice that the above inequality is trivially satisfied for n = m). 
for n > m ≥ 0. Combining this with (55), we get 
for n ≥ m ≥ 0. Owing to Lemma 4.1, we have
for n > m ≥ 0. Then, (50), (52) imply
for n > m ≥ 0. Combining this with (5), (56), we get
for n ≥ m ≥ 0 (notice that the above inequality is trivially satisfied for n = m). Hence,
Results Related to Stability of Particle Approximations
In this section, we consider the particle approximationζ Besides the notation introduced in the previous sections, the following notation is also used here. P N is the set of N -dimensional probability vectors (i.e., z ∈ P N if and only if the components of z are non-negative and sum to one). P N ×N is the set of N × N (column) stochastic matrices (i.e., A ∈ P N ×N if and only if the columns of A are elements of P N ). e is the element of R N whose all elements are one. For 1 ≤ i ≤ N , e i is the i-th standard unit vector in R N (i.e., e i is the element of P N whose i-th element is one). For z ∈ R N , z 1 , z ∞ are (respectively) the l 1 and l ∞ norm of z, i.e.,
where z i is the i-th component of z. For B ∈ R d×N , B ∞ is the l ∞ norm of B, i.e.,
where B i,j is the (i, j) entry of B. For A ∈ P N ×N , τ (A) is the (Dobrushin) ergodicity coefficient of A, i.e.,
where A i,j is the (i, j) entry of A. A θ n and B θ n are (respectively) the N × N and d × N random matrices defined by for n ≥ 0 (θ has the same meaning as in (57)). 5 Then, it is easy to notice A θ n ∈ P N ×N for each θ ∈ Θ, n ≥ 0. It is also easy to show
(59)
for each θ ∈ Θ, n ≥ 0 (here, I is the N × N unit matrix).
Proposition 5.1. (i) If A ∈ P N ×N , then we have
where A i,j is the (i, j) entry of A.
(ii) If A ∈ P N ×N and z ′ , z ′′ ∈ P N , then we have
Proof. 
for all θ ∈ Θ, n ≥ 0.
Proof. Throughout the proof, the following notation is used. θ is any element of Θ, while B is any element of B(X ). ρ 5 , C 5 are the real numbers defined by ρ 5 = 1 − ε 4 , C 5 = 8Kdε −7 (ε, K are specified in Assumptions 2.1 and 2.2).Ã θ k,k ,Ã θ k,n are the matrices defined bỹ
for n > k ≥ 0 (here, I is the N × N unit matrix).
Iterating the second part of (59), we get
5 Notice that V θ n,i and W θ n,i are the i-th columns of V θ n and W θ n (respectively).
for n ≥ 0. We also have e TÃθ 0,n = e T for n ≥ 0 (noticeÃ θ 0,n ∈ P N ×N ). Consequently, the first part of (59) implies
for n ≥ 0. Combining this with the first part of (59) and (61), we get
for n ≥ 0. Owing to Assumptions 2.1, 2.2, we have
for 1 ≤ i, j ≤ N , n ≥ 1. Hence, we have
for n ≥ 1. Using Proposition 5.1 and (63), we conclude
for n ≥ 1. Relying on the same proposition and (65), we deduce
for n > k ≥ 0. Applying Proposition 5.1 again, we get
Notice that e i , e/N ∈ P N . Notice also that (66) is trivially satisfied for n = k.
for n ≥ 0. Owing to (58), we have
Consequently, (7), (10), (58) imply
Hence, we get
On the other side, (62) yields
8 Combining this with (7), (58), we deduce
for n ≥ 0. Thus, we have
for n ≥ 0. Using (68), (69), we conclude that (60) holds for n ≥ 0.
Proof of Main Results
In this section, Proposition 6.1 is proved (Theorem 2.1 is a direct consequence of this proposition). Lemma 6.4 and decompositions (137), (143), (147) (138), (139), (144), (145), (148), (149) ). On the other side, Proposition 3.1, conditional distributions (106), (107) and identities (108) Throughout this section, the following notation is used.w θ and u θ (x) are the functions defined bȳ
(see inequalities
for ξ ∈ P(X ), ζ ∈ M d s (X ), n ≥ 1 and a sequence y = {y n } n≥0 in Y (θ, x have the same meaning as in (70)). 
for B ∈ B(X ) (θ has the same meaning as in (70)). 
for B ∈ B(X ), n ≥ 0 (θ, ξ, ζ, y have the same meaning as in (70), (71)).
for B ∈ B(X ), ξ ′ ∈ P(X ), n ≥ 0 (θ, ξ, ζ, y have the same meaning as in (70) 
for B ∈ B(X ), n ≥ m ≥ 0 (θ, x, ξ, ζ, y have the same meaning as in (70), (71)
for B ∈ B(X ), n ≥ m ≥ 0 (θ, ξ, ξ ′ , ζ, y have the same meaning as in (70), (71), (74)). 
for all θ ∈ Θ, B ∈ B(X ), ξ ∈ P(X ), n ≥ m ≥ 0 and any sequence y = {y n } n≥0 in Y.
( Assumptions 2.1 -2.3 hold. Then, we have
ii) Let Assumptions 2.1 -2.3 hold. Then, we have
, n ≥ m ≥ 1 and any sequence y = {y n } n≥0 in Y. We also have
, n ≥ 0 and any sequence y = {y n } n≥0 in Y. Proof. (i) Throughout this part of the proof, the following notation is used. θ is any element of Θ, while B, ξ are any elements B(X ), P(X ) (respectively). y = {y n } n≥0 is any sequence in Y.
for n ≥ m ≥ 1. Combining this with (5), we get
for n ≥ m ≥ 1. Therefore, we have
for n ≥ m ≥ 0. Combining this with (6), (78), (79), we get
for n > m ≥ 0. On the other side, (3), (4), (74), (77) imply
for n ≥ 0. Then, (78), (79) yield
for n ≥ 0 (notice that F n:n θ,y (B|ξ ′ ) = ξ ′ (B) follows from (3), (5)). Owing to Lemma 4.1, we have
for n ≥ m ≥ 1. 10 Due to the same lemma, we have
for n ≥ m ≥ 1. On the other side, using (3), (5), (71), we conclude 
for n ≥ m ≥ 1.
11 Relying on the same arguments, we deduce
10 Notice that R 
for n ≥ m ≥ 1. Combining (90) - (93) with (75), we get 
for n ≥ 0. 
for all θ ∈ Θ, ξ, ξ
Proof. Throughout the proof, the following notation is used. θ is any element of Θ, while x, B are any elements of X , B(X ) (respectively). ξ, ξ ′ , ξ ′′ are any elements of P(X ), while ζ is any element of M d s (X ). y = {y n } n≥0 is any sequence in Y. ρ 6 ,C 1 are the real numbers defined by ρ 6 = max √ ρ 3 , ρ 4 ,C 1 = max n≥1 nρ n 6 , whilẽ C 2 ,C 3 ,C 4 , C 6 are the real numbers defined asC 2 = 2Kε 
for n ≥ 1. Hence, we have
for n ≥ 1. On the other side, (70) implies
Thus, we get
Combining this with (95), we conclude
for n ≥ 0. Consequently, Lemmas 4.2, 6.1 imply 
for n ≥ m ≥ 1 (notice that the right-hand side of (45) is bounded by C 3 ρ n−m 3
). The same lemma and (96) yield
for n ≥ m ≥ 0 (notice that the right-hand side of (47) is bounded by 2C 4 ρ n−m 4
(1 + ζ ′ + ζ ′′ )). Owing to Lemma 6.1 and (78), we have
for n > m ≥ 0. 12 On the other side, using the same arguments as in Lemma 6.1 (see (89)), we get
for n ≥ 0. Then, (96) yields
for n ≥ 0. Relying on (100), (101), we deduce that (94) holds for n ≥ m ≥ 0.
Lemma 6.3. Let Assumption 2.3 holds. Then, we havē
for all θ ∈ Θ, B ∈ B(X ). We also have ζθ −1 ≤ 2C 5 w θ for all θ ∈ Θ (C 5 is specified in Lemma 5.1).
Proof. Let θ be any element of Θ, while B is any element of B(X ). Owing to (7), (10), (72), we havē
(notice thatX 
almost surely for all θ ∈ Θ, n ≥ m ≥ 0 and any Borel-measurable function ϕ :
Proof. (i) Throughout this part of the proof, the following notation is used. θ is any element of Θ, while ξ ′ , ξ ′′ are any elements of P(X ). ϕ(x) is any Borel-measurable function mapping x ∈ X to [−1, 1]. Using (9), we conclude
for any B 1 , . . . , B N ∈ B(X ), n ≥ 1. We also deduce
for B 1 , . . . , B N ∈ B(X ). 13 On the other side, Lemma 6.1 implies 
for n ≥ m ≥ 0. 14 Similarly, (5) yields
n ≥ m ≥ 0 (notice that (108) is trivially satisfied for m = 0). Let C 7 = 2C 3 3 (C 3 is specified in Lemma 4.2). Owing to Lemma 4.2, we have
13 Notice thatX θ 0,1 , . . . ,X θ 0,N are mutually independent, independent of Y and marginally distributed according toξ θ 0 (dx). (73)). 14 Here, 1(x) denotes the function which maps X to one, while R m:n θ,
for n ≥ m ≥ 0. Due to the same lemma, we have 
almost surely for n ≥ m ≥ 0. 15 Relying on the same arguments, we deduce
almost surely for n ≥ m ≥ 0.
(ii) Let θ, ξ, ξ ′′ , ϕ(x) have the same meaning as in (i). Moreover, let B be any element of B(X ). Due to (71), (72), (74), we havê
Then, Lemma 6.1 implies 
almost surely for n ≥ 0. Using (148), (149), we conclude that (135), (136) hold n ≥ 0.
