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ON THE CHARACTERIZATION OF PARABOLICITY AND
HYPERBOLICITY OF SUBMANIFOLDS
ANTONIO ESTEVE AND VICENTE PALMER*
Abstract. We give a set of sufficient and necessary conditions for parabol-
icity and hyperbolicity of a submanifold with controlled mean curvature
in a Riemannian manifold with a pole and with sectional curvatures
bounded from above or from below.
1. Introduction
To find a geometric description for the parabolicity, (or hyperbolicity) of
a Riemannian manifold is a question which lies in a central position inside
the function theory on Riemannian manifolds, as we can see in the surveys
[10] and [5]. This description can be given as a characterization, or as a
sufficient or a necessary condition. The geometry involved encompasses
concepts as the volume growth of the manifold, or bounds on its Ricci or
sectional curvature, (see [1], [12], [5], [8], [9], [2], [21] or, more recently, [6]).
In 1935, L.V. Ahlfors proved in [1] that a rotationally symmetric surface
M2 is parabolic if and only if the integral
∫∞
0
1
vol(S(r))
is divergent, being S(r)
the geodesic circle of radius r inM2. Based on this result, J. Milnor obtained
in [12] a decision criterion for the parabolicity/hyperbolicity of a complete
rotationally symmetric surface which involves its Gaussian curvature. In
[3], P. G. Doyle showed how to extend these criterion to complete surfaces
having a global geodesic polar coordinate system, (namely, having a pole).
Ahlfors’ result has been generalized by several authors, (see [5]), to ro-
tationally symmetric spaces with dimension bigger than two, (the so-called
model spaces which will be presented in Subsection §2.2), so we have the
following theorem:
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Theorem A ([1], [5]). Let Mnw be a complete and non compact model space.
Then Mnw is parabolic, (resp. hyperbolic) if and only if∫ ∞
ρ
dr
wn−1(r)
=∞ (resp. <∞)
where the volume of the geodesic spheres of Mnw is given by vol(S
w(r)) =
wn−1(r).
Finally, K. Ichihara proved in [8] that a complete, connected and lo-
cally compact n-Riemannian manifold is parabolic if its Ricci curvatures are
bounded from below by the corresponding curvatures of a model space which
satisfies the Ahlfors’ integral divergence condition, and it is hyperbolic pro-
vided its sectional curvatures are bounded from above by the corresponding
curvatures of a model space which satisfies the Ahlfors’ integral convergence
condition.
In this paper it is considered a submanifold Sm properly immersed in an
ambient manifold Nn which has at least one pole and has its radial sectional
curvatures, (namely, the sectional curvatures of the planes containing the
radial directions from the pole), bounded from above or from below.
Then, and continuing the programme started with the papers [15], [16]
and [17], we are going to stablish a set of sufficient conditions for parabolicity
and hyperbolicity of submanifolds, (Theorems 3.4 and 3.6). These results
encompasses partially the results in [16] and [17], and the techniques used
to obtain it are based, as in those papers, in the Hessian and Laplacian
comparison theory of restricted distance function, which involves bounds on
the mean curvature of the submanifold.
As a consequence of these results, and using the logical interplay among
them and the definitions of hyperbolicity and parabolicity, we have obtained
two corollaries, (Corollaries 3.11 and 3.9) , with necessary conditions for
these properties. All these results together pretend to approach to a geo-
metric characterization of parabolicity and hyperbolicity for submanifolds
in an ambient manifold with bounded (above or below) sectional curvatures,
in the style of Theorem A.
The way to prove Theorems 3.4 and 3.6, (which are the main results
of this paper), consist in the application of the Kelvin-Nevanlinna-Royden
Criteria, (see [5, Theorem 5.1]), showing the existence of a compact set in
the submanifold with positive capacity, (hyperbolicity), or a precompact set
with zero capacity, (parabolicity). This method, (which encompasses the
use of the distance function from the pole, restricted to the submanifold),
is inspired in the Rayleigh’s short-cut method from the classical theory of
electricity, used by J. Milnor in [12] and by P. G. Doyle in [3].
On the other hand, it was proved in [15] that minimal submanifolds of
Cartan-Hadamard manifolds are hyperbolic. We must remark here that in
this result it is excluded the case of minimal surfaces in R3, (and in Rn in
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general): for example, while the catenoid is parabolic, the doubly periodic
Scherk’s surface or the triply periodic Swcharz P-surface are hyperbolic.
However, the minimal surfaces of the hyperbolic 3-space are hyperbolic.
In order to explain this particular behaviour, it was introduced in the
paper [17], (see too [7]), some control on the ’radiality’ of the submanifold.
This ’radiality’ means the following, assuming for the sole purpose of this
explanation, (the proof of our results is independent of the situation of the
pole), that the pole o of the ambient manifold lies in the submanifold S:
when the submanifold S is totally geodesic, then ∇Nr = ∇Sr in all points,
and, hence, ‖∇Sr‖ = 1. On the other hand, and given the starting point
o ∈ S, from which we are measuring the distance r, we know that ∇Nr(o) =
∇Sr(o), so ‖∇Sr(o)‖ = 1. Therefore, the difference 1−‖∇Sr‖ quantifies the
radial detour of the submanifold with respect the ambient manifold as seen
from the pole o. To control this detour locally, we apply the following
Definition 1.1. We say that the submanifold S satisfies a radial tangency
condition at o ∈ N when we have a smooth positive function,
g : S 7→ R+ ,
so that
(1.1) T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S .
In Corollary 2.2 of [17] was proved that a two-dimensional surface S2
in the Euclidean space with the radial component of its mean curvature
HS bounded from below by 0 is parabolic if the lower bound for its radial
tangency T (x) is a radial function g(r) which is close to 1 at infinity.
By contrast, (as it was pointed out there), the Scherk’s doubly periodic
minimal surface is a hyperbolic surface in R3, such that its radial tangency,
(from any fixed point o in the (x, y)-plane), is “mostly” close to 1 at infinity,
except for the points in the (x, y)-plane itself, where the tangency function
is close to 0.
We can single out the following Corollary 1.3, (a particular case of Corol-
lary 3.9), which explains partially the particular behaviour of the Scherk’s
surface. Previously to the statement of this Corollary, we need the precise
definition of the radially weighted component of mean curvature:
Definition 1.2. The o-radial mean convexity C(x) of S in N , is defined
in terms of the inner product of HS with the N -gradient of the distance
function r(x) as follows:
C(x) = −〈∇Nr(x), HS(x)〉, x ∈ S,
where HS(x) denotes the mean curvature vector of S in N .
Note that the o-radial mean convexity of a minimal submanifold S is
C(x) = 0 ∀x ∈ S.
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Corollary 1.3. Let S2 be a properly immersed submanifold of R3, such that
its o-radial mean convexity is nonnegative, namely, C(x) ≥ 0 ∀x ∈ S. If S2
is hyperbolic, then
(i) either there isn’t exist a smooth positive function
g : S 7→ R+ ,
so that T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S
(ii) or, in case S satisfies a radial tangency condition at o ∈ P with smooth
positive function g : S 7→ R+, then
∫∞
ρ
re
− R r
ρ
m
tg2(t)
dt
dr <∞.
Remark 1.4. The hypothesis C(x) ≥ 0 ∀x ∈ S it is satisfied too by the
convex surfaces in R3, (see [19]).
On the other hand, in [17] is showed as an example how the catenoid, a
minimal and parabolic surface, satisfies a radial tangency condition at the
origin 0¯ ∈ R3.
Example 1.5. As an example of surface where it is easy to see that this
result holds, we have Schwarz P-surface P ⊆ R3. This is a triply periodic
minimal surface which is hyperbolic. Its unit cell, (constructed by solving
the Plateau problem for a square with corners at the vertices of a regular
octahedron), can be viewed roughly as a sphere S2 from which it have been
removed six spherical caps whose centroids are antipodal in pairs. In the web
page [22], we can see an image of this unit cell, with the surface-generating
straight boundary lines.
We are going to see that assertion (i) of Corollary 1.3 holds for this surface.
To do that, we must remark first that all the points in the ambient space
R
3 are poles. Then, if we consider the center of our extrinsic balls as the
center of one of these spheres-unit cells, there exist at least eight points
on the surface of this unit cell, (the points where three of the generating
straight lines intersect), where ∇R3r is orthogonal to P. Hence, assertion (i)
of Corollary 1.3 is satisfied.
1.1. Outline of the paper. We shall present the basic definitions and
results which are in the foundations of our developments in Section 2. Section
3 is devoted to the statement of main theorems and its corollaries. Proofs
of main theorems 3.4 and 3.6 are presented in Sections 4 and 5.
1.2. Acknowledgements. We would like to acknowledge professor Steen
Markvorsen their useful comments concerning these results.
2. Preliminaires
We assume throughout the paper that Sm is a non-compact, properly
immmersed, Riemannian submanifold of a complete Riemannian manifold
Nn. Furthermore, we assume that Nn possesses at least one pole. Recall
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that a pole is a point o such that the exponential map expo : ToN
n → Nn
is a diffeomorphism. For every x ∈ Nn \ {o} we define r(x) = distN(o, x),
and this distance is realized by the length of a unique geodesic from o to
x, which is the radial geodesic from o. We also denote by r the restriction
r|S : S → R+ ∪{0}. This restriction is called the extrinsic distance function
from o in Sm. The gradients of r in N and S are denoted by ∇Nr and ∇Sr,
respectively. Let us remark that ∇Sr(x) is just the tangential component in
S of ∇Nr(x), for all x ∈ S. Then we have the following basic relation:
(2.1) ∇Nr = ∇Sr + (∇Nr)⊥,
where (∇Nr)⊥(x) is perpendicular to TxS for all x ∈ S.
2.1. Curvature restrictions and extrinsic balls.
Definition 2.1. Let o be a point in a Riemannian manifold M and let
x ∈ M \ {o}. The sectional curvature KM(σx) of the two-plane σx ∈ TxM
is then called an o-radial sectional curvature of M at x if σx contains the
tangent vector to a minimal geodesic from o to x. We denote these curvatures
by Ko,M(σx).
Definition 2.2. (1) The submanifold S is called radially 0-convex if and
only if C(x) ≥ 0 ∀x ∈ S. This condition is satisfied by convex hyper-
surfaces of real space forms Km(b) of constant curvature b, (see [19]),
as well as by all minimal submanifolds.
(2) The submanifold S is called radially minimal if and only if C(x) =
0 ∀x ∈ S. This condition is satisfied by all minimal submanifolds.
Definition 2.3. Given a connected and complete m-dimensional submani-
fold Sm in a complete Riemannian manifold Nn with a pole o, we denote the
extrinsic metric balls of (sufficiently large) radius R and center o by DR(o).
They are defined as any connected component of the intersection
BR(o) ∩ S = {x ∈ S : r(x) < R},
where BR(o) denotes the open geodesic ball of radius R centered at the pole
o in Nn. Using these extrinsic balls we define the o-centered extrinsic annuli
Aρ,R(o) = DR(o) \ D¯ρ(o)
in Sm for ρ < R, where DR(o) is the component of BR(o) ∩ S containing
Dρ(o).
Remark 2.4. We want to point out that the extrinsic domains DR(o) are
precompact sets, (because the submanifold S is properly immersed), with
smooth boundary ∂DR(o). The assumption on the smoothness of ∂DR(o)
makes no restriction. Indeed, the distance function r is smooth in Nn \ {o}
since Nn is assumed to possess a pole o ∈ Nn. Hence the restriction r|S
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is smooth in S and consequently the radii R that produce smooth bound-
aries ∂DR(o) are dense in R by Sard’s theorem and the Regular Level Set
Theorem.
Upper and lower bounds on C(x), and T (x) together with a suitable con-
trol on the o-radial sectional curvatures of the ambient space will eventually
control the Laplacian of restricted radial functions on S.
2.2. Warped products and model spaces. Warped products are gener-
alized manifolds of revolution, see e.g. [18]. Let (Bk, gB) and (F
l, gF ) denote
two Riemannian manifolds and let w : B → R+ be a positive real function
on B. We assume throughout that w is at least C2. We consider the prod-
uct manifold Mk+l = B × F and denote the projections onto the factors by
pi : M → B and σ : M → F , respectively. The metric g onM is then defined
by the following w-modified (warped) product metric
g = pi∗(gB) + (w ◦ pi)2σ∗(gF ).
Definition 2.5. The Riemannian manifold (M, g) = (Bk×F l, g) is called a
warped product with warping function w, base manifold B and fiber F . We
write as follows: Mmw = B
k ×w F l.
Definition 2.6 (See [5], [4]). A w−model Mmw is a smooth warped product
with base B1 = [0,Λ[⊂ R (where 0 < Λ ≤ ∞), fiber Fm−1 = Sm−11 (i.e. the
unit (m−1)-sphere with standard metric), and warping function w : [0,Λ[→
R+ ∪ {0}, with w(0) = 0, w′(0) = 1, and w(r) > 0 for all r > 0. The point
ow = pi
−1(0), where pi denotes the projection onto B1, is called the center
point of the model space. If Λ =∞, then ow is a pole of Mmw .
Proposition 2.7. The simply connected space forms Km(b) of constant cur-
vature b are w−models with warping functions
w(r) = Qb(r) =


1√
b
sin(
√
b r) if b > 0
r if b = 0
1√−b sinh(
√−b r) if b < 0.
Note that for b > 0 the function Qb(r) admits a smooth extension to r =
pi/
√
b.
Proposition 2.8 (See [18], [4] and [5]). LetMmw be a w−model with warping
function w(r) and center ow. The distance sphere of radius r and center
ow in M
m
w is the fiber pi
−1(r). This distance sphere has the constant mean
curvature ηw(r) =
w′(r)
w(r)
On the other hand, the ow-radial sectional curvatures
of Mmw at every x ∈ pi−1(r) (for r > 0) are all identical and determined by
Kow ,Mw(σx) = −
w′′(r)
w(r)
.
PARABOLICITY AND HYPERBOLICITY 7
2.3. Hessian and Laplacian comparison analysis. The 2.nd order anal-
ysis of the restricted distance function r|P defined on manifolds with a pole
is firstly and foremost governed by the Hessian comparison Theorem A in
[4]:
Theorem 2.9 (See [4], Theorem A). Let N = Nn be a manifold with a pole
o, let M =Mmw denote a w−model with center ow, and m ≤ n. Suppose that
every o-radial sectional curvature at x ∈ N \ {o} is bounded from above by
the ow-radial sectional curvatures in M
m
w as follows:
Ko,N(σx) ≥ (≤) − w
′′(r)
w(r)
for every radial two-plane σx ∈ TxN at distance r = r(x) = distN(o, x) from
o in N . Then the Hessian of the distance function in N satisfies
(2.2)
HessN(r(x))(X,X) ≤ (≥) HessM(r(y))(Y, Y )
= ηw(r)
(
1− 〈∇Mr(y), Y 〉2M
)
= ηw(r)
(
1− 〈∇Nr(x), X〉2N
)
for every unit vector X in TxN and for every unit vector Y in TyM with
r(y) = r(x) = r and 〈∇Mr(y), Y 〉M = 〈∇Nr(x), X〉N .
Remark 2.10. In [4, Theorem A, p. 19], the Hessian of rM is less or equal to
the Hessian of rN provided that the radial curvatures of N are bounded from
above by the radial curvatures of M and provided that dimM ≥ dimN .
This latter dimension condition is not satisfied in our setting. However,
since (Mm, g) is a w−model space it has an n−dimensional w−model space
companion with the same radial curvatures and the same Hessian of radial
functions as (Mm, g). In effect, therefore, applying [4, Theorem A, p. 19] to
the high-dimensional comparison space gives the low-dimensional compari-
son inequality as stated.
In other words, HessMw(r(y))(Y, Y ) do not depend on the dimension m,
as we can easily see by computing it directly, (see [20]), so the hypothesis
on the dimension can be overlooked in the comparison among the Hessians.
As a consecuence of this result, we have the following Laplacian inequali-
ties:
Proposition 2.11. Let Nn be a manifold with a pole p, let Mmw denote a
w−model with center pw.
(i) Suppose that every o-radial sectional curvature at x ∈ N − {o} is
bounded from below by the ow-radial sectional curvatures in M
m
w as follows:
(2.3) K(σ(x)) = Ko,N(σx) ≥ −w
′′(r)
w(r)
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for every radial two-plane σx ∈ TxN at distance r = r(x) = distN(o, x)
from o in N . Then we have for every smooth function f(r) with f ′(r) ≤
0 for all r, (respectively f ′(r) ≥ 0 for all r):
(2.4)
∆S(f ◦ r) ≥ (≤) ( f ′′(r)− f ′(r)ηw(r) ) ‖∇Sr‖2
+mf ′(r)
(
ηw(r) + 〈∇Nr, HS 〉
)
,
where HS denotes the mean curvature vector of S in N .
(ii) Suppose that every o-radial sectional curvature at x ∈ N − o} is
bounded from above by the ow-radial sectional curvatures in M
m
w as follows:
(2.5) K(σ(x)) = Ko,N(σx) ≤ −w
′′(r)
w(r)
for every radial two-plane σx ∈ TxN at distance r = r(x) = distN(o, x)
from p in N . Then we have for every smooth function f(r) with f ′(r) ≤
0 for all r, (respectively f ′(r) ≥ 0 for all r):
(2.6)
∆S(f ◦ r) ≤ (≥) ( f ′′(r)− f ′(r)ηw(r) ) ‖∇Sr‖2
+mf ′(r)
(
ηw(r) + 〈∇Nr, HS 〉
)
,
2.4. Capacities of extrinsic annular domains. The proof of theorems
3.4 and 3.6 is based on the existence of (lower and upper) bounds for the
capacity of some compact subset in the submanifold Sm. This compact
subset is an extrinsic ball Dρ(o) ⊆ S.
In general, the capacity of a compact domain K in a precompact open set
Ω of a Riemannian manifold M can be expressed as the following integral
along the boundary of the compact set K (see e.g. [5]):
(2.7) Cap(K,Ω) =
∫
Ω−K
‖∇Mv‖2dV ,
where the function v is the solution of the Dirichlet problem in Ω−K
(2.8)


∆Mv = 0 on Ω−K
v = 0 on ∂K
v = 1 on ∂Ω .
The capacity of K in the whole manifold M is given by the following
limit, given any exhaustion sequence of precompact open subsets {Σn}n∈N
covering all of M such that Σ0 = K and Σn ⊆ Σn+1, (see [5]):
(2.9) Cap(K,M) = lim
n→∞
Cap(K,Σn)
Using the divergence theorem, it is easy to see, ([5]), that integral (2.7)
becomes
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(2.10) Cap(K,Ω) =
∫
∂K
〈∇Mv, ν〉dA ,
where ν is the unit normal vector field on ∂K which points into the domain
Ω−K.
In our setting, we have a compact set in the submanifold Sm, D¯ρ(o), and
an exhaustion of S given by the extrinsic balls {DR(o)}R>0 which contains
D¯ρ(o). The computation of the capacity of these extrinsic annular domains
Aρ,R = DR(o) \ D¯ρ(o) is given by the following considerations, applying
equation (2.10):
(2.11) Cap(Aρ,R) =
∫
∂Dρ
〈∇P v, n∂Dρ〉∂Dρ dµ ,
where v(x) is the Laplace potential function for the extrinsic annulus Aρ,R =
DR−Dρ, setting v∂Dρ = 0 and v∂DR = 1 and n∂Dρ denotes the unit normal
vector field along ∂Dρ pointing into the domain Aρ,R.
The function v must be nonnegative in the annular domain Aρ,R. Other-
wise v would have an intrinsic (negative) minimum in Aρ,R, and since v is
harmonic this is ruled out by the minimum principle.
Now, since v is nonnegative and v = 0 at the inner boundary, then the
inwards directed gradient 〈∇Pv, n∂Dρ〉∂Dρ is also nonnegative. Since ∂Dρ
is a level hypersurface (of value v = 0) for v in P , we have that n∂Dρ is
proportional to ∇Pv. It therefore follows that
(2.12) 〈∇Pv, n∂Dρ〉∂Dρ = ‖∇P v(x)‖ .
Therefore we have
(2.13) Cap(Aρ,R) =
∫
∂Dρ
‖∇P v(x)‖ dν
3. Main results
We are going to give some previous definitions, in order to formulate
our main hyperbolicity and parabolicity results. The proofs are developed
through the following sections.
Definition 3.1. Let Nn be a complete manifold with pole o ∈ N , and let
Sm be a properly immersed submanifold in N . Given a function h : S −→ R
which only depends on the extrisic distance r in S, h(r(x)) for all x ∈ S, we
say that the function h(r) is balanced from above with respect the warping
function w(r) of a model space Mmw if
(3.1) M(r) = m(ηw(r)− h(r)) ≥ 0 ∀r
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and that the function h(r) is balanced from below with respect the warping
function w(r) if
(3.2) M(r) = m(ηw(r)− h(r)) ≤ 0 ∀r
Remark 3.2. As in the following parabolicity and hyperbolicity criteria
plays a fundamental roˆle the convergence/divergence of the infinite integrals∫∞
ρ
Λg(t) dt and
∫∞
ρ
Λ(t) dt, we should remark that, if M(r) ≥ 0 for all
r > 0, then
∫∞
ρ
Λg(t) dt ≤
∫∞
ρ
Λ(t) dt and, on the other hand, if M(r) ≤ 0
for all r > 0, then
∫∞
ρ
Λg(t) dt ≥
∫∞
ρ
Λ(t) dt
Definition 3.3. Let Nn be a complete manifold with pole o ∈ N , and let
Sm be a properly immersed submanifold in N . Let us consider too a model
space Mmw .
(i) Define Λ(r) as the function
Λ(r) = w(r) exp
(
−
∫ r
ρ
M(t) dt
)
.
(ii) Assume moreover that S satisfies a radial tangency condition at o ∈ N .
We denote as Λg(r) the function
Λg(r) = w(r) exp
(
−
∫ r
ρ
M(t)
g2(t)
dt
)
.
Theorem 3.4 (Parabolicity). Let Nn be a complete manifold with pole o,
and suppose that
(3.3) Ko,N(σx) ≥ −w
′′(r)
w(r)
for all x with r = r(x) ∈ [0,∞).
Let Sm be a complete and properly immersed submanifold with o-radial
mean convexity C(x) bounded from below by the radial function h(r(x)):
(3.4) C(x) ≥ h(r(x)) for all x ∈ Sm with r(x) ∈ [0,∞).
Then:
(A) Assume that the submanifold S satisfies a radial tangency condition
at o ∈ N , (namely, there exists smooth g : S 7→ R+ , so that ‖∇Sr(x)‖ ≥
g(r(x)) > 0 for all x ∈ S), and that the function h(r) is balanced from
above with respect the warping function w(r), (M(r) ≥ 0 ∀r).
Suppose that
(3.5)
∫ ∞
ρ
Λg(t) dt =∞.
Then Sm is parabolic.
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(B) Assume that the function h(r) is balanced from below with respect the
warping function w(r) , (M(r) ≤ 0 ∀r), and suppose that
(3.6)
∫ ∞
ρ
Λ(t) dt =∞.
Then Sm is parabolic.
Remark 3.5. Theorem 3.4 (A) has been stated and proved in [17], (see
Theorem 9.2), under a more restricitive balance condition.
Theorem 3.6 (Hyperbolicity). Let Nn be a complete manifold with pole o,
and suppose that
(3.7) Ko,N(σx) ≤ −w
′′(r)
w(r)
for all x with r = r(x) ∈ [0,∞). Let Sm be a complete and properly immersed
submanifold with o-radial mean convexity C(x) bounded from above by the
radial function h(r(x)):
(3.8) C(x) ≤ h(r(x)) for all x ∈ Sm with r(x) ∈ [0,∞).
Then
(A) Assume that the submanifold S satisfies a radial tangency condition
at o ∈ P , and that the function h(r) is balanced from below with respect the
warping function w(r), (M(r) ≤ 0 ∀r).
Suppose finally that
(3.9)
∫ ∞
ρ
Λg(t) dt <∞.
Then Sm is hyperbolic.
(B) Assume that the function h(r) is balanced from above with respect the
warping function w(r), (M(r) ≥ 0 ∀r), and suppose that
(3.10)
∫ ∞
ρ
Λ(t) dt <∞.
Then Sm is hyperbolic.
Remark 3.7. Theorem 3.6 (B) has been stated and proved in [16]. If we
follow the notation in [16], we have
G(r) = exp(
∫ r
ρ
h(t) dt)
and it is straightorward to check that
∫∞
ρ
Gm(r)
wm−1(r)
dr <∞ iff ∫∞
ρ
Λ(t) dt <∞.
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Remark 3.8. We have the following examples of a direct application of
theorems 3.4 and 3.6. Concerning Theorem 3.4, we can see as the cones and
the paraboloids, (both convex hypersurfaces in R3), are parabolic, (see [17]).
Concerning Theorem 3.6, we have that surfaces P 2 in H3(b) with constant
mean curvature HP ≤ 12
√−b are hyperbolic, (see too Corollary B in [16]).
3.1. Corollaries. Finally, as corollaries of Theorem 3.4 and Theorem 3.6
we have the following results.
Corollary 3.9. Let Nn be a complete manifold with pole o, and let Sm be a
properly immersed submanifold in N , both satisfying inequalities (3.3) and
(3.4) in Theorem 3.4.
(A) Let us suppose that M(r) ≥ 0 ∀r.
If S is hyperbolic, then
(A.1) either there isn’t exist a smooth positive function
g : S 7→ R+ ,
so that T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S
(A.2) or, in case S satisfies a radial tangency condition at o ∈ P with
smooth positive function g : S 7→ R+, then
∫∞
ρ
Λg(r)dr <∞.
(B) Let us suppose that M(r) ≤ 0 ∀r.
If S is hyperbolic, then
∫∞
ρ
Λ(r)dr <∞.
Proof. (A) The ambient manifold N and the submanifold S satisfies hypoth-
esis (3.3) and (3.4) in Theorem 3.4. Hence, if S is not parabolic, then we
have the negation of both sets of assumptions in assertions (A) and (B) in
Theorem 3.4. In particular, assertion (A) doesn’t holds so, as M(r) ≥ 0 ∀r,
then either there is not any smooth positive function
g : S 7→ R+ ,
so that T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S or, if this bound-
ing function for the tangency exists, then
∫∞
ρ
Λg(r)dr <∞.
(B) In this case, M(r) ≤ 0 ∀r, and, as assertion (B) in Theorem 3.4
doesn’t holds, we conclude that
∫∞
ρ
Λ(r)dr <∞. 
Remark 3.10. Corollary 1.3 in the Introduction follows from Corollary 3.9,
if we consider that the ambient manifold N is the Euclidean 3-space R3,
(which implies to consider as a warping function w(r) = r), and we have
into account that, by hypothesis, h(r(x)) = 0 for all x ∈ S, and hence
C(x) = ηw(r(x))− h(r(x)) = 1r > 0 for all x ∈ S.
Corollary 3.11. Let Nn be a complete manifold with pole o, and let Sm be
a properly immersed submanifold in N , both satisfying inequalities (3.7) and
(3.8) in Theorem 3.6.
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(A) Let us suppose that M(r) ≥ 0 ∀r.
If S is parabolic, then
(3.11)
∫ ∞
ρ
Λ(t) dt =∞.
(B) Let us suppose that M(r) ≤ 0 ∀r.
If S is parabolic, then
(B.1) either there isn’t exist a smooth positive function
g : S 7→ R+ ,
so that T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S
(B.2) or, in case S satisfies a radial tangency condition at o ∈ P with
smooth positive function g : S 7→ R+, then
∫∞
ρ
Λg(r)dr =∞.
Proof. (A) The ambient manifold N and the submanifold S satisfies hypoth-
esis (3.7) and (3.8) in Theorem 3.6. Hence, if S is not hyperbolic, then we
have the negation of both sets of assumptions in assertions (A) and (B) in
Theorem 3.6. In particular, some of the two assumptions in assertion (B)
doesn’t holds so, as M(r) ≥ 0 ∀r, we have
(3.12)
∫ ∞
ρ
Λ(t) dt =∞.
(B) In this case, M(r) ≤ 0 ∀r, and with same arguments than before,
namely, concluding the negation of assertion (A) in Theorem 3.6, we have
that either there isn’t exist a smooth positive function
g : S 7→ R+ ,
so that T (x) = ‖∇Sr(x)‖ ≥ g(r(x)) > 0 for all x ∈ S or, in case S
satisfies a radial tangency condition at o ∈ P with smooth positive function
g : S 7→ R+, then
∫∞
ρ
Λg(r)dr =∞. 
Corollary 3.12. Let Mnw be a model space, and let S
m be a properly im-
mersed submanifold of Mnw. Assume that the o-radial mean convexity of S
in Mnw, is equal to the radial function ηw(r(x)), namely
(3.13) C(x) = ηw(r(x)) for all x ∈ Sm with r(x) ∈ [0,∞).
Then, Sm is parabolic if and only if
∫∞
ρ
w(r) dr =∞.
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4. Proof of assertion (A) in Theorem 3.4 and Theorem 3.6
As the submanifold S satisfies a radial tangency condition, given the func-
tion g : S −→ R+, we define a second order differential operator on functions
of one real variable as follows:
(4.1) Lg ψ(r) = ψ
′′(r) + ψ′(r)
(M(r)
g2(r)
− ηw(r)
)
.
and consider the smooth solution ψρ,R(r) of the following Dirichlet-Poisson
problem associated to Lg:
(4.2)


Lg ψ = 0 on [ρ, R]
ψ(ρ) = 0
ψ(R) = 1
The explicit solution to the Dirichlet problem (4.2) is given in the following
Proposition which is straightforward,
Proposition 4.1. The solution to the Dirichlet problem (4.2) only depends
on r and is given explicitly - via the function Λg(r) introduced in Definition
3.3 (ii), by:
(4.3) ψρ,R(r) =
∫ r
ρ
Λg(t) dt∫ R
ρ
Λg(t) dt
.
The corresponding ’drifted’ capacity is
(4.4)
CapLg(A
w
ρ,R) =
∫
∂Dwρ
〈∇Mψρ,R, ν〉 dA
= Vol(∂Dwρ )Λg(ρ)
(∫ R
ρ
Λg(t) dt
)−1
.
At this point the proof of these two results splits, in the following way:
Assertion (A) in Theorem 3.4.
Concerning the proof of assertion (A) in Theorem 3.4 it is easy to see, using
equation (4.3) and the balance condition (3.1) that the solution ψρ,R of the
problem (4.2) satisifies:
(4.5)
ψ′ρ,R(r) ≥ 0
ψ′′ρ,R(r)− ψ′ρ,R(r)ηw(r) = −ψ′ρ,R(r)
M(r)
g2(r)
≤ 0
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Now we transplant the model space solutions ψρ,R(r) of equation (4.2)
into the extrinsic annulus Aρ,R = DR(o) \ D¯ρ(o) in S by defining
Ψρ,R : Aρ,R → R, Ψρ,R(x) = ψρ,R(r(x)).
Here the extrinsic ball Dρ(o) is as in Definition (2.3) and DR(o) is that
component of BR(o) ∩ S which contains Dρ(o).
Then, the hyptohesis (3.3) on the sectional curvatures, and the assump-
tion (3.4) on the o-radial convexity leads to the following estimate using
Proposition 2.11 (i), (recall that ψ′ρ,R(r) ≥ 0)
∆Sψρ,R(r) ≤ (ψρ,R(r)′′(r)− ψρ,R(r)′(r)ηw(r)) ‖∇Sr‖2
+mψρ,R(r)
′(r) (ηw(r)− h(r)) .
(4.6)
so, using the second inequality in (4.5) and that ‖∇S(r)‖ ≥ g(r), we have:
(4.7)
∆Sψρ,R(r(x)) ≤
(
ψ′′ρ,R(r(x))− ψ′ρ,R(r(x))ηw(r(x))
)
g2(r(x))
+mψ′ρ,R(r(x)) (ηw(r(x))− h(r(x)))
= g2(r(x)) Lg ψρ,R(r(x))
= 0
= ∆Sv(x) ,
where v(x) is the Laplace potential function for the extrinsic annulus Aρ,R =
DR −Dρ, setting v|∂Dρ = 0 and v|∂DR = 1.
Now, we apply the maximum principle to inequality (4.7) to obtain:
(4.8) ψρ,R(r(x)) ≥ v(x) , for all x ∈ Aρ,R .
This implies in particular that on ∂Dρ we have
(4.9) ‖∇Sψρ,R‖ ≥ ‖∇Sv(x)|∂Dρ‖
Thern, using equation (2.13), we get
(4.10)
Cap(Aρ,R) =
∫
∂Dρ
‖∇Sv(x)‖ dν
≤
∫
∂Dρ
‖∇SΨρ,R‖ dµ
= ψ′ρ,R(ρ)
∫
∂Dρ
‖∇Sr‖ dµ
=
CapLg(A
w
ρ,R)
Vol(∂Dwρ )
∫
∂Dρ
‖∇Sr‖ dµ.
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On the other hand Dρ(o) is precompact with a smooth boundary and
thence,
(4.11)
∫
∂Dρ
‖∇Sr‖ dµ > 0.
Now, we have, using equations (4.4) and (3.5):
(4.12)
Cap
(
D¯ρ(o), S
m
)
=
lim
R→∞
Cap
(
D¯ρ(o), DR(o)
)
≤ (
∫
∂Dρ
‖∇Sr‖ dµ)
(
lim
R→∞
CapLg(A
w
ρ,R)
Vol(∂Dwρ )
)
= 0
Thus, Dρ(o) is a precompact subset with zero capacity in S
m, so the
submanifold is parabolic.
Assertion (A) in Theorem 3.6.
Concerning the proof of assertion (A) in Theorem 3.6 and under balance
condition (3.2), we have that the solution of the problem (4.2) satisifies:
(4.13)
ψ′ρ,R(r) ≥ 0
ψ′′ρ,R(r)− ψ′ρ,R(r)ηw(r) = −ψ′ρ,R(r)
M(r)
g2(r)
≥ 0
Then having into account that ‖∇Sr‖2 ≥ g and φ′′ρ,R(r)−φ′ρ,R(r)ηw(r) ≥ 0
we obtain, applying Proposition 2.11 (ii) to the transplanted solution ψρ,R,
(4.14)
∆Sψρ,R(r(x)) ≥
(
ψ′′ρ,R(r(x))− ψ′ρ,R(r(x))ηw(r(x))
)
g2(r(x))
+mψ′ρ,R(r(x)) (ηw(r(x))− h(r(x)))
= g2(r(x)) Lg ψρ,R(r(x))
= 0
= ∆Sv(x) ,
We consider now inequality (4.14), and procceed as in the proof of Theo-
rem 3.4, but inverting the inequalities: applying the maximum principle, we
have on ∂Dρ
‖∇Sψρ,R‖ ≤ ‖∇Sv(x)|∂Dρ‖
and using equation (2.13), we get
Cap(Aρ,R) ≥
CapLg(A
w
ρ,R)
Vol(∂Dwρ )
∫
∂Dρ
‖∇Sr‖ dµ.
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Finally, having into account that we have inequality (4.11), and that con-
dition
∫∞
ρ
Λg(t) dt <∞ is satisfied, we obtain
(4.15) Cap
(
D¯ρ(o), S
m
) ≥ (
∫
∂Dρ
‖∇Sr‖ dµ) lim
R→∞
CapLg(A
w
ρ,R)
Vol(∂Dwρ )
> 0
Thus, D¯ρ(o) is a compact subset with positive capacity in S
m, and S is
hyperbolic.
5. Proof of assertion (B) in Theorem 3.4 and Theorem 3.6
Define now the following second order differential operator L,
(5.1) Lφ(r) = φ′′(r) + φ′(r) (M(r)− ηw(r)) .
which is the same than in the proof above, with g(r) = 1 ∀r, and consider
the smooth radial solution φρ,R(r) of the Dirichlet-Poisson problem associ-
ated to L and defined on the interval [ρ, R]. As in the above proof, (see
Proposition 4.1), it is easy to check that
(5.2) φρ,R(r) =
∫ r
ρ
Λ(t) dt∫ R
ρ
Λ(t) dt
.
where Λ(r) is the function introduced in Definition 3.3 (i).
The corresponding ’drifted’ 2-capacity is
(5.3)
CapL(A
w
ρ,R) =
∫
∂Dwρ
〈∇Mφρ,R, ν〉 dA
= Vol(∂Dwρ )Λ(ρ)
(∫ R
ρ
Λ(t) dt
)−1
.
Assertion (B) in Theorem 3.4.
Concerning assertion (B) in Theorem 3.4, we use equation (5.2) and the
balance condition (3.2) to get
(5.4)
φ′ρ,R(r) ≥ 0
φ′′ρ,R(r)− φ′ρ,R(r)ηw(r)
= −φ′ρ,R(r)M(r) ≥ 0
because M(r) ≤ 0.
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Having into account that ‖∇Sr‖2 ≤ 1 and φ′′ρ,R(r)− φ′ρ,R(r)ηw(r) ≥ 0 we
obtain, applying Proposition 2.11 (i) to the transplanted function φρ,R,
(5.5)
∆Sφρ,R(r(x)) ≤
(
φ′′ρ,R(r(x))− φ′ρ,R(r(x))ηw(r(x))
)
+mφ′ρ,R(r(x)) (ηw(r(x))− h(r(x)))
= Lφρ,R(r(x))
= 0
= ∆P v(x) ,
where v(x) is the Laplace potential function for the extrinsic annulus Aρ,R =
DR −Dρ, setting v|∂Dρ = 0 and v|∂DR = 1.
Now parabolicity of S follows as the proof of assertion (A) in Theorem 3.4.
Assertion (B) in Theorem 3.6.
To show assertion (B) in Theorem 3.6, we consider the same second order
differential operator L, with the same smooth solution φρ,R(r) to the same
Dirichlet-Poisson problem defined on the interval [ρ, R].
But now we have
(5.6)
φ′ρ,R(r) ≥ 0
φ′′ρ,R(r)− φ′ρ,R(r)ηw(r) = −φ′ρ,R(r)M(r) ≤ 0
because M(r) ≥ 0.
Then having into account that ‖∇Sr‖2 ≤ 1 and φ′′ρ,R(r)−φ′ρ,R(r)ηw(r) ≤ 0
we obtain, applying Proposition 2.11 (ii) to the tranplanted function φρ,R,
(5.7)
∆Sφρ,R(r(x)) ≥
(
φ′′ρ,R(r(x))− φ′ρ,R(r(x))ηw(r(x))
)
+mφ′ρ,R(r(x)) (ηw(r(x))− h(r(x)))
= Lφρ,R(r(x))
= 0
= ∆Sv(x) ,
Now hyperbolicity of S follows as the proof of assertion (A) of Theorem
3.6.
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