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This paper aims to show how, by using a threshold-based approach, a path from imprecise
information to a crisp ‘decision’ can be developed. It deals with the problem of the logical
transformation of a fuzzy set into a crisp set. Such threshold arises from the ideas of con-
tradiction and separation, and allows us to prove that crisp sets can be structurally consid-
ered as classes of discontinuous fuzzy sets. It is also shown that continuous fuzzy sets are
computationally indistinguishable from some kind of discontinuous fuzzy sets.
 2009 Elsevier Inc. All rights reserved.1. Introduction
In several decision processes the ﬁnal result has to be stated as a precise one, even though it is usually based on imprecise
information [2]. In order to transform an imprecise conclusion into a precise one, we must reduce fuzzy sets to crisp sets, and
sometimes to crisp singletons. For example, in fuzzy control applications, the fuzzy output is usually reduced to the center of
area [4].
In this paper we deal with the concept of contradiction, and how it is related to decision processes in the sense that for
taking a proper decision based on a fuzzy set, we should take into consideration not only the fuzzy set, but also its negation.
For other approaches see [8,10].
2. Previous concepts
2.1. Crisp sets, fuzzy sets and discontinuity
Let us consider the poset ð½0;1X ;6Þ where X is a set, ½0;1X ¼ fl;l : X ! ½0;1g, and 6 is the pointwise partial order, i.e.
r 6 l() rðxÞ 6 lðxÞ for l;r 2 ½0;1X , and all x 2 X.
It is well known that the set f0;1gX ¼ fl;l : X ! f0;1gg of crisp sets, with the operations (min;max and 1 id) is iso-
morphic to the power set of X;PðXÞ with the operations (\;[ and c).
The crisp sets in the universe X can be viewed as discontinuous bivalent fuzzy (‘classical preservation principle’ [6]). In
addition, by the ‘resolution theorem’ (see [5]), fuzzy sets l 2 ½0;1X can also be viewed as unions of a special family of ‘in-
dexed’ fuzzy sets,. All rights reserved.
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r2½0;1
frðxÞ; with f rðxÞ ¼ minðr;lðrÞðxÞÞ 8x 2 X;where lðrÞ 2 f0;1gX is the characteristic function1 of the strong r-cut fx 2 X; r < lðxÞg. Of course, functions fr do represent dis-
continuous fuzzy sets.
These facts reﬂect a deep presence of discontinuity in the relationship between fuzzy and crisp sets, and in this paper it is
shown how crisp sets can be understood as classes of a particular type of discontinuous fuzzy sets. In the jump from impre-
cision to precision, discontinuity plays – as it is intuitive – an important role.
2.2. Threshold of the contradiction of a fuzzy set
Let us consider the set of functions ½0;1X endowed with a negation, 0, functionally expressed by means of a strong nega-
tion function N, that is,l0 ¼ N  l; or l0ðxÞ ¼ NðlðxÞÞ; for all x 2 X:
From the properties of N it follows that there always exists a unique n 2 ð0;1Þ such that NðnÞ ¼ n (n is the so-called ﬁx-point
of N), therefore, the functional equation l ¼ NðlÞ has a unique solution l ¼ ln, with ln being the function constantly equal
to the number n.
As it was proved in [7], any strong negation N can be expressed as NðxÞ ¼ u1ð1uðxÞÞ for some order-automorphism u
of the unit interval. Hence, from n ¼ u1ð1uðnÞÞ it follows n ¼ u1 12
 
.
Two functions l and r are contradictory if l 6 r0. If l 6 l0;l is self-contradictory. According to the above paragraph,
l 6 l0 is equivalent to lðxÞ 6 u1ð12Þ ¼ lnðxÞ for all x 2 X. Therefore, we can say that the threshold of self-contradiction of
fuzzy sets is u1ð12Þ, provided N is a strong negation given by the order-automorphism u.
3. First results
Let n 2 ð0;1Þ be the ﬁx-point of the strong negation N. Let ½0;1Xn (see [10]) be the set of all functions in ½0;1X except those
that take the value n for some x 2 X,½0;1Xn ¼ fl;l : X ! ½0;1; lðxÞ– n 8x 2 Xg:
Of course, this set contains the set of the crisp sets, f0;1gX as a subset and it is l 2 ½0;1Xn if and only if
l1ðnÞ ¼ fx 2 X;lðxÞ ¼ ng ¼ ;.
Let us introduce a new mapping a : ½0;1Xn ! PðXÞ, deﬁned by
aðlÞ ¼ fx 2 X;n < lðxÞg:This mapping fulﬁlls the following properties:
1. a is non-decreasing: l 6 r) aðlÞ#aðrÞ.
Indeed, x 2 aðlÞ ) n < lðxÞ 6 rðxÞ ) n < rðxÞ ) x 2 aðrÞ.
Thus a is an order-homomorphism between ð½0;1Xn ;6Þ and ðPðXÞ; # Þ.
2. aðl0Þ ¼ ðaðlÞÞc.
Since N is a strong negation, it is aðl0Þ ¼ fx 2 X;n < l0ðxÞg ¼ fx 2 X;n < NðlðxÞÞg ¼ fx 2 X;NðnÞ > NðNðlðxÞÞg ¼
fx 2 X;n > lðxÞg ¼ ðaðlÞÞc . In consequence, a establishes a partition on X: aðlÞ [ aðl0Þ ¼ aðlÞ [ ðaðlÞÞc ¼ X, and
aðlÞ \ aðl0Þ ¼ aðlÞ \ ðaðlÞÞc ¼ ;.
3. a is surjective: for all A 2 PðXÞ there is lA 2 ½0;1Xn and aðlAÞ ¼ A. Indeed, aðlAÞ ¼ fx 2 X;n < lAðxÞg ¼
fx 2 X;lAðxÞ ¼ 1g ¼ l1A ð1Þ ¼ A:
Obviously, aðl0Þ ¼ ; and aðl1Þ ¼ X, with l1ðxÞ ¼ 1 and l0ðxÞ ¼ 0 for all x in X.Remark 1. a is not injective. There is aðlÞ ¼ fx 2 X;n < lðxÞg ¼ ; () lðxÞ < n for all x 2 X.
Therefore, if r < n;aðlrÞ ¼ fx 2 X;n < lrðxÞ ¼ rg ¼ ;, where lr the function constantly equal to r. For r1; r2 < n, with
r1–r2 we have aðlr1 Þ ¼ ; ¼ aðlr2 Þ, but lr1–lr2 . Analogously, aðlÞ ¼ X () fx 2 X;n < lðxÞg ¼ X () n < lðxÞ for all x 2 X.
Thus if n < r;aðlrÞ ¼ fx 2 X; r ¼ lrðxÞ < ng ¼ X, where lr is the function constantly equal to r. Then for n < r1; r2, with r1–r2,
we have aðlr1 Þ ¼ X ¼ aðlr2 Þ, but lr1–lr2 .4. Morphisms
4.1. Epimorphism between the distributive lattices ð½0; 1Xn ;min;maxÞ and ðPðXÞ;\;[Þ
Let us consider the conjunction () and the disjunction ðþÞ operators on ½0;1Xn functionally expressed by
ðl  rÞðxÞ ¼minflðxÞ;rðxÞg; ðlþ rÞðxÞ ¼maxflðxÞ;rðxÞg for all x 2 X:any subset A  X, the function deﬁned as lAðxÞ ¼ 1 if x 2 A0 if x R A:

is the characteristic function of A.
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 aðl  rÞ ¼ fx 2 X;n < minflðxÞ;rðxÞgg ¼ fx 2 X; n < lðxÞ and n < rðxÞg ¼ aðlÞ \ aðrÞ.
 aðlþ rÞ ¼ fx 2 X;n < maxflðxÞ;rðxÞgg ¼ fx 2 X; n < lðxÞ or n < rðxÞg ¼ aðlÞ [ aðrÞ.
Notice that these results do not hold when  is a continuous t-norm T < min, or þ is a continuous t-conorm S > max (see
[1]).
Consequently, a is an epimorphism (see 3, Section 3) between the distributive lattices ð½0;1Xn ;min;maxÞ and ðPðXÞ;\;[Þ.
4.2. Isomorphism between ð½0; 1Xn=a;;	Þ and ðPðXÞ;\;[Þ
Consider the quotient set, ½0;1Xn=a, with the classes ½l ¼ fr 2 ½0;1Xn ; aðrÞ ¼ aðlÞg for l in ½0;1Xn .
Let us deﬁne the two mappings, : ½0;1Xn=a
 ½0;1Xn=a! ½0;1Xn=a; ½l  ½r ¼ ½l  r
	 : ½0;1Xn=a
 ½0;1Xn=a! ½0;1Xn=a; ½l 	 ½r ¼ ½lþ rThese mappings are operations in ½0;1Xn=a since they do not depend on the elements representing the classes:
 If ½r1 ¼ ½r2; ½/1 ¼ ½/2 ) aðr1Þ ¼ aðr2Þ; að/1Þ ¼ að/2Þ
)aðr1  /1Þ ¼ aðr1Þ \ að/1Þ ¼ aðr2Þ \ að/2Þ ¼ aðr2  /2Þ
)½r1  /1 ¼ ½r2  /2
 If ½r1 ¼ ½r2; ½/1 ¼ ½/2 ) aðr1Þ ¼ aðr2Þ; að/1Þ ¼ að/2Þ
)aðr1 þ /1Þ ¼ aðr1Þ [ að/1Þ ¼ aðr2Þ [ að/2Þ ¼ aðr2 þ /2Þ
)½r1 þ /1 ¼ ½r2 þ /2.
Thus ð½0;1Xn=a;;	Þ is a distributive lattice whose minimum and maximum elements are, respectively,
½l0 ¼ fr 2 ½0;1Xn ;aðrÞ ¼ ;g; ½l1 ¼ fr 2 ½0;1Xn ;aðrÞ ¼ Xg.
Theorem 1. The distributive lattices ð½0;1Xn=a;;	Þ and ðPðXÞ;\;[Þ; are isomorphic.
Proof. The mapping, b : ½0;1Xn=a! PðXÞ, given by bð½lÞ ¼ aðlÞ, veriﬁes:
1. b is independent of the elements representing the classes:½l ¼ ½r ) aðlÞ ¼ aðrÞ ) bð½lÞ ¼ bð½rÞ.
2. b is a morphism:bð½l  ½rÞ ¼ bð½l  rÞ ¼ aðl  rÞ ¼ aðlÞ \ aðrÞ ¼ bð½lÞ \ bð½rÞ;bð½l 	 ½rÞ ¼ bð½lþ rÞ ¼ aðlþ rÞ ¼
aðlÞ [ aðrÞ ¼ bð½lÞ [ bð½rÞ.
3. b is injective: aðlÞ ¼ aðrÞ ) ½l ¼ ½r.
4. b is surjective: 8A 2 PðXÞ ) bð½lAÞ ¼ A.
Hence, b is an isomorphism. 4.3. Isomorphism between ð½0; 1Xn=a;;	; 0Þ and ðPðXÞ;\;[;cÞ
Let us deﬁne the unary operation 0 : ½0;1Xn=a! ½0;1Xn=a by
½l0 ¼ ½l0 ¼ fr;aðrÞ ¼ fx 2 X; n < l0ðxÞgg ¼ fr;aðrÞ ¼ fx 2 X;lðxÞ < ngg;which satisﬁes the following properties:
1a. This operation does not depend on the elements representing the classes. Indeed, if ½l ¼ ½r ) aðlÞ ¼ aðrÞ )
ðaðlÞÞc ¼ ðaðrÞÞc ) aðl0Þ ¼ aðr0Þ ) ½l0  ¼ ½r0 :
2a. ½l 	 ½l0 ¼ ½lþ l0 ¼ fr;aðrÞ ¼ fx 2 X;n < maxflðxÞ;N  lðxÞgg ¼ fr;aðrÞ ¼ fx 2 X;n 6 lðxÞ or n < ðN  lÞðxÞg ¼
fr;aðrÞ ¼ fx 2 X; n < lðxÞ or lðxÞ < ng ¼ fr;aðrÞ ¼ Xg ¼ ½l1.
3a. ð½l 	 ½l0Þ0 ¼ ½l10 ¼ ½l01 ¼ ½l0. Hence, ½l0  ½l00 ¼ ½l0  ½l ¼ ½l  ½l0 ¼ ½l0.Theorem 2. ð½0;1Xn=a;;	; 0Þ is a boolean algebra isomorphic to ðPðXÞ;\;[;cÞ
Proof. Follows from Theorem 1 and properties 2a. and 3a., as well as from bð½l0Þ ¼ bð½l0Þ ¼ aðl0Þ ¼ aðlÞc ¼ ðb½lÞc.
There is, of course, the same number of classes in ½0;1Xn=a as sets in PðXÞ. Even more, each class ½l such that
aðlÞ ¼ A 2 PðXÞ, contains one and only one crisp set, namely the set given by the characteristic function of the set A (see
Section 2.1). Hence, we can use the crisp set belonging to each class as the representative of the class.
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are endowed with the Zadeh’s algebra, given by a triplet ðmin;max;NÞ[12]. h
Remark 2. In the case that instead of ½0;1Xn the whole set ½0;1X is taken, then foraðlÞ ¼ fx 2 X;n < lðxÞg;l 2 ½0;1X ;
it is aðlÞ [ aðl0Þ ¼ fx 2 X; n < lðxÞg [ fx 2 X;lðxÞ < ng, what is not X, in general. Hence, ½0;1X=a would not be a boolean
algebra.
In addition, changing a toa1ðxÞ ¼ fx 2 X;n 6 lðxÞg;
a boolean algebra is not reached either. Now a1ðlÞ \ a1ðl0Þ ¼ fx 2 X;n 6 lðxÞg \ fx 2 X;lðxÞ 6 ng ¼ fx 2 X;lðxÞ ¼ ng, what
is not the empty-set, in general.4.4. On Entemann’s ‘clariﬁcations’
In order to prove that fuzzy logic is a Proof Theory, what Entemann does in [3], is to remove the propositions whose truth
value is 0.5, that is, to restrict to fuzzy propositions A such that tðAÞ– 0:5 (he cannot decide what to do when t(A) = 0.5).
Consider, as Entemann does, a set A of fuzzy propositions A;B . . . with truth values tðAÞ; tðBÞ 2 ½0;1 that fulﬁlls the
axioms:
1. 0 6 tðAÞ; tðBÞ 6 1
2. tðA ^ BÞ ¼minðtðAÞ; tðBÞÞ
3. tðA _ BÞ ¼maxðtðAÞ; tðBÞÞ
4. tð:AÞ ¼ 1 tðAÞ
In this case is n ¼ 0:5. Provided that there are no propositions A inA such that tðAÞ ¼ 0:5, Theorem 2 gives the set of clas-
ses ½0;1A0:5=a, isomorphic to the boolean algebra ðf0;1g;min;max;1 idÞ. Actually, these facts are behind Entemann’s
reasoning.
5. Functions in ½0;1X are computationally indistinguishable to those in ½0;1Xn
In many of the application ﬁelds, only continuous membership functions l on a closed interval X ¼ ½a; b of the real line
are considered. Such fact seems to imply that Theorem 2 is not relevant for applications.
Nevertheless, in the current practice everything is done with numerical values lðxÞ approaching the theoretical ones as
much as the computational precision threshold (precision granularity) allows to do.
Let e > 0 be the computational precision threshold in ½0;1,
 y1 and y2 in ½0;1 are e-computationally indistinguishable values if jy1  y2j < e.
 l and r in ½0;1X are e-computationally indistinguishable membership functions if jlðxÞ  rðxÞj < e for all x 2 X. That is, if lðxÞ
and rðxÞ are always e-computationally indistinguishable values.Theorem 3. For any l 2 ½0;1X, there exists a bl 2 ½0;1Xn that is e-computationally indistinguishable from l.
Proof. Let e > 0 be the computational precision threshold in ½0;1. Let us denote by l1ðnÞ the subset of the elements in X
that are inverse image of n 2 ð0;1Þ for the function l, that is, l1ðnÞ ¼ fx 2 X;lðxÞ ¼ ng, deﬁne bld for any d 6 e, by (see
Fig. 1)n+ε
n 
n-(δ/2) 
n-ε
Fig. 1. Function bld .
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(Obviously, it is bl1d ðnÞ ¼ ; and then bld 2 ½0;1Xn . We get jlðxÞ  ðlðxÞ  d2Þj ¼ d2 < e. Hence, once given the computational pre-
cision threshold e > 0, it followsjlðxÞ  bldðxÞj < e forall x 2 ½a; b:
That is, l and bld are e-computationally indistinguishable. Notice that bl in Theorem 3 is not unique.
Remark 3. If l 2 ½0;1X is continuous, by Theorem 3 there exists an e-computationally indistinguishable membership func-
tion bld, which is in ½0;1Xn .
Suppose f : ½0;1 ! ½0;1 is a continuous function, that is for any e > 0 and any b 2 ½0;1 there exists d > 0 such that if
jb aj < d then jf ðbÞ  f ðaÞj < e.
Provided e > 0 is the computational precision threshold in ½0;1 and since f is, in particular, continuous in the point
lðxÞ 2 ½0;1, there exists d > 0 such that if a 2 ½0;1 veriﬁes jlðxÞ  aj < d then it is jf ðlðxÞÞ  f ðaÞj < e. Hence, there can be
found the membership function bld (that is, verifying jlðxÞ  bldðxÞj < d for all x 2 X) such that f ðbldðxÞÞ is e-computationally
indistinguishable from f ðlðxÞÞ for all x 2 X. Thus, if l is composed with a continuous function f, we can ﬁnd bld in ½0;1Xn , that
makes f  l and f  bld e-computationally indistinguishable.
In particular, if N : ½0;1 ! ½0;1 is a strong-negation its continuity implies that l0 ¼ N  l and the correspondingbl0 ¼ N  cld are e-computationally indistinguishable.
Theorem 4. Given e > 0, a membership function l and a ﬁnite family of continuous functions F ¼ ff1; . . . ; fng, there can be foundbld that makes fi  l and fi  bld e-computationally indistinguishable for all i 2 f1; . . . ;ng.
Proof. For each fi (i 2 f1; . . . ;ng), as it has just been shown, there exists di > 0, such that fi  l and fi  bldi are e-computation-
ally indistinguishable. Thus with d ¼minðd1; . . . ; dnÞ, bld veriﬁes jðfi  lÞðxÞ  ðfi  bldÞðxÞj < e for all x 2 X and for all
i 2 f1; . . . ; ng.
Analogously, it can be proven that if F : ½0;1 
 ½0;1 ! ½0;1 is a continuous function in both variables, F  ðl
 rÞ is e-
computationally indistinguishable from some F  ðbld 
 brdÞ, with bld; brd 2 ½0;1Xn . Obviously, if ðF  ðbld 
 brdÞÞðxÞ – n
8 x 2 X, we get F  ðbld 
 brdÞ 2 ½0;1Xn .
In particular, if F ¼ T is a continuous t-norm (or F ¼ S is a continuous t-conorm), there can be found two membership
functions bld; brd 2 ½0;1Xn such that T  ðl
 rÞ is e-computationally indistinguishable from T  ðbld 
 brdÞ (or S  ðl
 rÞ from
S  ðbld 
 brdÞ). h
Remark 4. In addition, l0 ¼ 1 l; ðl  rÞðxÞ ¼ minðlðxÞ;rðxÞÞ, and ðlþ rÞðxÞ ¼maxðlðxÞ;rðxÞÞ are e-computational
indistinguishable from bl0e ¼ 1 ble; ðble  breÞðxÞ ¼minðbleðxÞ; breðxÞÞ, and ðble þ breÞðxÞ ¼ maxðbleðxÞ; breðxÞÞ, respectively.
6. Crisp decisions with fuzzy sets
In several decision processes the ﬁnal result has to be stated as a precise one, even though it is usually based on imprecise
information [2]. In order to transform an imprecise conclusion into a precise one, we must reduce fuzzy sets to crisp sets, and
sometimes to crisp singletons.
Using the mapping a we obtain the setsaðlPÞ ¼ fx 2 X;u1ð1=2Þ < lPðxÞg ¼ fx 2 X;NðlPðxÞÞ < lPðxÞg ¼ fx 2 X;l0PðxÞ < lPðxÞg;
which consist of the elements in X that are ‘more P, than not P’. Analogously,aðl0PÞ ¼ fx 2 X;u1ð1=2Þ < l0PðxÞg ¼ fx 2 X;lPðxÞ < u1ð1=2Þg ¼ fx 2 X;lPðxÞ < NðlPðxÞÞg ¼ fx 2 X;lPðxÞ < l0PðxÞg;which are the elements in X that are ‘more not P, than P’.
Example. If X ¼ ½0;10  R; P ¼ Big with the fuzzy set representation lPðxÞ ¼ x10, and considering the usual strong negation
N ¼ 1 id, thenlBigðxÞ > l0BigðxÞ ()
x
10
> 1 x
10
() x > 5;
and the set aðlBigÞ ¼ fx 2 X; x > 5g contains the elements that are more Big than not-Big, and the set aðl0BigÞ ¼ fx 2 X; x < 5g
the elements that are more not-Big than Big.
In this example the point 5 ¼ u1ð1=2Þ is allocated neither to aðlPÞ, nor to aðl0PÞ, so it is an undecidable point.
If we transform this fuzzy set to its e-computationally indistinguishable blBig;d given in Section 5, this point will be allo-
cated to aðbl0P;dÞ. But considering this other valid deﬁnition of blP;d the point 5 will be assigned to aðblP;dÞ:
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(Therefore this point plays a pivotal role in the decision and can be consider as the separation point between the two sets.
6.1. Threshold of separation of a predicate
The threshold of separation of an imprecise predicate P on X from its negation :P ¼ not P, once both are represented by
well designed membership functions lP and l:P ¼ l0P , respectively, is obtained (see [11]) through the analysis of the inequal-
ities l0PðxÞ < lPðxÞ and lPðxÞ < l0PðxÞ.
Based on these inequalities we deﬁne for all e > 0 the set of separation points as follows,hlPi ¼
\
e>0
ffx 2 X; x e 2 aðl0PÞ & xþ e 2 aðlPÞg [ fx 2 X; xþ e 2 aðl0PÞ & x e 2 aðlPÞgg:Examples
In the previous example the threshold of separation of Big will behlBigi ¼ f5g
But if we change the negation to NðxÞ ¼ 1x1þx thenl0Big < lBig ()
10 x
10þ x <
x
10
() 0 < x2 þ 20x 100 () 200 < ðxþ 10Þ2;aðlBigÞ ¼ fx 2 ½0;10;200 < ðxþ 10Þ2g ¼ fx 2 ½0;10;10
ﬃﬃﬃ
2
p
 10 < xg;aðl0BigÞ ¼ fx 2 ½0;10;10
ﬃﬃﬃ
2
p
 10 > xg and a different
threshold of separation of Big will be obtained,hlBigi ¼ 10
ﬃﬃﬃ
2
p
 10 ¼ 10ð
ﬃﬃﬃ
2
p
 1Þ  4:1Using the same negation NðxÞ ¼ 1x1þx, and representing P ¼ small by the decreasing function lPðxÞ ¼ 1 x10, we get thatl0Small < lSmall () N 1
x
10
 
¼ x
20 x < 1
x
10
() 0 < x2  40xþ 200 () x < 5:9hence, aðlSmallÞ ¼ fx 2 ½0;10; x < 5:9g and aðl0SmallÞ ¼ fx 2 ½0;10;5:9 < xg and the threshold of separation of Small will be
hlSmalli ¼ f5:9g;Hence, the study of the inequalities l < l0 and l > l0 is a way for obtaining a crisp decision from a fuzzy set.
6.2. Conﬁdence on the crisp decisions
Although the threshold of separation of an imprecise predicate P on X can be found through the sets aðlPÞ and aðl0PÞ, in
most real-world cases it would be unrealistic to take that threshold as a crisp edge since a very small change in the values of
lP or l0P could produce opposite decisions for the same elements.
Therefore, let us deﬁne a conﬁdence function (cP : X ! ½0;1) on the decision of taking ‘‘x is P” when ‘‘x is more P than not-
P” (see Fig. 2), and (cP0 : X ! ½0;1) on the decision of taking ‘‘x is not P” when ‘‘x is more not-P than P” (see Fig. 4):cPðxÞ ¼
lPðxÞ  l0PðxÞ; x 2 aðlPÞ
0; otherwise

cP0 ðxÞ ¼
l0PðxÞ  lPðxÞ; x 2 aðl0PÞ
0; otherwise

For instance in the previous example of Big the conﬁdence functions will be:cBigðxÞ ¼
x
10 1 x10
  ¼ x5 1; x 2 ð5;10
0; x 2 ½0;5
(
cnotBigðxÞ ¼
1 x10
  x10 ¼ 1 x5 ; x 2 ½0;5
0; x 2 ð5;10
(
Thus, cBig allows us to take ‘‘x = 10” as ‘‘Big” with a conﬁdence degree of 1, since cBigð10Þ ¼ 105  1 ¼ 1, while taking ‘‘x = 7.5” as
‘‘Big” can be done with a conﬁdence degree of 0.5, since cBigð7:5Þ ¼ 7:55  1 ¼ 0:5 (see Fig. 3).
Function cnot-Big allows to take ‘‘x = 0”, ‘‘x = 2.5” or ‘‘x = 5” as ‘‘not-big” with the conﬁdence degrees given by cnot-Bigð0Þ ¼
1 05 ¼ 1, cnot-Bigð2:5Þ ¼ 1 2:55 ¼ 0:5 and cnot-Bigð5Þ ¼ 1 55 ¼ 0, (see Fig. 4) respectively (see Fig. 5).
)5.7(Pγ
0 7.55 10
P P’ 
2.5 
)10(Pγ)5(Pγ
Fig. 2. ‘‘x is more Big than not-Big”.
P
γ
0 7.5 5 10 2.5 
0.5 
1 
Fig. 3. Conﬁdence function cBig.
)5.2('Pγ
0 7.5 5 10
P P’ 
2.5 
(0)'Pγ )5('Pγ
Fig. 4. ‘‘x is more not-Big than Big”.
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Fig. 5. Conﬁdence function cnot-Big.
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as expected for an undecidable point.
Remark 5. If the predicate P is crisp in X, that is, lP 2 f0;1gX , then aðlPÞ ¼ fx 2 X;lPðxÞ > 1 lPðxÞg ¼
fx 2 X;lPðxÞ > 12g ¼ l1P ð1Þ, since in this case it is l0PðxÞ ¼ NðlPðxÞÞ ¼ 1 lPðxÞ for all x 2 X, and lPðxÞ > 12 is equivalent to
lPðxÞ ¼ 1. Hence,cPðxÞ ¼
lPðxÞ  ð1 lPðxÞÞ ¼ 2lPðxÞ  1 ¼ 1; x 2 l1P ð1Þ
0; x R l1P ð1Þ
(
that is, cPðxÞ ¼ lPðxÞ for all x 2 X. In the limiting case when the predicate is crisp, the conﬁdence function is nothing else than its
membership function, that is, the conﬁdence is total for x 2 P. Of course, in general, the closer cP is to lP in aðlPÞ, the more
crisp is the set.7. Conclusion
In this paper it has been proved that to obtain a Boolean algebra of classes of fuzzy sets isomorphic to ðPðXÞ;\;[;cÞ some
continuous functions should always be avoided. The functions in ½0;1X to be avoided are those reaching the level given by the
E. Trillas et al. / International Journal of Approximate Reasoning 50 (2009) 1298–1305 1305ﬁx-point of the negation. However, in this paper it has also been proven that ½0;1Xn and ½0;1X are computationally
indistinguishable.
To reach a crisp decision from imprecise information we have taken an approach based on the threshold of separation
that could be stated as follows: we make a decision over a certain threshold and below it we make the opposite decision,
while in the rare case of exactly matching the threshold we cannot make a decision with conﬁdence. Also the conﬁdence
on the decision have been introduced, allowing to distinguish decisions with different degrees of conﬁdence.
In this work we have answered two questions: how to ﬁnd an appropriate threshold, and what is the meaning of this
threshold. Although not exactly with the same aim, these points were previously discussed in [9] and in [11].
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