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ABSTRACT
Optimal control of autonomous systems is a fundamental and challenging problem, es-
pecially when many stringent safety constraints and tight control limitations are involved
such that solutions are hard to determine. It has been shown that optimizing quadratic
costs while stabilizing affine control systems to desired (sets of) states subject to state
and control constraints can be reduced to a sequence of Quadratic Programs (QPs) by us-
ing Control Barrier Functions (CBFs) and Control Lyapunov Functions (CLFs). Although
computationally efficient, this method is limited by several factors which are addressed in
this dissertation.
The first contribution of this dissertation is to extend CBFs to high order CBFs
(HOCBFs) that can accommodate arbitrary relative degree systems and constraints. The
satisfaction of Lyapunov-like conditions in the HOCBF method implies the forward invari-
v
ance of the intersection of a sequence of sets, which can then guarantee the satisfaction
of the original safety constraint. Second, under tight control bounds, this dissertation pro-
poses an analytical method to find sufficient conditions that guarantee the QP feasibility.
The sufficient conditions are captured by a single state constraint that is enforced by a CBF
and then added to the QP. Third, for complex safety constraints and systems in which it is
hard to find sufficient conditions for feasibility, machine learning techniques are employed
to learn the definitions of HOCBFs or feasibility constraints. Fourth, when time-varying
control bounds and noisy dynamics are involved, adaptive CBFs (AdaCBFs) are proposed,
which can guarantee the feasibility of the QPs if the original optimization problem itself is
feasible. Finally, for systems with unknown dynamics, adaptive affine control dynamics are
proposed to approximate the real unmodelled system dynamics which are updated based
on the error states obtained by real-time sensor measurements. A set of events required
to trigger a solution of the QP in order to guarantee safety is defined, and a condition that
guarantees the satisfaction of the HOCBF constraint between events is derived.
In order to address the myopic nature of the CBF method, a real-time control framework
that combines optimal trajectories and the computationally efficient HOCBF method pro-
viding safety guarantees is also proposed. The HOCBFs and CLFs are used to account for
constraints with arbitrary relative degrees and to track the optimal state, respectively. Even-
tually, an optimal control problem based on the proposed framework is always reduced to a
sequence of QPs regardless of the formulation of the original cost function. Another contri-
bution of the dissertation is to apply the above proposed methods to solve complex safety-
critical optimal control problems, such as those arising in rule-based autonomous driving
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An autonomous system is a network or a collection of networks that are all managed
and supervised by a single entity, typically the system itself. In control systems, we usually
want an autonomous system to be decentralized, adaptive and without or with few inter-
ventions from other entities, such as humans and other systems. Due to its self-governing
and independence, autonomous systems nowadays attract significant attention. Therefore,
autonomous system control problems with optimality, robustness and long receding hori-
zon feasibility become increasingly important but challenging, especially in the presence
of stringent safety constraints, tight control and state limitations. Typical such problems
include autonomous driving in road traffic networks, robot safe exploration in unknown en-
vironments, wireless network optimization and control, etc.. When safety becomes critical,
one usually pays more attention to the strict satisfication of constraints instead of problem
optimality. The safety guarantee also fails when no solutions are found in real-time control
problems, which is usually due to the conflict between the safety constraints and the system
capabilities, such as control bounds.
Optimal control methods are usually employed in trajectory planning when we have
problems with simple system dynamics and objectives, as well as few linear constraints.
However, we need to use other sub-optimal methods (such as Model Predictive Control)
when these “simple" components become complicated such that problems are hard to be
solved by optimal control methods. In general, we map these complex problems to a se-
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quence of linear programs, quadratic programs or nonlinear programs that are solved on-
line. Moreover, optimal control methods are used to get tractable solutions based on sim-
plified problems (such as linearized dynamics), and these tractable solutions are employed
as references for real-time applications to original problems.
1.2 State of the Art
In this section, we first present the state of the art of a safety-critical online control
method, which is based on control barrier functions, and then introduce some applications
of optimal control methods in traffic networks.
1.2.1 Control Barrier Functions
Barrier functions (BFs) are Lyapunov-like functions (Tee et al., 2009), (Wieland and
Allgower, 2007), whose use can be traced back to optimization problems (Boyd and Van-
denberghe, 2004). More recently, they have been employed to prove set invariance (Aubin,
2009), (Prajna et al., 2007), (Wisniewski and Sloth, 2013) and for multi-objective control
(Panagou et al., 2013). In (Tee et al., 2009), it was proved that if a BF for a given set
satisfies Lyapunov-like conditions, then the set is forward invariant. A less restrictive form
of a BF, which is allowed to decrease when far away from the boundary of the set, was
proposed in (Ames et al., 2014). Another approach that allows a BF to become zero (the
safe set boundary) was proposed in (Glotfelter et al., 2017), (Lindemann and Dimarogonas,
2019b). This simpler form has also been considered in time-varying cases and applied to
enforce Signal Temporal Logic (STL) formulas as hard constraints (Lindemann and Di-
marogonas, 2019b).
Control BFs (CBFs) are extensions of BFs for control systems, and are used to map
a constraint defined over system states onto a constraint on the control input. Recently, it
has been shown that, to stabilize an affine control system while optimizing a quadratic cost
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and satisfying state and control constraints, CBFs can be combined with Control Lyapunov
Functions (CLFs) (Sontag, 1983), (Artstein, 1983), (Freeman and Kokotovic, 1996), (Ames
et al., 2012) to form quadratic programs (QPs) (Galloway et al., 2013), (Ames et al., 2014),
(Glotfelter et al., 2017). An explicit solution to such problems can be obtained based on
some assumptions (Ames et al., 2017). Alternatively, we can discretize time and a QP with
constraints given by the CBFs and CLFs is solved at each time step. One of the challenges
in this QP-based approach is to determine the next time to solve the QP such that safety
can still be guaranteed due to time discretization. The work in (Yang et al., 2019) proposed
to find the next time to solve the QP by considering the system Lipschitz constants, and the
work in (Taylor et al., 2021) used a similar idea as the event-triggered control for Lyapunov
functions (Tabuada, 2007). All these approaches assume that the dynamics are accurately
modelled.
The CBF method has some similarity compared with the Model Predictive Control
(MPC) (Garcia and Prett, 1989) (Rawlings et al., ). The MPC method considers the predic-
tive model (dynamics) in its receding horizon optimization, while the CBF method com-
bines the constraints with the dynamics by taking the Lie derivative (Khalil, 2002) of the
constraints along the system state space. The MPC method can guarantee terminal con-
straints at the cost of forming a long receding horizon from the initial time to the final time
or a fixed length horizon. Thus, MPC is usually involved with solving Nonlinear Programs
(NLPs), and is computatonally expensive. The CBF method can easily deal with nonlinear
dynamics, nonlinear constraints, and usually formulates a sequence of QPs. Thus, the CBF
method is computationally efficient. However, there are still some challenges in the CBF
method.
First, safety is harder to guarantee for systems with high relative degrees, in which case
we need to take multiple derivatives of a constraint in order to make the control show up
in the derivative. Second, the problem can easily become infeasible when tight control
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bounds are involved at a certain time step due to the myopic nature of the solution method
above, especially for noisy dynamics and time-varying control bounds. Third, the solution
of each QP above is sub-optimal, since the QP is only solved pointwise. Last but not least,
this approach heavily depends on accurate system dynamics, which could be very hard to
ensure for systems that are hard to identify (such as time-varying systems) under limited
computational resources.
1.2.2 Control Barrier Functions for High Relative Degree Constraints
The CBFs from (Ames et al., 2014) and (Glotfelter et al., 2017) work for constraints
that have relative degree one with respect to the system dynamics. A backstepping ap-
proach was introduced in (Hsu et al., 2015) to address higher relative degree constraints,
and it was shown to work for relative degree two. A CBF method for position-based con-
straints with relative degree two was also proposed in (Wu and Sreenath, 2015). A more
general form (Nguyen and Sreenath, 2016), which works for arbitrarily high relative degree
constraints, employs input-output linearization and finds a pole placement controller with
negative poles to stabilize the CBF to zero. Thus, this is an exponential CBF. However,
these CBFs for arbitrary relative degree constraints are not in general form.
1.2.3 Feasibility of the CBF-based QPs
Limited work has been done for the feasibility guarantee of the CBF-based QPs. Some
approaches to improve feasibility for specific applications have been proposed. For the
adaptive cruise control (ACC) problem defined in (Ames et al., 2014), the infeasibility
issue is addressed by considering the minimum braking distance. In this case, an additional
complex safety constraint needs to be added. Further, this approach does not scale for high-
dimensional systems. Feasibility can also be improved by precomputing feasible motion
spaces (Orthey and Stasse, 2013) (Kajita et al., 2003) and by using receding horizon as in
MPC (Diehl et al., 2006).
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The use of machine learning to improve problem feasibility was recently proposed for
controlling legged robots. Feasibility constraints for probabilistic models are learned in
(Carpentier et al., 2017) based on simplified models. Since the learned constraints are
complex, they are simplified by expectation-maximization (EM). Robot footstep limits are
modeled as hyper-planes based on success and failure datasets in (Perrin et al., 2012).
Reinforcement learning (RL) (Mnih et al., 2015) (Mnih et al., 2016) has the potential to
address the infeasibility issue for optimal control problems, but it is difficult to quantify
the infeasibility as a reward and the optimized parameters may also go to a local infeasible
region where a feasible solution could never be found.
1.2.4 Control Barrier Functions for Noisy Dynamics
Safety can still be guarantee for systems with noisy dynamics if the noisy terms are
bounded, and the bounds are known (Lindemann and Dimarogonas, 2019a). Adaptive
CBFs (aCBFs) have been proposed in (Taylor and Ames, 2020) for systems with parame-
ter uncertainties, and a less conservative Robust aCBF (RaCBF) (Lopez et al., 2020) that
is combined with a data-driven method is proposed to achieve adaptive safety. Machine
learning techniques have also been applied to achieve adaptive safety for systems with pa-
rameter uncertainties (Fan et al., 2020), (Khojasteh et al., 2020). Stochastic CBFs have
also been considered in (Clark, 2019) for stochastic systems. All these methods assume
that the system dynamics are known or in a certain formulation, which is often not the case
in reality.
In order to find accurate dynamics for systems with uncertainties, (Taylor et al., 2020)
proposed to use machine learning techniques; this, however, is computationally expensive
and is not guaranteed to yield sufficiently accurate dynamics for the CBF method. The
work in (Sadraddini and Belta, 2018) proposed to use piecewise linear systems to estimate
the system dynamics, which is also computationally expensive. All these works fail to
work for systems (such as time-varying systems) that require online model identification.
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1.2.5 Optimal Control in Traffic Merging
Autonomous vehicle is a typical safety-critical autonomous system. Advancements
in next generation transportation system technologies and the emergence of Connected
and Automated Vehicles (CAVs) (also known as self-driving cars or autonomous vehicles)
have the potential to drastically improve a transportation network’s performance by better
assisting drivers in making decisions, ultimately reducing energy consumption, air pollu-
tion, congestion and accidents. Traffic management at merging points (usually, highway
on-ramps) is one of the most challenging problems within a transportation system in terms
of safety, congestion, and energy consumption, in addition to being a source of stress for
many drivers (Schrank et al., 2015), (Tideman et al., 2007), (Waard et al., 2009). One of
the very early efforts exploiting the benefit of CAVs was proposed in (Levine and Athans,
1966), where an optimal linear feedback regulator is introduced for the merging problem to
control a single string of vehicles. An overview of automated intelligent vehicle-highway
systems was provided in (Varaiya, 1993).
There has been significant research in assisted freeway merging offering guidance to
drivers so as to avoid congestion and collisions. A Classification and Regression Tree
(CART) method was used in (Weng et al., 2016) to model merging behavior and assist de-
cisions in terms of the time-to-collision between vehicles. The Long Short-Term Memory
(LSTM) network was used in (Chen et al., 2017) to predict possible long-term congestion.
In (Zang, 2009), a Radial Basis Function-Artificial Neural Networks (RBF-ANN) is used
to forcast the traffic volume in a merging area. However, such assisted merging methods do
not take advantage of autonomous driving so as to possibly automate the merging process
in a cooperative manner.
A number of centralized or decentralized merging control mechansims have been pro-
posed (Ntousakis et al., 2016), (Cao et al., 2015), (Milanes et al., 2012), (Mukai et al.,
2017), (Tideman et al., 2007), (Rios-Torres et al., 2015), (Raravi et al., 2007), (Scarinci
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and Heydecker, 2014). In the case of decentralized control, all computation is performed
on board each vehicle and shared only with a small number of other vehicles which are
affected by it. The objectives specified for optimal control problems may target the mini-
mization of acceleration as in (Rios-Torres et al., 2015) or the maximization of passenger
comfort (measured as the acceleration derivative or jerk) as in (Ntousakis et al., 2016),
(Rathgeber et al., 2015). In (Zhang et al., 2016), a decentralized optimal control frame-
work is provided for a signal-free intersection. This may be viewed as a process of merging
multiple traffic flows so that the highway merging problem is a special case.
Optimal control approaches to the merging problem usually assume that no constraints
are active in order to get simple analytical solutions for the controller or they become com-
plicated when the constraints are included in the derivation of optimal trajectories (Ma-
likopoulos et al., 2018), (Ntousakis et al., 2016). The number of possible constrained cases
is determined by the number of constraints, and the constraints may even recursively be-
come active, which makes this problem very expensive computationally when there are
many constraints. Besides, the objective functions are usually restricted to simple forms,
such as the 2-norm square of the control input. Moreover, the dynamics are restricted to
linear when analytical solutions are desired.
1.3 Contributions of the Dissertation
1.3.1 High Order Control Barrier Functions
The first contribution is to extend CBFs to high order control barrier functions
(HOCBFs) that can be used for arbitrary relative degree constraints (Xiao and Belta, 2019).
The proposed HOCBFs are more general than recently proposed (exponential) HOCBFs
(Nguyen and Sreenath, 2016). This work first introduces high order barrier functions
(HOBF), and shows that their satisfaction of Lyapunov-like conditions implies the for-
ward invariance of the intersection of a series of sets. Then HOCBF is introduced, and any
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control input that satisfies the HOCBF constraint renders the intersection of a series of sets
forward invariant, i.e., implying the satisfaction of the original safety constraint.
1.3.2 Sufficient Conditions for Feasibility Guarantee
The second contribution of this dissertation is to provide sufficient conditions for guar-
anteed feasibility of the CBF (HOCBF) based QPs (Xiao et al., 2021d). The sufficient
conditions are captured by a single constraint that is enforced by a CBF, which is added
to the QPs such that their feasibility is always guaranteed. The additional constraint is
designed to be always compatible with the existing constraints, therefore, it cannot make
a feasible set of constraints infeasible - it can only increase the overall feasibility. The
effectiveness of the proposed approach is illustrated on an adaptive cruise control problem.
1.3.3 Adaptive Control Barrier Functions
The third contribution of the dissertation is to introduce Adaptive CBFs (AdaCBFs)
(Xiao et al., 2021a) that can accommodate time-varying control bounds and noise in the
system dynamics, while also guaranteeing the feasibility of the QPs if the original quadratic
cost optimization problem itself is feasible, which is a challenging problem in current
CBF approaches. Two different types of AdaCBFs are proposed: Parameter-Adaptive CBF
(PACBF) and Relaxation-Adaptive CBF (RACBF). Central to AdaCBFs is the introduction
of appropriate time-varying functions to modify the definition of a common CBF. These
time-varying functions are treated as High Order CBFs (HOCBFs) with their own auxil-
iary dynamics, which are stabilized by CLFs. The advantages of using AdaCBFs over the
existing CBF techniques are demonstrated by applying both the PACBF-based method and
the RACBF-based method to a cruise control problem with time-varying road conditions
and noise in the system dynamics.
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1.3.4 Learning Feasibility Robustness in Unknown Environments
The fourth contribution of the dissertation is to employ machine learning techniques to
ensure the feasibility of the QPs (Xiao et al., 2020b), which is challenging especially for
high relative degree constraints where High Order CBFs (HOCBFs) are used. Two alter-
native learning approaches are proposed: (i) parameter learning; (ii) sampling learning.
Central to the first approach is the parameterization of HOCBFs and a parameter learning
process which improves a feasibility robustness metric measuring the extent to which QP
feasibility is maintained in the presence of time-varying and unknown unsafe sets. This
learning compensates for the myopic feature of the QP-based approach and is shown to
work well when unsafe sets are “regular” and do not heavily depend on initial conditions.
The sampling approach aims for “irregular” unsafe sets in which the problem feasiblity
heavily depends on the initial condition. This approach learns a new feasibility constraint,
which is then enforced by a HOCBF and added to the QPs. The performance of the learned
feasibility constraint is recursively improved by a proposed recurrent training algorithm.
The advantages of the proposed learning approaches are demonstrated on constrained op-
timal control problems with specific focus on a robot control problem and autonomous
driving in unknown environments.
1.3.5 Safety Guarantee for Systems with Unknown Dynamics
In order to approximate the real unmodelled system dynamics, this dissertation defines
adaptive affine control dynamics which are updated based on the error states obtained by
real-time sensor measurements (Xiao et al., 2021b). A HOCBF is defined for a safety
requirement on the unmodelled system based on the adaptive dynamics and error states,
and the safety-critical control problem is reformulated as the above mentioned QP. Then,
the events required to solve the QP are determined in order to guarantee safety. A condition
that guarantees the satisfaction of the HOCBF constraint between events is also derived.
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The effectiveness of the proposed framework is illustrated on an adaptive cruise control
problem, and the proposed event-driven framework has compared with the classical time-
driven approach.
1.3.6 Bridging the Gap between Optimal Trajectory Planning and Safety-Critical
Control
The sixth contribution of the dissertation is to develop a real-time joint optimal con-
trol and barrier function (OCBF) framework that combines optimal trajectories generated
through optimal control with the computationally efficient CBF method providing safety
guarantees (Xiao et al., 2021e). The Hamiltonian analysis is used to obtain a tractable
optimal solution for a linear or linearized system, then High Order CBFs (HOCBFs) and
Control Lyapunov Functions (CLFs) are employed to account for constraints with arbitrary
relative degrees and to track the optimal state, respectively.
1.3.7 Application to Traffic Merging Optimization and Control
The seventh contribution of the dissertation is to apply the proposed OCBF framework
to traffic merging optimal control problems, including single-lane merging (Xiao et al.,
2019a) (Xiao et al., 2019b) (Xiao and Cassandras, 2019b) (Xiao and Cassandras, 2019a)
(Xiao and Cassandras, 2020), multi-lane merging (Xiao et al., 2020c), and curved-lane
merging (Xiao and Cassandras, 2021a). The optimal control of CAVs arriving from two
roads at a merging point is solved where the objective is to jointly minimize the traval time
and energy consumption of each CAV. The solution guarantees that a speed-dependent
safety constaint is always satisfied, both at the merging point and everywhere within a
control zone which precedes it.
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1.3.8 Application to Rule-based Optimal Control for Autonomous Driving
The last contribution of the dissertation is to apply the proposed HOCBF method to
rule-based autonomous driving (Xiao et al., 2021f). This dissertation developed optimal
control strategies for Autonomous Vehicles (AVs) that are required to meet complex spec-
ifications imposed by traffic laws and cultural expectations of reasonable driving behavior.
These specifications are formulated as rules, and their priorities are specified by construct-
ing a priority structure, called Total ORder over eQuivalence classes (TORQ). A recursive
framework is proposed, in which the satisfaction of the rules in the priority structure are
iteratively relaxed based on their priorities. Central to this framework is an optimal control
problem, where convergence to desired states is achieved using Control Lyapunov Func-
tions (CLFs), and safety is enforced through Control Barrier Functions (CBFs). The pro-
posed framework can also be used for after-the-fact, pass/fail evaluation of trajectories - a
given trajectory is rejected if one can find a controller producing a trajectory that leads to
less violation of the rule priority structure. Case studies with multiple driving scenarios are
presented to demonstrate the effectiveness of the proposed framework.
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Chapter 2
High Order Control Barrier Functions
In this chapter, a novel notion of high order CBFs (HOCBFs) is defined. The proposed
HOCBFs can guarantee safety for systems with arbitrary relative degrees. Sec. 2.1 in-
troduces the background of CBFs, and Sec. 2.2 presents the definition of HOCBFs. An
optimal control problem based on HOCBFs is formulated in Sec. 2.3, with an application
to adaptive cruise control in Sec. 2.4.
2.1 Background: Control Barrier Functions
Definition 1 (Class K function). (Khalil, 2002)) A Lipschitz continuous function α :
[0,a)→ [0,∞),a > 0, is said to belong to class K if it is strictly increasing and α(0) = 0.
Lemma 1 (Lemma 4.4 in (Khalil, 2002), Lemma 2 in (Glotfelter et al., 2017)). Let b :
[t0, t f ]→R be a continuously differentiable function. If ḃ(t)≥−α(b(t)),∀t ∈ [t0, t f ], where
α is a class K function of its argument, and b(t0)≥ 0, then b(t)≥ 0,∀t ∈ [t0, t f ].
Consider a system of the form
ẋ= f (x), (2.1)
with x ∈ X ∈ Rn ((X denotes a closed state constraint set)) and f : Rn → Rn globally
Lipschitz. Solutions x(t) of (2.1), starting at x(t0), t ≥ t0, are forward complete.
We also consider affine control systems in the form
ẋ= f (x)+g(x)u, (2.2)
where g : Rn→ Rn×q is globally Lipschitz, and u ∈U ⊂ Rq (U denotes a closed control
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constraint set). Solutions x(t) of (2.2), starting at x(t0), t ≥ t0, are forward complete.
Definition 2 (Forward invariant set). A set C⊂Rn is forward invariant for system (2.1) (or
(2.2)) if its solutions starting at any x(t0) ∈C satisfy x(t) ∈C for ∀t ≥ t0.
For a continuously differentiable function b : Rn→ R, let
C := {x ∈ Rn : b(x)≥ 0}, (2.3)
Definition 3. (Barrier function (Ames et al., 2014), (Glotfelter et al., 2017), (Lindemann
and Dimarogonas, 2019b)) The function b : Rn→ R is a barrier function (BF) for system
(2.1) if there exists a class K function α such that
ḃ(x)+α(b(x))≥ 0,∀x ∈C. (2.4)
Theorem 1. ((Glotfelter et al., 2017) (Lindemann and Dimarogonas, 2019b)) Given a set
C as in (2.3), if there exist a BF b : C→ R, then C is forward invariant for system (2.1).
Definition 4. (Control barrier function (Ames et al., 2014), (Glotfelter et al., 2017), (Lin-
demann and Dimarogonas, 2019b)) Given a set C as in (2.3), b(x) is a control barrier
function (CBF) for system (2.2) if there exists a class K function α s. t.
sup
u∈U
[L f b(x)+Lgb(x)u+α(b(x))]≥ 0,∀x ∈C, (2.5)
where L f ,Lg denote the Lie derivatives 1 along f and g, respectively.
Theorem 2. ((Glotfelter et al., 2017), (Lindemann and Dimarogonas, 2019b)) Given a
CBF b with the associated set C from (2.3), any Lipschitz continuous controlleru(t),∀t ≥ t0
that satisfies (2.5) renders the set C forward invariant for (2.2).
Definition 5. (Control Lyapunov function (Ames et al., 2012)) A continuously differentiable
function V : Rn→ R is a globally and exponentially stabilizing control Lyapunov function
(CLF) for system (2.2) if there exist constants c1 > 0,c2 > 0,c3 > 0 and c1||x||2 ≤V (x)≤
c2||x||2 such that, for ∀x ∈ Rn,
inf
u∈U
[L fV (x)+LgV (x)u+ c3V (x)]≤ 0. (2.6)
1The Lie derivative of a function along a vector field captures the change in the value of the function along
the vector field (see, e.g., (Khalil, 2002))
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Definition 6. (Relative degree (Khalil, 2002)) The relative degree of a (sufficiently) differ-
entiable function b : Rn→R with respect to system (2.2) is the number of times we need to
differentiate it along the dynamics of (2.2) until the control u explicitly shows.
In this dissertation, since function b is used to define a constraint b(x)≥ 0, we will also
refer to the relative degree of b as the relative degree of the constraint.
Many existing works (Ames et al., 2014), (Lindemann and Dimarogonas, 2019b),
(Nguyen and Sreenath, 2016) combine CBF and CLF with quadratic costs to form opti-
mization problems. The CLF constraint is always slacked (i.e, a slack variable is added
to relax the constraint, and minimized by adding it to the cost) when combined with CBF
to make the problem feasible; however, state convergence may not be guaranteed. Time
is discretized, and an optimization problem with constraints given by CBF and CLF is
solved at each time step. The resulting problem is a sequence of quadratic programs (QPs).
The control from solving the QP is held constant and is applied at the current time step.
The dynamics (2.2) is updated, and the procedure is repeated. It is important to note that
this method works conditioned upon the fact that the control input shows up in (2.5), i.e.,
Lgb(x) 6= 0 and the QPs are all feasible.
2.2 Definition of High Order Control Barrier Functions
In this section, we define high order barrier functions (HOBF) and high order control
barrier functions (HOCBF). We use a simple example to motivate the need for such func-
tions and to illustrate the main ideas.
2.2.1 Example: Simplified Adaptive Cruise Control
Consider the simplified adaptive cruise control (SACC) problem with the vehicle dy-
















where x(t) and v(t) denote the position and velocity of the controlled vehicle along its lane,
respectively, and u(t) is its control input.
We require that the distance between the controlled vehicle and its immediately pre-
ceding vehicle (the coordinates x(t) and xp(t) of the preceding vehicle, respectively, are
measured from the same origin and xp(t) ≥ x(t),∀t ≥ t0) be greater than a constant δ > 0
for all the times, i.e.,
xp(t)− x(t)≥ δ,∀t ≥ t0. (2.8)
Assume the preceding vehicle runs at constant speed v0. Let x(t) := (x(t),v(t)) and
b(x(t)) := xp(t)− x(t)−δ, in order to use CBF (define α(·) in Def. 4 as a linear function)
to find control for the controlled vehicle such that the constraint (2.8) is satisfied, any
control u(t) should satisfy




×u(t)+ xp(t)− x(t)−δ︸ ︷︷ ︸
b(x(t))
≥ 0. (2.9)
Notice that Lgb(x(t)) = 0 in (2.9), so the control input u(t) does not show up. There-
fore, we cannot use these CBFs to formulate an optimization problem as described at the
end of Sec. 2.1. A speed dependent safety constraint is considered in (Ames et al., 2014)
to decrease its relative degree to 1, and thus the CBF in Def. 4 works.
2.2.2 High Order Barrier Function (HOBF)
As in (Lindemann and Dimarogonas, 2019b), we consider a time-varying function to
define an invariant set for system (2.1). For a mth order differentiable function b : Rn×
[t0,∞) → R, we define a series of functions ψ0 : Rn × [t0,∞) → R,ψ1 : Rn × [t0,∞) →
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R,ψ2 : Rn× [t0,∞)→ R, . . . ,ψm : Rn× [t0,∞)→ R in the form:
ψ0(x, t) :=b(x, t)
ψ1(x, t) :=ψ̇0(x, t)+α1(ψ0(x, t)),
ψ2(x, t) :=ψ̇1(x, t)+α2(ψ1(x, t)),
...
ψm(x, t) :=ψ̇m−1(x, t)+αm(ψm−1(x, t)),
(2.10)
where α1(.),α2(.), . . . ,αm(.) denote class K functions of their argument.
We further define a series of sets C1(t),C2(t), . . . ,Cm(t) associated with (2.10) in the
form:
C1(t) :={x ∈ Rn : ψ0(x, t)≥ 0}
C2(t) :={x ∈ Rn : ψ1(x, t)≥ 0}
...
Cm(t) :={x ∈ Rn : ψm−1(x, t)≥ 0}
(2.11)
Definition 7. Let C1(t),C2(t), . . . ,Cm(t) be defined by (2.11) and ψ0(x, t), ψ1(x, t),. . . ,
ψm(x, t) be defined by (2.10). A function b : Rn× [t0,∞)→ R is a high order barrier func-
tion (HOBF) if it is mth order differentiable for system (2.1) and there exist differentiable
class K functions α1,α2 . . .αm such that
ψm(x, t)≥ 0 (2.12)
for all (x, t) ∈C1(t)∩C2(t)∩, . . . ,∩Cm(t)× [t0,∞).
Theorem 3. (Xiao and Belta, 2019) The set C1(t)∩C2(t)∩, . . . ,∩Cm(t) is forward invariant
for system (2.1) if b(x, t) is a HOBF.
Remark 1. The sets C1(t),C2(t), . . . ,Cm(t) should have a non-empty intersection at t0i
in order to satisfy the forward invariance condition starting from t0i in Thm. 3. If
b(x(t0), t0) ≥ 0, we can always choose proper class K functions α1(.),α2(.), . . . ,αm(.)
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to make ψ1(x(t0), t0) ≥ 0,ψ2(x(t0), t0) ≥ 0, . . . ,ψm−1(x(t0), t0) ≥ 0. There are some ex-
treme cases, however, when this is not possible. For example, if ψ0(x(t0), t0) = 0 and
ψ̇0(x(t0), t0) < 0, then ψ1(x(t0), t0) is always negative no matter how we choose α1(·).
Similarly, if ψ0(x(t0), t0) = 0, ψ̇0(x(t0), t0) = 0 and ψ̇1(x(t0), t0) < 0, ψ2(x(t0), t0) is
also always negative, etc.. To deal with such extreme cases (as with the case when
b(x(t0), t0) < 0), we would need a feasibility enforcement method, which is beyond the
scope of this paper.
2.2.3 High Order Control Barrier Function (HOCBF)
Definition 8. Let C1(t),C2(t), . . . ,Cm(t) be defined by (2.11) and ψ0(x, t), ψ1(x, t),. . . ,
ψm(x, t) be defined by (2.10). A function b : Rn× [t0,∞)→ R is a high order control
barrier function (HOCBF) of relative degree m for system (2.2) if there exist differentiable
class K functions α1,α2, . . . ,αm such that
Lmf b(x, t)+LgLm−1f b(x, t)u+
∂mb(x, t)
∂tm
+O(b(x, t))+αm(ψm−1(x, t))≥ 0,
(2.13)
for all (x, t) ∈ C1(t)∩C2(t)∩, . . . ,∩Cm(t)× [t0,∞), where L f ,Lg denote the partial Lie
derivative w.r.t. x along f and g, respectively (similar to the definition of the Lie derivative





L if (αm−i ◦ψm−i−1)(x, t)+
∂i(αm−i ◦ψm−i−1)(x, t)
∂t i
Given a HOCBF b, we define the set of all control values that satisfy (2.13) as:




+O(b(x, t))+αm(ψm−1(x, t))≥ 0}
(2.14)
Theorem 4. (Xiao and Belta, 2019) Given a HOCBF b(x, t) from Def. 8 with the associ-
ated sets C1(t),C2(t), . . . ,Cm(t) defined by (2.11), if x(t0) ∈C1(t0)∩C2(t0)∩, . . . ,∩Cm(t0),
then any Lipschitz continuous controller u(t) ∈ Khocb f (x(t), t), ∀t ≥ t0 renders the set
C1(t)∩C2(t)∩, . . . ,∩Cm(t) forward invariant for system (2.2).
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Note that, if we have a constraint b(x, t) ≥ 0 with relative degree m, then the number
of sets is also m.
Remark 2. The general, time-varying HOCBF introduced in Def. 8, can be used for gen-
eral, time-varying constraints (e.g., signal temporal logic specifications (Lindemann and
Dimarogonas, 2019b)) and systems. However, many problems, like the ACC and robot con-
trol problems that we consider in this dissertation, has time-invariant system dynamics and
constraints. Therefore, in the rest of this dissertation, we focus on time-invariant versions
for simplicity.
Remark 3. (Relationship between time-invariant HOCBF and exponential CBF in
(Nguyen and Sreenath, 2016)) In Def. 7, if we set class K functions α1,α2 . . .αm to be
linear functions with positive coefficients, then we can get exactly the same formulation as






where k1 > 0,k2 > 0, . . . ,km > 0. Therefore, the time-invariant version HOCBF defined in
this paper is a generalization of the exponential CBF introduced in (Nguyen and Sreenath,
2016).
We can define αi(·), i ∈ {1, . . . ,m} in Def. 8 as extended class K functions (α :
[−a,a]→ [−∞,∞] as in Def. 1) to ensure robustness of a HOCBF to perturbations, similar
to the case of CBF (Ames et al., 2017). However, the use of extended class K functions
cannot ensure a constraint to be satisfied if it is initially violated for a relative degree one
CBF, which can also cause a similar problem in a HOCBF since ψi(x) in (2.10) is recur-
sively defined. In other words, if a constraint is initially violated, a CBF (HOCBF) will
drive the system state close to the safe set boundary, but the system state may never enter
the safe set. In order to address this, we may consider Control Lyapunov-Barrier Functions
(CLBF) (Li et al., 2018) (Xiao et al., 2021c), which shows a special class of CLBF can
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achieve finite-time convergence with upper-bound time guarantee.
2.3 Optimal Control with Time-Invariant HOCBF





where || · || denotes the 2-norm of a vector. t0, t f denote the initial and final times, respec-
tively, and C (·) is a strictly increasing function of its argument. Assume a time-invariant
(safety) constraint b(x)≥ 0 with relative degree m has to be satisfied by system (2.2). Then




f b(x)u+O(b(x))+αm(ψm−1(x))≥ 0 (2.17)
for all x ∈ C1 ∩C2∩, . . . ,∩Cm (Ci, i ∈ {1,2, . . . ,m} denotes the time-invariant version of





If convergence to a given state is required in addition to optimality and safety, then, as
in (Ames et al., 2014), HOCBF can be combined with CLF. Suppose the control bound U
for (2.2) is defined as:
U = {u ∈ Rq : umin ≤ u(t)≤ umax,∀t ∈ [t0, t f ]}, (2.18)
where umin,umax ∈ Rq. In order to solve this optimization problem, we use the QP-
based approach (suppose C (||u(t)||) = ||u(t)||2) introduced at the end of Sec. 2.1, i.e.,
we partition the time interval [t0, t f ] into a set of equal time intervals {[t0, t0 +∆t), [t0 +
∆t, t0+2∆t), . . .}, where ∆t > 0. In each interval [t0+ω∆t, t0+(ω+1)∆t) (ω = 0,1,2, . . . ),
we keep the state constant at its value at the beginning of the interval and also assume
the control is constant, and reformulate the optimization problem as a sequence of QPs.
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Specifically, at t = t0 +ω∆t (ω = 0,1,2, . . . ), we solve




L fV (x)+LgV (x)u+ c3V (x)≤ δ,
(2.19)
where δ is a slack variable used to relax (soften) the CLF constraint and p > 0 is a
weight. After solving (2.19), we integrate (2.2) with control u∗(t) kept constant during
[t0 +ω∆t, t0 +(ω+1)∆t). This QP-based method is sub-optimal compared with the origi-
nal OCP (2.16), as the optimizations are performed point-wise.
Constraint (2.17) may conflict with (2.18). If this happens, we do not have a valid
HOCBF, and the OCP becomes infeasible. In the next section, we propose a penalty method
assuming the class K functions are given to address this problem. We find a (valid) HOCBF
based on the worst-case initial state for some symmetric unsafe sets (such as circular unsafe
sets). For such sets, the problem feasibility does not heavily depend on the initial state and
the worst-case initial condition is also easy to find. For example, for a spherical obstacle,
the worst case initial state corresponds to maximum velocity directed at the center of the
sphere. With some conservatism, other geometries can also be dealt with by covering them
with symmetric sets - in our recent work (Xiao et al., 2021f), we used disks. Note that
a valid HOCBF might be hard to find for non-convex unsafe sets (Robey et al., 2020), in
which case the proposed approximation method in (Xiao et al., 2021f) can still work.
2.3.1 The Penalty Method
In (2.10), we multiply the class K function αi(·) with penalties (weights) pi ≥ 0, i ∈
{1, . . . ,m} in the form:
ψi(x) = ψ̇i−1(x)+ piαi(ψi−1(x)), i ∈ {1, . . . ,m}. (2.20)
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The following theorem provides conditions for the feasibility guarantee of the QP
(2.19):
Theorem 5. (Xiao and Belta, 2021) If Umax ≤ Fmin, then there exist (small enough) pi ≥
0, i ∈ {1, . . . ,m} such that the control limitations (2.18) do not conflict with the HOCBF
constraint (2.17), ∀x(t0) ∈C1∩·· ·∩Cm.
Proof: It follows from the sequence of equations in (2.20) that p1, p2, . . . , pm−1 will
appear in all terms of O(b(x)) in (2.17), i.e., O(b(x)) = 0 if pi = 0,∀i ∈ 1,2, . . . ,m−1.




if pi = 0,∀i ∈ 1,2, . . . ,m. Since Lmf b(x) ≥ Fmin, if −LgL
m−1
f b(x)u ≤ Fmin, then the last
constraint is satisfied.
The control bound on u in (2.18) always satisfies
Umin ≤−LgLm−1f b(x)u≤Umax.
Since Fmin ≥ Umax, the intersection of the sets determined by the last two inequalities is
always non-empty, i.e., the intersection of the control bounds (2.18) and the HOCBF con-
straint (2.17) is always non-empty. We conclude that there exist small enough penalties
p1 ≥ 0, p2 ≥ 0, . . . , pm ≥ 0 such that the control limitations (2.18) will not conflict with the
HOCBF constraint (2.17). 
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The following corollary provides simpler conditions for systems (such as (2.7)) that
satisfy extra properties:
Corollary 1. (Xiao and Belta, 2021) If 0 ∈U and Lmf b(x) ≥ 0,∀x ∈ X, then there exist
(small enough) pi ≥ 0, i ∈ {1, . . . ,m} such that the control limitations (2.18) do not conflict
with the HOCBF constraint (2.17), ∀x(t0) ∈C1∩·· ·∩Cm.




if pi = 0,∀i ∈ 1,2, . . . ,m. Since Lmf b(x)≥ 0,∀x ∈ X , if −LgL
m−1
f b(x)u≤ 0, then the last
constraint is satisfied. The 0 vector is included in the last equation, and 0 ∈ U . There-
fore, there exist small enough penalties p1 ≥ 0, p2 ≥ 0, . . . , pm ≥ 0 such that the control
limitations (2.18) do not conflict with the HOCBF constraint (2.17). 
Example revisited For the ACC problem introduced in Sec. 2.2, L2f b(x) = 0. If 0 is
included in the control bound, then from Cor. 1, it follows that HOCBF constraints do
not conflict with the control bound when we choose small enough penalties p1, p2 for
α1(·),α2(·).
Remark 4 (Applying the penalty method). Given the class K functions αi(·), i ∈
{1, . . . ,m} in a HOCBF b(x), if the QP (2.19) becomes infeasible for some x ∈C1∩ ·· ·∩
Cm, or it becomes infeasible at some time t ∈ [t0, t f ], we restart from time t0 and add penal-
ties to the class K functions as in (2.20). Note that, when penalties are applied, the sets
Ci, i = 2, . . . ,m will be affected. By random selection, we try to find values for the penalties
such that x(t0) ∈C1∩ ·· ·∩Cm. If the optimization problem becomes feasible, then we are
done. Otherwise, we decrease the value of p1, as p1 shows up in all the ψi(·) functions in
(2.20), and thus decreasing p1 is the most efficient way among all the penalties to make the
problem feasible. However, decreasing p1 can significantly shrink C2, which might result
in x(t0) /∈C2 as shown in (2.11). In order to avoid this, we can proceed with decreasing
p2, and recursively try to find penalties such that x(t0) ∈C1∩·· ·∩Cm.
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2.4 Adaptive Cruise Control Case Study
In this section, we complete the ACC case study. All the computations and simulations
were conducted in MATLAB. We used quadprog to solve the quadratic programs and ode45
to integrate the dynamics.
For the dynamics given by (2.7), we consider a cost J(u) =
∫ t f
t0 u
2(t)dt, and we require
the vehicle to achieve a desired speed vd = 24m/s. For this, we define a CLF V (x) =
(v− vd)2 (see Def. 5).
We consider a control constraint −0.4g ≤ u(t) ≤ 0.4g,g = 9.81m/s2. The relative de-
gree of (2.8) is two, and we define three different HOCBFs as in Def. 8 by choosing square
root, linear and quadratic class K functions for both α1(·),α2(·) in (2.20) with penalties
p1 = p2 = p > 0. The other parameters are the same as in (Xiao and Belta, 2019).
We define b(x) = z−δ as a HOCBF with m = 2. Since L2f b(x) = 0, the conditions in
Cor. 1 are satisfied and we can find small enough p1, p2 such that the problem is fea-
sible. We present the penalty case study for quadratic class K functions in Fig. 2·1.
The dashed lines denote the values of the right-hand side of the HOCBF constraint (i.e,
Lmf b(x)+O(b(x))+αm(ψm−1(x))
−LgLm−1f b(x)
), and the solid lines are the optimal controls. When the dashed
lines and solid lines coincide, the HOCBF constraint for b(x) is active.
In Fig.2·1, the HOCBF constraint does not conflict with the braking limitation −cdg
when p = 0.02 for a quadratic class K function. The minimum control input (negative)
increases as p decreases. Then, we set p to be 1,0.02 for linear and quadratic class K
functions, respectively. We present the forward invariance of the set C1∩C2, where C1 :=
{x(t) : b(x(t))≥ 0} and C2 := {x(t) : ψ1(x(t))≥ 0} in Fig. 2·2.
The proposed penalty method does not an analytical approach for the feasibility of the
CBF-based QPs. In the following chapter, we will show how to find sufficient conditions
for the problem feasibility.
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Figure 2·1: Control input u(t) as b(x(t))→ 0 for different p when using
quadratic class K function. All the solid lines (black, red, blue) start from
b(x) = 90. They coincide before the corresponding HOCBF constraint be-
comes active (e.g., the red solid line can only be seen after b(x) <= 45),
when the solid line starts overlapping with its associated dashed line. The
arrows denote the changing trend for b(x(t)) with respect to time.
Figure 2·2: The variations of functions b(x(t)) and ψ1(x(t)) for linear (p=
1) and quadratic (p= 0.02) class K functions, respectively. b(x(t))≥ 0 and
ψ1(x(t))≥ 0 imply the forward invariance of C1∩C2.
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Chapter 3
Sufficient Conditions for Feasibility
In this chapter, we analytically find the sufficient conditions for the feasibility of the
CBF-based QPs under tight control bounds. The sufficient conditions are captured by a
single feasibility constraint that is enforced by a CBF and added to the QPs. In Sec. 3.1, we
formulate an optimal control problem, and in Sec. 3.2, we show how to find the feasibility
constraint. This chapter concludes with a case study on adaptive cruise control in Sec. 3.3.
3.1 Problem Formulation and Approach
Objective: (Minimizing cost) Consider an optimal control problem for the system in




C (||u(t)||)dt + p||x(T )−K||2 (3.1)
where || · || denotes the 2-norm of a vector, C (·) is a strictly increasing function of its argu-
ment, and T > 0, p > 0. K ∈ Rn is a desired state, which is assumed to be an equilibrium
for the system. Associated with this problem are the requirements that follow.
Constraint1 (Safety constraints): System (2.2) should always satisfy one or more
safety requirements of the form:
b(x(t))≥ 0,x ∈ X ,∀t ∈ [0,T ]. (3.2)
where b : Rn → R is assumed to be continuously differentiable. If not, we may overap-
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proximate it by some continuously differentiable constraints (e.g., using the optimal disk
coverage approach introduced for autonomous driving in (Xiao et al., 2021f)). Moreover,
when we have multiple safety constraints, we assume that they do not conflict with each
other. Otherwise, we may relax some of them according to their priorities (if such are
known), as shown in (Xiao et al., 2021f).
Constraint2 (Control constraints): The control must satisfy (2.18) for all t ∈ [0,T ].
A control policy for system (2.2) is feasible if constraints (3.2) and (2.18) are satis-
fied for all times. In this paper, we consider the following problem:
Problem 1. Find a feasible control policy for system (2.2) such that the cost (3.1) is mini-
mized.
Approach: We use a HOCBF to enforce (3.2), and use a relaxed CLF to achieve the
convergence requirement in (3.1). If the cost (3.1) is quadratic in u, then we can formalize
Problem 1 using a CBF-CLF-QP approach (Ames et al., 2014), with the CBF replaced by









f b(x)u+S(b(x))+αm(ψm−1(x))≥ 0, (3.4)
L fV (x)+LgV (x)u+ εV (x)≤ δ(t), (3.5)
umin ≤ u≤ umax, (3.6)
where V (x) = (x(t)−K)T P(x(t)−K), P is positive definite, c3 = ε > 0 in Definition
5, p > 0, and δ(t) is a relaxation (decision variable) that we wish to minimize for the CLF
constraint. We assume that b(x) has relative degree m. The above optimization problem
is feasible at a given state x if all the constraints define a non-empty set for the decision
variables u,δ.
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The optimal control problem (3.3), (3.4), (3.5), (3.6) with decision variables u(t),δ(t)
is usually solved point-wise, as outlined in the end of Sec.2.1. The time interval [0,T ] is
divided into a finite number of intervals [tk, tk+1),k = 0,1,2, . . . , t0 = 0. At every discrete
time tk defining the bounds of the intervals, we fix the state x(tk), so that the optimal control
problem above becomes a QP:




We obtain an optimal control u∗(tk) from the above QP and we apply it to system (2.2) for
the whole interval [tk, tk+1). It is important to note that this approach is different from MPC
as there is no receding horizon involved. The CBF method focuses on safety guarantees,
and is usually based on following a given optimal reference trajectory.
This paper is motivated by the fact that this computationally efficient but myopic ap-
proach can easily lead to infeasible QPs, especially under tight control bounds. In other
words, after we apply the constant u∗(t̄) to system (2.2) starting at x(t̄) for the whole in-
terval that starts at t̄, we may end up at a state where the HOCBF constraint (3.4) conflicts
with the control bounds (3.6), which would render the QP corresponding to the next time
interval infeasible 1. To avoid this, we define an additional feasibility constraint:
Definition 9. [feasibility constraint] Suppose the QP (3.3), subject to (3.4), (3.5) and (3.6),
is feasible at the current state x(t̄), t̄ ∈ [0,T ). A constraint bF(x)≥ 0, where bF : Rn→R,
is a feasibility constraint if it makes the QP corresponding to the next time interval feasible.
In order to ensure that the QP (3.3), subject to (3.4), (3.5) and (3.6), is feasible for the
next time interval, a feasibility constraint bF(x) ≥ 0 should have two important features:
(i) it guarantees that (3.4) and (3.6) do not conflict, (ii) the feasibility constraint itself does
not conflict with both (3.4) and (3.6) at the same time.
1Note that, since the CLF constraint (3.5) is relaxed, it does not affect the feasibility of the QP.
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An illustrative example of how a feasibility constraint works is shown in Figure 3·1. A
robot whose control is determined by solving the QP (3.3), subject to (3.4), (3.5) and (3.6),
will run close to an obstacle in the following step. The next state may be infeasible for the
QP associated with that next step. For example, the state denoted by the red dot in Figure
3·1 may have large speed such that the robot cannot find a control to avoid the obstacle in
the next step. If a feasibility constraint can prevent the robot from reaching this state, then
the QP is feasible.
Figure 3·1: An illustration of how a feasibility constraint works for a robot
control problem. A feasibility constraint prevents the robot from going into
the infeasible state.
After we find a feasibility constraint, we can enforce it through a CBF and take it as an
additional constraint for (3.3) to guarantee the feasibility given system state x. We show
how we can determine an appropriate feasibility constraint in the following section.
3.2 Feasibility Constraint
We begin with a simple example to illustrate the necessity for a feasibility constraint
for the CBF-CLF based QPs.
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3.2.1 Example: Adaptive Cruise Control
Consider the adaptive cruise control (ACC) problem with the ego (controlled) vehicle





















where M denotes the mass of the ego vehicle, z(t) denotes the distance between the preced-
ing and the ego vehicles, vp ≥ 0,v(t) ≥ 0 denote the speeds of the preceding and the ego
vehicles, respectively, and Fr(v(t)) denotes the resistance force, which is expressed (Khalil,
2002) as:
Fr(v(t)) = f0sgn(v(t))+ f1v(t)+ f2v2(t),
where f0 > 0, f1 > 0 and f2 > 0 are scalars determined empirically. The first term in
Fr(v(t)) denotes the Coulomb friction force, the second term denotes the viscous friction
force and the last term denotes the aerodynamic drag. The control u(t) is the driving force
of the ego vehicle subject to the constraint:
−cdMg≤ u(t)≤ caMg,∀t ≥ 0, (3.8)
where ca > 0 and cd > 0 are the maximum acceleration and deceleration coefficients, re-
spectively, and g is the gravity constant.
We require that the distance z(t) between the ego vehicle and its immediately preceding
vehicle be greater than l0 > 0, i.e.,
z(t)≥ l0,∀t ≥ 0. (3.9)
Let b(x(t)) := z(t)− l0. The relative degree of b(x(t)) is m= 2, so we choose a HOCBF
following Definition 8 by defining ψ0(x(t)) := b(x(t)), α1(ψ0(x(t))) := p1ψ0(x(t)) and
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α2(ψ1(x(t))) := p2ψ1(x(t)), p1 > 0, p2 > 0. We then seek a control for the ego vehicle









×u(t)+ p1(vp− v(t))︸ ︷︷ ︸
S(b(x(t)))











dt, in which case we have a con-
strained optimal control problem. We can then use the QP-based method introduced at
the end of the last section to solve this ACC problem. However, the HOCBF constraint
(3.10) can easily conflict with −cdMg≤ u(t) in (3.8), i.e., the ego vehicle cannot brake in
time under control constraint (2.18) so that the safety constraint (3.9) is satisfied when the






The right-hand side above is usually negative when the two vehicles get close to each other.
If it is smaller than −cdMg, the HOCBF constraint (3.10) will conflict with −cdMg≤ u(t)
in (3.8). When this happens, the QP will be infeasible. In the rest of the paper, we show how
we can solve this infeasibility problem in general by a feasibility constraint as in Definition
9.
3.2.2 Feasibility Constraint for Relative-Degree-One Safety Constraints
It is important to first point out that our analysis does not depend on the relative degree
of the constraints. Therefore, for ease of exposition, we start with feasibility constraints for
a relative-degree-one safety constraint, and then generalize it to the case of high-relative-
degree safety constraints.
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Suppose we have a constraint b(x)≥ 0 with relative degree one for system (2.2), where
b : Rn → R. Then we can define b(x) as a HOCBF with m = 1 as in Definition 8, i.e.,
we have a “traditional” CBF. Following (2.13), any control u ∈U should satisfy the CBF
constraint:
−Lgb(x)u≤ L f b(x)+α(b(x)), (3.12)
where α(·) is a class K function of its argument. We define a set of controls that satisfy the
last equation as:
K(x) = {u ∈ Rq :−Lgb(x)u≤ L f b(x)+α(b(x))}. (3.13)
Our analysis for determining a feasibility constraint depends on whether any component
of the vector Lgb(x) will change sign in the time interval [0,T ] or not.
All components in Lgb(x) do not change sign
Since all components in Lgb(x) do not change sign for all x ∈ X , the inequality con-
straint for each control component does not change sign if we multiply each component of
Lgb(x) by the corresponding one of the control bounds in (2.18). Therefore, we assume
that Lgb(x)≤ 0 (componentwise),0 ∈ Rq in the rest of this section. The analysis for other
cases (each component of Lgb(x) is either non-negative or non-positive) is similar. Not all
the components in Lgb(x) can be 0 due to the relative degree definition in Definition 6. We
can multiply the control bounds (2.18) by the vector −Lgb(x), and get
−Lgb(x)umin ≤−Lgb(x)u≤−Lgb(x)umax, (3.14)
The control constraint (3.14) is actually a relaxation of the control bound (2.18) as we
multiply each component of Lgb(x) by the corresponding one of the control bounds in
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(2.18), and then add them together. We define
Uex(x) = {u ∈ Rq :
−Lgb(x)umin ≤−Lgb(x)u≤−Lgb(x)umax},
(3.15)
We also provide the following formal definition describing how two or more state-
dependent control constraints are“conflict-free”:
Definition 10. (Conflict-free) We define two (or more) state-dependent control constraints
to be conflict-free if the intersection of the two (or more) sets defined by these constraints
in terms of u are non-empty for all x ∈ X.
It is obvious that U is a subset of Uex(x). An example of a two-dimensional control u=
(u1,u2) is shown in Figure 3·2. Nonetheless, the relaxation set Uex(x) does not negatively
affect the property of the following lemma:
Figure 3·2: The relationship between U ⊂Uex(x) and Uex(x) in the case
of a two-dimensional control u = (u1,u2). The magnitude of Lgb(x) de-
termines the slope of the two hyperplanes −Lgb(x)u = −Lgb(x)umax and
−Lgb(x)u=−Lgb(x)umin. If there exists a control c1 ∈Uex(x) that satis-
fies the CBF constraint (3.12) (on the boundary), then there exists a control
c2 ∈U that also satisfies the CBF constraint (3.12) (on the boundary).
Lemma 2. If the control u is such that (3.14) is conflict-free with (3.12) for all x ∈ X, then
the control bound (2.18) is also conflict-free with (3.12).
Proof: Let g = (g1, . . . ,gq) in (2.2), where gi : Rn→ Rn, i,∈ {1, . . . ,q}. We have that
Lgb(x) = (Lg1b(x), . . . ,Lgqb(x)) ∈ R1×q. For the control bound ui,min ≤ ui ≤ ui,max, i ∈
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{1, . . . ,q} in (2.18), we can multiply by −Lgib(x) and get
−Lgib(x)ui,min ≤−Lgib(x)ui ≤−Lgib(x)ui,max,
i ∈ {1, . . . ,q},
as we have assumed that Lgb(x) ≤ 0. If we take the summation of the inequality above
over all i ∈ {1, . . . ,q}, then we obtain the constraint (3.14). Therefore, the satisfaction of
(2.18) implies the satisfaction of (3.14). Then U defined in (2.18) is a subset of Uex(x).
It is obvious that the boundaries of the set Uex(x) in (3.15) and K(x) in (3.13) are hyper-
planes, and these boundaries are parallel to each other for all x ∈ X . Meanwhile, the two
boundaries of Uex(x) pass through the two corners umin,umax of the set U (a polyhedron)
following (3.15), respectively. If there exists a control c1 ∈ Uex(x) (e.g., in Figure 3·2)
that satisfies (3.12), then the boundary of the set K(x) in (3.13) lies either between the two
hyperplanes defined by Uex(x) or above these two hyperplanes (i.e., Uex(x) is a subset of
K(x) in (3.13)). In the latter case, this lemma is true as U is a subset of Uex(x). In the for-
mer case, we can always find another control c2 ∈U (e.g., in Figure 3·2) that satisfies (3.12)
as the boundary of K(x) in (3.13) is parallel to the two Uex(x) boundaries that respectively
pass through the two corners umin,umax of the set U . Therefore, although U is a subset of
Uex(x), it follows that if (3.14) is conflict-free with (3.12) in terms of u for all x ∈ X , the
control bound (2.18) is also conflict-free with (3.12). 
Motivated by Lemma 2, in order to determine if (3.12) complies with (2.18), we may
just consider (3.12) and (3.14). Since there are two inequalites in (3.14), we have two cases
to consider: (i)− Lgb(x)u ≤ −Lgb(x)umax and (3.12); (ii)− Lgb(x)umin ≤ −Lgb(x)u
and (3.12). It is obvious that there always exists a control u such that the two inequalities
in case (i) are satisfied for all x ∈ X , while this may not be true for case (ii), depending on
x. For example, the CBF for the rear-end safety constraint (3.9) in the ACC may conflict
with the maximum braking force −cdMg < 0, and it will never conflict with the maximum
34
driving force caMg > 0 as the ego vehicle needs to brake when it gets close to the preced-
ing vehicle in order to satisfy the safety constraint (3.9). Therefore, in terms of avoiding
the conflict between the CBF constraint (3.12) and (3.14) that leads to the infeasibility of
problem (3.3), subject to (3.4)-(3.6), we wish to satisfy:
L f b(x)+α(b(x))≥−Lgb(x)umin. (3.16)
This is called the feasibility constraint for problem (3.3), subject to (3.4)-(3.6) in the case
of a relative-degree-one safety constraint b(x)≥ 0 in (3.2).
The relative degree of the feasibility constraint (3.16) is also one with respect to dynam-
ics (2.2) as we have b(x) in it. In order to find a control such that the feasibility constraint
(3.16) is guaranteed to be satisfied, we define
bF(x) = L f b(x)+α(b(x))+Lgb(x)umin ≥ 0, (3.17)
so that bF(x) is a CBF as in Definition 8. Then, we can get a feedback controller KF(x)
that guarantees the CBF constraint (3.12) and the control bounds (2.18) do not conflict with
each other:
KF(x) = {u ∈ Rq : L f bF(x)+LgbF(x)u+α f (bF(x))≥ 0}, (3.18)
if bF(x(0))≥ 0, where α f (·) is a class K function.
Theorem 6. If Problem 1 is initially feasible and the CBF constraint in (3.18) correspond-
ing to (3.16) does not conflict with both the control bounds (2.18) and (3.12) at the same
time, any controller u∈KF(x) guarantees the feasibility of problem (3.3), subject to (3.4)-
(3.6).
Proof: If Problem 1 is initially feasible, then the CBF constraint (3.12) for the safety
requirement (3.2) does not conflict with the control bounds (2.18) at time 0. It also does
not conflict with the constraint (3.14) as U is a subset of Uex(x) that is defined in (3.15).
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In other words, bF(x(0)) ≥ 0 holds in the feasibility constraint (3.16). Thus, the initial
condition for the CBF in Definition 8 is satisfied. By Theorem 4, we have that bF(x(t))≥
0,∀t ≥ 0. Therefore, the CBF constraint (3.12) does not conflict with the constraint (3.14)
for all t ≥ 0. By Lemma 2, the CBF constraint (3.12) also does not conflict with the control
bound (2.18). Finally, since the CBF constraint in (3.18) corresponding to (3.16) does
not conflict with the control bounds (2.18) and (3.12) at the same time by assumption, we
conclude that the feasibility of the problem is guaranteed. 
The condition “the CBF constraint in (3.18) corresponding to (3.16) does not conflict
with both the control bounds (2.18) and (3.12) at the same time” in Theorem 6 is too
strong. If this condition is not satisfied, then the problem can still be infeasible. In order to
relax this condition, one option is to recursively define other new feasibility constraints for
the feasibility constraint (3.16) to address the possible conflict between (3.18) and (2.18),
and (3.12). However, the number of iterations is not bounded, and we may have a large
(unbounded) set of feasibility constraints.
In order to address the unbounded iteration issue in finding feasibility constraints, we
can try to express the feasibility constraint in (3.18) so that it is in a form which is similar
to that of the CBF constraint (3.12). If this is achieved, we can make these two constraints
compliant with each other, and thus address the unbounded iteration issue mentioned above.
Therefore, we try to construct the CBF constraint in (3.18) so that it takes the form:
L f b(x)+Lgb(x)u+α(b(x))+ϕ(x,u)≥ 0 (3.19)
for some appropriately selected function ϕ(x,u). One obvious choice for ϕ(x,u) im-
mediately following (3.18) is ϕ(x,u) = L f bF(x) + LgbF(x)u+α f (bF(x))− L f b(x)−
Lgb(x)u−α(b(x)), which can be simplified through a proper choice of the class K func-
tions α(·),α f (·), as will be shown next. Since we will eventually include the constraint
ϕ(x,u) ≥ 0 into our QPs (shown later) to address the infeasibility problem, we wish its
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relative degree to be low. Otherwise, it becomes necessary to use HOCBFs to make the
control show up in enforcing ϕ(x)≥ 0 (instead of ϕ(x,u)≥ 0 due to its high relative de-
gree), which could make the corresponding HOCBF constraint complicated, and make it
easily conflict with the control bound (2.18) and the CBF constraint (3.12), and thus lead-
ing to the infeasibility of the QPs. Therefore, we define a candidate function as follows
(note that a relative-degree-zero function means that the control u directly shows up in the
function itself):
Definition 11 (Candidate ϕ(x,u) function). A function ϕ(x,u) in (3.19) is a candidate
function if its relative degree with respect to (2.2) is either one or zero.
Finding candidate ϕ(x,u): In order to find a candidate ϕ(x,u) from the reformulation
of the CBF constraint in (3.18), we can properly choose the class K function α(·) in (3.12).
A typical choice for α(·) is a linear function, in which case we automatically have the
constraint formulation (3.19) by substituting the function bF(x) from (3.17) into (3.18),
and get
ϕ(x,u) = L2f b(x)+LgL f b(x)u+L f (Lgb(x)umin)
+Lg(Lgb(x)umin)u+α f (bF(x))−b(x).
Note that it is possible that LgL f b(x) = 0 and Lg(Lgb(x)umin) = 0 (depending on the
dynamics (2.2) and the CBF b(x)), in which case the relative degree of ϕ(x,u) (written as
ϕ(x)) is one as we have α f (bF(x)) in it and bF(x) is a function of b(x).
If the relative degree of ϕ(x,u) is zero (e.g., LgL f b(x) = 0 and Lg(Lgb(x)umin) = 0
are not satisfied above), we wish to require that
ϕ(x,u)≥ 0, (3.20)
such that the satisfaction of the CBF constraint (3.12) implies the satisfaction of the CBF
constraint (3.19), and the satisfaction of the CBF constraint (3.19) implies the satisfaction
of (3.16) by Theorem 4, i.e., the CBF constraint (3.12) does not conflict with the control
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bound (2.18). Besides, if (3.20) happens to not conflict with both (3.12) and (2.18) at the
same time, depending on the CBF b(x) and the dynamics (2.2), then the QPs are guaranteed
to be feasible. The constraint (3.20) is simpler than (3.18) as all the terms in the CBF
constraint (3.12) are removed through (3.19), thus, it is less likely to conflict with the
CBF constraint (3.12) and the control bound (2.18) in the QP. This is more helpful in the
case of safety constraints with high relative degree (in the next subsection) as the HOCBF
constraint (2.13) has many complicated terms, and it is better to remove these terms in the
feasibility constraint and just consider (3.20) in the QP in order to make (3.20) compliant
with (3.12) and (2.18).
If the relative degree of a candidate ϕ(x,u) with respect to (2.2) is one, i.e., ϕ(x,u)≡
ϕ(x), we define a set Us(x):
Us(x) = {u ∈ Rq : L f ϕ(x)+Lgϕ(x)u+αu(ϕ(x))≥ 0}. (3.21)
where αu(·) is a class K function.
From the set of candidate functions ϕ(x), if we can find one that satisfies the conditions
of the following theorem, then the feasibility of problem (3.3), subject to (3.4)-(3.6) is
guaranteed:
Theorem 7. If ϕ(x) is a candidate function such that ϕ(x(0))≥ 0,L f ϕ(x)≥ 0, Lgϕ(x) =
γLgb(x), for some γ > 0,∀x ∈ X and 0 ∈ U, then any controller u(t) ∈ Us(x),∀t ≥ 0
guarantees the feasibility of problem (3.3), subject to (3.4)-(3.6).
Proof: Since ϕ(x) is a candidate function, we can define a set Us(x) as in (3.21). If
ϕ(x(0)) ≥ 0 and u(t) ∈Us(x),∀t ≥ 0, we have that ϕ(x(t)) ≥ 0,∀t ≥ 0 by Theorem 4.
Then, the satisfaction of the CBF constraint (3.12) corresponding to the safety constraint
(3.2) implies the satisfaction of the CBF constraint (3.19) (equivalent to (3.18)) for the
feasibility constraint (3.16). In other words, the CBF constraint (3.12) automatically guar-
antees that it will not conflict with the control constraint (3.14) as the satisfaction of (3.19)
implies the satisfaction of (3.16) following Theorem 4 and (3.16) guarantees that (3.12)
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and (3.14) are conflict-free. By Lemma 2, the CBF constraint (3.12) will also not conflict
with the control bound U in (2.18), i.e. K(x)∩U 6= /0, where K(x) is defined in (3.13).
Since L f ϕ(x) ≥ 0, we have that 0 ∈ Us(x). We also have 0 ∈ U(x), thus, Us(x)∩
U 6= /0 is guaranteed. Since Lgϕ(x) = γLgb(x),γ > 0, the two hyperplanes of the two half
spaces formed by Us(x) in (3.21) and K(x) in (3.13) are parallel to each other, and the
normal directions of the two hyperplanes along the half space direction are the same. Thus,
Us(x)∩K(x) is either Us(x) or K(x), i.e., Us(x)∩K(x)∩U equals either Us(x)∩U or
K(x)∩U . As Us(x)∩U 6= /0 and K(x)∩U 6= /0, we have Us(x)∩K(x)∩U 6= /0,∀x ∈ X .
Therefore, the CBF constraint (3.12) does not conflict with the control bound (2.18) and
the CBF constraint in Us(x) at the same time, and we can conclude that the problem is
guaranteed to be feasible. 
The conditions in Theorem 7 are sufficient conditions for the feasibility of problem
(3.3), subject to (3.4)-(3.6). Under the conditions in Theorem 7, we can claim that ϕ(x)≥ 0
is a single feasibility constraint that guarantees the feasibility of problem (3.3), subject to
(3.4)-(3.6) in the case that the safety constraint (3.2) is with relative degree one (i.e., m = 1
in (3.4)).
Finding valid ϕ(x): A valid ϕ(x) is a function that satisfies the conditions in Theorem
7. The conditions in Theorem 7 may be conservative, and how to determine such a ϕ(x)
function is the remaining problem. For a general system (2.2) and safety constraint (3.2),
we can parameterize the definition of the CBF (3.12) for the safety and the CBF constraint
for the feasibility constraint (3.18), i.e., parameterize α(·) and αF(·), such as the form in
(Xiao et al., 2020b), and then choose the parameters to satisfy the conditions in Theorem
7.
Remark 5. An example for determining such a ϕ(x) for the ACC problem in Sec. 3.2.1
can be found in the end of this section. However, it is still not guaranteed that such ϕ(x)
functions can be found. To address this, we may consider a special class of dynamics (2.2),
and then formulate a systematic way to derive such ϕ(x) functions. In the case of such
dynamics, we may even relax some of the conditions in Theorem 7. For example, if g(x)
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in (2.2) is independent of x and the safety constraint (3.2) is in linear form, then it is very
likely that the condition Lgϕ(x) = γLgb(x), for some γ > 0 in Theorem 7 is satisfied, and
thus this condition may be removed.
We can now get a feasible problem from the original problem (3.3), subject to (3.4)-





||u(t)||2 + pδ2(t)dt (3.22)
subject to the feasibility constraint (3.20) if the relative degree of ϕ(x,u) is 0; otherwise,
subject to the CBF constraint in (3.21). The cost (3.22) is also subject to the CBF constraint
(3.12), the control bound (2.18), and the CLF constraint:
L fV (x)+LgV (x)u+ εV (x)≤ δ(t), (3.23)
where ϕ(x) satisfies the conditions in Theorem 7 for (3.21), and (3.20) is assumed to be
non-conflicting with the CBF constraint (3.12) and the control bound (2.18) at the same
time. In order to guarantee feasibility, we may try to find a ϕ(x) that has relative degree
one, and that satisfies the conditions in Theorem 7. The overall process of solving the
constrained optimal control problem with the feasibility guaranteed CBF method is shown
in Figure 3·3.
Some Components in Lgb(x) Change Sign
Recall that Lgb(x) = (Lg1b(x), . . . ,Lgqb(x)) ∈R1×q. If Lgib(x), i ∈ {1, . . . ,q} changes
sign in [0,T ], then we have the following symmetric and non-symmetric cases to consider
in order to find a valid feasibility constraint.
Let u = (u1, . . . ,uq), umin = (u1,min, . . . ,uq,min) ≤ 0, umax = (u1,max, . . . ,uq,max) ≥
0,0 ∈ Rq.
Case 1: the control bound for ui, i ∈ {1, . . . ,q} is symmetric, i.e. ui,max = −ui,min. In
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Figure 3·3: The overall process of solving the constrained optimal control
problem with the proposed feasibility guaranteed CBF method.
this case, by multiplying −Lgib(x) by the control bound for ui, we have
−Lgib(x)ui,min ≤−Lgib(x)ui ≤−Lgib(x)ui,max (3.24)
if Lgib(x) < 0. When Lgib(x) changes sign at some time t1 ∈ [0,T ], then the sign of the
last equation will be reversed. However, since ui,max = −ui,min, we have exactly the same
constraint as (3.24), and −Lgib(x)ui,min will still be continuously differentiable when we
construct the feasibility constraint as in (3.16). Therefore, the feasibility constraint (3.16)
will not be affected by the sign change of Lgib(x), i ∈ {1, . . . ,q}.
Case 2: the control bound for ui, i ∈ {1, . . . ,q} is not symmetric, i.e., ui,max 6=−ui,min.
In this case, we can define:
ui,lim := min{|ui,min|,ui,max} (3.25)
Considering (3.25), we have the following constraint
−ui,lim ≤ ui ≤ ui,lim. (3.26)
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The satisfaction of the last equation implies the satisfaction of ui,min ≤ ui ≤ ui,max in (2.18).
If Lgib(x)< 0, we multiply the control bound by−Lgib(x) for ui and have the following
constraint
Lgib(x)ui,lim ≤−Lgib(x)ui ≤−Lgib(x)ui,lim (3.27)
The satisfaction of (3.27) implies the satisfaction of (3.24) following (3.25). Now, the
control bound for ui is converted to the symmetric case, and the feasibility constraint (3.16)
will not be affected by the sign change of Lgib(x), i ∈ {1, . . . ,q}.
3.2.3 Feasibility Constraint for High-Relative-Degree Safety Constraints
Suppose we have a constraint b(x) ≥ 0 with relative degree m ≥ 1 for system (2.2),
where b : Rn→ R. Then we can define b(x) as a HOCBF as in Definition 8. Any control
u ∈U should satisfy the HOCBF constraint (2.13).
In this section, we also assume that LgLm−1f b(x) ≤ 0,0 ∈ Rq and all components in
LgLm−1f b(x) do not change sign in [0,T ]. The analysis for all other cases is similar to the
last subsection.










As in (3.14), the last equation is also a relaxation of the original control bound (2.18), and
Lemma 2 still applies in the high-relative-degree-constraint case.
The HOCBF constraint (3.28) may conflict with the left inequality of the transformed
control bound (3.29) when its right hand side is smaller than−LgLm−1f b(x)umin. Therefore,
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we wish to have
Lmf b(x)+S(b(x))+αm(ψm−1(x))≥−LgLm−1f b(x)umin. (3.30)
This is called the feasibility constraint for the problem (3.3), subject to (3.4)-(3.6) in the
case of a high-relative-degree constraint b(x)≥ 0 in (3.2).
In order to find a control such that the feasibility constraint (3.16) is guaranteed to be
satisfied, we define
bhF(x) = Lmf b(x)+S(b(x))+αm(ψm−1(x))+LgL
m−1
f b(x)umin ≥ 0,
and define bhF(x) to be a HOCBF as in Definition 8.
It is important to note that the relative degree of bhF(x) with respect to dynamics (2.2)
is only one, as we have ψm−1(x) in it. Thus, we can get a feedback controller KhF(x)
that guarantees free conflict between the HOCBF constraint (3.28) and the control bounds
(2.18):
KhF(x) = {u ∈ Rq : L f bhF(x)+LgbhF(x)u+α f (bhF(x))≥ 0}, (3.31)
if bhF(x(0))≥ 0, where α f (·) is a class K function.
Theorem 8. If Problem 1 is initially feasible and the CBF constraint in (3.31) correspond-
ing to (3.30) does not conflict with control bounds (2.18) and (3.28) at the same time, any
controller u ∈ Kh f (x) guarantees the feasibility of problem (3.3), subject to (3.4)-(3.6).
Proof: The proof is the same as Theorem 6.
Similar to the motivation for the analysis of the relative degree one case, we also refor-
mulate the constraint in (3.31) in the form:
Lmf b(x)+LgL
m−1
f b(x)u+S(b(x))+αm(ψm−1(x))+ϕ(x,u)≥ 0. (3.32)
for some appropriate ϕ(x,u). An obvious choice is ϕ(x,u) = L f bhF(x)+LgbhF(x)u+
α f (bhF(x))− Lmf b(x)− LgL
m−1
f b(x)u− S(b(x))−αm(ψm−1(x)), which is a candidate
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function and we wish to simplify it. We define a set Us(x) similar to (3.21).
Similar to the last subsection, we just consider the case that the relative degree of
ϕ(x,u) is one, i.e., we have ϕ(x) from now on. Then, we have the following theorem
to guarantee the feasibility of the problem (3.3), subject to (3.4)-(3.6):
Theorem 9. If ϕ(x) is a candidate function, ϕ(x(0)) ≥ 0,L f ϕ(x) ≥ 0, Lgϕ(x) =
γLgLm−1f b(x), for some γ > 0,∀x ∈ X and 0 ∈U, then any controller u(t) ∈Us(x),∀t ≥ 0
guarantees the feasibility of the problem (3.3), subject to (3.4)-(3.6).
Proof: The proof is the same as Theorem 7.
The approach to find a valid ϕ(x) is the same as the last subsection. The conditions
in Theorem 9 are sufficient conditions for the feasibility of the problem (3.3), subject to
(3.4)-(3.6). Under the conditions in Theorem 9, we can also claim that ϕ(x)≥ 0 is a single
feasibility constraint that guarantees the feasibility of the problem (3.3), subject to (3.4)-
(3.6) in the case that the safety constraint (3.2) is with high relative degree. We can get a





||u(t)||2 + pδ2(t)dt (3.33)
subject to the feasibility constraint: (3.20) if the relative degree of ϕ(x,u) is 0; otherwise,
subject to the CBF constraint in (3.21). The cost (3.33) is also subject to the HOCBF
constraint (2.13), the control bound (2.18), and the CLF constraint:
L fV (x)+LgV (x)u+ εV (x)≤ δ(t), (3.34)
where ϕ(x) satisfies the conditions in Theorem 9 for (3.21), and (3.20) is assumed to be
non-conflicting with the HOCBF constraint (2.13) and the control bound (2.18) at the same
time.
Remark 6. When we have multiple safety constraints, we can employ similar ideas to find
sufficient conditions to guarantee problem feasibility. However, we also need to make sure
that these sufficient conditions do not conflict with each other.
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Example revisited. We consider the example discussed in the beginning of this sec-
tion, and demonstrate how we can find a single feasibility constraint ϕ(x(t)) ≥ 0 for the
ACC problem. It is obvious that LgL f b(x(t)) = − 1M in (3.10) does not change sign. The





The rewritten HOCBF constraint (3.11) can only conflict with the left inequality of
(3.35). Thus, following (3.30) and combining (3.11) with (3.35), the feasibility constraint




+2(p1 + p2)(vp− v(t))+ p1 p2(z(t)− l0)+ cdg. (3.36)
Since Fr(v(t))M ≥ 0,∀t ≥ 0, we can replace the last equation by
b̂hF(x(t)) = 2(p1 + p2)(vp− v(t))+ p1 p2(z(t)− l0)+ cdg. (3.37)
The satisfaction of b̂hF(x(t)) ≥ 0 implies the satisfaction of bhF(x(t)) ≥ 0. Although the
relative degree of (3.9) is two, the relative degree of b̂hF(x(t)) is only one. We then define
b̂hF(x(t)) to be a CBF by choosing α1(b(x(t))) = kb(x(t)),k > 0 in Definition 8. Any















In order to reformulate the last equation in the form of (3.32), we try to find k in the last
equation. We require ϕ(x(t)) to satisfy Lgϕ(x(t)) ≥ 0 as shown in one of the conditions
in Theorem 9, thus, we wish to exclude the term z(t)− l0 in ϕ(x(t)) since its derivative





= p1 p2 (3.39)










(vp− v(t))+ cdg (3.41)




M ≥ 0 and Lgϕ(x(t)) =
p1 p2
p1+p2
LgL f b(x(t)). Thus, all the conditions in Theo-
rem 9 are satisfied except ϕ(x(0)) ≥ 0 which depends on the initial state x(0) of system
(3.7). The single feasibility constraint ϕ(x(t))≥ 0 for the ACC problem is actually a speed





If p1 = p2 = 1 in (3.11), we require that the half speed difference between the front and ego
vehicles should be greater than −cdg in order to guarantee the ACC problem feasibility.
We can find other sufficient conditions such that the ACC problem is guaranteed to
be feasible by choosing different HOCBF definitions (different class K functions) in the
above process.
3.3 Case Studies and Simulations
In this section, we complete the ACC case study. All the computations and simulations
were conducted in MATLAB. We used quadprog to solve the quadratic programs and ode45
to integrate the dynamics.
In addition to the dynamics (3.7), the safety constraint (3.9), the control bound (3.8),
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dt introduced in Sec. 3.2.1, we also
consider a desired speed requirement v→ vd,vd > 0 in the ACC problem. We use the
relaxed CLF as in (3.5) to implement the desired speed requirement, i.e., we define a CLF
V = (v−vd)2, and choose c1 = c2 = 1,c3 = ε > 0 in Definition 5. Any control input should
satisfy the CLF constraint (3.5).
We consider the HOCBF constraint (3.11) to implement the safety constraint (3.9),
and consider the sufficient condition (3.42) introduced in the last section to guarantee the
feasibility of the ACC problem. We use a HOCBF with m = 1 to impose this condition, as
introduced in (3.31). We define α(·) as a linear function in (3.31).
Finally, we use the discretization method introduced in the end of Sec. 2.1 to solve the
ACC problem, i.e., We partition the time interval [0,T ] into a set of equal time intervals
{[0,∆t), [∆t,2∆t), . . .}, where ∆t > 0. In each interval [ω∆t,(ω+ 1)∆t) (ω = 0,1,2, . . . ),
we assume the control is constant (i.e., the overall control will be piece-wise constant),
and reformulate the ACC problem as a sequence of QPs. Specifically, at t = ω∆t (ω =






























Table 3.1: Simulation parameters for the ACC problem
Parameter Value Units Parameter Value Units
v(0) 6 m/s z(0) 100 m
vp 13.89 m/s vd 24 m/s
M 1650 kg g 9.81 m/s2
f0 0.1 N f1 5 Ns/m
f2 0.25 Ns2/m l0 10 m
∆t 0.1 s ε 10 unitless
ca(t) 0.4 unitless cd(t) 0.4 unitless
pacc 1 unitless
where pacc > 0 and the constraint parameters are
Aclf = [LgV (x(t)), −1],




































After solving (3.43), we update (3.7) with u∗(t), ∀t ∈ (t0 +ω∆t, t0 +(ω+1)∆t).
The simulation parameters are listed in Table 3.1. We first present a case study in Figure
3·4 showing that if the ego vehicle exceeds the speed constraint from the feasibility con-
straint (3.42), then the QP becomes infeasible. However, this infeasibility does not always
hold since the feasibility constraint (3.42) is just a sufficient condition for the feasibility of
QP (3.43). In order to show how the feasibility constraint (3.42) can be adapted to different
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parameters p1, p2 in (3.11), we vary them and compare the solution without this feasibility
sufficient condition in the simulation, as shown in Figs. 3·5 and 3·6.
Figure 3·4: A simple case with p1 = 1, p2 = 2. The QP becomes infeasible
when the ego vehicle exceeds the speed limit vp +1.5cdg from (3.42).
It follows from Figs. 3·5 and 3·6 that the QPs (3.43) are always feasible with the
feasibility constraint (3.42) under different p1, p2, while the QPs may become infeasible
without this constraint. This validates the effectiveness of the feasibility constraint. We also
notice that the ego vehicle cannot reach the desired speed vd with the feasibility condition
(3.42); this is due to the fact that we are limiting the vehicle speed with (3.42). In order






For example, the above constraint is satisfied when we select p1 = 0.5, p2 = 1 in this case.
Then, the ego can reach the desired speed vd , as the blue curves shown in Figure 3·7.
We also compare the feasibility constraint (3.42) with the minimum braking distance
approach from (Ames et al., 2014). This approach adds the minimum braking distance
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Figure 3·5: Speed and control profiles for the ego vehicle under different
p1, p2, with and without feasibility condition (3.42).
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Figure 3·6: The variation of functions b(x(t)) and ψ1(x(t)) under different








+ l0,∀t ≥ 0. (3.45)
Then, we can use a HOCBF with m = 1 (define α1(·) to be a linear function with slope
2 in Definition 8) to enforce the above constraint whose relative degree is one. As shown
in Figure 3·7, the HOCBF constraint for (3.45) conflicts with the control bounds, thus, the
QP can still become infeasible. This is due to the fact that this approach adds an addi-
tional braking-distance-related constraint to the original problem, which could adversely
decrease the problem feasibility as this new added constraint may conflict with existing
control bounds. In contrast, our approach provides a novel way to make the new added
feasibility constraint compliant with the existing constraints. This, therefore, can always
guarantee feasibility once the sufficient conditions are determined.
A feasibility constraint could be hard to find for complex dynamics and nonlinear con-
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Figure 3·7: Comparison between the feasibility constraint (3.42) with p1 =
0.5, p2 = 1 and the minimum braking distance approach from (Ames et al.,
2014). The HOCBF constraint for (3.45) in the minimum braking distance
approach conflicts with the control bound (3.8).
straints. Moreover, this approach may not work for time-varying control bounds and noisy
dynamics. In order to address this, we introduce adaptive CBFs next.
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Chapter 4
Adaptive Control Barrier Functions
In this chapter, we introduce adaptive CBFs to guarantee safety and feasibility under
time-varying control bounds and noisy dynamics, which also addresses the conservative-
ness of the existing CBF method. We introduce parameter-adaptive CBFs and relaxation-
adaptive CBFs in Sec. 4.1 and Sec. 4.2, respectively. An adaptive cruise control problem
is formulated in Sec. 4.3, with a case study shown in Sec. 4.4.
4.1 Parameter-Adaptive Control Barrier Functions
We introduce the Parameter-Adaptive CBF (PACBF) in this section. We begin with a
simple example to motivate the need for PACBFs and to illustrate the main ideas.
4.1.1 Example: Simplified Adaptive Cruise Control
Consider the simplified adaptive cruise control (SACC) problem with the ego (con-















where z(t) denotes the distance between the preceding and the ego vehicle, vp > 0,v(t)
denote the velocities of the preceding and ego vehicles along the lane (the velocity of the
preceding vehicle is assumed constant), respectively, and u(t) is the control of the ego
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vehicle, subject to the constraints:
umin ≤ u(t)≤ umax, ∀t ≥ 0, (4.2)
where umin < 0 and umax > 0 are the minimum and maximum control input, respectively.
We require that the distance z(t) between the ego vehicle and its immediately preceding
vehicle be greater than lp > 0 (the coordinates of the ego vehicle and the preceding vehicle,
respectively, are measured from the same origin), i.e.,
z(t)≥ lp, ∀t ≥ 0. (4.3)
Let x(t) := (v(t),z(t)) and b(x(t)) := z(t)− lp. The relative degree of b(x(t)) is
m = 2, so we choose a HOCBF following Def. 8 by defining ψ0(x(t)) := b(x(t)),
α1(ψ0(x(t))) := ψ0(x(t)) and α2(ψ1(x(t))) := ψ1(x(t)). We then seek a control for the
ego vehicle such that the constraint (4.3) is satisfied. The control u(t) should satisfy (2.13)





×u(t)+ vp− v(t)︸ ︷︷ ︸
S(b(x(t)))
+vp− v(t)+ z(t)− lp︸ ︷︷ ︸
α2(ψ1(x(t)))
≥ 0. (4.4)
Suppose we wish to minimize
∫ T
0 u
2(t)dt. We can then use the QP-based method (Ames
et al., 2014) outlined at the end of the last section to solve this SACC problem. However,
the HOCBF constraint (4.4) can easily conflict with umin ≤ u(t) in (4.2) when the two
vehicles get close to each other, as shown in (Xiao and Belta, 2019). When this happens,
the QP will be infeasible. We can use the penalty method from (Xiao and Belta, 2019)
to improve the QP feasibility, i.e., we define ψ1(x(t)) = ḃ(x(t))+ pb(x(t)),ψ2(x(t)) =





×u(t)+ p(vp− v(t))︸ ︷︷ ︸
S(b(x(t)))




Given umin, we can find a small enough value for p such that (4.5) will not conflict with
umin in (4.2), i.e., the QP is always feasible. However, in practice the value of umin is not a
constant; it depends on weather conditions, different road surfaces, etc. Therefore, a proper
choice of p for specific conditions ensuring that the QP is feasible is not easy to make when
the environment changes. Moreover, the assumption of a constant speed vp for the front
vehicle is too strong, and noise in the vehicle dynamics may also make the QP infeasible.
This motivates us to define an AdaCBF that works for time-varying control bounds and
noisy dynamics, i.e., it theoretically ensures that the QP is always feasible.
4.1.2 Parameter Adaptive Control Barrier Function (PACBF)
The key idea in converting a regular CBF into an adaptive one is to include the penalty
terms as shown in (4.5) and then replace them by time-varying functions with suitable
properties as detailed next. Starting with a relative degree m function b : Rn → R, let
ψ0(x) := b(x). Then, instead of using a constant penalty pi > 0, i ∈ {1, . . . ,m} for each
class K function αi(·) in the definition of a HOCBF (Xiao and Belta, 2019), we define a
time-varying penalty function pi(t)≥ 0, i∈ {1, . . . ,m}, and use it as a multiplicative factor
for each class K function αi(·). Let p(t) := (p1(t), . . . , pm(t)). Similar to (2.10), we define
a sequence of functions ψi : Rn×Rm→ R, i ∈ {1, . . . ,m} in the form:
ψ1(x,p(t)) := ψ̇0(x)+ p1(t)α1(ψ0(x)),
ψi(x,p(t)) := ψ̇i−1(x,p(t))+ pi(t)αi(ψi−1(x,p(t))),
i ∈ {2, . . . ,m},
(4.6)
where αi(·), i ∈ {1, . . . ,m−1} is a (m−i)th order differentiable class K function, and αm(·)
is a class K function.
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We further define a sequence of sets Ci, i ∈ {1, . . . ,m} associated with (4.6) in the form:
C1 := {x ∈ Rn : ψ0(x)≥ 0},
Ci := {(x,p(t)) ∈ Rn×Rm : ψi−1(x,p(t))≥ 0},
(4.7)
The remaining question is how to choose pi(t), i ∈ {1, . . . ,m}. We require that pi(t)≥
0,∀i ∈ {1, . . . ,m− 1}, therefore we define each pi(t) to be a HOCBF, similar to the defi-
nition of b(x) ≥ 0 in Def. 8. Just like b(x) is associated with the dynamic system (2.2),
we need to introduce an auxiliary dynamic system for pi(t). Moreover, as in Def. 8, each
penalty function pi(t), i ∈ {1, . . . ,m− 1} will be differentiated m− i times, while pm(t)
is not differentiated. Thus, we start by defining πi(t) := (πi,1(t),πi,2(t), . . . ,πi,m−i(t)) ∈
Rm−i, i ∈ {1, . . . ,m−2}, where πi, j ∈R, j ∈ {1, . . . ,m− i} are the auxiliary state variables.
Next, we define πm−1(t) = pm−1(t) ∈ R which needs to be differentiated only once. Fi-
nally, we set pm(t) ≥ 0 as some function to be determined. Let πi,1(t) = pi(t) in (4.6).
We define input-output linearizable auxiliary dynamics for each pi (we henceforth omit the
time variable t for simplicity) through the auxiliary state πi in the form:
π̇i = Fi(πi)+Gi(πi)νi, i ∈ {1, . . . ,m−1},
yi = pi,
(4.8)
where yi denotes the output, Fi : Rm−i → Rm−i, Gi : Rm−i → Rm−i, and νi ∈ R denotes
the control input for the auxiliary dynamics (4.8). The forms of Fi,Gi are mainly used to
guarantee the non-negative property of pi shown later. Their exact forms will determine
the system performance, and the way to define them depends on the specific problem.
For simplicity, we usually adopt linear forms. For example, we define ṗm−2 = πm−2,2,
π̇m−2,2 = νm−2 since we need to differentiate pm−2 twice as in Def. 8, and define ṗm−1 =
νm−1 since we need to differentiate pm−1 once. We can initialize πi(0) to any vector as
long as pi(0)> 0.
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An alternative way of viewing (4.8) is by defining a set of additional state vari-
ables which cause the dynamic system (2.2) to be augmented. In particular, let Π :=
(π1, . . . ,πm−1), ν := (ν1, . . . ,νm−1), where νi, i ∈ {1, . . . ,m− 1} are the controls in the
auxiliary dynamics (4.8). In order to properly define the PACBF, we augment system (2.2)























whereF0(Π) = (F1(π1), . . . ,Fm−1(πm−1)) andG0(Π) is a matrix composed by Gi(πi), i∈









Since pi is a HOCBF with relative degree m− i for (4.8), similar to (2.13), we define a
constraint set Ucb f (Π) for ν:
Ucb f (Π)={ν ∈ Rm−1 : Lm−iFi pi+[LGiL
m−i−1
Fi pi]νi+S(pi)
+αm−i(ψi,m−i−1(pi))≥ 0,∀i ∈ {1,2, . . . ,m−1}},
(4.10)
where ψi,m−i−1(·) is defined similar to (2.10).
Definition 12. (Xiao et al., 2021a) Let Ci, i ∈ {1, . . . ,m} be defined by (4.7), ψi(x,p), i ∈
{1, . . . ,m} be defined by (4.6), and the auxiliary dynamics be defined by (4.8). A function
b : Rn→R is a Parameter Adaptive Control Barrier Function (PACBF) with relative degree
m for (2.2) if every pi, i ∈ {1, . . . ,m− 1} is a HOCBF with relative degree m− i for the
auxiliary dynamics (4.8), and there exist (m− i)th order differentiable class K functions


















for all x ∈ C1,(x,p) ∈ C2∩, . . . ,∩Cm, and all pm ≥ 0. In (4.11), R(b(x),p) denotes the
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remaining Lie derivative terms of b(x) (or p) along f (or Fi, i∈ {1, . . . ,m−1}) with degree
less than m (or m− i), similar to the form in (2.13).
In (4.11), the explicit terms R(b(x),p) are omitted for simplicity, but examples can
be found in the revisited SACC example later in this section or in Sec. 4.3. The com-
plex PACBF constraint (4.11) can be simplified (similar to (2.13)) if we just consider the





F b(x)]u+S(b(x),p,ν)+αm(ψm−1(x,p))]≥ 0, (4.12)
where S(b(x),p,ν) is linear in ν and contains αi(·), i ∈ {1, . . . ,m−1} (similar to the form
in (2.13)). Note that the αi(·) in the last equation denote general class K functions, and
they can be different from the ones in (4.11).
Given a PACBF b(x), we consider all control values (u,ν)∈U×Ucb f (Π) that satisfy:












+Lmf b(x)+R(b(x),p)+ pmαm(ψm−1)≥ 0}.
(4.13)
Theorem 10. (Xiao et al., 2021a) Given a PACBF b(x) from Def. 12 with the associated
sets C1,C2, . . . ,Cm defined by (4.7), if x(0)∈C1 and (x(0),p(0))∈C2∩, . . . ,∩Cm, then any
Lipschitz continuous controller (u(t),ν(t)) ∈ Kacb f (x(t),Π(t)), ∀t ≥ 0 renders the set C1
forward invariant for system (2.2) and C2 ∩ ·· · ∩Cm forward invariant for systems (2.2),
(4.8), respectively.
Proof. If b(x) is a PACBF, then pm(t) ≥ 0,∀t ≥ 0. Constraint (4.11) is the Lie derivative
form of ψ̇m−1(x,p)+ pmαm(ψm−1(x,p)) ≥ 0. If pm(t) > 0,∀t ≥ 0, it follows from Thm.
4 that ψm−1(x(t),p(t))≥ 0,∀t ≥ 0. If pm(t) = 0, then ψ̇m−1(x,p)≥ 0. Since (x,p) ∈Cm
(i.e., ψm−1(x,p) ≥ 0 is initially satisfied), we have ψm−1(x(t),p(t)) ≥ 0,∀t ≥ 0. Be-
cause pi,∀i ∈ {1, . . . ,m−1} is a HOCBF for the auxiliary dynamics (4.8), it follows from
Thm. 4 that pi(t) ≥ 0,∀t ≥ 0,∀i ∈ {1, . . . ,m− 1}. Then, we can recursively prove that
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ψi(x(t),p(t)) ≥ 0,∀t ≥ 0,∀i ∈ {2, . . . ,m−2} similarly to the case i = m−1, and eventu-
ally prove that ψ0(x(t)) ≥ 0,∀t ≥ 0, i.e., b(x(t)) ≥ 0,∀t ≥ 0. Therefore, the sets C1 and
C2∩, . . . ,∩Cm are forward invariant.
Remark 7. (Adaptivity of PACBFs) In the PACBF constraint (4.11), the controlu of system
(2.2) depends on the controls νi,∀i ∈ {1, . . . ,m− 1} of the auxiliary dynamics (4.8). The
control νi is only constrained by the HOCBF constraint in (4.10) since we require that pi
is a HOCBF, and there are no control bounds on νi. Therefore, we partially relax the con-
straints on the control input of system (2.2) in the PACBF constraint (4.11) by allowing the
penalty function pi(t),∀i ∈ {1, . . . ,m} to change through ν. However, the forward invari-
ance of the set C1 is still guaranteed, i.e., the original constraint b(x) ≥ 0 is guaranteed
to be satisfied. This is how a PACBF provides “adaptivity”. Note that we may not need to
define a penalty function pi for every class K function αi(·) in (4.6); we can instead define
penalty functions for only some of them.
Adaptivity to changing control bounds and noisy dynamics: In the HOCBF method,
the QPs may be infeasible in the presence of both control limitations (2.18) and the HOCBF
constraint (2.13). There are two reasons for the problem to become infeasible: (i) the con-
trol limitations (2.18) are too tight or they are time-varying such that the HOCBF constraint
(2.13) will conflict with (2.18) after it becomes active; (ii) the dynamics (2.2) are not accu-
rately modeled, there may be uncertain variables, etc. In case (ii), the HOCBF constraint
(2.13) might also conflict with (2.18) when both of them become active. This is because the
state variables also show up in the HOCBF constraint (2.13), thus, the noisy dynamics can
easily (and randomly) change the HOCBF constraint (2.13) through the (noisy) state vari-
ables such that (2.13) may conflict with the control limitations when they are also active.
However, the QP feasibility is not only improved, but in fact guaranteed as will be shown
in Thm. 12. This is because in the PACBF method the control u in the PACBF constraint
(4.11) is relaxed by νi,∀i ∈ {1, . . . ,m−1}, as discussed in Remark 7.
Theorem 11. (Xiao et al., 2021a) Given an PACBF b(x) from Def. 12 with the associ-
ated sets C1, . . . ,Cm defined by (4.7), if b(x(0)) > 0, then the satisfaction of the PACBF
constraint (4.11) is a necessary and sufficient condition for the satisfaction of the original
constraint b(x)> 0.
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Proof. If b(x(0))> 0, it follows from Thm. 10 that we can always choose proper class K
functions (linear, quadratic, etc.) such that ψ0(x(t)) = b(x)> 0 and ψi(x(t),p(t))> 0, i ∈
{1, . . . ,m−1},∀t ≥ 0. Thus, the satisfaction of the PACBF constraint (4.11) is a sufficient
condition for the satisfaction of the original constraint b(x)> 0.
Since b(x) > 0 and α1(b(x)) > 0, if b(x) reaches zero before (faster than) ḃ(x)
(< 0) does, then the system is not safe by Nagumo’s theorem (Nagumo, 1942) (i.e.,
b(x(t))> 0,∀t ≥ 0 is not satisfied). Therefore, b(x) should reach zero after (slower than)
ḃ(x) reaches zero, and there exists an upper bound for ḃ(x)−α1(b(x)) for some α1(·) (as X and
U are closed sets). Thus, if b(x(t)) > 0, there exists a penalty function p1(t) ≥ 0 (since
p1(t) is a HOCBF) such that ḃ(x) > −p1(t)α1(b(x)) for any ḃ(x) with respect to dy-
namics (2.2). With ψ0(x) = b(x) in (4.6), we have ψ̇0(x) + p1(t)α1(ψ0(x)) > 0 (i.e.,
ψ1(x,p) > 0). The ith derivative of b(x) shows in ψi, i ∈ {2, . . . ,m−1}, and we can also
prove similarly that there exists a penalty function pi(t)≥ 0 (since pi(t) is a HOCBF) such
that ψi(x,p)> 0, i ∈ {2, . . . ,m−1} in a recursive way. Eventually, there exists pm(t)≥ 0
such that ψ̇m−1(x,p)+ pm(t)αm(ψm−1(x,p))≥ 0 (i.e., ψm(x,p)≥ 0). Since ψm(x,p)≥ 0
is equivalent to the satisfaction of the PACBF constraint (4.11), it follows that the satisfac-
tion of the PACBF constraint (4.11) is a necessary condition for the satisfaction of the
original constraint b(x(t))> 0.
Note that we exclude b(x) = 0 in Thm. 11. The satisfaction of the PACBF constraint
(4.11) is equivalent to the satisfaction of b(x) ≥ 0, hence the system performance is not
reduced by the mapping of a constraint from state to control (this is how the standard CBFs
work). In essence, we have added some extra degrees of freedom to our ability to satisfy
the constraints of the original optimal control problem by augmenting system (2.2) to (4.9).
These degrees of freedom come from Π which is controlled by ν. Therefore, if the PACBF
is a legitimate CBF for the augmented system, it guarantees the satisfaction of the original
constraint and the QP feasibility. The use of a PACBF provides flexibility in constraint
satisfaction in a dynamic (time-varying) way at the expense of dealing with additional state
variables Π.
Example revisited. For the SACC problem introduced in Sec.4.1.1, we define a PACBF
with m = 2 for (4.3). We still choose α1(b(x(t))) = b(x(t)) and α2(ψ1(x(t))) = ψ1(x(t))
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in Def. 12. Suppose we only consider a penalty function p1(t) on the class K function
α1(·) and define linear dynamics for p1 in the simple form ṗ1 = ν1 (note that π1 = p1 in















Comparing the above equation with (4.5), we replace the constant p in (4.5) with p1(t),
and thus, the control u(t) is relaxed by ν1(t). This can actually guarantee the problem
feasibility as will be shown in Thm. 12.
Since u(t) depends on ν1 which has no bounds, the control input u(t) in the above
PACBF constraint is relaxed. Thus, this constraint is adaptive to the change of the control
bound umin in (4.2) and uncertainties in vp and xp(t) from the front vehicle. Note that p1(t)
should be a HOCBF for the auxiliary dynamics ṗ1 = ν1. The control input ν1 is subject to
the corresponding HOCBF constraint such that p1(t)≥ 0,∀t ≥ 0 is satisfied.
4.1.3 Optimal Control with PACBFs






where || · || denotes the 2-norm of a vector, C (·) is a strictly increasing function of its
argument, and T > 0.
Suppose system (2.2) is not accurately modeled and may also have noisy states (e.g., as
an additive term to (2.2)). In addition, system (2.2) has time-varying control bounds defined
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as umin(t),umax(t) ∈ Rq, where we assume that umin(t),umax(t) are Lipschitz continuous:
U(t) := {u ∈ Rq : umin(t)≤ u≤ umax(t)}. (4.16)
Assume a (safety) constraint b(x) ≥ 0 with relative degree m has to be satisfied by
system (2.2). We use the PACBF method to guarantee b(x) ≥ 0 so that u should satisfy
the PACBF constraint (4.11). Moreover, each νi, i ∈ {1, . . . ,m− 1} is constrained by the
HOCBF constraint (4.10) corresponding to the constraint pi(t) ≥ 0 for the auxiliary dy-
namics (4.8).
Note that the control ν from the auxiliary dynamics is only subject to the HOCBF










Fi pi > 0. The adaptivity of a PACBF depends on the auxiliary dynamics (4.8)
through νi. If νi changes too fast, it can affect the smoothness of the control u obtained
through solving the associated QPs, which may adversely affect the performance of system
(2.2).
If we add control bounds on νi, the problem feasibility may be decreased (i.e., the
adaptivity of a PACBF is weakened). If we add a quadratic penalty term ν2i into the cost
function, then pi may maintain a large value, which contradicts the penalty method from
(Xiao and Belta, 2019) (i.e., we wish to have a small enough value of pi to improve the
problem feasibility). Therefore, in order to decrease pi when it is large, we seek to minimize
νi and stabilize each pi(t) to a small enough value p∗i > 0 (for example, as recommended
by the penalty method from (Xiao and Belta, 2019) or by the optimal penalties learned
in (Xiao et al., 2020b)). We choose smaller p∗i if αi(·) is a high-order (e.g., polynomial)
function as its value is larger and requires more penalization. The choice of p∗i can provide
conditions such that the problem feasibility is guaranteed, as shown in Thm. 12.
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Assuming the auxiliary dynamics (4.8) are input-output linearized (otherwise, we per-
form input-output linearization), we can use either the tracking control from (Khalil, 2002)
or the CLF to stabilize pi(t), i.e., if m = 1, we minimize (p1− p∗1)2, if m = 2, we define a




−k1(pi− p∗i ), i = m−2,
−k1(pi−p∗i )−k2 pi,2−. . . ,−km−i−1 pi,m−i−1,
i < m−2,
(4.18)
where k1 > 0, . . . ,km−i−1 > 0. In the last equation, if i = m− 1, we can directly define a
CLF Vi(πi) := (pi− p∗i )2 as in Def. 5.
Then, we can define a CLF Vi(πi) := (pi,m−i− p̂i,m−i)2, i ∈ {1, . . . ,m−1} (the relative
degree of Vi(πi) is one) to stabilize each pi with c2 = ε > 0 in Def. 5, so that any control
input νi should satisfy:
LFiVi(πi)+LGiVi(πi)νi + εVi(πi)≤ δi (4.19)
where δi is a relaxation variable that we seek to minimize.
In all cases, we may also want to stabilize pm which is not differentiated, by minimizing
(pm− p∗m)2. Therefore, letting δ := (δ1,δ2, . . . ,δm−1), we can reformulate the cost (4.15)

















subject to (2.2), (4.16), (4.11), (4.8), the HOCBF constraint in (4.10) for each pi ≥ 0, i ∈
{1, . . . ,m− 1}, pm(t) ≥ 0, and the CLF constraint (4.19). In (4.20), Wi > 0,Pi > 0, i ∈
{1, . . . ,m−1}, and Q ≥ 0. We can then use the QP-based approach introduced at the end
of Sec. 2.1 to solve (4.20).
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Finding the weights in (4.20) may not be a simple task, as the ranges of the associated






























subject to the same constraints as (4.20), where c0+∑m−1i=1 Wi+∑
m−1
i=1 Pi+Q = 1. The upper
bounds above are chosen so that ulim = supu∈U C (||u(t)||), νi,max > 0, δi,max > 0, pm,max >
0. Since νi(t),δi(t), pm(t) do not have any natural upper bounds, it is hard to determine
νi,max,δi,max, pm,max. However, we can exploit the fact that νi,max,δi,max, pm,max are always
desired to have small values and set these to be the largest acceptable values, depending on
the problem of interest.
Complexity: The time complexity of each QP is polynomial in the dimension d > 0 of
decision variables. In the HOCBF-based QP, d = q, where q is the dimension of the control
u. However, in (4.21), d = q+ 2m− 1. We increase the adaptivity of the CBF method at
the expense of more computation time, but the PACBF-based QP is still fast enough, as
also seen in Sec. 4.4.
Due to the point-wise solving method of the QP (4.21) introduced at the end of Sec. 2.1,
we can claim that an optimal control problem is “intrinsically” infeasible starting at some
time instant when the safety constraint b(x) ≥ 0 conflicts with the control bounds (4.16)
no matter how we choose the control law for system (2.2). The PACBF constraint (4.11) is
active when (u,ν) makes both (4.11) and (4.10) equalities. If the PACBF constraint (4.11)
becomes active earlier, the QP (4.21) is easier to be feasible as system (2.2) has a longer
time horizon to adjust its state under control bounds (4.16). Let t f ≥ 0 denote the last
time that the problem (4.15), subject to (4.16) and b(x) ≥ 0, is feasible. In the following
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theorem, we provide conditions such that the feasibility of the QP (4.21) is guaranteed:
Theorem 12. (Xiao et al., 2021a) Suppose x(0) is not on the boundary of C1. If the PACBF
constraint (4.11) is active before t f , then the QP (4.21) feasibility is guaranteed.
Proof. Since x(0) is not on the boundary of C1, we have by Thm. 11 that the satisfaction
of the PACBF constraint (4.11) is a necessary and sufficient condition for the satisfaction
of b(x)≥ 0, thus, b(x)≥ 0⇔ (4.11), and the mapping of a constraint from the state onto
the control will not limit the control that system (2.2) can take with respect to the original
problem (4.15), subject to (4.16) and b(x)≥ 0. As the problem (4.15), subject to (4.16) and
b(x) ≥ 0, is feasible, there exists a control law such that the problem is feasible after the
PACBF constraint (4.11) becomes active, hence the QP (4.21) feasibility is guaranteed.
Remark 8. In order to apply Thm. 12, we may try to find p̄i > 0, i ∈ {1, . . . ,m} with
p∗i = p̄i in (4.19) such that system (2.2) should take u(t) = umax(t) or umin(t) (or mixture
of maximum and minimum controls), ∀t ≥ ta to make the QP (4.21) feasible, where ta ≥ 0
denotes the time that the PACBF constraint (4.11) first becomes active. Then, any p∗i ≤
p̄i,∀i ∈ {1, . . . ,m} can make the QP (4.21) feasible with the PACBF method, as smaller
penalties make the PACBF constraint become active earlier (Xiao and Belta, 2019). When
noise is involved and it is bounded, we can apply the worst-case noise (i.e., its bound) to
system (2.2) and, as above, find the p̄i > 0 with p∗i = p̄i in (4.19) such that system (2.2)
should take u(t) = umax(t) or umin(t) (or mixture of maximum and minimum controls),
∀t ≥ ta to make the QP (4.21) feasible. Then any p∗i ≤ p̄i would work when the noise is
within the bound.
4.2 Relaxation-Adaptive Control Barrier Functions
In this section, we introduce the Relaxation-Adaptive CBF (RACBF). The RACBF
works similarly as the PACBF, but tries to obtain adaptivity through a relaxation variable
from the original constraint instead of introducing penalty functions to the HOCBF in Def.
8.
4.2.1 Relaxation-Adaptive CBF
Recall that in PACBFs we define ψ0(x) = b(x) for a relative degree m function b(x),
where b : Rn→ R, and introduce multiplicative penalty functions to all class K functions
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in (4.6) to obtain adaptivity. As an alternative, we may also relax ψ0 in the form:
ψ0(x,r(t)) := b(x)− r(t), (4.22)
where r(t) ≥ 0 is a relaxation that plays a similar role as penalty functions in a PACBF to
obtain adaptivity.
We require that r(t) ≥ 0,∀t ≥ 0, therefore, we define r(t) to be a HOCBF, similar
to the definition of b(x) ≥ 0 in Def. 8. Just like b(x) is associated with the dynamic
system (2.2), we need to introduce an auxiliary dynamic system for r(t). Moreover, as
in Def. 8, the relaxation r(t) will be differentiated m times. Thus, we define R(t) :=
(r1(t),r2(t), . . . ,rm(t))∈Rm, where r1(t)≡ r(t) and r j ∈R, j ∈ {2, . . . ,m} are the auxiliary
state variables for which we define input-output linearizable auxiliary dynamics for r(t) (we




where y denotes the output, f0 : Rm→ Rm, g0 : Rm→ Rm, and ν ∈ R denotes the control
input for the auxiliary dynamics (4.23). The exact forms of f0,g0 may be defined based
on a specific application. For simplicity, we usually adopt a linear form. We can initialize
r(0) to any real number vector as long as r(0)> 0.
In order to properly define the RACBF, we augment system (2.2) with the auxiliary























where F : Rn+m→ Rn+m,G : Rn+m→ R(n+m)×(q+1).
Since r is a HOCBF with relative degree m for (4.23), similar to (2.13), we define a
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constraint set U0(R) for ν:
U0(R)={ν ∈ R : Lmf0r+[Lg0L
m−1
f0 r]ν+S(r)+αm(ψm−1(r))≥ 0}, (4.25)
where ψm−1(r) is defined similar to (2.10).
With the auxiliary dynamics (4.23), we have ψ0(x,R) = b(x)− r. We define a se-
quence of functions ψi : Rn+m→ R, i ∈ {1, . . . ,m} in the form:
ψi(x,R) := ψ̇i−1(x,R)+αi(ψi−1(x,R)), i ∈ {1, . . . ,m}, (4.26)
where αi(·), i ∈ {1, . . . ,m} denotes a (m− i)th order differentiable class K function.
We further define a sequence of sets Ci, i ∈ {1, . . . ,m} associated with (4.26) in the
form:
Ci := {(x,R) ∈ Rn+m : ψi−1(x,R)≥ 0}, i ∈ {1, . . . ,m}. (4.27)
Definition 13. Let Ci, i ∈ {1, . . . ,m} be defined by (4.27), ψi(x,R), i ∈ {1, . . . ,m} be de-
fined by (4.26) with ψ0(x,R) := b(x)− r(t), and the auxiliary dynamics be defined by
(4.23). A function b : Rn→R is a Relaxation-Adaptive Control Barrier Function (RACBF)
with relative degree m for (4.24) if r is a HOCBF with relative degree m for the auxiliary
dynamics (4.23), and there exist (m− i)th, i ∈ {1, . . . ,m− 1} order differentiable class K













for all (x,R)∈C1∩, . . . ,∩Cm. In (4.28), S(ψ0(x,R)) denotes the remaining Lie derivative
terms of ψ0(x,R) along F with degree less than m.
Theorem 13. (Xiao et al., 2021a) Given a RACBF b(x) from Def. 13 with the associated
sets C1, . . . ,Cm defined by (4.27), if (x(0),R(0) ∈ C1∩, . . . ,∩Cm, then any Lipschitz con-
tinuous controller (u(t),ν(t)) that satisfies (4.28), ∀t ≥ 0 renders C1∩, . . . ,∩Cm forward
invariant for system (4.24), and renders b(x(t))≥ 0,∀t ≥ 0 for system (2.2).
Proof. It follows from Thm. 4 that the set C1∩, . . . ,∩Cm is forward invariant for system
(4.24). Since r(t) is a HOCBF, we also have r(t)≥ 0,∀t ≥ 0. Since C1 is forward invariant,
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we have ψ0(x(t),R(t)) = b(x(t))− r(t) ≥ 0,∀t ≥ 0. Therefore, b(x(t)) ≥ r(t) ≥ 0,∀t ≥
0.
Remark 9. (Adaptivity of RACBF) The control u of system (2.2) depends on the control ν
of the auxiliary system (4.23) in the RACBF constraint (4.28). Similar to the PACBF, the
control ν is only constrained by the HOCBF constraint in (4.25) since we require that r is
a HOCBF. Therefore, we also relax the constraints on the control input of system (2.2) in
the RACBF by allowing the relaxation r to be time-varying. The satisfaction of the original
constraint b(x)≥ 0 is still guaranteed. This is how a RACBF provides “adaptivity”. This
adaptivity can guarantee problem feasibility under time-varying control bounds and noisy
dynamics if some additional conditions are satisfied, as will be discussed in the next section.
4.2.2 Optimal Control with RACBF
Consider an optimal control problem for system (2.2) with the cost defined as (4.15),
and the time-varying control bounds defined as (4.16).
Assume a (safety) constraint b(x) ≥ 0 with relative degree m has to be satisfied by
system (2.2). We use the RACBF method to guarantee b(x) ≥ 0 so that u should satisfy
the RACBF constraint (4.28). Moreover, each ν is constrained by the HOCBF constraint
(4.25) corresponding to the constraint r(t)≥ 0 for the auxiliary dynamics (4.23).
However, if R(t) = 0,∀t ∈ [0,T ], we have ν = 0 following from (4.23) and (4.25).
Then, a RACBF loses its adaptivity as the control u is not relaxed by ν in the RACBF
constraint (4.28). Similar to the penalty function pi(t) of a PACBF, we also use a CLF
to stabilize r(t) to some desirable value r∗ > 0. Assuming the auxiliary dynamics (4.8)
are input-output linearized (otherwise, we perform input-output linearization), we can use
either the tracking control from (Khalil, 2002) or the CLF to stabilize r(t), i.e., if m = 1, we
define a CLF V (r) := (r− r∗)2 as in Def. 5, and if m≥ 2, we find a desired state feedback
form r̂m for rm (note that r1 ≡ r in (4.23)):
r̂m =
{
−k1(r− r∗), m = 2,
−k1(r−r∗)−k2r2−. . . ,−km−1rm−1,m > 2,
(4.29)
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where k1 > 0, . . . ,km−1 > 0.
Remark 10. The desired value r∗ should be chosen such that the problem itself is feasible
when the RACBF constraint (4.28) first becomes active. We may find some r̄ > 0 such that
the problem is feasible under the worst-case conditions (e.g., the maximum approaching
speed of a vehicle towards another vehicle) and worst-case noise (i.e., its bound). Then
any r∗ ≥ r̄ would work when the noise is within the bound. The exact choice of r∗ depends
on the particular application. For the adaptive cruise control problem, we should choose
r∗ to be no less than the minimum braking distance as in (Ames et al., 2014).
Then, we can define a CLF V (R) := (rm− r̂m)2 (the relative degree of V (R) is one) to
stabilize r with c2 = ε > 0 in Def. 5, so that any control input ν should satisfy:
L f0V (R)+Lg0V (R)ν+ εV (R)≤ δr (4.30)
where δr is a relaxation variable that we want to minimize.





C (||u(t)||)+Prν2(t)+Prδ2r (t)dt (4.31)
subject to (2.2), (4.16), (4.28), (4.23), the HOCBF constraint in (4.25) for r ≥ 0, and the
CLF constraint (4.30). In (4.31), Pr > 0. We can then use the QP-based approach intro-
duced at the end of Sec. 2.1 to solve (4.31). We can also normalize each term in (4.31) and
form a convex combination as in (4.21).
Complexity: In (4.31), the time complexity is still polynomial in the dimension d of
the decision variables, where d = q+ 2. Note that this is smaller than q+ 2m− 1 in the
PACBF method (the relative degree m does not affect the complexity).
Remark 11. (Forward invariance of RACBF with noise) In order to make sure that b(x)≥
0 is guaranteed under noisy dynamics, we can make r≥ ra > 0 instead of r≥ 0, i.e., define
r− ra as a HOCBF. The value of ra depends on the magnitude of the noise level.
Comparison between PACBF and RACBF: The PACBF achieves adaptivity by using
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penalty functions in its definition, and this can alleviate the conservativeness of the CBF
method, while the RACBF achieves adaptivity through a relaxation variable. The definition
of a RACBF is close to a HOCBF in Def. 8 such that its conservativeness still exists, while
a PACBF is not conservative following Thm. 11. Therefore, a PACBF has better adap-
tivity than a RACBF. However, as already stated, RACBF has better time complexity than
PACBF. The trade-off between adaptivity and complexity depends on the available com-
putational resources - PACBF is preferable if computational resources are available. We
can also combine these two alternative approaches by simultaneously adding a relaxation
variable as in (4.22) and multiplying (partially) penalty functions as in (4.6).
4.3 ACC Problem Formulation
In this section, we consider the Adaptive Cruise Control (ACC) problem, which is a
more realistic version of the Simplified ACC (SACC) problem introduced in Sec. 4.1.1.
Vehicle Dynamics: Instead of the simple dynamics in (4.1), we consider more accurate





















where M denotes the mass of the controlled vehicle and Fr(v(t)) denotes the resistance
force, which is expressed (Khalil, 2002) as: Fr(v(t)) = f0sgn(v(t)) + f1v(t) + f2v2(t),
where f0 > 0, f1 > 0 and f2 > 0 are scalars determined empirically. The first term in
Fr(v(t)) denotes the Coulomb friction force, the second term denotes the viscous friction
force and the last term denotes the aerodynamic drag.
Vehicle limitations consist of vehicle constraints on speed and acceleration:
vmin ≤ v(t)≤ vmax,∀t ∈ [0, t f ],
−cd(t)Mg≤ u(t)≤ ca(t)Mg,∀t ∈ [0, t f ],
(4.33)
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where vmax > 0 and vmin ≥ 0 denote the maximum and minimum allowed speeds, while
cd(t)> 0 and ca(t)> 0 are deceleration and acceleration coefficients, respectively, and g is
the gravity constant.
Safety constraint consists of the safety requirement (4.3).
Objective 1 (Desired speed) The controlled vehicle should achieve a desired speed
vd > 0.










Problem 2. Determine control laws to achieve Objectives 1 and 2 subject to the vehicle
limitations (4.33) and safety constraint (4.3) for the vehicle governed by dynamics (4.32).
To solve Problem 2, we will use an AdaCBF (PACBF or RACBF) to implement con-
straint (4.3) and use HOCBFs to impose constraints (4.33) on the control input. We will
also use a CLF as in Def. 5 to achieve Objective 1. We seek to achieve Objective 2 through
a minimization problem with the cost in (4.34). We adopt the QP-based method introduced
in (Ames et al., 2014). The relative degree of (4.3) is 2, so we define an AdaCBF with
m = 2 for it.
To achieve Objective 1, we use a CLF to stabilize v(t) to vd and relax the corresponding
constraint (2.6) to make it a soft one (Ames et al., 2012). Consider a Lyapunov function
Vacc(x(t)) := (v(t)− vd)2, with c1 = c2 = 1 and c3 = ε > 0 in Def. 5. Any control input
u(t) should satisfy for all t ∈ [0, t f ] (the explicit form is omitted but can be found in (Xiao
and Belta, 2019)):
L fVacc(x(t))+εVacc(x(t))+LgVacc(x(t))u(t)≤ δacc(t) (4.35)
Here, δacc(t) is a relaxation variable that makes (4.35) a soft constraint.
To impose the Vehicle limitations, note that the relative degrees of the speed limit
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constraints are 1. Therefore, we use HOCBFs with m = 1 to map these constraints from the
speed v(t) to the control input u(t). Let b1(x(t)) := vmax−v(t), b2(x(t)) := v(t)−vmin and
choose α1(bi) = bi, i ∈ {1,2} in Def. 8 for both HOCBFs. Then, any control u(t) should
satisfy (the explicit form is omitted but can be found in (Xiao and Belta, 2019)):
L f b1(x(t))+Lgb1(x(t))u(t)+b1(x(t))≥ 0,
L f b2(x(t))+Lgb2(x(t))u(t)+b2(x(t))≥ 0,
(4.36)
Since the control limitations are already constraints on the control input, we obviously do
not need HOCBFs for them.
Safety constraint with PACBF: Since the HOCBF constraint for (4.3) can easily con-
flict with the control limitations in (4.33), we use an AdaCBF with m = 2, the relative




Note that in the above equations, we define α1(·) as a quadratic function. We define high
order class K functions (such as high order polynomials) in order to make the original
constraint b(x)≥ 0 not be violated by the noise, as shown in (Xiao and Belta, 2019).
We then define the auxiliary dynamics (4.8) for p1(t) and adopt the form:
ṗ1(t) = ν1(t), (4.38)
There are no derivatives involved for p2(t), so we just set p2(t)≥ 0,∀t ≥ 0 to be determined.
Combining the dynamics (4.32), (4.38) with (4.37), any control input u(t) should satisfy
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u(t)+ b2(x(t))︸ ︷︷ ︸
LG1 p1(t)α2(ψ1)
ν1(t)
+2p1(t)b(x(t))L f b(x(t))+ p2(t)ψ1(x(t),p(t))≥0.
(4.39)
Since p1(t) has to be a HOCBF and its relative degree is 1 for (4.38), any control input
ν1(t) should satisfy the HOCBF constraint (4.10) which in this case is (taking α1 as a






with p1(0) > 0. Finally, we wish to stabilize p1(t) to a desired p∗1 > 0 (usually a small
number), and define a CLF V1(p1(t)) := (p1(t)− p∗1)2 with c1 = c2 = 1 and c3 = ε > 0 in
Def. 5. Any control input should satisfy:
0︸︷︷︸
LF1V1(p1(t))
+2(p1(t)− p∗1)︸ ︷︷ ︸
LG1V1(p1(t))
ν1(t)+ εV1(p1(t))≤ δ1(t). (4.41)
Note that we also wish to minimize (p2(t)− p∗2)2, where p∗2 > 0.
Safety constraint with RACBF: We can also use a RACBF with m = 2 to implement





where k1 > 0,k2 > 0 are two constants instead of the penalty functions in (4.37). We then
define the auxiliary dynamics (4.23) for r(t) and adopt the form ṙ(t) = r2(t), ṙ2(t) = ν(t).
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Combining dynamics (4.43) with (4.42), any control input (u(t),ν(t)) should satisfy the
















Following Remark 11, let br(R(t)) = r(t)− ra, where ra > 0. br(R(t)) has to be a
HOCBF whose relative degree is 2 for the auxiliary dynamics. Taking α1,α2 as linear
functions in Def. 8, any control input ν(t) should satisfy the HOCBF constraint (4.25)






with r(0)> 0. Finally, we also wish to stabilize r(t) to a desired r∗ > 0, and define a CLF
V (R(t)) := (r2(t)+k1(r(t)− r∗))2 with k1 > 0, c1 = c2 = 1 and c3 = ε > 0 in Def. 5. Any
control input should satisfy:
2(r2(t)+ k1(r(t)− r∗))(ν(t)+ k1r2(t))+ εV (R(t))≤ δr(t). (4.46)
ACC Problem Reformulation: As explained at the end of Sec. 2.1, we partition the
time interval [0,T ] into a set of equal time intervals {[0,∆t), [∆t,2∆t), . . .}, where ∆t > 0.
In each interval [k∆t,(k+1)∆t) (k = 0,1,2, . . . ), we assume the control is constant (i.e., the
overall control will be piece-wise constant), and reformulate Problem 1 as a sequence of
74

























M2 0 0 0 0
0 2pacc 0 0 0
0 0 0 0 0
0 0 0 2P1 0
0 0 0 0 2Q
,
where pacc > 0,W1 > 0,P1 > 0,Q ≥ 0. We also assume F is a constant vector in each
interval. The cost (4.47) is subject to (4.32), (4.35), (4.36), (4.38)-(4.41) and the control
bounds in (4.33). The explicit form is omitted for simplicity, but can be found in (Xiao
et al., 2020a). After solving each QP, we update (4.32) with u∗(t), update (4.38) with ν∗1(t),
and update p2(t) with p∗2(t), ∀t ∈ (k∆t,(k+1)∆t).


















M2 0 0 0
0 2pacc 0 0
0 0 2Pr 0
0 0 0 2Pr
,
where Pr > 0, subject to (4.43), (4.35), (4.36), (4.44)-(4.46) and the control bounds in
(4.33). After solving each QP, we update (4.43) with u∗(t),ν∗(t), ∀t ∈ (k∆t,(k+1)∆t).
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4.4 Implementation and Results
In this section, we show how our proposed AdaCBFs can address the conservativeness
of standard CBFs (Wieland and Allgower, 2007), (Ames et al., 2017) and consider time-
varying bounds. We consider the ACC problem (Problem 2) under noisy dynamics and
time-varying control bounds (due to tire slipping, different road surfaces, etc.), and imple-
ment the AdaCBF approaches for solving Problem 2 in MATLAB to illustrate the adaptive
properties described in Secs. 4.1 and 4.2. We used quadprog to solve the QPs and ode45
to integrate the dynamics. All the computation was performed on a Intel(R) Core(TM)
i7-8700 CPU @ 3.2GHz×2.
The parameters are v(0) = 20m/s, z(0) = 100m, vp = 13.89m/s, vd = 24m/s, M =
1650kg, g= 9.81m/s2, f0 = 0.1N, f1 = 5Ns/m, f2 = 0.25Ns2/m, lp = 10m, vmax = 30m/s,
vmin = 0m/s, ∆t = 0.1s, ε= 10, ca(t)= 0.4. If we apply the HOCBF approach to implement
the safety constraint (4.3) with fixed p1(t) = 0.1, p2(t) = 1 and cd(t) = 0.4, the QPs will be
infeasible after the corresponding HOCBF constraint becomes active. Therefore, we need
an AdaCBF to implement this safety constraint, as shown next.
4.4.1 Implementation with PACBFs
As motivated in (4.21), we first normalize each term in the cost (4.47) by dividing










respectively, where δacc,max denotes the maximum value of δacc, and set pacc = c0 =
e−12,W1 = 2e−12, P1 = Q = 0.5.
Adaptivity to the changing control bound −cd(t)Mg: We first study what happens
when we change the lower control bound −cd(t)Mg. In each simulated trajectory, we set
the lower control bound coefficient cd(t) to a different constant or to be time-varying (e.g.,
linearly decreasing cd(t)). In this case, we set T = 30s, p1(0) = p∗1 = 0.1, p
∗
2 = 1. We first
present a case study of linearly decreasing cd(t) representing, for example, tires slipping, as
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shown in Fig. 4·1. When we decrease cd(t) (weaken the braking capability of the vehicle)
after the HOCBF constraint becomes active, the QPs can easily become infeasible in the
HOCBF method, as the red curve shows in Fig. 4·1: reading the red curve from right to left
as the value of b(x) becomes small as time goes by, the speed is initially stabilized to vd
until the HOCBF constraint becomes active. It is important to note that at some point a QP
becomes infeasible. However, using the PACBF method, the QPs are always feasible (blue
curve in Fig. 4·1), demonstrating the adaptivity of the PACBF to the time-varying control
bound (wheels slipping).
The computational time of the QP at each time step for both the HOCBF and PACBF
methods is less than 0.01s. Note that there is a control overshot when b(x) is small; this
can be alleviated by increasing the weight on the control u(t) or by decreasing the weights
P1,Q after the control constraint becomes inactive, as seen by the blue curve in Fig. 4·2.
Figure 4·1: Control input u(t) variation as b(x(t))→ 0 for HOCBF and
PACBF for linearly decreasing cd(t) (0.37 → 0.2) after the PACBF (or
HOCBF) constraint (4.39) becomes active. The arrow denotes the changing
trend for b(x(t)) that captures the safety constraint (4.3) (distance between
vehicles) with respect to time.
The simulated trajectories for different (constant) cd(t) values (e.g., as the vehicle en-
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Figure 4·2: Control input u(t) variations as b(x(t))→ 0 under different and
time-varying control lower bounds. The arrow denotes the changing trend
for b(x(t)) with respect to time. b(x) ≥ 0 implies the forward invariance
of C1 := {x : b(x)≥ 0}
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Figure 4·3: Penalty functions p1(t), p2(t) and control input u(t) profiles
under different and time-varying control lower bounds. The change in the
values of the penalty functions p1(t), p2(t) demonstrates the adaptivity of
the PACBF to changes in the control bound (or tight control bound).
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counters different road surfaces) are shown in Figs. 4·2 and 4·3. As shown in Fig. 4·2,
when cd(t) = 0.4, the QPs exhibit good feasibility. This induces only a small change in
the penalty variable p1(t) and no change in p2(t), as shown in Fig. 4·3. As we decrease
cd(t) (i.e., limit the braking capability of the vehicle), the variation in the penalty p1(t)
becomes large after the PACBF constraint (4.39) becomes active. When cd(t) = 0.23, the
vehicle needs to brake with u(t) = −cd(t)Mg almost all the way to the safety constraint
(4.3) becoming active, as the green curves show in Figs. 4·2 and 4·3. On the other hand,
the penalty functions p1(t), p2(t) both change to a large value, as shown in Fig. 4·3. If we
further decrease cd(t), the safety constraint (4.3) will be violated. The change in the values
of the penalty functions p1(t), p2(t) demonstrates the adaptivity of the PACBF to changes
in the control bound. The penalty method (Xiao and Belta, 2019) has shown that smaller
penalties are needed to improve QP feasibility before the HOCBF constraint becomes ac-
tive, but the PACBF shows that we may actually want to increase the value of the penalties
after the PACBF constraint becomes active, as the last plot in Fig. 4·3 demonstrates (a
similar phenomenon is observed in a different example in (Xiao et al., 2020a)).
Adaptivity to noisy dynamics: Suppose we add two noise terms w1(t),w2(t) to the
speed and acceleration in (4.32), respectively, where w1(t),w2(t) denote two random pro-
cesses defined in an appropriate probability space. In the simulated system, w1(t),w2(t)
randomly take values in [−2m/s,2m/s] and [−0.45m/s2,0.45m/s2] with equal probabil-
ity at time t, respectively. We fix the value of cd(t) to 0.23 in (4.33) and set T = 30s,
p1(0) = p∗1 = 0.1, p
∗
2 = 1. The simulation results under different noise levels are shown
in Figs. 4·4 and 4·5, the noise is based on [−2m/s,2m/s] and [−0.45m/s2,0.45m/s2] for
w1(t),w2(t), respectively.
When the control constraint is active, i.e., u(t) =−cd(t)Mg, it can easily conflict with
the HOCBF constraint (if we apply the HOCBF method) that is subjected to noise which
may make the safety constraint (4.3) violated as the blue line shows in Fig. 4·5. However,
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Figure 4·4: Penalty functions p1(t), p2(t) and control input u(t) profiles un-
der different noise levels. The change in the values of the penalty functions
p1(t), p2(t) demonstrates the adaptivity of the PACBF to the control bound
and noise.
Figure 4·5: Profiles of b(x),ψ1(x, p1) under different noise levels for
PACBF and HOCBF, b(x)≥ 0,ψ1(x, p1)≥ 0 imply the forward invariance
of C1 and C2.
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the PACBF constraint is relaxed by the penalty functions p1(t) (through ν1(t)) and p2(t),
hence, it is adaptive to different noise levels and can enable the feasibility of the QPs, as
seen in Fig. 4·4.
The forward invariance of C1 := {x : b(x) ≥ 0} and C2 = {(x, p1) : ψ1(x, p1) ≥ 0}
is illustrated in Fig. 4·5. Note that ψ1(x, p1) might be temporarily negative due to noise
during simulation, but will be positive again soon after. This is due to the definition of
ψ2 := ψ̇1 + p2(t)ψ1 in (4.37), in which α2(·) is defined as an extended class K function
(linear function), as shown in (Ames et al., 2017). When ψ1 < 0, the PACBF constraint
ensures ψ̇1+ p2(t)ψ1 ≥ 0, thus, ψ̇1 ≥−p2(t)ψ1 > 0 since p2(t)> 0. Therefore, ψ1 will be
increasing and eventually becomes positive. In this paper, we have considered high-order
polynomial class K functions to make ψi stay away from zero (Xiao and Belta, 2019) such
that b(x) ≥ 0 is guaranteed in the presence of noise. The forward invariance guarantee
can also be achieved by considering the noise bounds in the PACBF constraint. Note that
we can also define α2(·) as a quadratic function in the definition of the PACBF in (4.37)
to make ψ1(x, p1) also stay away from 0 in Fig. 4·5, and define α1(·) as a higher-order
polynomial function to make the PACBF b(x) stay further away to 0, so that it can be
adaptive (in the sense of both QP feasibility and forward invariance) to higher noise levels.
Leveraging the cost and the stabilization: As shown in Fig. 4·2, we have to tune
the weights P1,Q to avoid the control overshooting when b(x) is small, i.e., the constraint
close to being violated. This is due to the huge relative value between c0 and P1, and the
cost (4.15) is not actually minimized in a proper way. Here, we provide a simple approach
to leverage the cost and the stabilization. We put a small weight on the relaxation δi in the
CLF constraint (4.19), i.e., we replace (4.19) by
LFiVi(πi)+LGiVi(πi)νi + εVi(πi)≤ ηδi (4.49)
where η > 0 is a small number. Thus, we are limiting the relaxation of stabilizing pi to p∗i
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in (4.49) through η.
Then, we use the CLF form in (4.49) to leverage the cost and the stabilization. We nor-
malize each term in the cost (4.47) as above, and set pacc = c0 = P1 = e−5,W1 = 2e−5,Q =
1, and η = e−5 with the CLF constraint (4.49). The simulation results are shown in Fig.
4·6. With the CLF constraint (4.49), we can significantly decrease the relative values of
P1,Q with respect to other weights, while avoiding control overshooting.
Figure 4·6: Control input u(t) variation as b(x(t))→ 0 for PACBF with
or without leveraging for linearly decreasing cd(t) (0.37 → 0.2) after the
PACBF constraint (4.39) becomes active.
4.4.2 Implementation with RACBFs
In this section, we study the adaptivity of RACBFs. We first normalize each term in






respectively, where νmax denotes the maximum value of ν, and set c0 = pacc = e−4,Pr =
0.5,ra = 1m,r(0) = (3,0).
We also change the lower control bound−cd(t)Mg in this subsection. In each simulated
trajectory, we set the lower control bound coefficient cd(t) to a different constant or to be
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time-varying (e.g., linearly decreasing cd(t)). In this case, we set T = 30s, p1 = 0.1, p2 = 1.
We first present a case study of linearly decreasing cd(t) representing, for example, tires
slipping, as shown in Fig. 4·7. When we decrease cd(t) (weaken the braking capability
of the vehicle) after the HOCBF constraint becomes active, the QPs can easily become
infeasible in the HOCBF method, as the brown curve shows in Fig. 4·7. It is important
to note that at some point a QP becomes infeasible. However, using the RACBF method,
the QPs are always feasible (blue curve in Fig. 4·7), demonstrating the adaptivity of the
RACBF to the time-varying control bound (wheels slipping).
Figure 4·7: Control input u(t) variation as b(x(t))→ 0 for HOCBF and
RACBF for linearly decreasing cd(t) (0.37 → 0.2) after the RACBF (or
HOCBF) constraint (4.39) becomes active.
The computational time at each time step for the RACBF method is less than 0.01s in
MATLAB (Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz×2). The simulated trajectories for
different (constant) cd(t) values (e.g., as the vehicle encounters different road surfaces) are
shown in Figs. 4·8 and 4·9. Similar to the PACBF, the RACBF can also be adaptive to
the time-varying control bounds. The adaptivity of RACBF to noise is shown in the next
subsection.
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Figure 4·8: Control input u(t) variations as b(x(t))→ 0 under different and
time-varying control lower bounds for RACBFs.
4.4.3 Comparison between PACBF and RACBF
In this section, we compare the PACBF and RACBF methods. We first normalize the
two costs (4.47) and (4.48) as in the last two subsections, and set c0 = pacc = 0.005,Pr =
0.495,ra = 1m for (4.48) and set pacc = c0 = e−12,W1 = 2e−12, P1 = Q = 0.5 for (4.47).
The lower control bound coefficient is cd(t) = 0.23. p∗1 = 0.1, p
∗
2 = 1 for the PACBF, and
k1 = 0.1,k2 = 1 for the RACBF. In the simulated system, w1(t),w2(t) randomly take values
in [−4m/s,4m/s] and [−0.9m/s2,0.9m/s2] with equal probability at time t, respectively.
The simulation results are shown in Figs. 4·10 and 4·11.
It follows from Fig. 4·10 that the RACBF method is still conservative such that it
cannot utilize the space marked in the figure to obtain the adaptivity. This is due to the fact
that the RACBF method obtains adaptivity by the relaxation r(t), and this will make the
RACBF constraint become active earlier than the PACBF method, as shown in Fig. 4·10.
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Figure 4·9: Relaxation r(t),r2(t) and control input u(t) profiles under dif-
ferent and time-varying control lower bounds. The change in the values
of the relaxation r(t),r2(t) demonstrates the adaptivity of the RACBF to
changes in the control bound (or tight control bound).
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Figure 4·10: Adaptivity comparison between the PACBF and RACBF
methods.
The PACBF is not conservative, and thus is more adaptive than the RACBF. However, the
complexity of a PACBF increases faster than the one of a RACBF as the relative degree m
of the constraint becomes larger. It follows from Fig. 4·11 that the satisfaction of b(x)≥ 0
under noise is guaranteed with both the PACBF and RACBF methods. The QPs are always
feasible.
The AdaCBFs we considered in this chapter may fail to work in a unknown environ-
ment since a system usually has limited sensing range, in which case we need to consider
feasibility robustness. This can be addressed using machine learning techniques, as intro-
duced in the next chapter.
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Figure 4·11: Profiles of b(x),ψ1(x, p1) under noise for PACBF, RACBF




Learning the Feasibility Robustness
In this chapter, we consider how to guarantee safety in a unknown environment and how
to learn a feasibility constraint for complex unsafe sets using machine learning techniques.
Both a parameter learning approach and a sampling learning approach are introduced. In
Sec. 5.1, a general constrained optimal control problem is formulated. The parameter
learning and sampling learning approaches are introduced in Sec. 5.2 and Sec. 5.3, respec-
tively. This chapter concludes with case studies on a robot control problem and autonomous
driving in Sec. 5.4.
5.1 Problem Formulation and Approach
In a unknown environment, consider an optimal control problem for system (2.2) with





C (||u(t)||)dt + p0||x(t f )−K||2, (5.1)
where || · || denotes the 2-norm of a vector; t f denote the final time; C is a strictly increasing
function of its argument (usually assumed quadratic). K ∈Rn is an equilibrium for system
(2.2) and p0 > 0.
Constraint 1 (Unsafe state sets): Let S denote an index set for unsafe (state) sets whose
locations are unknown but can be determined by on-boarded sensors. System (2.2) avoids
each unsafe set j ∈ S if the state of system (2.2) satisfies:
b j(x(t))≥ 0,∀t ∈ [0, t f ], (5.2)
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where b j : Rn→R is continuously differentiable. We define a unsafe set as a regular one if
the problem feasibility does not depend on the system initial condition, and define it as an
irregular one otherwise. An irregular unsafe set generally corresponds to irregular shapes.
An example of a regular unsafe set is the circular obstacle from (5.21) in Sec. 5.4, and an
example of an irregular unsafe set is a rectangle or the over-lapped circular obstacle from
Fig. 5·7.
Constraint 2 (State and control limitations): Assume we have a set of constraints on
control input of system (2.2) as in (2.18) and on the state in the form:
xmin ≤ x(t)≤ xmax,∀t ∈ [0, t f ] (5.3)
where xmin ∈ Rn and xmax ∈ Rn denote the minimum and maximum state vectors respec-
tively, and the inequalities are interpreted componentwise. Note that system state con-
straints can usually be relaxed, thus we distinguish them from the safety constraint (5.2).
The control bounds in (2.18) usually denote the system control capability, and thus are hard
constraints.
A control policy for system (2.2) is feasible if the hard constraints (5.2) and (2.18)
are satisfied.
In this paper, we consider the following problem:
Problem 3. Find a feasible control policy for system (2.2) in a unknown environment
such that the cost (5.1) is minimized, and state constraints (5.3) are satisfied.
We use High Order CBF (HOCBF) (Xiao and Belta, 2019) to implement (5.2) and CLF
(Ames et al., 2012) to enforce the terminal constraint in (5.1). By defining a Lyapunov
function V (x) := (x−K)T P(x−K), with P positive definite, c1 = c2 = 1 and c3 = ε > 0
in the definition of a CLF, any control u(t) should satisfy:
L fV (x)+LgV (x)u+ εV (x)≤ δ(t). (5.4)
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where δ(t) is a time-varying relaxation.
In order to define a HOCBF for a constraint b(x) ≥ 0 with relative degree m, we start
with recursively defining a set of functions and sets such that x(0) belongs to the inter-
section of these sets. Then, we use the HOCBF constraint (2.13) to replace the state con-
straint b(x) = b j(x) ≥ 0, j ∈ S. If the HOCBF constraint is satisified, then b(x) ≥ 0 is
also satisified (Xiao and Belta, 2019). The HOCBF constraint (2.13) becomes active when
LgLm−1f b(x)u=−Lmf b(x)−O(b(x))−αm(ψm−1(x)).
The approach to Problem 3 proposed in (Ames et al., 2014) is based on partitioning the
time interval [0, t f ] into [tk, tk+1),k = {0,1,2, . . .}, t0 = 0. Since the state is kept constant at
its value at tk, the optimization problem is a QP, which can easily become infeasible since
(2.18) may conflict with the HOCBF constraints corresponding to (5.2). In order to address
this, we first define unsafe sets as being of the same “type” if they have the same geometry
such that the problem feasibility is the same, e.g., circular unsafe sets are the same type
if they have the same radius but different locations. Let St denote the set indexing all the
unsafe set types. In a unknown environment, if unsafe set types are known, then we can
study the problem feasibility based on these types. Otherwise, we can study the problem
feasibility based on some selected set types, and then use these types of unsafe sets to
over-approximate other unknown types. In this paper, we limit ourself to a set of known
unsafe set types (a typical application is in autonomous driving where the vehicle types are
known).
We propose two learning-based approaches to ensure the problem feasibility for a cer-
tain type of unsafe set: (a) parameter learning for a HOCBF; (b) sampling learning in
which HOCBFs are left as originally defined. We begin by informally describing these
two approaches, and then we provide a detailed description and analysis for each one in
Sections 5.2 and 5.3, respectively.
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5.1.1 Parameter Learning
In the parameter learning approach, we parameterize a HOCBF for each type of unsafe
set, and aim to improve a “feasibility robustness” metric defined as follows.
Feasibility robustness: Let ta ∈ [0, t f ] denote the time instant that the HOCBF con-
straint (2.13), corresponding to (5.2), first becomes active and remains active afterward.
The feasibility robustness of a controller with respect to a constraint (5.2) can be quanti-
fied by the value of b j(x(ta)). The value of b j(x) usually denotes a distance metric to the
unsafe set j ∈ S. In order to maximize the feasibility robustness, we need to minimize
min
ta
b j(x(ta)), j ∈ S. (5.5)
There are three main advantages in maximizing the feasibility robustness of the con-
troller: (i) The QPs are more likely to become feasible since fewer constraints will become
active when a system gets close to a number of unsafe sets; (ii) In a unknown environment,
the controller obtained through the QPs is more robust to changes in the environment and
the detection of unknown unsafe sets, since the corresponding HOCBF constraints only
work (become active) when a system gets close to these unsafe sets. If the corresponding
HOCBF constraints become active before the unsafe sets are detected, the system may fail
to avoid these unsafe sets. (iii) There is higher probability to find a better solution (e.g., en-
ergy optimal) if the feasibility robustness is maximized since the QPs are less constrained.
Note that proximity to an unsafe set can increase the chance of the state entering it in the
presence of disturbances. However, the maximization of feasibility robustness does not
mean that the system state has to get close to the unsafe sets, and this performance totally
depends on how we design the CLF to enforce the state convergence in (5.1).
The robustness objective (5.5) depends on the time ta, where ta is determined once a
HOCBF in the above problem is defined. Therefore, we need to consider objective (5.5) in
the definition of a HOCBF. This approach requires a parameterization of a HOCBF and a
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learning process for these parameters so as to solve (5.5).
5.1.2 Sampling Learning
In the sampling learning approach, for each type of unsafe set, we sample states in the
vicinity of the set. For each of the sampled state, we solve the QP (one or more steps for-
ward) and label the state as +1 if the QP is feasible for all steps, and label it as -1 otherwise.
Then we use a machine learning algorithm to classify all the feasible and infeasible states,
and get a feasibility constraint from the classifier hypersurface. This feasibility constraint
is then enforced by a HOCBF, and added to the QP. This learning approach allows us to
deal with irregular unsafe sets in a unknown environment.
5.2 Parameter Learning Approach
The learning objective is to maximize the feasibility robustness of the controller with
respect to unknown unsafe sets as the QP-based approach for constrained optimal control
problems is myopic due to the fact that the QP is solved one single time step forward. We
decompose Problem 3 into two sub-problems: (i) objective (5.1) subject to (5.2), (5.3),
(2.18) and (2.2) that is solved with the QP-based method from (Ames et al., 2014); (ii)
objective (5.5) after solving sub-problem (i). We begin with sub-problem (i).
5.2.1 Online HOCBF and CLF-based QP (sub-prob. (i))
The approach to sub-problem (i) is based on partitioning the time interval [0, t f ] into a
set of equal time intervals {[0,∆t), [∆t,2∆t), . . .}, where ∆t > 0. In each interval [ω∆t,(ω+
1)∆t) (ω = 0,1,2, . . . ), we assume the control is constant (i.e., the overall control will be
piece-wise constant). Then at t = ω∆t, we solve
min
u(t),δ(t)
C (||u(t)||)+ p0δ2(t) (5.6)
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subject to (2.18), the CLF constraint (5.4) corresponding to the terminal state constraint in
(5.1) and the HOCBF constraints (2.13) corresponding to (5.2). Here, δ(t) is a relaxation
variable on the CLF constraint as discussed after Def. 5, and p0 > 0 is a penalty on the
relaxation δ(t) ∈ R. The above optimization problem can easily become infeasible. In the
following sections, we show how we can use machine learning techniques to address this
and maximize the feasibility robustness (5.5).
5.2.2 The Penalty Method
To improve the feasibility of the problem (5.6), we add penalties on the class K func-
tions α1(·),α2(·), . . . ,αm(·), where m denotes the relative degree of the constraint b(x)≥ 0
in the definition of a HOCBF b(x). Let ψ0(x) := b(x). In the set of class K functions that
consist of power functions, we select the αi(·) functions in (2.10) as follows:
ψi(x) := ψ̇i−1(x)+ piψ
qi
i−1(x), i ∈ {1, . . . ,m} (5.7)
where pi > 0, i ∈ {1, . . . ,m} and qi ≥ 1, i ∈ {1, . . . ,m}. Then, we can obtain the HOCBF
constraint (2.13) when combining with dynamics (2.2), as shown in Def. 8.
Recall that St denotes the set that indexes all the unsafe set types. For each type of
unsafe set j ∈ St , we consider an arbitrary location for it and get an unsafe set constraint
b j(x(t)) ≥ 0, similar to (5.2). Let p := (p1, . . . , pm), q := (q1, . . . ,qm). We know from
(Xiao and Belta, 2019) that the values of p,q affect the feasible set for the decision variables
of (5.6), as well as what time ta the HOCBF constraint (2.13) will be active, i.e., we can
rewrite b j(x(ta)) as b j(x(ta),p,q). Since ta depends on p,q and b j(·) no longer explicitly
depends on x(ta) (i.e., b j(x(ta),p,q) is fixed once p,q are given), we define D j(p,q) :=
b j(x(ta),p,q), and reformulate (5.5) so that the minimization is over p,q:
min
p,q
D j(p,q), j ∈ St . (5.8)
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We can, therefore, view the minimization of D j(p,q) as the maximization of the feasibility
robustness that depends on p,q. However, this optimization problem is hard to solve.
We will introduce a solution approach using machine learning techniques in the following
section.
5.2.3 Offline Feasibility-Guided Optimization (sub-prob. (ii))
Note that subproblem (ii) depends on subproblem (i), and the feasibility of subproblem
(i) depends on control bounds (2.18). Given an arbitrary x(0), one can generally expect
most of the p,q values to result into infeasible solutions of problem (5.6), which makes
(5.8) difficult to solve. Therefore, we need to first solve the infeasiblity problem of sub-
problem (i). We randomly sample p,q values over their domain (positive), and for each
set of p,q values, we solve problem (5.6) until the terminal state constraint is satisfied
within some allowed error. If problem (5.6) is feasible at all times, then we label this
particular set of p,q values as +1, otherwise, we label it as −1. Eventually, we get sets
of feasible and infeasible p,q points. Note that the penalty method (Xiao and Belta, 2019)
guarantees that +1 data points exist given the control bounds (2.18). We assume that the
control bounds (2.18) are properly defined such that we can select balanced data sets, e.g.,
the same number of feasible and infeasible samplings with large enough data size, from the
randomly sampled data. Then we can apply a classification method, e.g., a support vector
machine (SVM) (Bishop, 2006), to classify these two balanced sets and get a continuously
differentiable hypersurface
H j : R2m→ R, (5.9)
where
H j(p,q)≥ 0 (5.10)
denotes the set of p,q values which leads to the feasible solution of QPs (5.6), i.e., it
defines the feasibility constraint for the set of p,q values associated with the QPs (5.6).
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With the assistance of the feasiblity classification hypersurface, we look further to optimize
(5.8), i.e., we consider (5.8) subject to (5.10). We wish to get the set of p,q values such
that (5.10) is satisfied, but (5.10) is usually complex as it is directly obtained from the
classifier hypersurface, therefore, we view H j(p,q)≥ 0 as a constraint applied to a dynamic
system with states p,q and formulate an associate HOCBF. In particular, just like b(x)
is associated with the dynamic system (2.2), we need to introduce an auxiliary dynamic
system for H j(p,q) and take p,q as state variables, as shown in the sequel.
We have imposed the assumption that the control bounds (2.18) are properly defined
such that the whole problem is well-posed to get a proper constraint (5.10) from the hyper-
surface. However, the learned hypersurface is still complex even with the HOCBF method,
and thus makes this optimization problem (5.8) subject to (5.10) hard to solve. We use the
following dynamic process to simplify this optimization problem.
We start at some feasible p0 ∈Rm,q0 ∈Rm to search for the optimal p,q values. Since
the determination of the optimal p,q is a dynamic process, we define the gradient (auxiliary
dynamics) for p,q as the variations of p,q that are controlled, i.e., we have
(ṗ(t), q̇(t)) = ν(t), s.t.(5.10),p(t0) = p0,q(t0) = q0, (5.11)
where ν ∈ R2m denotes an input vector in the dynamic process constructed in order to
determine the optimal p,q. t denotes the dynamic process time for the optimization of
(5.8), which is different and independent from t in (2.2) and problem (5.6). t0 ∈ R denotes
the initial time.
We want to get a HOCBF corresponding to (5.10) treated as a state constraint analogous
to b j(x)≥ 0 in (5.2) which leads to (2.13). Considering the feasibility of problem (5.6), the
dynamic process that is controlled by ν should be subjected to (5.11), as well as subjected
to the HOCBF constraint for (5.10) since we define the hypersurface in (5.10) to be a
HOCBF, as discussed in the last three paragraphs. Since we take all the state variables
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of the auxiliary dynamics (5.11) as the input for the classifier, the relative degree of the
feasibility constraint (5.10) with respect to (5.11) is 1, i.e., we only need to differentiate
H j(p,q) along the dynamics (5.11) once to let ν show up. A control ν should satisfy the
HOCBF constraint (2.13) which in this case is:
dH j(p,q)
d(p,q)
ν+β1(H j(p,q))≥ 0, (5.12)
where β1(·) is an extended class K function as H j(p,q) could be negative due to the classi-
fication error. Any control ν that satisfies (5.12) implies that the resulting p,q (determined
by ν) leads to a feasible solution of QPs (5.6) in the dynamic process.
We implement the feasibility constraint (5.10) by the HOCBF constraint (5.12) in which
the control ν explicitly shows. However, the cost function (5.8) is only defined over the
state of the auxiliary dynamics (5.11), and we also wish the control ν to show up in the
cost function, which is required by the CBF-based optimization, as shown in Sec. 5.2.1.
Therefore, we consider the derivative of the cost function (5.8) as our new cost to let ν show
up in the cost function. Recall that (5.8) is the robustness metric that we wish to minimize.
As long as the derivative of (5.8) is negative, we can ensure that (5.8) is decreasing at each
time step by discretizing t similar to sub-problem (i). To modify (5.8), we proceed as
follows.







Then, we reformulate sub-problem (ii) through the dynamic process (5.11). The re-
sult is the Feasibility-Guided Optimization (FGO) algorithm that is implemented by the
same approach as introduced in Sec. 5.2.1, i.e., we discretize t, and at each t = ω∆t,ω ∈
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νmin ≤ ν ≤ νmax.
(5.14)
where νmin < 0,νmax > 0 (componentwise), 0 ∈ R2m. Then, we update (5.11) for t ∈
(ω∆t,(ω+1)∆t) with ν∗(t). The optimization problem (5.14) is a linear program (LP) at
each time step for each initial p,q (we need to reset t for each set of initial p,q values).
Without any constraint on ν, the LP (5.14) is ill-posed because it leads to unbounded so-
lutions. In fact, the value of ν determines the search step length of the FGO algorithm
implemented through the LP (5.14), and we want to limit this step length. Therefore, we
add limitations to ν for the LP (5.14). Note that in the last equation, dD j(p(t),q(t))d(p(t),q(t)) is a row
vector of dimension 2m, while ν is a column vector of dimension 2m. Therefore, the cost
function in the last equation is a scalar function of ν.
After adding limitations to ν in (5.14), the dynamic process search step length will
become bounded. Although there are control limitations on ν, the resulting LP from the
optimization (5.14) is always feasible as the relative degree of (5.10) with respect to (5.11)
is 1 (Xiao and Belta, 2019). We also need to evaluate ∂D j
∂p1










step, i.e., evaluate the coefficients of the cost function (5.14).
The resulting process is the FGO algorithm formulated from (5.14) to optimize p,q. For
each step of the FGO algorithm, any one of the following four conditions may terminate it:
(i) the problem (5.6) becomes infeasible (since the hypersurface from SVM cannot ensure
100% classification accuracy), (ii) the evaluated values of ∂D j
∂p1










0, (iii) the objective function value of (5.8) is greater than the current known minimum
value. (iv) the iteration time exceeds some N ∈N. We present the FGO algorithm in Algo.
1.
If we consider (5.14) without the constraint (5.12), then we have the commonly used
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gradient descent (GD) algorithm. The FGO algorithm is more efficient compared with GD
since the solution searching path is guided by the feasibility of (5.6). However, the hyper-
surface in (5.10) cannot guarantee the correctness of the FGO method due to the classifica-
tion error. We can apply GD one step forward whenever the FGO algorithm terminates to
alleviate this limitation.
Note that we can update the training set and get a new classifier in (5.10) after running
the FGO algorithm for a number of different initial samples p0,q0, i.e., re-initialize (5.11)
for each FGO process. We will show how this may affect the performance of FGO in the
case studies considered in Sec. 5.4. Once we have learned feasibility and robustness for
some known types of unsafe sets with the FGO algorithm, we can use these unsafe sets to
approximate other types of unsafe sets.
Remark 12. The time complexity of subproblem (i), i.e., the QP (5.6), is O(d3), where
d = q+1 is the dimension of decision variables. Since the CBF method (after pre-training)
does not need planning, it is more computationally efficient than path planning methods,
such as Rapidly-exploring Randomized Trees (RRT) (LaValle et al., 2001) and A* (Hart
et al., 1968), as seen in Sec. 5.4.
Remark 13. The time complexity of subproblem (ii) is that of a LP (Vaidya, 1989), i.e.,
O((d + c)1.5dL), where d,c are the number of decision variables and constraints, respec-
tively, and L is a given parameter. Thus, the complexity of the FGO is almost the same as
the GD one as it just has one more constraint than the GD method, so the computational
times are comparable.
It is important to note that the parameter learning approach cannot work for irregu-
lar unsafe sets since the problem feasibility heavily depends on the initial condition, and
system (2.2) may get stuck at the local traps formed by the irregular unsafe sets. Deter-
mining the optimal parameters that work for all initial conditions is non-trivial, and maybe
infeasible. We show how we may consider irregular unsafe sets in the next section.
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Algorithm 1: FGO algorithm
Input: Constraints (5.2),K in (5.1), system (2.2) with (2.18), N
Output: p∗,q∗,Dmin
1. Sample p,q in the definition of the HOCBF;
2. Discard samples that do not meet the initial conditions of HOCBF constraint
(2.13);
3. Solve (5.6) for each sample for t ∈ [0, t f ] and label all samples;
4. Select balanced training and testing data sets;
5. Use machine learning techniques to find classifier (5.9);
6. Pick a feasible p0,q0, Dmin=D j(p0,q0), iter. =1;
while iter.++ ≤ N do
Evaluate ∂D j
∂p1






, . . . ,
∂D j
∂qm
at p0,q0 with random perturbation to pk or






,∀k ∈ {1,2, . . . ,m} is infeasible to evaluate over sub-problem (i)
then




= 0, ∂D j
∂qk
= 0,∃k ∈ {1,2, . . . ,m} is infeasible to evaluate over
sub-problem (i);
end
Solve the optimization (5.14) and get new p,q;
Solve the problem (5.6) with p,q;
if (5.6) is feasible for all t ∈ [0, t f ] then
if Dmin ≥D j(p,q) then





Solve the optimization (5.14) without (5.12) and get new p,q;
Solve the problem (5.6) with p,q;
if Dmin ≥D j(p,q) then









5.3 Sampling Learning Approach
In this section, we show how we may deal with irregular unsafe sets as defined after
(5.2), and this approach also works for regular unsafe sets, but tends to be conservative.
Recall that the type of every unsafe set i ∈ S is already known in a unknown environment,
and St denotes an index set for unsafe set types in a unknown environment, and S j ⊆ S, j ∈
St denotes the index set for unsafe sets of type j.
5.3.1 Feasible and Infeasible State Sets
The QP (5.6) may be infeasible at a given state x(t) at time t. The constraints in (5.2)
form a constraint set for the state of system (2.2). Without control (i.e., u(t) = 0,∀t ∈
[0, t f ]), system (2.2) may escape from this constraint set for a given initial state x(0). How-
ever, if the system is controlled with the optimal control u∗(t) from solving the QP (5.6),
the system may also exit this constraint set since the limited control may not be able to
prevent the system from leaving this set when the state approaches the set boundary, which
typically happens in high relative degree systems. Then, QP (5.6) becomes infeasible
An intuitive example is a robot control problem. Suppose a robot, with limited control
input (deceleration), needs to arrive at a destination while avoiding an obstacle that is lo-
cated between the robot’s initial position and the destination. When the robot gets close to
the obstacle with high speed, it may not be able to brake in time to avoid the obstacle since
the control in QP (5.6) is limited by (2.18). However, when the speed is low, the robot can
safely avoid the obstacle.
The main idea of the sampling learning approach is to partition the state space of system
(2.2) into feasible and infeasible sets for each QP (5.6). This is a difficult problem, espe-
cially for high-dimensional systems with fast dynamics. We show how machine learning
techniques can be used to address this problem.
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5.3.2 Sampling and Classification
As mentioned before, the system is in a unknown environment such that it only knows
the types of the unsafe sets the environment may include, but not their number and loca-
tions. In order to make the learned feasibility constraint independent from the location of
an unsafe set, we choose the relative coordinate z ∈ Rn between the system and unsafe set
as one of the input features for machine learning techniques. For example, let the system
state be x := (x1,x2, . . . ,xn). If x1,x2 denote the 2-D position of an object in x, then we
define input features z := (x1− xo,x2− yo,x3, . . . ,xn) for the machine learning techniques,
where (xo,yo) ∈ R2 denotes the 2-D location of the unsafe set. Along the same lines, we
may also consider the relative speed and acceleration between the system and unsafe set as
the input for the machine learning model in order to consider moving unsafe sets.
For each type of unsafe set j ∈ St , since we only consider the relative coordinates as
the input for the learning model as discussed above, we arbitrarily assign a location and
an orientation (if it exists) for j and randomly sample around j to find an initial state z(0)
around the unsafe set. We then solve the QP (5.6) at time 0 according to the geometry of
the unsafe set:
• (i) Regular unsafe set: we solve the QP (5.6) at time 0 for 1 time step forward.
• (ii) Irregular unsafe set: we solve the QP (5.6) at time 0 for Ht ∈ N> 1 time steps
forward.
Remark 14. Unlike regular unsafe sets, when dealing with irregular unsafe sets, the system
may get stuck at local traps, e.g., in Fig. 5·9. This is why we extend the solution of the QP
(5.6) to Ht > 1 time steps. In this case, any one of the Ht-step QPs becoming infeasible will
make the system fail. The local traps can easily make the QP (5.6) infeasible, especially
when the system gets to their boundary. Therefore, it is more likely to make an inital state
that is located around the local traps belong to the infeasible set when we solve the QP
(5.6) Ht > 1 time steps forward. Then, the system may avoid the local traps if it avoids the
infeasible set, and thus improve its reachability.
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If the QP (or all the QPs in case (ii)) (5.6) is feasible, we label the state z(0) as +1.
Otherwise, it is labelled as −1. This procedure results in two labelled classes. We employ
a machine learning technique (such as Support Vector Machine (SVM), Deep Neural Net-
work (DNN), etc..) with z(0) as input to perform classification, and get a classification
hypersurface for each j ∈ St in the form:
H j(z) : Rn→ R, (5.15)
where H j(z(0))≥ 0 denotes that z(0) belongs to the feasible set. This inequality is called
the feasibility constraint.
Assuming the relative degree of (5.15) is m, we define the set of all control values that
satisfy H j(z(t))≥ 0 as:







where ψm−1 is recursively defined as in (2.10) by H j with extended class K functions.
We define feasibility forward invariance as follows:
Definition 14. An optimal control problem is feasibility forward invariant for system (2.2)
if its solutions starting at all feasible x(0) are feasible for all t ≥ 0.
Theorem 14. Assume that the hypersurfaces H j(z),∀ j ∈ St ensure 100% feasibility and
infeasibility classification accuracy. If H j(z(0))≥ 0,∀ j ∈ St , then any Lipschitz continuous
controller u(t) ∈ K jf ea,∀ j ∈ St renders Problem 3 feasibility forward invariant.
Proof: By Theorem 5 in (Xiao and Belta, 2019) and H j(z(0))≥ 0,∀ j ∈ St , any control
input that satisfies u(t) ∈ K jf ea,∀ j ∈ St ,∀t ∈ [0,∞] makes H j(z(t))≥ 0,∀ j ∈ St ,∀t ∈ [0,∞].
Since H j(z),∀ j ∈ St classifies the state space of system (2.2) into feasible and infeasible
spaces for Problem 3 with 100% accuracy, we have that Problem 3 is feasibility forward
invariant for system (2.2). 
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Naturally, machine learning techniques cannot ensure 100% classfication accuracy. We
introduce an approach based on feedback training to improve the classification accuracy in
the following subsection. In fact, if the classification accuracy is high enough, Problem 3
may also be always feasible since system (2.2) may never reach the infeasible space.
Similarly to the QP (5.6), we have a feasible reformulated problem at t = ω∆t (ω =




C (||u(t)||)+ p0δ2(t) (5.17)
subject to (2.18), (5.4), the HOCBF constraints corresponding to (5.2) and H j(z(t)) ≥
0,∀ j ∈ St (every safety constraint of the same type j uses the same H j(z(t))≥ 0,∀ j ∈ St).
5.3.3 Feedback Training
For each j ∈ St , we first sample the points without any hypersurface (5.15). After the
first iteration, we obtain a hypersurface that classifies the state space of system (2.2) into
feasible and infeasible sets, but with relatively low accuracy. Then we can add these hyper-
surfaces (5.15) into the QP (5.6) (i.e., use (5.17)) and sample new data points to perform a
new classification, and obtain another classification hypersurface that replaces the old one.
Iteratively, the classification accuracy is improved and the infeasible set shrinks.
Since the CBF method requires the constraint to be initially satisfied, we discard the
samples that do not meet this requirement. To ensure classification accuracy, we also need
unbiased data samples. The workflow is shown in Fig. 5·1. The infeasibility rate is the
ratio of the number of infeasible samples over the total times of solving the QP (5.6) or
(5.17).
5.3.4 Generalization
Since we sample data around the unsafe set, we also need to check the generalization of
the hypersurface (5.15) in the area where we do not sample since system (2.2) may actually
start from some state in the unsampled area. Problem 3 is usually feasible when system
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Figure 5·1: Feedback training workflow for unsafe set j ∈ St (ε > 0 denotes
a termination threshold).
(2.2) is far away from the unsafe set, therefore, the unsampled area should be located at the
positive side of the hypersurface (5.15), which can be viewed as the generalization (i.e., not
overfitting) of this hypersurface, as usually appears in machine learning techniques.
Once we get a hypersurface (feasibility constraint) for a type of unsafe set in the pre-
training process, we can also apply this feasibility constraint to other unsafe sets that are
of the same type but with different locations since the hypersurface only depends on the
relative location of the pre-training unsafe set. This is helpful for systems in which we do
not know the number and locations of the unsafe set, but know the type of unsafe sets the
environment has.
It is important to note that the optimal hypersurface is not unique given the training
samples; this is due to the weight space symmetries (Bishop, 2006) in neural networks.
Comparison between parameter and sampling learning: The parameter learning
approach tries to learn the optimal parameters in the definition of a HOCBF such that the
QP feasibility robustness is maximized. This can improve the adaptivity of a system in
a unknown environment. However, this approach may not be able to deal with irregular
unsafe sets, in which case a single set of parameters may not work for all possible initial
conditions, and the system may also get stuck at local traps, so that the QP may still be in-
feasible. However, the sampling learning approach can deal with irregular unsafe sets as it
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learns a feasibility constraint by checking the feasibility of a longer (than 1) receding hori-
zon control (multi-step QP) for each sampling state. The main drawback of this approach
may be due to the conservativeness of the learned feasibility constraint as the feasibility
robustness is not considered, which could lead to unreasonable system behaviors. We need
to properly choose the learning model to alleviate the conservativeness.
5.4 Implementation and Case Studies
We implemented the FGO algorithm in MATLAB and performed simulations for a
robot control problem. Suppose all the obstacles are of the same type but the obstacle
number and their locations are unknown to the robot, and the robot is equipped with a
sensor (23π field of view (FOV) and 7m sensing distance with 1m uncertainty) to detect the
obstacles.
With x := (x,y,θ,v),u= (u1,u2), the dynamics is defined as:
ẋ = vcos(θ), ẏ = vsin(θ),
θ̇ = u1, v̇ = u2,
(5.18)
where x,y denote the location along x,y axis, respectively, θ denotes the heading angle of
the robot, v denotes the linear speed, and u1,u2 denote the two control inputs for turning
and acceleration, respectively.











We also want the robot to arrive at a destination (xd,yd) ∈ R2, i.e., drive (x(t),y(t)) to
(xd,yd),∀t ∈ [t ′, t f ], t ′ ∈ [0, t f ], as defined in (5.1). The robot dynamics are not full state
linearizable (Khalil, 2002) and the relative degree of the position (output) is 2. Therefore,
we cannot directly apply a CLF. However, the robot can arrive at the destination if its
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heading angle θ stabilizes to the desired direction and its speed v stabilizes to a desired
speed v0 > 0, i.e.,
θ(t)→ arctan(yd− y(t)
xd− x(t)
), v(t)→ v0,∀t ∈ [0, t f ]. (5.20)
Now, we can apply the CLF method since the relative degrees of the heading angle and
speed are 1.
The unsafe sets (5.2) are defined as circular (regular) obstacles:
√
(x(t)− xi)2 +(y(t)− yi)2 ≥ r,∀i ∈ S, (5.21)
where (xi,yi) denotes the location of the obstacle i ∈ S, and r > 0 denotes the safe distance
to the obstacle. Note that we may have irregular obstacles when there are overlapped
circular obstacles.
The speed and control constraints (2.18) are defined as:
Vmin ≤ v(t)≤Vmax, (5.22)
u1,min ≤ u1(t)≤ u1,max,u2,min ≤ u2(t)≤ u2,max, (5.23)
where Vmin = 0m/s,Vmax = 2m/s,u1,max = −u1,min = 0.2rad/s,u2,max = −u2,min =
0.5m/s2. Other parameters are p0 = 1,∆t = 0.1s,ε = 10.
5.4.1 Parameter Learning Case Studies
We set up the FGO algorithm training environment with the initial position of the robot,
the location of the obstacle (with radius 6m and r = 7m) and the destination as (5m,25m),
(32m,25m) and (45m,(25+ ε)m) where ε ∈ R, respectively. The initial heading angle and
speed of the robot are 0 deg and Vmax, respectively. The parameters for the FGO algorithm
are ∆t = 0.1,νmax = −νmin = (0.1,0.1,0.1,0.1). The map for FGO training is shown in
Fig. 5·3(a).
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Table 5.1: Comparisons between the GD and FGO algorithms (Dmin/m in
GD is 4.6)
items FGO
Train num. M 500 1000 1500 2000 2500 3000 3500 4000
Classif. accur. 0.879 0.927 0.939 0.953 0.960 0.963 0.966 0.970
Better than GD 0.210 0.248 0.254 0.252 0.244 0.282 0.288 0.266
Worse than GD 0.270 0.190 0.232 0.204 0.218 0.218 0.240 0.240
Dmin/m 4.6 4.6 4.6 4.8 4.6 4.6 4.6 4.6
Note that the value of ε will affect the trajectory of the robot since we have a circular
obstacle. If ε = 0, the robot will eventually stop at the equilibrium point shown in Fig.
5·3(a). If ε > 0, the robot goes left around the obstacle as shown in Fig. 5·3(a). Otherwise,
the robot turns right.
We choose a very small ε 6= 0 in our FGO algorithm. Since the obstacle constraint (5.21)
is with relative degree 2 with respect to the dynamics, we have p = (p1, p2),q = (q1,q2).
We get balanced data sets (the ratio of the samplings between +1 and −1 labelled data is
1:1 for both training and testing sets) from the random samplings with M training and 1000
testing samples for p and q over interval (0,3] and (0,2], respectively (note that we allow
q to sample in (0,1) as the robot will not get too close to the circular obstacles, although
the class K function piψqii−1(x) in (5.7) is not Lipschitz continuous when ψi−1(x) = 0).
The classification model is the support vector machine (SVM) with polynomial kernel
of degree 7, i.e., the kernel function k(y,z) is defined as
k(y,z) = (c1 + c2yTz)7, (5.24)
where y,z denote input vectors of SVM (i.e., y := (p,q), as well as for z). We set
c1 = 0.8,c2 = 0.5, and the comparisons between FGO and GD are shown in Table 5.1
(“better/worse than GD percentage” denotes the percentage of data in the testing set that
the FGO obtains a better objective vaule (5.5) of subproblem (ii) than the GD method).
The FGO has better performance compared with GD in finding Dmin when the number
of training samples M for the hypersurface (5.12) is large enough, as shown in Table 5.1.
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(a) FGO and GD algorithm search paths in 2D.
(b) FGO and GD algorithm search paths in 3D.
Figure 5·2: FGO and GD comparison. The red and green circles denote
infeasible and feasible points for p,q in the training samples, respectively.
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FGO and GD have almost the same computational cost, i.e., < 0.01s for both. But this
advantage decreases when the classification accuracy of the hypersurface (5.12) further in-
creases, which may be due to over-fitting. One comparison example between FGO and
GD search paths is shown in Fig. 5·2(a), 5·2(b). Note that we can combine them to get im-
proved capability to search for p∗,q∗. If we apply the FGO method to the good results from
GD, the additional improvement percentage is around 5% among all the testing samples.







(0.7426,1.9745,1.9148, 0.7024) in the definition of all the HOCBFs for all obstacles in
a robot exploration problem in a unknown environment. We should also note that the opti-
mal penalties and powers are not unique. All the circular obstacles are with different size
to test the robustness of the penalty method with the learned optimal parameters, and are
static but randomly distributed. The robot can safely avoid all the obstacles and arrive at its
destination if the obstacles do not form traps such that the robot has no way to escape.
We also compared the CBF-based robot exploration framework with the RRT (LaValle
et al., 2001) and A* (Hart et al., 1968) algorithms by considering the configuration shown
in Fig. 5·3(b). The pre-training for the CBF-based method could be several hours. Both the
RRT and A* algorithms have global environment information such that they tend to choose
shorter-length trajectories compared with the CBF method. But this advantage disappears
if the environment is changing fast, in which case the CBF method tends to be more robust
and computationally efficient. Comparisons based on four different criteria are shown in
Table 5.2. In a dynamic environment, the RRT and A* algorithms need to re-plan their
path at each time step, but the CBF method does not need to do this. Therefore, we can see
that the CBF-based framework is able to better adjust to changes in the environment and is
computationally efficient.
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(a) FGO pre-training map with feasible example
trajectories.
(b) Comparison of robot paths between CBF, A*
and RRT.
Figure 5·3: Case study setup and planning frameworks comparison.









CBF < 0.01s Yes not required required
A* 1.3s No required not
required
RRT 0.3s No required not
required
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5.4.2 Sampling Learning Case Studies
We chose all class K functions in the definitions of all HOCBFs as linear functions,
and used SVM to classify the feasible and infeasible sets for the QP (5.6) or (5.17). We
obtained a hypersurface for each type of obstacle, and apply this hypersurface to the same
type obstacles with unknown locations.
Regular Obstacles
We consider three regular obstacles (locations unknown to the robot, but detected by
the on-board sensor with sensing range > 6m in radius), and solve the QP (5.6) or (5.17)
one time step forward to check the feasibility of the samples. Some other parameters are:
r = 7m,ε = 0.001,ξ = 1m,xA = 32m,yA = 25m,xB = 20m,yB = 35m,xC = 30m,yC = 10m,
and the map of the environment is shown in Fig. 5·4(a).
(a) Trajectories (b) Control u1(t) (c) Control u2(t)
Figure 5·4: The control profiles for the infeasible example with relaxation
on both control limitations (5.23).
Assume the robot destination is (40m,35m). If the QP (5.6) is solved with all the
objectives and constraints defined as (5.18)-(5.23), it will become infeasible when the robot
gets close to the obstacle, as shown in Fig. 5·4(a). In order to show how these two control
inputs may lead to the infeasibility of the QP (5.6), we relax both limitations (5.23) and
show the control profiles in Fig. 5·4(b) and 5·4(c).
To solve this infeasiblity problem, we apply the learning method introduced in Sec.
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Table 5.3: Training results for the regular obstacle
iter. QP (5.17) inf. rate classifi. accu. train test
1 0.0665 0.8490 2000 1000(20000)
2 0.0528 0.9150 800 200 (10000)
3 0.0058 0.9600 600 200 (60000)
test 0.0004 25000
gen. 0 1.0000 20000
5.2. During pre-training, we arbitrarily assign the location (xo,yo) := (20m,35m) of an
obstacle that is the same type (circle with the same radius) as j ∈ St . Then we define
z := (x− xo,y− yo,θ,v) as input for SVM with polynomial kernel of degree 2, i.e., the
kernel k(y,z) is defined as:
k(y,z) = (k1 + k2yTz)2. (5.25)
where y denotes an input vector similar to z, k1 ∈ R,k2 ∈ R.
We set k1 = 0.9,k2 = 0.4 for the kernel (5.25) in the feedback training process. Each
training iteration for the regular obstacle is shown in Fig. 5·5.
As shown in Fig. 5·5, the classification accuracy for the infeasible and feasible samples
is improved after each iteration, and the infeasibility rate also decreases. It becomes inef-
ficient to get infeasible samples after just three iterations since we want to get an unbiased
training data set and the infeasibility rate is 0.0004 (improved 166 times compared to the
first iteration). The training results are shown in Table 5.3 (the first number of test sam-
ples denotes the test number for the classification accuracy, and the number in the bracket
denotes the test number for the infeasibility rate). Eventually, we get a hypersurface H(z)
from the kernel.
Hypersurface generalization: A natural question is what happens if the robot starts
at points outside the sample area (we only sampled around the obstacle with location ra-
dius within [7,13], and achieved 96.00% classification accuracy over the test samples and
0.04% infeasibility rate for the QP (5.17)). Therefore, we tested the classification accuracy
113
(a) 1st iter. (QP (5.6)).
(b) 2nd iter. (QP (5.17)).
(c) 3rd iter. (QP (5.17)).
Figure 5·5: Feedback training process for the regular obstacle. All data are
sampled around the obstacle (solid circle in all sub-figures). Each sample is





Figure 5·6: Robot control problem feasibility test after learning in regular
obstacle case.
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Table 5.4: Training results for the irregular obstacle
iter. QP (5.17) inf. rate classifi. accu. train test
1 0.0811 0.8280 5000 1000(36668)
2 0.0109 0.8400 1200 800 (89656)
3 0.0021 0.9250 1000 200 (269051)
test 0.0004 100000
gen. 0 1.0000 100000
for samples with location radius within [13,32] (out of the train and test sets). The test
accuracy is 100% (i.e., H(z)≥ 0) and the infeasibility rate of the QP (5.17) is 0% (over
20000 samples) for the obstacle (listed in the last row of Table 5.3), which shows good
generalization of this hypersurface.
We apply this hypersurface to the robot control problem with the objective and con-
straints defined as (5.18)-(5.23) and test 8 different destinations a, b, c, d, e, f, g, h shown
in Fig. 5·6. The initial conditions at time 0s are x(0) = (0m,0m,0rad,1m/s) (out of the
training and test sets), and t f = 70s. The QPs (5.17) are always feasible during [0s,70s].
The obstacles are safely avoided, and the robot eventually arrives at the destination. We
present the two control input profiles in Fig. 5·6.
Irregular Obstacle
In this case, we consider an irregular obstacle that is formed by two overlapped disks
(with locations (22m,28m) and (31m,19m) but unknown to the robot), as shown in Fig. 5·7.
We apply the learning method introduced in Sec. 5.2 to improve the problem feasibility, and
possibly to escape from local traps. We formulate a receding horizon control of Ht = 60,
and check the feasibility of all these Ht step QPs. The other settings are the same as the
ones from the regular case. Each training iteration is shown in Fig. 5·7.
As shown in Fig. 5·7, the classification accuracy and the infeasibility rate change sim-
ilarly to the regular obstacle case in each iteration. The training results for the irregular
obstacle are shown in Table 5.4. We also apply this hypersurface to the robot control prob-
lem, and test the feasibility and reachability. The QPs (5.17) are always feasible on the
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(a) 1st iter. (QP (5.6)).
(b) 2nd iter. (QP (5.17)).
(c) 3rd iter. (QP (5.17)).
Figure 5·7: Feedback training process for the irregular obstacle. All data
are sampled around the obstacle (solid circle in all sub-figures). Each sam-
ple is a four dimensional point, but is visualized in x− y plane.
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(a) Trajectories case 1 (b) Trajectories case 2
Figure 5·8: Robot control problem feasibility and reachability test after
learning in irregular obstacle case.
Figure 5·9: Trajectory comparisons between parameter learning and sam-
pling learning approaches.
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path from the initial positions to destinations. The obstacles are safely avoided, and the
robot can reach the destinations in most cases. We present the results in Fig. 5·8(a)-(b).
The robot can safely avoid the local traps formed by these two circle obstacles, and thus,
reachability is also improved in addition to feasibility.
Comparison between parameter and sampling learning: The sampling learning
method can easily get over-constrained such that the optimization (5.17) may generate un-
reasonable trajectories as shown in Fig. 5·8(b) (blue and green solid trajectories), while the
parameter learning approach can avoid such problems. However, the parameter learning
cannot escape from the local traps, and the QPs can easily become infeasible at these local
traps, as the dashed red and cyan trajectories shown in Fig. 5·9. We can limit the applied
region of the feasibility constraint to alleviate the over-constrained problem in the sampling
learning approach.
5.4.3 Application to a Robot Control Problem
We implemented our sampling learning approach in a laboratory experimental setup
using an iRobot Create 2. The experiment field has a size of 5×5 meters, and is equipped
with an opti-track motion caption system to detect the robot position and heading angle, as
well as the location of the obstacles. The robot’s linear speed is obtained by its own sensor.
At the beginning of each control time interval (∆t = 0.1s), the controller receives the robot
state from the opti-track and its own sensors, multiplies the position and speed by 10 (since
the simulation is in a 50× 50 meter field), and then solves the CBF-CLF based QP and
gets an optimal control (rotation speed u∗1(t) and acceleration u
∗
2(t)). Since iRobot Create 2
takes the linear speed and the rotation speed as control inputs, we get the optimal speed as
v∗(t) = v(t)+u∗2(t)∆t/10, and then apply v
∗(t) and u∗1(t) to the robot in the following ∆t.
The specification is to go to point a := (25dm,35dm) and b := (35dm,10dm), and
then go back to the start point. When the robot arrives at point a, the map changes from
1 to 2, as shown in Fig. 5·10. The position and heading angle uncertainties (from the
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opti-track) are about 0.002m (0.02m for the QP) and 0.005rad, respectively, which are
relatively small. However, the uncertainty of the linear speed from the robot sensors is
about 0.03m/s (0.3m/s for the QP). Therefore, we relax u2,min by −0.2m/s2 in order to
consider these noises, as well as system dynamics inaccuracy and other noise terms (such
as the battery level of the robot). The comparison between the simulated trajectory and the
experimental trajectory is shown in Fig. 5·10.
(a) Robot trajectory in map 1 (b) Robot trajectory from map 1 to 2
Figure 5·10: Experimental results using an iRobot Create 2.
5.4.4 Application to Autonomous Driving
In autonomous driving, the ego vehicle treats all the other vehicles are moving obsta-
cles. We consider the same dynamics and constraints as in (5.18)-(5.23), except relaxing
the maximum speed limit to 28m/s. We use the samping-based learning approach to im-
prove the QP feasiblity with respect to moving obstacles. As all the vehicle types (such
as size) are known, we can learn a feasibility constraint for each type of vehicle, and then
apply this feasibility constraint to the QP. We fully cover the other vehicle by a disk (as
the dashed circles shown in Fig. 5·11), and only consider the distance between the center
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of the ego vehicle and the disk. In the learning process, we take the relative position and
relative speed beween the ego vehicle and the other vehicle in both along-lane and lateral
directions, and the heading of the ego vehicle as the inputs for the SVM model (5.25). The
relative speed difference is sampled between 0m/s and 20m/s. The feedback learning pro-
cess is similar to Table 5.3, but takes 6 iterations in order to achieve an infeasible rate that
is smaller than ε. In the ego vehicle overtaking test, we set the initial and desired speeds for
the ego vehicle as 28m/s, while the other vehicle runs at a constant speed 16m/s. Note that
the control bounds for both u1,u2 are very tight, as shown in (5.23). Without the learned
feasibility constraint, the QP will be infeasible at some time instant for the ego vehicle.
However, the ego vehicle can successfully overtake the other vehicle and the QP is always
feasible with the learned feasibility constraint, as the snapshot shown in Fig. 5·11.
(a) Snapshot time 1s (b) Snapshot time 3s
(c) Snapshot time 7s (d) Snapshot time 10s
Figure 5·11: Sampling learning approach applied in autonomous driving
for the overtaking of another moving vehicle.
Up to now, we assume that the system dynamics are accurately modelled, which is often
not the case in real world applications. This is one of the main challenges that prevent the
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CBF method from being applied to realistic problems. In order to address this, we propose
an event-triggered approach that combines sensing in the next chapter.
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Chapter 6
Event-Triggered Safety-Critical Control for
Systems with Unknown Dynamics
In this chapter, we consider how to guarantee safety for systems with unknown dynam-
ics using an event-triggered framework that combines sensing. In Sec. 6.1, we formulate a
general optimal control problem for systems with unknown dynamics, and in Sec. 6.2, we
present the event-triggered control framework. A case study on adaptive cruise control is
shown in Sec. 6.3.
6.1 Problem Formulation and Approach
We consider a system (state x ∈ X and control u ∈ U) with unknown dynamics, as
shown in Fig. 6·1. For the unknown dynamics, we make the following assumption:
Assumption 1. The relative degree of each component of x is known with repect to the real
unknown dynamics1.
For example, if the position of a vehicle (whose dynamics are unknown) is a component
in x and the control is acceleration, then the relative degree of the position with respect to
the unknown vehicle dynamics is two by Newton’s law. We assume that we have sensors
to monitor x and its derivatives.
Objective: (Minimizing cost) Consider an optimal control problem for the real un-
1The relative degree is defined similarly to Def. 6 for the real unknown dynamics.
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C (||u(t)||)dt + p0||x(T )−K||2 (6.1)
where || · || denotes the 2-norm of a vector, C (·) is a strictly increasing function of its
argument. T > 0, p0 > 0,K ∈ Rn.
Safety requirements: The real unknown dynamics should always satisfy a safety re-
quirement:
b(x(t))≥ 0,∀t ∈ [0,T ]. (6.2)
where b : Rn→R is continuously differentiable and has relative degree m ∈N with respect
to the real system. The relative degree m is known by Assumption 1.
Control constraints: The control of the real system should always satisfy control
bounds in the form of (2.18).
A control policy for the real unknown dynamics is feasible if constraints (6.2) and
(2.18) are satisfied for all times. Note that state limitations are particular forms of (6.2). In
this paper, we consider the following problem:
Problem 4. Find a feasible control policy for the real unknown dynamics such that the cost
(6.1) is minimized.
Approach: Our approach to solve Problem 4 relies on the CBF-based QP method
(Ames et al., 2014). There are four steps involved in the solution:
Step 1: define adaptive affine dynamics. Our motivation is that we need affine dy-
namics of the form (2.2) in order to apply the CBF-based QP approach to solve Problem 4.
Under Assump. 1, we define affine dynamics that have the same relative degree for (6.2)
as the real system to estimate the real unknown dynamics in the form:
˙̄x= fa(x̄)+ga(x̄)u (6.3)
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where fa : Rn→R,ga : Rn→Rn×q, and x̄ ∈ X ⊂Rn is the state vector corresponding to x
in the unknown dynamics. Since fa(·),ga(·) in (6.3) can be adaptively updated to accom-
modate the real unknown dynamics, as shown in the next section, we call (6.3) adaptive
affine dynamics. The real unknown dynamics and (6.3) are related through the error states
obtained from the real-time measurements of the system and the integration of (6.3). Theo-
retically, we can take any affine dynamics in (6.3) to model the real system as long as their
states are of the same dimension and with the same physical interpretation within the plant.
Clearly, we would like the adaptive dynamics (6.3) to “stay close” to the real dynamics.
This notion will be formalized in the next section.
Step 2: find a HOCBF that guarantees (6.2). Based on (6.3), the error state and its
derivatives, we use a HOCBF to enforce (6.2). Details are shown in the next section.
Step 3: formulate the CBF-based QP. We use a relaxed CLF to achieve a minimal
value of the terminal state penalty in (6.1). If C (||u(t)||) = ||u(t)||2 in (6.1), then we
can formulate Problem 4 using a CBF-CLF-QP approach (Ames et al., 2014), with a CBF
replaced by a HOCBF (Xiao and Belta, 2019) if m > 1.
Step 4: determine the events required to solve the QP and the condition that guar-
antees the satisfaction of (6.2) between events. Since there is obviously a difference
between the adaptive affine dynamics (6.3) and the real unknown dynamics, in order to
guarantee safety in the real system, we need to properly define events (dependent on the
error state and the state of (6.3)) to solve the QP. In other words, we need to determine
the times tk,k = 1,2, . . .(t1 = 0) at which the QP must be solved in order to guarantee the
satisfaction of (6.2) for the real unknown dynamics.
The proposed solution framework is shown in Fig. 6·1 where we note that we apply the
same control from the QP to both the real unknown dynamics and (6.3).
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Figure 6·1: The solution framework for Problem 4 and the connection be-
tween the real unknown dynamics and the adaptive affine dynamics (6.3).
The state x is from the sensor measurements of the plant.
6.2 Event-Triggered Control
In this section, we provide the technical details involved in formulating the CBF-based
QPs that guarantee the satisfaction of the safety constraint (6.2) for the real unknown sys-
tem. We start with the case of a relative-degree-one safety constraint (6.2).
6.2.1 Relative-degree-one Constraints
Suppose the safety constraint in (6.2) has relative degree one with respect to both dy-
namics (6.3) and the actual dynamics.
Next, we show how to find a CBF that guarantees (6.2) for the real unknown dynamics.
Let
e := x− x̄. (6.4)
Note that x and x̄ are state vectors from direct measurements and from the adaptive dy-
namics (6.3), respectively. Then,
b(x) = b(x̄+e). (6.5)










The CBF constraint that guarantees (6.2) for known dynamics (2.2) is as in (2.5), which
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is done by replacing ẋ with (2.2). However, for the unknown dynamics, the CBF constraint














where ė = ẋ− ˙̄x is evaluated online through ẋ (from direct measurements of the actual
state derivative) and ˙̄x is given through (6.3). Then, the satisfaction of (6.8) implies the
satisfaction of b(x̄+ e) ≥ 0 by Thm. 4 and (6.5), therefore, (6.2) is guaranteed to be
satisfied for the real unknown dynamics.





||u(t)||2 + pδ2(t)dt (6.9)
subject to (6.8), (2.18), and the CLF constraint
L faV (x̄)+LgaV (x̄)u+ εV (x̄)≤ δ(t), (6.10)
where V (x̄) = ||x̄−K||2, c3 = ε > 0 in Def. 5, p > 0, δ(t) is a relaxation for the CLF
constraint.
Following the approach introduced at the end of Sec. 2.1, we solve the QP (6.9) at time
tk,k = 1,2 . . . . However, at time tk, the QP (6.9) does not generally know the error state
e(t) and its derivative ė(t),∀t > tk. Thus, it cannot guarantee that the CBF constraint (6.8)
is satisfied in the time interval (tk, tk+1], where tk+1 is the next time instant to solve the
QP. In order to find a condition that guarantees the satisfaction of (6.8) ∀t ∈ (tk, tk+1], we
first let e = (e1, . . . ,en) and ė = (ė1, . . . , ėn) be bounded by w = (w1, . . . ,wn) ∈ Rn>0 and
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ν = (ν1, . . . ,νn) ∈ Rn>0:
|ei| ≤ wi, |ėi| ≤ νi, i ∈ {1, . . . ,n}. (6.11)
These two inequalities can be rewritten in the form |e| ≤w, |ė| ≤ ν for notational simplic-
ity.
We now consider the state x̄ at time tk, which satisfies:
x̄(tk)−s≤ x̄≤ x̄(tk)+s, (6.12)
where the inequalities are interpreted componentwise and s ∈ Rn>0. The choice of s will
be discussed later. We denote the set of states that satisfy (6.12) at time tk by
S(tk) = {y ∈ X : x̄(tk)−s≤ y ≤ x̄(tk)+s}. (6.13)
Now, with (6.11) and (6.12), we are ready to find a condition that guarantees the sat-
isfaction of (6.8) in the time interval (tk, tk+1]. This is done by considering the minimum
value of each component in (6.8), as shown next.
In (6.8), let b fa,min(tk) ∈ R be the minimum value of
∂b(x̄+e)
∂x̄ fa(x̄) for the preceding
time interval that satisfies y ∈ S(tk), |e| ≤w,y+e ∈C1 starting at time tk, i.e., let





Similarly, we can also find the minimum value bα1,min(tk) ∈ R and be,min(tk) ∈ R of
α1(b(x)) and
∂b(x)
∂e ė, respectively, for the preceding time interval that satisfies y ∈









For the remaining term in (6.8), if ∂b(x)
∂x̄ ga(x̄) is independent of x̄ and e, then we do not
need to find its limit value within the bound y ∈ S(tk), |e| ≤w,y+e ∈C1; otherwise, let
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x̄ = (x̄1, . . . , x̄n) ∈ Rn, u = (u1, . . . ,uq) ∈ Rq and ga = (g1, . . . ,gq) ∈ Rn×q. We make the
following assumption:
Assumption 2. The sign of ui(tk+1) is the same as ui(tk), i ∈ {1, . . . ,q},k = 1,2 . . . .
We also assume ∂b(x)
∂x̄ gi(x̄) has the same sign for all x ∈ X , x̄ ∈ X (otherwise, we need
to consider the effect on the sign of ui(t) due to the sign change of
∂b(x)
∂x̄ gi(x̄), which will be


















∂x̄ g(x̄) is independent of x̄ and e for notational simplicity.
The condition that guarantees the satisfaction of (6.8) in the time interval (tk, tk+1] is
then given by
b fa,min(tk)+bga,lim(tk)u(tk)+be,min(tk)+bα1,min(tk)≥ 0. (6.18)






||u(tk)||2 + pδ2(tk)dt (6.19)
subject to (6.18), (2.18) and (6.10).
Based on the above, we define three events that determine the condition that triggers an
instance of solving the QP (6.19):
• Event 1: |e| ≤w is about to be violated.
• Event 2: |ė| ≤ ν is about to be violated.
• Event 3: the state of (6.3) reaches the boundaries of S(tk).
In other words, the next time instant tk+1,k = 1,2 . . . to solve the QP (6.19) is deter-
mined by:
tk+1 = min{t > tk : |e(t)|=w or |ė(t)|= ν or |x̄(t)− x̄(tk)|= s}, (6.20)
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where t1 = 0. The first two events can be detected by direct sensor measurements, while
Event 3 can be detected by monitoring the dynamics (6.3). The magnitude of each com-
ponent of s is a tradeoff between the time complexity and the conservativeness of this
approach. If the magnitude is large, then the number of events is small but this approach
is considerably conservative as we determine the condition (6.18) through the minimum
values as in (6.14)-(6.17).
Formally, we have the following theorem to show that the satisfaction of the safety
constraint (6.2) is guaranteed for the real unknown dynamics with the condition (6.18):
Theorem 15. Given a HOCBF b(x) with m = 1 as in Def. 8, let tk+1,k = 1,2 . . . be deter-
mined by (6.20) with t1 = 0, and b fa,min(tk),bα1,min(tk),be,min(tk),bga,lim(tk) be determined
by (6.14)-(6.17), respectively. Then, under Assumption 2, any control u(tk) that satisfies
(6.18) and updates the real unknown dynamics and the adaptive dynamics (6.3) within time
interval [tk, tk+1) renders the set C1 forward invariant for the real unknown dynamics.
Proof: By (6.20), we have that
y(t) ∈ S(tk), |e(t)| ≤w, |ė(t)| ≤ ν,y(t)+e(t) ∈C1
for all t ∈ [tk, tk+1],k = 1,2 . . . . Thus, the limit values b fa,min(tk),bα1,min(tk),be,min(tk), de-











+bα1,min(tk)+be,min(tk),∀t ∈ [tk, tk+1).
where x= e+ x̄.
By Assumption 2, we have that
∂b(x)
∂x̄
ga(x̄(t))u(tk)≥ bga,lim(tk)u(tk),∀t ∈ [tk, tk+1).
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ė(t)≥ 0,∀t ∈ [tk, tk+1).




∀t ∈ [tk, tk+1),k = 1,2 . . .
By Thm. 4, we have that b(x̄(t)+e(t))≥ 0,∀t ≥ 0 and by (6.5), we have that C1 is forward
invariant for the real unknown dynamics. 
Note that if Assumption 2 is not satisfied, we can consider the alternative case in (6.17).




α1(b(y+e)) within the bounds y ∈ S(tk), |e| ≤w,y+e ∈C1, |ė| ≤ ν instead of consid-
ering them separately as in (6.14)-(6.17). This could be less conservative as the constraint
(6.18) is stonger compared with the CBF constraint (6.8), and we wish to find the largest
possible value of the left-hand side of (6.8) that can support the proof of Thm. 15.
Events 1 and 2 will be frequently triggered if the modelling of the adaptive dynamics
(6.3) has a large error with respect to the real dynamics. Therefore, we would like to model
the adaptive dynamics (6.3) as accuracy as possible in order to reduce the number of events
required to solve the QP (6.19).
An additional important step is to synchronize the state of the real unknown dynamics
and (6.3) such that we always have e(tk) = 0 and make ė(tk) close to 0 by setting
x̄(tk) = x(tk), (6.21)







where t+, t− denote instants right after and before t. In this way, the dynamics (6.3) are
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adaptively updated at each event, i.e., at tk,k = 1,2, . . . . Note that we may also update ga(·),
which is harder than updating fa(·) since ga(·) is multiplied by u that is to be determined,
i.e., the update of ga(·) will depend on u. This possibility is the subject of ongoing work.
By (6.21) and (6.22), we have that e(tk) = 0 and ė(tk) is close to 0. There exist lower
bounds for the occurance times of Event 1 and Event 3, and they are determined by the
limit values of the component of fa,ga within X and U , as well as the real unknown dy-
namics (although they are unknown). Assuming the functions that define the real unknown
dynamics are Lipschitz continuous, and the functions fa,ga in (6.3) are also assumed to be
Lipschitz continuous, it follows that ė is also Lipschitz continuous. Suppose the largest
Lipschitz constant among all the components in ẋ is L,∀x ∈ X , and the smallest Lips-
chitz constant among all the components in ˙̄x is L̄,∀x̄ ∈ X , then the lower bound time for
the Event 2 is νminL−L̄ , where νmin > 0 is the minimum component in ν. We summarize the
event-triggered control in Alg. 2.
Algorithm 2: Event-triggered control
Input: Measurements x and ẋ from a plant, adaptive model (6.3), settings for QP
(6.19), w,ν,s.
Output: Event time tk,k = 1,2, . . . and u∗(tk).
k = 1, tk = 0;
while tk ≤ T do
Measure x and ẋ from the plant at tk;
Sync. the state of (6.3) and the plant by (6.21),(6.22);
Evaluate (6.14)-(6.17);
Solve the QP (6.19) at tk and get u∗(tk);
while t ≤ T do
Apply u∗(tk) to the plant and (6.3) for t ≥ tk;
Measure x and ẋ from the plant;
Evaluate tk+1 by (6.20);






Remark 16. (Measurement uncertainties) If the measurements x and ẋ are subject to
uncertainties, and the uncertainties are bounded, then we can apply the bounds of x and ẋ
in evaluating tk+1 by (6.20) instead of x and ẋ themselves. In other words, e(t) and ė(t)
are determined by the bounds of x, ẋ and the state values of the adaptive system (6.3).
6.2.2 High-relative-degree Constraints
In this subsection, we consider the safety constraint (6.2) whose relative degree is larger
than one with respect to the real unknown dynamics and (6.3). In other words, we need to
consider the HOCBF constraint (2.13) to find the state feedback control with the HOCBF
method.
Similar to the last subsection, we find the error state e by (6.4), and have an alternative
form of the HOCBF b(x) as in (6.5). The HOCBF constraint (2.13) that guarantees b(x̄+

















a (x̄) denotes the m times partial derivative of b(x) with respect to x̄ along







a (x̄). R(b(x)) also contains the remaining time derivatives of e
with degree less than m. e(i) =x(i)−x̄(i), i∈ {1, . . . ,m} is the ith derivative and is evaluated
online by x(i) (from a sensor) of the real system and x̄(i) of (6.3).
In order to find a conditon that guarantees the satisfaction of the last equation in
[ti, ti+1), i = 1,2, . . . , we let e and e(i), i∈ {1, . . . ,m} be bounded byw ∈Rn>0 and νi ∈Rn>0,
i.e., we have
|e| ≤w, |e(i)| ≤ νi, i ∈ {1, . . . ,m}, (6.24)
where the inequalities are interpreted componentwise and the absolute function | · | applies
to each component. We also consider the set of states in the form of (6.13).
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We further define a set Sh(tk)in the form
Sh(tk) = {y,e,e(1), . . . ,e(m) : y ∈ S(tk), |e| ≤w,
∧mi=1(|e(i)| ≤ νi),y+e ∈ ∩mi=1Ci}
(6.25)
where ∧mi=1 denotes the conjunction from 1 to m.
Then, we can find the minimum values b f ma ,min(tk) ∈ R,bαm,min(tk) ∈ R,bem,min(tk) ∈
R,bR,min(tk) ∈ R for the preceding time interval that satisfies (y,e,e(1), . . . ,e(m)) ∈ Sh(tk)
starting at time tk by






















a (x̄) is independent of x̄ and e, then we do not need to find its limit
value within the set Sh(tk); otherwise, we can determine its limit value bgi,lim(tk) ∈ R, i ∈






i (x̄) has the same

























g[1]a (x̄) if it is independent of x̄ and e for notational simplicity.
Similar to Remark 15, we can break the above terms into smaller components (an ex-
ample can be found in the case study section) and finding their corresponding minimum
values in order to make this approach less conservative. The condition that guarantees the
satisfaction of (6.23) in the time interval [tk, tk+1) is then given by
b f ma ,min(tk)+bga,lim(tk)u(tk)+bem,min(tk)+bαm,min(tk)+bR,min(tk)≥ 0. (6.31)







||u(tk)||2 + pδ2(tk)dt (6.32)
subject to (6.31), (2.18) and (6.10).
Based on the above, we also have three events that determine the trigger of solving the
QP (6.32):
• Event 1: |e| ≤w is about to be violated.
• Event 2: |e(i)| ≤ νi is about to be violated for each i ∈ {1, . . . ,m}.
• Event 3: the state of (6.3) reaches the boundaries of S(tk).
The next time instant tk+1,k = 1,2 . . . (t1 = 0) to solve the QP (6.32) is determined by:
tk+1 = min{t > tk : |e(t)|=w or |e(i)(t)|= νi,
i ∈ {1, . . . ,m} or |x̄(t)− x̄(tk)|= s},
(6.33)
Formally, we have the following theorem that shows the satisfaction of the safety constraint
(6.2) for the real unknown dynamics:
Theorem 16. Given a HOCBF b(x) as in Def. 8. Let tk+1,k = 1,2 . . . be determined
by (6.33) with t1 = 0, and b f ma ,min(tk),bαm,min(tk),bem,min(tk),b
m
R,min(tk),bga,lim(tk) be deter-
mined by (6.26)-(6.30), respectively. Then, under Assumption 2, any control u(tk) that sat-
isfies (6.31) and updates the real unknown dynamics and (6.3) within time interval [tk, tk+1)
renders the set C1∩·· ·∩Cm forward invariant for the real unknown dynamics.




∀t ∈ [tk, tk+1],k = 1,2 . . .
which is equivalent to the HOCBF constraint (2.13) in Def. 8. Then, by Thm. 4, (6.5) and
e(i) =x(i)− x̄(i), i∈ {1, . . . ,m}, we can recursively show that Ci, i∈ {1, . . . ,m} are forward
invariant, i.e., the set C1 ∩ ·· · ∩Cm is forward invariant for the real unknown dynamics.

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If Assumption 2 is not satisfied, we can also consider the alternative case in (6.30). The
process can be summarized through an algorithm similar to Alg. 2 and we can deal with
measurement uncertainties as in Remark 16. We can also synchronize the state of the real
unknown dynamics and (6.3) as in (6.21) and (6.22) such that we always have e(tk) = 0
and e(i)(tk), i ∈ {1, . . . ,m} stay close to 0.
6.3 Case Studies
In this section, we consider the case study of an ACC problem. All the computations
and simulations were conducted in MATLAB. We used quadprog to solve the quadratic
programs and ode45 to integrate the dynamics.














where x = (v,z) and z(t) denotes the distance between the preceding and the ego vehi-
cle, vp > 0,v(t) denote the velocities of the preceding and ego vehicles along the lane
(the velocity of the preceding vehicle is assumed constant), respectively, and u(t) is the
control of the ego vehicle. σ1(t),σ2(t),σ3(t) denote three random processes whose pdf’s
have finite support. M denotes the mass of the ego vehicle and Fr(v(t)) denotes the resis-
tance force, which is expressed (Khalil, 2002) as: Fr(v(t)) = f0sgn(v(t))+ f1v(t)+ f2v2(t),
where f0 > 0, f1 > 0 and f2 > 0 are unknown.























where h1(t)∈R,h2(t)∈R denote the two adaptive terms in (6.22) (also see (6.39)), h1(0)=
0,h2(0) = 0. z̄(t) denotes the distance between the preceding and the ego vehicle for the
above adaptive dynamics, and v̄(t) denotes the velocity. Fn(v̄(t)) denotes the resistance
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force, which is different from Fr in (6.34) and is expressed as: Fn(v̄(t)) = g0sgn(v̄(t))+
g1v̄(t)+g2v̄2(t), where g0 > 0, g1 > 0 and g2 > 0 are empirically determined.
The control bound is defined as: −cdMg ≤ u(t) ≤ caMg, ∀t ≥ 0, where ca > 0 and
cd > 0 are the maximum acceleration and deceleration coefficients, respectively.
We require that the distance z(t) between the ego vehicle (real dynamics) and its imme-
diately preceding vehicle be greater than lp > 0, i.e.,
z(t)≥ lp, ∀t ≥ 0. (6.36)







dt. The ego vehicle is also
trying to achieve a desired speed vd > 0, which is implemented by a CLF V (x̄) = (v̄−vd)2
with c3 = ε as in Def. 5. Since the relative degree of the rear-end safety constraint (6.36) is
two, we define a HOCBF b(x) = z− lp with α1(b(x)) = b(x) and α2(ψ1(x)) = ψ1(x) as
in Def. 8 to implement the safety constraint. Then, the HOCBF constraint (2.13) which in
this case is (with respect to the real dynamics (6.34)): b̈(x)+2ḃ(x)+b(x)≥ 0. Combining























where e= (e1,e2),e1 = v− v̄,e2 = z− z̄. As in (6.12) and (6.24), we consider the state and
bound the errors at step tk,k = 1,2 . . . for the above HOCBF constraint in the form:
v̄(tk)− s1 ≤ v̄≤ v̄(tk)+ s1,
z̄(tk)− s2 ≤ z̄≤ z̄(tk)+ s2,
|e2| ≤ w2, |ė2| ≤ ν2,1, |ë2| ≤ ν2,2
(6.38)
where s1 > 0,s2 > 0,w2 > 0,ν2,1 > 0,ν2,2 > 0.
Motivated by (6.13) and (6.22), we also synchronize the state and update the adaptive
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dynamics (6.35) at step tk,k = 1,2 . . . in the form:
















u(tk−1) and u(t0) = 0. ż(tk), z̈(tk) are estimated by a sensor that measures the ego real
dynamics (6.34) at time tk.
Then, we can find the limit values as in (6.26)-(6.30), solve the QP (6.32) at each
time step tk,k = 1,2 . . . , and evaluate the next time step tk+1 by (6.33) afterwards. In
the evaluation of tk+1, we have e2 = z− z̄, ė2 = ż− (h2 + vp− v̄), ë2 = z̈− Fn(v̄)−u(tk)M + h1,
where z, ż, z̈ are estimated by a sensor that measures the ego real dynamics (6.34), and
u(tk) is already obtained by solving the QP (6.32) and is held as a constant until we find
tk+1. The optimization of (6.26) is also a QP, while the optimizations of (6.27)- (6.30)
are LPs. Therefore, they can all be efficiently solved. Each QP or LP can be solved with a
computational time < 0.01s in MATLAB (Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz×2).
In the simulation, the initial states of the real dynamics (6.34) and the adaptive dynam-
ics (6.35) are x(0) = x̄(0) = (20m/s,100m). The final time is T = 30s. Other simulation
parameters are vp = 13.89m/s,vd = 24m/s,M = 1650kg,g = 9.81m/s2, f0 = 0.1N, f1 =
5Ns/m, f2 = 0.25Ns2/m,g0 = 0.3N,g1 = 10Ns/m,g2 = 0.5Ns2/m,s1 = 0.4m/s,s2 =
0.5m,w2 = 1m,ν2,1 = 0.5m/s,ν2,2 = 0.2m/s2,ca = 0.6,cd = 0.6, p = 1,ε = 10.
The pdf’s of σ1(t),σ2(t),σ3(t) are uniform over the intervals [−0.2,0.2]m/s2, [−2,2]
m/s, [0.9,1], respectively. The sensor sampling rate is 20Hz. We compare the proposed
event driven framework with the time driven approach. The discretization time for the time
driven approach is ∆t = 0.1.
The simulation results are shown in Figs. 6·2 and 6·3. Note that in the event-driven
approach (blue lines), the control varies largely in order to be responsive to the random
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processes in the real dynamics. The control is constant in each time interval. If we decrease
the uncertainty levels by 10 times, the control is smoother (magenta lines). Thus, highly
accurately modelled adaptive dynamics can smooth the control.
It follows from Fig. 6·3 that the set C1 ∩C2 is forward invariant for the real vehicle
dynamics (6.34), i.e., the safety constraint (6.36) is guaranteed with the proposed event
driven approach. However, the safety is not guaranteed even with state synchronization
under the time-driven approach.
Figure 6·2: Speed and control profiles for the proposed event driven frame-
work and time driven with or without state synchronization.
In the event-driven approach, the number of QPs (events) within time [0,T ] is reduced
by about 50% compared with the time-driven approach. If we multiply the bounds of the
random processes σ1(t),σ2(t) by 2, then the number of events increases by about 23%
for both the 20Hz and 100Hz sensor sampling rate, which shows that accurate adaptive
dynamics can reduce the number of events, and thus improves the computational efficiency.
The CBF-based QP solutions are suboptimal due to the point-wise solving method.
In order to address this, we may try to combine it with the optimal control methods, as
introduced in the next chapter.
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Figure 6·3: The variations of functions b(x(t)) and ψ1(x(t)) for the pro-
posed event driven framework and time driven with or without state syn-
chronization. b(x(t)) ≥ 0 and ψ1(x(t)) ≥ 0 imply the forward invariance
of C1∩C2. The set C1∩C2 is forward invariant for the real dynamics (6.34)
with the proposed event driven framework. Both the set C1 and C2 are not




Bridging the Gap between Optimal Trajectory
Planning and Safety-Critical Control
In this chapter, we consider how to address the myopic nature of the CBF method
by combing optimal trajectory planning and the CBF-based QP. We formulate an optimal
control problem in Sec. 7.1, and introduce a joint optimal control and barrier function
(OCBF) framework in Sec. 7.2. A traffic merging control problem is formulated in Sec.
7.3 with the analysis shown in Sec. 7.4. A case study on the merging problem is presented
in Sec. 7.5.
7.1 Problem Formulation and Approach
Objective: (Cost minimization) Consider an optimal control problem for system (2.2)




[β+C (x,u, t)]dt, (7.1)
where t0, t f denote the initial and final times, respectively, and C : Rn×Rq× [t0, t f ]→
R+ is a cost function. The parameter β ≥ 0 is used to capture a trade-off between the
minimization of the time interval (t f − t0) and the operational cost C (x,u, t). The terminal
time t f is constrained as follows:
Terminal state constraint: The state of system (2.2) is constrained to reach a point
X̄ ∈ X , i.e.,
x(t f ) = X̄, (7.2)
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Note that t f is generally free (unspecified).
Constraint 1 (Safety constraints): Let So denote an index set for a set of safety con-
straints. System (2.2) should always satisfy
b j(x(t))≥ 0, ∀t ∈ [t0, t f ]. (7.3)
where each b j : Rn→ R, j ∈ So is continuously differentiable.
Constraint 2 (Control constraints): These are provided by the control constraint set in
(2.18).
Constraint 3 (State constraints): System (2.2) should always satisfy the state con-
straints (componentwise):
xmin ≤ x(t)≤ xmax,∀t ∈ [t0, t f ] (7.4)
where xmin ∈ Rn and xmax ∈ Rn. Note that we distinguish the state constraints from the
safety constraints in (7.3) since the latter are viewed as hard, while the former usually
capture system capability limitations that can be relaxed to improve the problem feasibility;
for example, in traffic networks vehicles are constrained by upper and lower speed limits.
Problem 5. Find a control policy for system (2.2) such that the cost (7.1) is minimized,
constraints (7.3),(7.4) and (2.18) are strictly satisfied, and deviations ||x(t f )− X̄||2 from
the terminal state constraint (7.2) are minimized.
The cost in (7.1) can be properly normalized by defining β :=
αsupx∈X ,u∈U,τ∈[t0,t f ] C (x,u,τ)
(1−α)
where α∈ [0,1) and then multiplying (7.1) by α
β








supx∈X ,u∈U,τ∈[t0,t f ]C (x,u,τ)
)
dt. (7.5)
If α = 1, then we solve (7.1) as a minimum time problem. The normalized cost (7.5)
facilitates a trade-off analysis between the two metrics. However, we will use the simpler
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cost expression (7.1) throughout this paper. Thus, we can take β≥ 0 as a weight factor that
can be adjusted to penalize time relative to the cost C (x,u, t) in (7.1).
Approach: Step 1: We use Hamiltonian analysis to obtain an optimal control u∗(t) and
optimal state x∗(t), t ∈ [t0, t f ] for the cost (7.1) and system (2.2), under the terminal state
constraint (7.2), the safety constraints (7.3), and the control and state constraints (2.18),
(7.4). In order to get an analytical optimal solution, we may linearize or simplify the
dynamics (2.2).
Step 2: There are usually unmodelled dynamics and measurement noise in (2.2). Thus,
we consider a modified version of system (2.2) to denote the real dynamics:
ẋ= f (x)+g(x)u+w, (7.6)
where w ∈ Rn denotes all unmodeled uncertainties in the dynamics. We consider x as a
measured state which includes the effects of such unmodelled dynamics and measurement
noise and which can be used in what follows. Allowing for the noisy dynamics (7.6), we set
ure f (t) = u∗(t) (more generally, ure f (t) = h(u∗(t),x∗(t),x(t)),h : Rq×Rn×Rn→ Rq)





||u(t)−ure f (t)||2dt (7.7)
subject to (i) the HOCBF constraints (2.13) corresponding to the safety constraints (7.3),
(ii) the state constraints (7.4), and (iii) the control constraints (2.18). In order to better
track the optimal state x∗(t) and minimize the deviation ||x(t f )− X̄||2 from the terminal
state constraint, we define a CLF V (x−x∗). Thus, the cost (7.7) is also subject to the cor-
responding CLF constraint (2.6). The resulting problem can then be solved by the approach
described at the end of Sec. 2.1.
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7.2 From Planning to Execution
In this section, we describe how to solve Problem 5 combining optimality with safety
guarantees.
7.2.1 Optimal Trajectory Planning
Let us consider a properly linearized version of (7.6) without the noise w:
ẋ= Ax+Bu, (7.8)
where x= (x1, . . . ,xn),u= (u1, . . . ,uq),A ∈ Rn×n,B ∈ Rn×q.
Let λ(t) be the costate vector corresponding to the state x in (7.8) and b(x) denote
the vector obtained by concatenating all b j(x), j ∈ So. The Hamiltonian with the state
constraints, control constraints and safety constraints adjoined (omitting time arguments
for simplicity) is
H(x,λ,u) = C (x,u, t)+λT (Ax+Bu)+µTa (u−umax)+µTb (umin−u)
+µTc (x−xmax)+µTd (xmin−x)−µTe b(x)+β
(7.9)
The components of the Lagrange multiplier vectors µa,µb,µc,µd,µe are positive when
the constraints are active and become 0 when the constraints are strict.
First, we assume all the constraints (2.18), (7.3), (7.4) are not active in the time interval
[t0, t f ]. The Hamiltonian (7.9) then reduces to
H(x,λ,u) = C (x,u, t)+λT (Ax+Bu)+β (7.10)
Observing that the terminal constraints (7.2) ψ := x−X̄ = 0 are not explicit functions of
time, the transversality condition (Bryson and Ho, 1969) is
H(x(t),λ(t),u(t))|t=t f = 0 (7.11)
144
with λ(t f ) = [(νT
∂ψ
∂x )
T ]t=t f as the costate boundary condition, where ν denotes a vector of













With (7.10)-(7.13), the initial state of system (7.6), and the terminal constraint x(t f ) =
X̄ , we can derive an unconstrained optimal state trajectory x∗(t) and optimal controlu∗(t),
t ∈ [t0, t f ], for Problem 5.
When one or more constraints in (2.18), (7.3), (7.4) become active in the time interval
[t0, t f ], we use the interior point analysis (Bryson and Ho, 1969) to determine the condi-
tions that must hold on a constrained arc entry point and exit point (if one exists prior to
t f ). We can then determine the optimal entry and exit points, as well as the constrained
optimal control u∗(t) and optimal state trajectory x∗(t), t ∈ [t0, t f ]. Depending on the com-
putational complexity involved in deriving the complete constrained optimal solution, we
can specify a planned reference control ure f (t) and state trajectory xre f (t), t ∈ [t0, t f ]. For
example, we may just plan for a safety-constrained solution and omit the state and con-
trol constraints (2.18), (7.4), or even plan for only the unconstrained optimal solution to
simplify the trajectory planning process.
7.2.2 Safety-Critical Optimal Control with HOCBFs
We now introduce a method that tracks the planned optimal control and state trajectory
while guaranteeing the satisfaction of all constraints (2.18), (7.3), (7.4) in Problem 5.
As detailed in Sec. 7.2.1, we use u∗(t) and x∗(t), t ∈ [t0, t f ], to denote the optimal
control and state trajectory derived under no active constraints or with some (or all) of
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the constraints active, depending on the associated computational complexity considered






||u(t)−ure f (t)||2dt (7.14)
subject to (2.18), (7.3), (7.4), where
ure f (t) = FU(u∗(t),x∗(t),x(t)) (7.15)
is a specific function of the optimal control and state trajectory, as well as the actual state
under noise w from (7.6). A typical choice for FU(u∗(t),x∗(t),x(t)) is





σ j u∗(t), (7.16)
where x j(t), j ∈ {1, . . . ,n} denote the observed state variables under noise w from (7.6),
x∗j(t), j ∈ {1, . . . ,n}, u∗i (t), i ∈ {1, . . . ,q} denote the optimal state and control from the
last subsection, and σ j > 0, j ∈ {1, . . . ,n} are weight parameters. In (7.16), the sign of
the term x∗j(t)− x j(t) depends on whether x j(t) is increasing with ui(t). In particular,
when x j(t) > x∗j(t), for all j ∈ {1, . . . ,n}, we have ui(t) < u∗i (t) and the state errors can
be automatically eliminated. If x j(t) < x∗j(t), for all j ∈ {1, . . . ,n}, the state errors can
similarly be automatically eliminated. However, when x j(t)> x∗j(t) and x j+1(t)< x
∗
j+1(t),
we may wish to enforce ui(t) < u∗i (t), i ∈ {1, . . . ,q}. Thus, it is desirable that σ j < σ j+1
(similarly, when x j(t) < x∗j(t) and x j+1(t) > x
∗
j+1(t)). In summary, we select σ j > 0, j ∈
{1, . . . ,n} such that σ j < σ j+1, j ∈ {1, . . . ,n−1}.
Alternative forms of (7.15) include






and the state feedback tracking control approach from (Khalil, 2002):




k j(x∗j(t)− x j(t)), (7.18)
where k j > 0,∈{1, . . . ,n}. Clearly, there are several possible choices for the form ofure f (t)
which may depend on the specific application of interest.
We emphasize that the cost (7.14) is subject to all the constraints (2.18), (7.3), (7.4). We
use HOCBFs to implement these constraints, as well as CLFs to better track the optimal
state x∗(t), as shown in the following subsections.
Optimal State Tracking
First, we aim to track the optimal state x∗(t) obtained in Sec. 7.2.1 using CLFs. We can
always find a state variable xk, k ∈ {1, . . . ,n} in x that has relative degree one (assume xk
is the output) with respect to system (7.6). This is because we only take the Lie derivative
of the Lyapunov function once in the CLF constraint (2.6). Then, we define a controller
aiming to drive xk(t) to xre f (t) where xre f (t) is of the form
xre f (t) = FX(x∗(t),x(t)) (7.19)
A typical choice analogous to (7.16) is
xre f (t) = e
∑ j∈{1,...,n}\k
x∗j (t)−x j(t)
σ j x∗k(t) (7.20)
where σ j > 0, j ∈ {1, . . . ,n} \ k and {1, . . . ,n} \ k denotes excluding k from the set
{1, . . . ,n}. An alternative form analogous to (7.17) is






where x∗j(t), j ∈ {1, . . . ,n} \ k are the (unconstrained or constrained) optimal state trajec-
tories from the Section 7.2.1, and x j(t) 6= 0; otherwise, we can use (7.20). In (7.21), if
x j(t) > x∗j(t), then xre f (t) < x
∗
k(t), thus automatically reducing (or eliminating) the track-
ing error. Note that while xre f (t) in (7.21) depends heavily on the exact value of x j(t),
an advantage of (7.20) is that it allows xre f (t) to depend only on the error. Clearly, we
can define different tracking forms instead of (7.21) and (7.20) depending on the specific
characteristics of an application.
Using a specific selected form of xre f (t), we can now proceed as in Def. 5 and define
an output yk(t) := xk(t)− xre f (t) for the state variable xk which has relative degree one.
Accordingly, we define a CLF V (yk(t)) = y2k(t) with c1 = c2 = 1,c3 = ε > 0 as in Def. 5.
Then, any control input u(t) should satisfy, for all t ∈ [t0, t f ],
L fV (yk(t))+LgV (yk(t))u(t)+ εV (yk(t))≤ δk(t) (7.22)
where δk(t) is a relaxation variable (to be minimized as explained in the sequel) enabling
the treatment of the requirement xk(t) = xre f (t) as a soft constraint. Note that we may also
identify other state variables with relative degree one and define multiple CLFs to better
track the optimal state. Note that (7.22) does not include any (unknown) noise term. Also
note that selecting a larger ε can improve the state convergence rate (Ames et al., 2012).
Safety Constraints and State Limitations
Next, we use HOCBFs to map the safety constraints (7.3) and state limitations (7.4)
from the state x(t) to the control input u(t). Let b j(x), j ∈ So, be the HOCBF cor-
responding to the jth safety constraint. In addition, let bi,max(x) = xi,max − xi and
bi,min(x) = xi − xi,min, i ∈ {1, . . . ,n}, be the HOCBFs for all state limitations, where
xmax = (x1,max, . . . ,xn,max), xmin = (x1,min, . . . ,xn,min). The relative degrees of bi,max(x),
bi,min(x), i ∈ {1, . . . ,n} are mi, and the relative degrees of b j(x), j ∈ So are m j. There-
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fore, in Definition 8, we choose HOCBFs with m = mi or m j, including the penalty factors
pi,min > 0, pi,max > 0, pi,sa f e > 0 (see discussion after Definition 8) for all the class K func-
tions. Following (2.13), any control input u should satisfy
Lm jf b j(x)+LgL
m j−1
f b j(x)u+S(b j(x))+pi,sa f eαm j(ψm j−1(x))≥ 0, j ∈ So, (7.23)
Lmif bi,max(x)+LgL
mi−1
f bi,max(x)u+S(bi,max(x))+pi,maxαmi(ψmi−1(x))≥ 0, (7.24a)
Lmif bi,min(x)+LgL
mi−1
f bi,min(x)u+S(bi,min(x))+pi,minαmi(ψmi−1(x))≥ 0, (7.24b)
for all t ∈ [t0, t f ], i ∈ {1, . . . ,n}. Note that u ∈U in (2.18) are already constraints on the
control inputs, hence, we do not need to use HOCBFs for them.
Joint Optimal and HOCBF (OCBF) Controller
Using the HOCBFs and CLFs introduced in the last two subsections, we can reformu-






k(t)+ ||u(t)−ure f (t)||2
)
dt, (7.25)
subject to (7.6), (7.22), (7.23), (7.24), and (2.18), the initial conditions x(t0), and given t0.
Thus, we have combined the HOCBF method and the optimal control solution by using
(7.15) to link the optimal state and control to ure f (t), and using (7.19) in the CLF (x(t)−
xre f (t))2 to combine with (7.7). We refer to the resulting control u(t) in (7.25) as the OCBF
control.
Finally, we partition the continuous time interval [t0, t f ] into equal time intervals {[t0 +
ω∆t, t0+(ω+1)∆t)}, ω = 0,1,2, . . . . In each interval [t0+ω∆t, t0+(ω+1)∆t), we assume
the control is constant and find a solution to the optimization problem in (7.25) using the
CLF yk = (xk(t)− xre f (t))2 and associated relaxation variable δk(t). Specifically, at t =
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Aclf[u(t),δk(t)]T ≤ bclf (7.27)
Acbf_lim[u(t),δk(t)]T ≤ bcbf_lim (7.28)
Acbf_safe[u(t),δk(t)]T ≤ bcbf_safe (7.29)
The constraint parameters Aclf, bclf pertain to the reference state tracking CLF constraint
(7.22):
Aclf = [LgV (yk(t)), −1],
bclf =−L fV (yk(t))− εV (yk(t)).
(7.30)
On the other hand, the constraint parameters Acbf_lim, bcbf_lim capture the state HOCBF
















for all i ∈ {1, . . . ,n}. Finally, the constraint parameters Acbf_safe, bcbf_safe capture the safety










f b j(x)+S(b j(x))+ p j,sa f eαm j(ψm j−1(x)).
(7.32)
From a computational complexity point of view, it normally takes a fraction of a second
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(see explicit results in Sec. 7.5) to solve (7.26) in MATLAB, rendering the OCBF controller
very efficient for real-time implementation. After solving each (7.26) we obtain an optimal
OCBF control u?(t), not to be confused with a solution of the original optimal control
problem (7.1). We then update (7.6) and apply it to all t ∈ [t0 +ω∆t, t0 +(ω+1)∆t).
Remark 17. If we can find conditions such that the constraints are not active, then we can
simply track the unconstrained optimal control and state. This simplifies the implementa-
tion of the optimal trajectory planning without considering constraints, i.e., we can directly
apply ure f in (7.15) as the control input of system (7.6) instead of solving (7.26). The fea-
sibility of QP (7.26) can be improved through smaller pi,min, pi,max, p j,sa f e at the expense
of possibly shrinking the initial feasible set (Xiao and Belta, 2019).
7.2.3 Constraint Violation Due to Noise
The presence of noise in the dynamics (7.6) will generally result in the violation of the
constraints (7.4) or (7.3), which prevents the HOCBF method from satisfying the forward
invariance property (Xiao and Belta, 2019). Therefore, we seek to minimize the time during
which such a constraint is violated.
Relative Degree One Constraints
Suppose that a constraint b(x(t))≥ 0 (one of the constraints in (7.4),(7.3)) has relative
degree one for system (7.6). Let us first assume that w in (7.6) is bounded by ||w|| ≤W ,
where W > 0 is a scalar. Then, the following modified CBF constraint (Lindemann and
Dimarogonas, 2019a) can guarantee that b(x(t))≥ 0 is always satisfied under ||w|| ≤W :
L f b(x(t))+Lgb(x(t))u(t)+α(b(x(t)))−
∣∣∣∣∣∣∣∣db(x(t))dx
∣∣∣∣∣∣∣∣W ≥ 0. (7.33)
We may also consider
L f b(x(t))+Lgb(x(t))u(t)+α(b(x(t)))−
∣∣∣∣db(x(t))dx
∣∣∣∣W ≥ 0. (7.34)
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if the noise is bounded in the form ||w|| ≤W , W ≥ 0 (componentwise). The HOCBF
constraint (2.13) with m = 1 is equivalent to L f b(x(t))+ Lgb(x(t))u(t)+α(b(x(t)))+
db(x(t))
dx w≥ 0 if we take the derivative of b(x(t)) along the noisy dynamics (7.6). Thus, the
satisfaction of (7.34) implies the satisfaction of this constraint. Note that the modified CBF
constraint (7.34) is conservative since it always considers the (deterministic) noise bound
W .
Next, suppose a bound W is unknown, in which case we can proceed as follows. As-
sume the constraint is violated at time t1 ∈ [t0, t f ] due to noise, i.e., we have b(x(t1)) < 0.
We need to ensure that b(x(t)) is strictly increasing after time t1, i.e., ḃ(x(t))≥ c(t), where
c(t) is positive and is desired to take the largest possible value maintaining the feasibility
of the QP (7.26), i.e., we wish to maximize c(t) at each time step (alternatively, we can
set c(t) = c > 0 as a positive constant). Using Lie derivatives, we evaluate the change in
b(x(t)) along the flow defined by the state vector. Then, any control u(t) must satisfy
L f b(x(t))+Lgb(x(t))u(t)≥ c(t) (7.35)
since we wish to maximize c(t) so that b(x(t)) is strictly increasing even if the system is
subject to the worst possible noise case. For this reason, in what follows we assume that the
random process w(t) in (7.6) is characterized by a probability density function with finite











where K > 0 is a large scalar weight parameter.
Note that several constraints may be violated at the same time. Starting from t1, we ap-
ply the constraint (7.35) to the HOCBF optimizer instead of the HOCBF constraint (2.13),
and b(x(t)) will be positive again in finite time since it is strictly increasing. When b(x(t))
becomes positive again at t2 ∈ [t1, t f ], we can once again apply the HOCBF constraint
(2.13).
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High Relative Degree Constraints
If a constraint b(x(t))≥ 0 is such that b :Rn→R has relative degree m> 1 for (7.6), we
can no longer find a modified CBF constraint as in (7.34) that guarantees b(x(t))≥ 0 under
noisew. This is because we need to know the bounds of the derivatives ofw as b(x(t)) will
be differentiated m times. In other words, we need to recursively drive b(i)(x(t)) = d
ib(x(t))
dt i
to be positive from i = m to i = 1 after it is violated at some time t ∈ [t0, t f ]. Therefore, we
need knowledge of the positive degree of b(x(t)) at t which is defined as follows.
Definition 15. (Positive degree) The positive degree ρ(t) of a relative degree m function





i, if ∃i ∈ {0, . . . ,m−1}
m otherwise
(7.37)
If b(i)(x(t))≤ 0, for all i ∈ {0, . . . ,m−1}, u(t) shows up in b(m)(x(t)) since the function
b has relative degree m for system (7.6). Therefore, we may choose a proper control input
u(t) such that b(m)(x(t)) > 0, and, in this case, ρ(t) = m. The positive degree of b(x(t))
at time t is 0 if b(x(t))> 0.
Letting ψ0(x, t) := b(x(t)), we can construct a sequence of functions ψi : Rn→R,∀i∈
{1, . . . ,m} similar to (2.10):
ψi(x) :=

ψ̇i−1, if i < ρ(t),
ψ̇i−1(x)− ε, if i = ρ(t),
ψ̇i−1(x)+αi(ψi−1(x)), otherwise.
(7.38)
where αi(·), i ∈ {1, . . . ,m}, denote class K functions of their argument and ε > 0 is a
constant. We may choose ε≥
∣∣∣dψi−1(x)dx ∣∣∣W if w is bounded as in (7.34).
We can then define a sequence of sets Ci similar to (2.11) associated with the
ψi−1(x), i ∈ {1, . . . ,m} functions in (7.38). We replace the definitions of ψi−1(x),Ci,
i ∈ {1, . . . ,m} in Def. 8 to define b(x) to be a HOCBF.
If ρ(t) = m, then ψm(x(t)) = ψ̇m−1(x(t))− ε ≥ 0, which is equivalent to the HOCBF
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constraint (2.13). The control u that satisfies ψ̇m−1(x(t))≥ ε > 0 will drive ψm−1(x(t))>
0 in finite time. Otherwise, since ψρ(t)(x(t)) > 0 according to Def. 15, we can always
choose proper class K functions αi(·), i ∈ {ρ(t)+ 1, . . . ,m} such that ψi(x) ≥ 0, i.e., we
can construct a non-empty set Cρ(t)+1 ∩ ·· · ∩Cm (Xiao and Belta, 2019). By Theorem 4,
the set Cρ(t)+1 ∩ ·· · ∩Cm is forward invariant if the HOCBF constraint (2.13) is satisfied.
In other words, ψρ(t)(x(t))≥ 0 is guaranteed. Since ψρ(t)(x(t)) = ψ̇ρ(t)−1(x(t))− ε, then
ψ̇ρ(t)−1(x(t))≥ ε > 0. The function ψρ(t)−1(x(t)) will become positive in finite time, and
the positive degree of b(x(t)) will decrease by one. Proceeding recursively at most m times,
eventually the positive degree of b(x(t)) will be 0, i.e., the original constraint b(x(t))> 0
is satisfied in finite time. The time needed for the constraint b(x(t)) > 0 to be satisfied
depends on the magnitude of ε.
7.3 Traffic Merging Problem
In the rest of the paper, we apply the OCBF framework developed thus far to the traffic
merging problem where the goal is to optimally control CAVs approaching a merging point
while guaranteeing safety constraints at all times.
The merging problem arises when traffic must be joined from two different roads, usu-
ally associated with a main lane and a merging lane as shown in Fig.7·1. We consider the
case where all traffic consists of CAVs randomly arriving at the two lanes joined at the
Merging Point (MP) M where a collison may occur. The segment from the origin O or O′
to the MP M has a length L for both lanes, and is called the Control Zone (CZ). We assume
that CAVs do not overtake each other in the CZ. A coordinator is associated with the MP
whose function is to maintain a First-In-First-Out (FIFO) queue of CAVs based on their
arrival time at the CZ and enable real-time communication with the CAVs that are in the
CZ as well as the last one leaving the CZ. The FIFO assumption imposed so that CAVs
cross the MP in their order of arrival is made for simplicity and often to ensure fairness,
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but can be relaxed through dynamic resequencing schemes, e.g., as described in (Xiao and
Cassandras, 2020). Let S(t) be the set of FIFO-ordered indices of all CAVs located in the
CZ at time t along with the CAV (whose index is 0 as shown in Fig. 7·1) that has just left
the CZ. Let N(t) be the cardinality of S(t). Thus, if a CAV arrives at time t it is assigned
the index N(t). All CAV indices in S(t) decrease by one when a CAV passes over the MP
and the CAV with index −1 is dropped.
Figure 7·1: The traffic merging problem
We review next the optimal merging control problem as presented in (Xiao and Cas-
sandras, 2019b) so as to apply the OCBF framework to it. The vehicle dynamics for each










where xi(t) denotes the distance to the origin O (O′) along the main (merging) lane if the
vehicle i is located in the main (merging) lane, vi(t) denotes the velocity, and ui(t) denotes
the control input (acceleration). We consider two objectives for each CAV subject to three
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constraints, as detailed next.
Objective 1 (Minimizing travel time): Let t0i and t
M
i denote the time that CAV i ∈ S(t)
arrives at the origin O or O′ and the MP M, respectively. We wish to minimize the travel
time tMi − t0i for CAV i.
Objective 2 (Minimizing energy consumption): We also wish to minimize energy con-





where C(·) is a strictly increasing function of its argument.
Constraint 1 (Safety constraints): Let ip denote the index of the CAV which physically
immediately precedes i in the CZ (if one is present). We require that the distance zi,ip(t) :=
xip(t)− xi(t) be constrained by the speed vi(t) of CAV i ∈ S(t) so that
zi,ip(t)≥ ϕvi(t)+δ0, ∀t ∈ [t0i , tMi ], (7.41)
where ϕ denotes the reaction time (as a rule, ϕ = 1.8 is used, e.g., (Vogel, 2003)). If we
define zi,ip to be the distance from the center of CAV i to the center of CAV ip, then δ0 is a
constant determined by the length of these two CAVs (generally dependent on i and ip but
taken to be a constant over all CAVs for simplicity).
Constraint 2 (Safe merging): There should be enough safe space at the MP M for a
merging CAV to cut in, i.e.,
z1,0(tM1 )≥ ϕv1(tM1 )+δ0. (7.42)
Constraint 3 (Vehicle limitations): Finally, there are constraints on the speed and ac-
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celeration for each i ∈ S(t), i.e.,
vmin ≤ vi(t)≤ vmax,∀t ∈ [t0i , tMi ],
umin ≤ ui(t)≤ umax,∀t ∈ [t0i , tMi ],
(7.43)
where vmax > 0 and vmin ≥ 0 denote the maximum and minimum speed allowed in the CZ,
while umin < 0 and umax > 0 denote the minimum and maximum control input, respectively.
The common way to minimize energy consumption is by minimizing the control input
effort u2i (t). By normalizing travel time and u
2
i (t), and using α ∈ [0,1], we construct a















If α = 1, then we solve (7.44) as a minimum time problem. Otherwise, by defining β :=
αmax{u2max,u2min}










where β ≥ 0 is a weight factor that can be adjusted to penalize travel time relative to the
energy cost. Note that all the constraints in the merging problem are with relative degree
one.
Similar to (7.6), we will also include the possibility of system model uncertainties,
errors due to signal transmission, as well as computation errors by adding two noise terms










where wi,1(t),wi,2(t) denote two random processes defined in an appropriate probability
space.
7.4 Merging Problem Analysis
In this section, we first review the decentralized optimal control (OC) solution derived
in (Xiao and Cassandras, 2019b) for those CAVs whose constraints in (7.41)-(7.43) will not
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become active in the CZ. This is to ensure that these solutions are indeed computationally
efficient. When one or more constraints becomes active, we use the CBF method to account
for these constraints and take the unconstrained optimal solution as reference. When more
complex objective functions, nonlinear dynamics, and comfort are involved, we adapt the
CBF method to such problems. In addition, we show how we can deal with the constraint
violation problem due to perturbations, such as the noise in (7.46) and other unknown
random events.
We need to distinguish between the following two cases: (i) ip = i− 1, i.e., ip is the
CAV immediately preceding i in the FIFO queue (such as CAV 3 or 5 in Fig. 7·1), and (ii)
ip < i−1 (such as CAV 2 or 4 in Fig. 7·1), which implies CAV i−1 is in a different lane
from i. We can solve the merging problem for all i ∈ S(t) in a decentralized way, in the
sense that CAV i can solve it using only its own local information (position, velocity and
acceleration) along with that of its “neighbor” CAVs i−1 and ip. Observe that if ip = i−1,
then (7.42) is a redundant constraint. Otherwise, we need to consider (7.41) and (7.42)
independently.
Let xi(t) := (xi(t),vi(t)) be the state vector and λi(t) := (λxi (t),λ
v
i (t)) be the costate
vector (for simplicity, in the sequel we omit explicit time dependence when no ambigu-












+µbi (umin−ui)+µci (vi− vmax)
+µdi (vmin− vi)+µei (xi +ϕvi +δ0− xip)
(7.47)








i are positive when the constraints are active and
become 0 when the constraints are strict. Note that when the safety constraint (7.41) be-
comes active, the expression above involves xip(t) in the last term. When i = 1, the optimal
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trajectory is obtained without this term, since (7.41) is inactive over all [t01 , t
M
1 ]. Thus, once
the solution for i = 1 is obtained, x∗1 is a given function of time and available to i = 2. Based
on this information, the optimal trajectory of i = 2 is obtained. Similarly, all subsequent
optimal trajectories for i > 2 can be recursively obtained based on x∗ip(t).
7.4.1 CAVs with Unconstrained Optimal Control
Assuming that (7.41) and (7.43) remain inactive over [t0i , t
M
i ], and the safe merging
constraint (7.42) is not violated at tMi , we can obtain the unconstrained optimal solution as
shown in (Xiao and Cassandras, 2019b):











bit2 + cit +di (7.50)




ai · (t0i )2 +bit0i + ci = v0i ,
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i +di = 0,
1
6
ai · (tMi )3 +
1
2
bi · (tMi )2 + citMi +di = L,




a2i · (tMi )2 +aibitMi +aici = 0.
(7.51)
Since we aim for the solution to the optimal merging problem to be obtained on-board
each CAV, it is essential that the computational cost of solving these five algebraic equations
for the integration constants in (7.48)-(7.50) be minimal. If MATLAB is used, it takes
less than 1 second to solve these equations (Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz
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3.2GHz). On the other hand, when the constraints (7.41), (7.42), (7.43) become active, a
complete OC solution can still be obtained (Xiao and Cassandras, 2019b), (Malikopoulos
et al., 2018), but the computation time varies between 3 and 30 seconds depending on
whether ip is also safety-constrained or not. This motivates the derivation of conditions
such that these constraints do not become active in the CZ.
The following assumption requires that if two CAVs arrive too close to each other, then
the first one maintains its optimal terminal speed past the MP until the second one crosses
it as well. This is to ensure that the first vehicle does not suddenly decelerate and cause the
safety constraint to be violated during the last segment of its optimal trajectory.












, any CAV i− 1 ∈ S(t) such
that tMi − tMi−1 < ζ maintains a constant speed vi−1(t) = v∗i−1(tMi−1) for all t ∈ [tMi−1, tMi ].
Based on this mild assumption, the following theorems from (Xiao and Cassandras,
2019a) ensure that the constraints (7.41), (7.42), (7.43) are satisfied. The first identfies
simple to check conditions such that the safety constraint (7.41) will not become active
within the CZ and the second identifies conditions such that the safe merging constraint
(7.42) will not be violated at tMi .
Theorem 17. (Xiao and Cassandras, 2019a) Under Assumption 3, if ∃ε ∈ (0,1] such that
εv0i ≤ v0ip and t
0











, then, under optimal control (7.48) for both
i and ip, zi,ip(t
M
i ) ≥ ϕvi(tMi )+ δ0. Moreover, if ∃tp ∈ [t0i , tMip ) solved by vi(tp)+ϕui(tp)−
v∗ip(tp) = 0 such that the safety constraint (7.41) is satisfied at tp, then zi,ip(t) > ϕvi(t)+
δ0,∀t ∈ [t0i , tMi ].
Theorem 18. (Xiao and Cassandras, 2019a) Let i− 1 > ip. Under Assumption 3, if ∃ε ∈











, then, under optimal
control (7.48) for both i and i−1, the safe merging constraint (7.42) is satisfied.
Finally, the next result provides conditions such that the speed constraint in (7.43) will
be satisfied within the CZ:
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Theorem 19. (Xiao and Cassandras, 2019a) If v0i ≤ v0,∀i∈ S(t) for v0 ∈ [vmin,vmax), β> 0
and under optimal control (7.48), then for any L≤ Lmax, the speed limitations in (7.43) are





Note that all conditions in Theorems 17-19 are based on the initial conditions v0i , t
0
i of
CAV i ∈ S(t) and information from other CAVs ahead of i. Although the conditions in
Theorem. 19 pertain to all CAVs, it can also be easily applied to each individual CAV
i ∈ S(t). The case of control constraints being active is addressed in the following remark.
Remark 18. If the conditions in Theorems 17-19 are satisfied for CAV i∈ S(t), but the con-
trol constraint in (7.43) is initially violated at umax (since we have that ai < 0 (β 6= 0) and
ui(tMi ) = 0 when i is under unconstrained OC (7.48) (Xiao and Cassandras, 2019b)), then
the safety constraint (7.41), the safe merging constraint (7.42) and the speed constraint in
(7.43) are all satisifed when we first apply umax starting at t0i followed by an unconstrained
OC. This is obvious since the umax-constrained OC has lower speed compared with the un-
constrained OC (7.48). The derivation of the unconstrained OC after the umax-constrained
arc is easy and time efficient (similar to (7.48)).
Once we confirm that a CAV i ∈ S(t) meets all conditions in Theorems 17-19 (the
control constraint violation case is discussed in Remark 18 and also viewed as an uncon-
strained OC), we can directly apply the unconstrained control (7.48) to CAV i. Considering
the noisy dynamics (7.46), we wish to find a controller that tracks both the optimal speed
(7.49) and position (7.50) since the safety constraint (7.41) and the safe merging constraint
(7.42) both depend on the speed and position. We use the position and speed exponential
feedback control forms in (7.16)-(7.18).
Extensive simulation results (see (Xiao and Cassandras, 2019a)) have shown that the
ratio of CAVs that satisfy the conditions in Theorems 17-19 is large under normal (not
exceedingly high) traffic conditions. Still, when these conditions are not satisfied for some
CAV i ∈ S(t), we can use the OCBF method to account for these constraints as shown in
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the sequel.
7.4.2 OCBF for the Merging Problem
Suppose that an unconstrained OC solution is available for the objective (7.45), ob-
tained through (7.48)-(7.50). Our goal here is to determine a controller for those CAVs that
do not satisfy the conditions in Theorems 17-19. This is achieved by combining the uncon-
strained OC solution with a CBF-based controller leading to an OCBF controller whose
goal is to track the former as closely as possible.
First, we aim to track the optimal speed v∗i (t) obtained through (7.48)-(7.50). In par-
ticular, we define a controller aiming to drive vi(t) to vre f (t) using the form (7.21) or
(7.20). Using either form of vre f (t), we can now proceed as in (7.22) and define an output
yi(t) := vi(t)− vre f (t) and a CLF V (yi(t)) = y2i (t). The control should satisfy the CLF
constraint (7.22).
Second, we deal with the safety and vehicle limitation constraints (Constraints 1,3)
using HOCBFs to map them from the state xi(t) to the control input ui(t). In particular,
define CBFs bi,q(xi(t)), q ∈ {1,2,3} where bi,1(xi(t)) = vmax− vi(t), bi,2(xi(t)) = vi(t)−
vmin, bi,3(xi(t)) = zi,ip(t)−ϕvi(t)−δ0. The relative degree of each bi,q, q ∈ {1,2,3} is 1.
Therefore, in Definition 8, we choose a HOCBF with m = 1. Any control should satisfy the
HOCBF constraints (7.23) and (7.24). Note that ui(t) ∈ [umin,umax] is already a constraint
on the control input, hence, we do not need to use a HOCBF for it.
Finally, the safe merging constraint (7.42) ensures that there are no collisions when
CAVs from different lanes arrive at the merging point M. It is only imposed at tM1 and does
not apply to all t ∈ [t0i , tMi ). For example, vehicles 4 and 3 in Fig. 7·1 are not constrained
before they arrive at the merging point M, but have to satisfy (7.42) at M. In order to use a
HOCBF approach, we need a version of (7.42) that is continuous in time when i−1 > ip.
Vehicles i and i−1 both arrive randomly at O or O′, and the minimum distance along the
lane zi,i−1(t0i ) between vehicle i and i− 1 is 0, i.e., these two CAVs are allowed to arrive
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at the origin O or O′ at the same time. The coordinator FIFO queue preserves the arrival
order of i and i−1 at O or O′ at the merging point M. When vehicles i and i−1 arrive at
M, they will merge into the same lane. Therefore, the distance between i and i− 1 must
be greater than or equal to ϕvi(tMi )+δ0, which is in the form of (7.42). However, we have
considerable freedom in choosing the reaction time ϕ from (7.42) for vehicle i (i−1 > ip)
for all t ∈ (t0i , tMi ). In the following, we provide a definition for the allowed variation of ϕ:
Definition 16. The reaction time ϕ for vehicle i (i− 1 > ip) is a strictly increasing func-




Φ(xi(tMi )) = ϕ.
As an example, in Fig. 7·1 where xi(t0i ) = 0 and xi(tMi ) = L, we have Φ(xi(t)) =
ϕxi(t)
L
if δ0 = 0. The lower bound of the distance from (7.42) becomes greater as vehicle i ap-
proaches the merging point M such that there is adequate space for the vehicle in the merg-
ing lane to join the main lane. Therefore, a continuous version of the constraint from (7.42)
on i for i−1 > ip in the control zone is:
zi,i−1(t)≥Φ(xi(t))vi(t)+δ0, ∀t ∈ [t0i , tMi ]. (7.52)
The relative degree of (7.52) is 1. To enforce safe merging, we employ a HOCBF that is
similar to the ones used for safety (7.23).
OCBF controller
Along the lines of Sec. 7.2.2, we now seek a control input ui(t) in the HOCBF method
which tracks the unconstrained optimal control u∗i (t) through a HOCBF controller aiming
to drive ui(t) to ure f (t) defined by (7.17) or (7.16).















subject to (7.46), the corresponding HOCBF constraints as (7.23), (7.24), and the CLF con-
straint (7.22), the initial and terminal conditions xi(t0i ) = 0, xi(t
M





Thus, we have combined the HOCBF method and the OC solution by using (7.17) or (7.16)
to link the optimal position and acceleration to ure f (t), and use (7.21) or (7.20) in the CLF
(vi(t)−vre f (t))2 to combine with (7.53). The resulting optimal ui(t) in (7.53) is the OCBF
control.
As in (7.26), we partition the continuous time interval [t0i , t
M
i ] into equal time inter-
vals {[t0i + k∆t, t0i +(k+ 1)∆t)}, k = 0,1,2, . . . In each interval [t0i + k∆t, t0i +(k+ 1)∆t),
we assume the control is constant and find a solution to the optimization problem (7.53).
Specifically, at t = t0i + k∆t (k = 0,1,2, . . . ), we solve
QP :
t=t0i +k∆t




















subject to the constraints as (7.27)-(7.29) as they pertain to the merging problem. After
solving (7.54) and get an optimal control u?i (t), we update (7.46) for all t ∈ (t0i + k∆t, t0i +
(k+1)∆t). As shown in Sec. 7.5, the use of only (7.21) or (7.20), yields an OCBF control
which is Lipschitz continuous, whereas using both state and control trackings improves
performance.
Note that the proposed OCBF framework can also be applied to more complex traffic
bottlenecks, such the multilane intersection (Xu et al., 2021), in which case lane changing
is allowed and there are many collision (merging) points in the merging zone, as shown in
Fig. 7·2.
7.4.3 Complex Objectives, Dynamics and Comfort
As shown in (Xiao et al., 2019a), the HOCBF method allows us to deal with nonlinear
systems and to consider more complex objective functions than (7.45). In particular, we
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Figure 7·2: The traffic intersection control problem: lane changing is al-
lowed and there are many collision (merging) points in the merging zone.










where fv(t) represents a more detailed realistic energy model replacing the simple expres-
sion u2i (t) commonly used as a surrogate energy function. As an example, we have adopted
in (Xiao et al., 2019a) the following energy model from (Kamal et al., 2013), which de-
scribes fuel consumed per second as
fv(t) = fcruise(t)+ faccel(t),
fcruise(t) = ω0 +ω1vi(t)+ω2v2i (t)+ω3v
3
i (t),
faccel(t) = (r0 + r1vi(t)+ r2v2i (t))ui(t).
(7.56)
where ω0, ω1, ω2, ω3, r0, r1 and r2 are positive coefficients (typical values are reported in
(Kamal et al., 2013)). It is assumed that during braking, i.e., ui(t)< 0, no fuel is consumed.
Note that (7.55) is hard to solve through an OC analysis as in the previous section. However,
in the HOCBF approach this can be handled numerically.
As for the dynamics of CAVs, the HOCBF method can easily handle nonlinear dynam-























where mi denotes the mass of CAV i, and vi(t) is its velocity. Fr(vi(t)) denotes the resistance
force, which is normally expressed (Khalil, 2002) as:
Fr(vi(t)) = k0sgn(vi(t))+ k1vi(t)+ k2v2i (t), (7.58)
where k0 > 0,k1 > 0 and k2 > 0 are scalars determined empirically, and sgn is the signum
function. The first term in Fr(vi(t)) denotes the Coulomb friction force, the second term
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denotes the viscous friction force and the last term denotes the aerodynamic drag.
In the HOCBF method, we do not explicitly optimize the travel time shown in (7.55).
Instead, we use a CLF to drive vi(t) to a desired speed such that the travel time is opti-
mized. In (Xiao et al., 2019a), we define an output yi(t) := vi(t)− vmax and choose a CLF
V (yi(t)) = y2i (t). Any control input ui(t) should satisfy, for all t ∈ [t0i , tMi ],
L fV (yi(t))+LgV (yi(t))ui(t)+ εV (yi(t))≤ δi(t) (7.59)
where ε > 0 and δi(t) is a relaxation variable that makes the requirement vi(t) = vmax to be
treated as a soft constraint. Thus, we seek to achieve Objective 1 indirectly and consider









subject to the same constraints as in (7.53) and dynamics (7.57). We use the QP-based
method as introduced in the last subsection to solve (7.60). Thus, all CAVs can safely pass
over the merging point M while minimizing Ji(ui(t),δi(t)) within each time interval, hence
jointly minimizing the energy consumption captured by fv(t) and travel time (indirectly)
through the minimization of δ2i . By adjusting the weight β in (7.60), we can trade off
between these two objectives.
When comfort is also concerned in the objective, i.e., we also want to minimize the jerk
of each CAV i, we can directly incorporate the jerk into (7.60). Noting that fv(t) in (7.60)
is linear in ui(t), we wish to formulate a Linear Program (LP) instead of a QP since the
LP tends to be around 30% more computationally efficient than the QP, as shown in (Xiao









where u∗i (t− k∆t) denotes the optimal control from the last time interval (initially set to 0
at t0i ), and is known. The parameters β1 > 0, β2 > 0 trade off fuel consumption, travel time,
and comfort. The LP (7.61) is subject to the same constraints as the QP (7.60).
7.5 Simulation Results
All controllers in this section have been implemented using MATLAB and we have
used the Vissim microscopic multi-model traffic flow simulation tool as a baseline for the
purpose of making comparisons between our controllers and human-driven vehicles adopt-
ing standard car-following models used in Vissim. We used QUADPROG for solving QPs of
the form (7.53) or (7.60) and ODE45 to integrate the vehicle dynamics.
Referring to Fig. 7·1, CAVs arrive according to Poisson processes with arrival rates
that we allow to vary in our simulation examples. The initial speed vi(t0i ) is also randomly
generated with uniform distribution in [15m/s,20m/s] at the origins O and O′, respectively.
The parameters for (7.53) or (7.60) and (7.46) are: L = 400m,ϕ = 1.8s, δ0 = 0m,umax =
3.924m/s2, umin = −3.924m/s2, vmax = 30m/s,vmin = 0m/s, β = 1, ε = 10, ∆t = 0.1s,
c = 1, and we consider uniformly distributed noise processes (in [-2, 2] for wi,1(t) and in
[-0.2, 0.2] for wi,2(t)) for all simulations. The value of ∆t is chosen as small as possible,
depending on computational resources available, in order to address the inter-sampling
effect on the HOCBFs and maintain a guaranteed satisfaction of all constraints.
1. Position and speed feedback tracking implementation example. First, we provide
a simple example of the tracking control implementation for a single vehicle which consid-
ers (7.53) as the objective function and employs the unconstrained optimal control (7.48).
Although we do not consider the vehicle noise, there is still discretization (∆t = 0.1s) error
in the implementation. The initial parameters are t0i = 0s, v
0
i = 20m/s, α = 0.26. We first
consider the comparison between exponential feedback control (7.16) and directly applied
unconstrained control (7.48), as shown in terms of average tracking errors in Table 7.1. We
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(a) Controls with only speed tracking (7.21) or (7.20).
(b) Controls with both (7.21) and (7.17) under different noise levels.
(c) Controls with (7.20) and (7.16), σ=40 under different noise levels.
Figure 7·3: OCBF implementation examples under different tracking equa-
tions and noise levels with vehicle limitations (7.43).
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Table 7.1: Average tracking error comparison without vehicle noise
Items u∗(t) (7.48) Feedback control (7.16)




i (t) 4.4000 4.4396 4.4366 4.4318
Pos. err. -0.1678 -0.0280 -0.0452 -0.0577
Spd. err. -0.0333 -0.0037 -0.0059 -0.0095
can see that the feedback control (7.16) can significantly improve both average tracking
errors. The tracking errors decrease as σ1,σ2 decrease, consistent with the argument after
(7.16) that we wish to make σ1 < σ2, as shown from the 3rd and 5th columns in Table 7.1.
Then, under the same randomly generated noise wi,1(t) ∈ [2m/s,−2m/s] and wi,2(t) ∈
[−0.1m/s2,0.1m/s2], we compare the tracking performance between the state feedback
control (7.18) (k1 = 0.25,k2 = 0.1) and the exponential feedback control (7.16) (σ1 =
4,σ2 = 10, the same coefficients as in (7.18)), as shown in Fig. 7·4(a)-7·4(c). We can
see that the exponential feedback control (7.16) can perform almost the same when the
control u∗i (t) is large and outperforms the state feedback control (7.18) as the optimal con-
trol become smaller. The control input in the exponential feedback control input (7.16)
varies less than the state feedback control (7.18), as shown in Fig. 7·4(c).
2. OCBF implementation example. Next, we provide a simple example of the OCBF
controller implementation for a single vehicle which considers (7.53) as the objective func-
tion. The initial parameters are the same as the last example. If we only apply (7.21) or
(7.20), set ure f (t) = 0 and assume no noise, then we obtain the control profiles shown in
Fig. 7·3(a). The speed reference form (7.20) tends to achieve a closer track of the OC
control (black curve) compared to the form (7.21) at the expense of larger over-shot; as a
result, performnace is worse as shown in Table 7.2 (values in red are the best).
If we apply both (7.21) and (7.17) without noise, we obtain the control profiles shown
in where the OCBF controller’s performance is virtually indistinguishable from that of the
OC control, as shown in Table 7.2.
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(a) Tracking position error comparison.
(b) Tracking speed error comparison.
(c) Control profile comparison.
Figure 7·4: Tracking performance comparison with vehicle noise between
the state feedback control (7.18) and the exponential feedback control (7.16)
with vehicle limitations (7.43).
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Table 7.2: Objective function comparison without noise
Items OC OCBF
Track (7.21) (7.20) (7.20) (7.21), (7.17)
σ 4 40




i (t) 4.44 4.41 4.6962 4.66 4.44
objective 33.33 33.43 33.52 33.50 33.34
With noise added (based on a uniform distribution in [-2, 2] for wi,1(t) and in [-0.2,
0.2] for wi,2(t)), we show the control profiles under different noise levels in Fig. 7·3(b)
with (7.21) and (7.17); and in Fig. 7·3(c) with (7.20) and (7.16). Constraints 1-3 may be
temporarily violated but will be forced to be satisfied again in finite time through constraint
(7.35). The speed and control tracking forms (7.21) and (7.17) perform better than (7.20)
and (7.16) as noise increases.
3. Comparison of OC control from (Xiao and Cassandras, 2019b), CBF control
from (Xiao et al., 2019a), and OCBF control in this paper. Consider the merging prob-
lem with the simple objective function (7.45) for which we can easily get unconstrained
optimal solutions. Then, we employ the CBF method and the OCBF technique (with (7.21)
and (7.17)) introduced in Sec. 7.4.2. Simulation results under four different trade-off pa-
rameters are shown in Table 7.3. We can see that the OCBF method achieves comparable
results to OC, even in the presence of noise.
The computation time in MATLAB with the OCBF method for each i at each step is
less than 0.01s (Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz×2), while the OC method
takes between 1s and 30s for each CAV, depending on whether the constraints are active or
not.
We also show in Fig. 7·5 how the travel time and energy consumption vary as the
weight factor α in (7.44) changes. The significance of Fig. 7·5 is to show how well the
OCBF can match the optimal performance obtained through OC. Examples of the barrier
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Table 7.3: Comparison (data in average) of OC, CBF and OCBF (with
noise)
Method α Noi. Time(s) 12u
2
i (t) Obj.
CBF N/A no 14.6978 26.9178 N/A
OC
0.01
no 25.4291 0.1725 2.1288
OCBF no 25.6879 1.0582 3.0256yes 25.7494 2.2373 4.1976
OC
0.25
no 17.0472 4.9069 36.4909
OCBF no 17.1176 5.5569 37.1139yes 17.1396 6.8959 38.1605
OC
0.40
no 15.1713 10.6508 53.1120
OCBF no 15.2286 11.3629 53.7157yes 15.2527 12.7671 54.6325
OC
0.60
no 13.1035 24.4079 70.2922
OCBF no 13.1560 25.2468 70.8720yes 13.1692 26.6534 71.4938
function profiles for the safety constraint (7.41) under known and unknown noise bound
W are shown in Fig. 7·6. If W is known, the safety constraint (7.41) is guaranteed with
some conservativeness; Otherwise, the safety constraint (7.41) is satisfied most of the time
without conservativeness.
4. Comparison of CBF control from (Xiao et al., 2019a), CBF control with objec-
tive (7.55) in this paper, and human-driven vehicles through Vissim. This simulation
refers to 7.4.3 for the case that the objective function is too complex to get explicit optimal
solutions. We consider the objective function (7.55) which is too complex to allow the
derivation of an OC solution. Thus, we solve (7.55) through the sequence of QPs (7.60)
and select a value β = 0.2 in (7.60) through trial and error to best match the performance
in Vissim. We vary the relative traffic arrival rates of the main and merging lane and show
our results in Tables 7.4, 7.5, 7.6.
In Tables 7.4 and 7.5, note that both CBF methods outperform human-driven vehicles
modeled though Vissim. We also observe that the CBF method developed in this paper
using (7.55) is vastly superior to that of (Xiao et al., 2019a) in the energy component with
little loss in travel time performance. We also note that without any control (as in Vissim),
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Figure 7·5: Travel time and energy consumption as the factor α changes.
Figure 7·6: Barrier function b(x) under noise wi,1(t)∈ [−4,4]m/s,wi,2(t)∈
[−0.4,0.4]m/s2. b(x) ≥ 0 denotes the satisfaction of the safety constraint
(7.41).
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Table 7.4: Main lane arrival rate : Merging lane arrival rate = 1:1
Items CBF-(7.45) CBF-(7.55) Vissim
Ave. time(s) 14.6978 18.1549 25.0813
Main time(s) 14.7000 18.1717 17.9935
Merg. time(s) 14.6956 18.1378 32.3267
Ave. fuel(mL) 57.9532 30.9813 36.9954
Main fuel(mL) 57.7028 30.8856 42.6925
Merg. fuel(mL) 58.2092 31.0791 31.1717
Table 7.5: Main lane arrival rate : Merging lane arrival rate = 3:1
Items CBF-(7.45) CBF-(7.55) Vissim
Ave. time(s) 14.6578 18.1189 23.9300
Main time(s) 14.6794 18.1413 18.3476
Merg. time(s) 14.6074 18.0667 36.9556
Ave. fuel(mL) 60.2624 31.9754 39.8587
Main fuel(mL) 61.0934 32.7556 42.8554
Merg. fuel(mL) 58.3235 30.1549 32.8666
the main lane vehicles have priority over the merging lane and the merging lane vehicles
may even stop before the merging point. Thus, there is heavy congestion in the merging
lane when the ratio between the main lane and merging lane arrival rates is 1:3.
We observe in Table 7.6 that the energy consumption of vehicles in Vissim is signifi-
cantly lower compared to the CBF methods. This is due to the fact that the merging lane
vehicles frequently stop before the merging point M, thus having low speeds when passing
over M. In order to achieve a fair comparison, we consider a longer time horizon over which
we measure fuel consumption and travel time. This is accomplished by extending the trip
of each vehicle for an additional length L beyond the merging point M, as shown in Table
7.7. As expected, the overall energy performance under CBF control is now significantly
better (by about 37%) than that of human-driven vehicles.
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Table 7.6: Main lane arrival rate : Merging lane arrival rate = 1:3
Items CBF-(7.45) CBF-(7.55) Vissim
Ave. time(s) 14.6000 18.0093 29.2035
Main time(s) 14.7133 18.1133 17.8667
Merg. time(s) 14.5761 17.9873 31.5986
Ave. fuel(mL) 61.1607 33.4848 30.5212
Main fuel(mL) 57.3805 30.9263 46.5004
Merg. fuel(mL) 61.9593 34.0253 27.1454
Table 7.7: Rate = 1:3, adding a lane of length L after the merging point.
Items CBF-(7.45) CBF-(7.55) Vissim
Ave. time(s) 28.7975 36.3076 50.9987
Main time(s) 28.9857 36.3786 38.8643
Merg. time(s) 28.7569 36.2923 53.6123
Ave. fuel(mL) 88.2784 51.6414 81.6633
Main fuel(mL) 86.6246 48.7578 77.8110
Merg. fuel(mL) 88.6347 52.2625 82.4930
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Chapter 8
Decentralized Traffic Merging Control on
Curved Roads
In this chapter, we introduce an application of the OCBF framework to traffic merging
on curved roads, in which case the lateral rollover safety constraint and the passanger com-
fort are also important. The curved road merging problem is formulated in Sec. 8.1, and
an online control framework is presented in Sec. 8.2. Finally, a case study is shown in Sec.
8.3.
8.1 Problem Formulation
The merging problem arises when traffic must be joined from two different roads, usu-
ally associated with a main lane and a merging lane as shown in Fig.1. We consider the
case where all traffic consists of CAVs randomly arriving at the two curved lanes joined at
the Merging Point (MP) M where a collision may occur. The segment from the origin O or
O′ to the merging point M has a length L for both lanes and radii rmain > 0,rmerg > 0 for
the main and merging lanes, respectively, and is called the Control Zone (CZ). All CAVs
do not overtake each other in the CZ as each road consists of a single lane. A multi-lane
merging problem has been studied in (Xiao et al., 2020c) (without road curvatures) and
allows overtaking. Thus, the problem we consider in this dissertation can be extended to
multi-lane cases along similar lines, in which case there are multiple MPs. A coordinator
is associated with the MP whose function is to maintain a First-In-First-Out (FIFO) queue
of CAVs based on their arrival time at the CZ and enable real-time communication with
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the CAVs that are in the CZ including the last one leaving the CZ. The FIFO assumption,
imposed so that CAVs cross the MP in their order of arrival, is made for simplicity and of-
ten to ensure fairness, but can be relaxed through dynamic resequencing schemes, e.g., as
described in (Xiao and Cassandras, 2020). An explicit resequencing method for our current
merging model is included in Section 8.2.5.
Figure 8·1: The merging problem for roads with curvature
Let S(t) be the set of FIFO-ordered indices of all CAVs located in the CZ at time t along
with the CAV (whose index is 0 as shown in Fig.1) that has just left the CZ. Let N(t) be the
cardinality of S(t). Thus, if a CAV arrives at time t it is assigned the index N(t). All CAV
indices in S(t) decrease by one when a CAV passes over the MP and the vehicle whose
index is −1 is dropped.











where xi(t) denotes the distance to the origin O (O′) along the main (merging) lane if the
vehicle i is located in the main (merging) lane, vi(t) denotes the velocity, and ui(t) denotes
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the control input (acceleration). We note that the OCBF approach (Xiao et al., 2021e)
allows for more complicated vehicle dynamics, but we shall limit ourselves to (8.1) in this
dissertation.
We consider three objectives for each CAV subject to four constraints, as detailed next.
Objective1 (Minimizing travel time): Let t0i and t
m
i denote the time that CAV i ∈ S(t)
arrives at the origin O or O′ and the merging point M, respectively. We wish to minimize
the travel time tmi − t0i for CAV i.
Objective2 (Minimizing energy consumption): We also wish to minimize energy con-






where Ci(·) is a strictly increasing function of its argument.
Objective3 (Maximizing centrifugal comfort): In order to minimize the centrifugal







where κ : R → R≥0 is the curvature of the road at position xi. The curvature κ(xi) is
determined by 1r(xi) , where r : R→ R is the radius of the road at position xi. Since we just
wish to minimize the centrifugal acceleration, we ignore the sign of κ(xi) and set κ(xi)≥ 0
in this dissertation.
Constraint1 (Safety constraints): Let ip denote the index of the CAV which physically
immediately precedes i in the CZ (if one is present). We require that the distance zi,ip(t) :=
xip(t)− xi(t) be constrained by the speed vi(t) of CAV i ∈ S(t) so that
zi,ip(t)≥ ϕvi(t)+δ, ∀t ∈ [t0i , tmi ], (8.4)
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where ϕ denotes the reaction time (as a rule, ϕ = 1.8 is used, e.g., (Vogel, 2003)). If we
define zi,ip to be the distance from the center of CAV i to the center of CAV ip, then δ is a
constant determined by the length of these two CAVs (generally dependent on i and ip but
taken to be a constant over all CAVs for simplicity).
Constraint2 (Safe merging): There should be enough safe space at the MP M for a
CAV (which eventually becomes CAV 1, as shown in Fig. 8·1) to cut in, i.e.,
z1,0(tm1 )≥ ϕv1(tm1 )+δ. (8.5)
Constraint3 (Vehicle limitations): There are constraints on the speed and acceleration
for each i ∈ S(t):
vi,min ≤ vi(t)≤ vi,max, ∀t ∈ [t0i , tmi ],
umin ≤ ui(t)≤ umax, ∀t ∈ [t0i , tmi ],
(8.6)
where vi,max > 0 and vi,min≥ 0 denote the maximum and minimum speed allowed in the CZ,
while umin < 0 and umax > 0 denote the minimum and maximum control input, respectively.
Constraint4 (Lateral safety constraint): Finally, there is a constraint on the centrifugal




g, ∀t ∈ [t0i , tmi ], (8.7)
where wh > 0 denotes the half-width of the vehicle, h > 0 denotes the height of the cen-
ter of gravity with respect to the ground, and g is the gravity constant. The above lateral
safety constraint is obtained through the Zero Moment Point (ZMP) (Sardain and Besson-
net, 2004) method (assuming the road lateral slope is zero) that balances the CAV consid-
ering both gravity and inertia. The lateral slippage, also limiting the vehicle speed, may
happen as well and is similar to (8.7). In this dissertation, we consider the case that the
tire-to-ground friction is in good condition such that lateral rollover would happen before
slippage.
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Problem Formulation. Our goal is to determine a control law to achieve objectives
1-3 subject to constraints 1-4 for each i ∈ S(t) governed by the dynamics (8.1). We first
choose Ci(ui(t)) = 12u
2
i (t) in (8.2), noting that the OCBF method allows for more elaborate
fuel consumption models, e.g., as in (Kamal et al., 2013); we shall limit ourselves to this
model in this dissertation. Normalizing each objective, and combining objectives 1, 2 and





















subject to (8.1), (8.4), (8.5), (8.6), (8.7), the initial and terminal position conditions xi(t0i ) =






i denotes the initial speed). ulim = max{u2max,u2min}.
The weight factor α1 ≥ 0,α2 ≥ 0 can be adjusted to penalize travel time and comfort rela-
tive to the energy cost.
Multiplying (8.8) by u
2
lim
2(1−α1−α2) and letting β1 =
α1u2lim
2(1−α1−α2) and β2 =
α2u2lim
2(1−α1−α2)κmaxv2max












We use (8.9) as the objective to consider in this dissertation.
8.2 Decentralized Online Framework
Note that (8.9) can be locally solved by each CAV i provided that there is some infor-
mation sharing with two other CAVs: CAV ip which physically immediately precedes i and
is needed in (8.4) and CAV i−1 so that i can determine whether this CAV is located in the
same lane or not. With this information, CAV i can determine which of two possible cases
applies: (i) ip = i−1, i.e., ip is the CAV immediately preceding i in the FIFO queue (e.g.,
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CAVs 3 and 5 in Fig.1), and (ii) ip < i− 1, which implies that CAV i− 1 is in a different
lane from i (e.g., CAVs 2 and 4 in Fig.1). It is now clear that we can solve problem (8.9)
for any i∈ S(t) in a decentralized way in the sense that CAV i needs only its own local state
information and state information from i− 1, as well as from ip in case (ii). Observe that
if ip = i−1, then (8.5) is a redundant constraint; otherwise, we need to separately consider
(8.4) and (8.5). Therefore, we will analyze each of these two cases in what follows.
Assumption 1: The safety constraint (8.4), state constraints (8.6), and lateral safety
constraint (8.7) are not active at t0i .
Since CAVs arrive randomly, we can handle violations of Assumption 1 by foregoing
optimality and simply controlling a CAV that violates Assumption 1 until all constraints
become feasible within the CZ using the CBF method (Xiao et al., 2021e).
Under Assumption 1, we will start by analyzing the case of no active constraints. The
analysis of the cases where one or more constraints become active is similar to (Xiao and
Cassandras, 2021b). However, the computational time significantly increases with con-
strained optimal solutions, which prevents the optimal control from being implementable
in real-world merging problems. Therefore, in this dissertation, we use CBFs (Ames et al.,
2017) (Xiao and Belta, 2019) to guarantee the satisfaction of all the constraints, and employ
the OCBF framework (Xiao et al., 2021e) to optimally track the tractable unconstrained op-
timal solutions.
8.2.1 Unconstrained Optimal Control
Let Xi(t) := (xi(t),vi(t)) be the state vector and λi(t) := (λxi (t),λvi (t)) be the costate
vector (for simplicity, in the sequel we omit explicit time dependence when no ambiguity














+µci (vi− vmax)+µdi (vmin− vi)


















i are positive when the constraints are active
and become 0 when the constraints are strict. Note that when the safety constraint (8.4)
becomes active, i.e., µei > 0, the expression above involves xip(t). When i = 1, the optimal
trajectory is obtained without this term, since (8.4) is inactive over all [t01 , t
m
1 ]. Thus, once
the solution for i = 1 is obtained (based on the analysis that follows), x∗1 is a given function
of time and available to i = 2. Based on this information, the optimal trajectory of i = 2 is
obtained. Similarly, all subsequent optimal trajectories for i> 2 can be recursively obtained
based on x∗ip(t) with ip = i−1.
Since the terminal state constraint ψi,1 := xi(tmi )−L = 0 is not an explicit function of
time, the transversality condition (Bryson and Ho, 1969) is
Hi(Xi(t),λi(t),ui(t))|t=tmi = 0 (8.11)
with the costate boundary condition λi(tmi ) = [(νi,1
∂ψi,1
∂Xi )
T ]t=tmi , where νi,1 denotes a La-
grange multiplier.


























and the necessary condition for optimality is
∂Hi
∂ui
= ui +λvi +µ
a
i −µbi = 0. (8.14)
Since the curvature κ(xi) of the road usually depends on the specific road configuration
and it prevents the derivation of an explicit solution, we replace κ(xi) by the average (or
possibly maximum) curvature κ̂ ≥ 0 of the road in the CZ. In the case of no active con-











Applying (8.14), the optimal control input is given by
ui +λvi = 0. (8.15)
and the Euler-Lagrange equation (8.13) yields
λ̇
v
i =−λxi −2β2κ̂vi. (8.16)
In the case of no active constraints throughout an optimal trajectory, (8.12) implies λxi (t) =
ai, where ai is an integration constant. Combining the last two equations, we have
u̇i = a+2β2κ̂vi. (8.17)
Combining the dynamics (8.1) with the last equation, we have
v̈i = a+2β2κ̂vi. (8.18)
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We can solve this differential equation and get the explicit solution for the speed as







where bi,ci are integration constants.


















where di is also an integration constant. In addition, we have the initial conditions xi(t0i ) =
0,vi(t0i ) = v
0
i and the terminal condition xi(t
m
i ) = L. The costate boundary conditions and
(8.14) offer us ui(tmi ) = −λvi (tmi ) = 0 and λi(tmi ) = (ai,0), therefore, the transversality





i ) = 0. (8.22)
Then, for each i ∈ S(t), we need to solve the following five nonlinear algebraic equations














































Note that when β2→ 0 (i.e., α2→ 0), the optimal control (8.20) degenerates to the case
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without any comfort consideration. In other words, the optimal control (8.20) is in linear
form as in (Xiao and Cassandras, 2021b):
lim
β2→0
ui(t) = fat + fb (8.24)
where fa = 2β2κ̂(bi + ci), fb =
√
2β2κ̂(bi− ci) following a Taylor series expansion. The
above equation is also validated in our simulation examples, and shows that the optimal
control (8.20) is a generalization of the one in (Xiao and Cassandras, 2021b) where we do
not consider comfort.
The equations in (8.23) are usually hard to solve as there are too many exponential
terms (it usually takes about one second in Matlab to solve them). This motivates us to use
a computationally efficient solution approach as shown in the next subsection.
8.2.2 Explicit Solution for Integration Constants
In this section, we show how to determine an explicit solution for the integration con-
stants of the optimal control (8.20) which significantly reduces the computational com-
plexity. By Lemma 2 in (Xiao and Cassandras, 2021b), we have tmi − t0i = tmj − t0j if
v0i = v
0
j , i ∈ S(t), j ∈ S(t) if β2 = 0. This is also true if β2 > 0 as the total travel time
clearly does not depend on the arrival time t0i of a CAV i ∈ S(t). Moreover, observe that
v0i shows up only in the first of the five equations in (8.23). Therefore, given β1,β2, we
can get the solution for tmi for some fixed v
0
i ∈ [vmin,vmax] by solving (8.23) off line with
t0i = 0. We can then construct a look-up table over a finite number of v
0
i values constrained
by v0i ∈ [vmin,vmax] and use a simple linear interpolation for any possible v0i value actually
observed. However, since v0i is continuous and this approach may induce non-negligible
errors, we choose instead to use regression (e.g., with polynomial or Gaussian kernels) to
obtain the solution of tmi for all v
0







where R : R→R denotes the regression model. In other words, tmi − t0i is simply a function
of v0i for any specific choice of β1,β2. Thus, we can immediately obtain t
m
i on line from
(8.25) for any CAV arriving at time t0i with speed v
0
i . Note that we may also consider R(·) to
be a function of all β1,β2,v0i and then perform regression over them; this, however, induces
a larger error compared to the above equation and is unnecessary since the values of β1,β2
are fixed for a specific merging problem (8.9).
Since the last equation of (8.23) is used to determine tmi which is already evaluated as
discussed above, it remains to use the first four equations to determine ai,bi,ci,di, which





























































The above equation is then the explicit solution for the four integration constants of the
optimal control (8.20), and it is much more computationally efficient and simpler than
solving (8.23).
8.2.3 Constrained Optimal Control
When one or more constraints in the merging problem becomes active, we can use
the interior point analysis (Bryson and Ho, 1969) to find the complete constrained op-
timal control solution, similar to the comfort-free case shown in (Xiao and Cassandras,
2021b). However, the solution can become complicated when two or more constraints be-
come active in an optimal trajectory, which makes the solution time-consuming to obtain,
hence possibly prohibitive for real-time implementation. It is for this reason that we resort
to the CBF method to guarantee the satisfaction of all constraints while sacrificing some
performance if indeed some constraints become active. After the unconstrained optimal
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controller in Sec. 8.2.1 is obtained, it offers an optimal reference for a real-time optimizer
(Xiao et al., 2021e) subject to the CBF constraints designed to guarantee all the state and
safety constraints. This is referred to as the OCBF controller and it consists of a sequence
of Quadratic Programs (QPs) which are easy to solve. Thus, the OCBF controller can be
readily implemented on line for merging problems as detailed in (Xiao et al., 2021e).
8.2.4 Joint Optimal Control and Barrier Function (OCBF)
In this section, we briefly review the OCBF approach in (Xiao et al., 2021e) as it applies
to our problem. We use the unconstrained OC solution in (8.19)-(8.21) as a reference to
be tracked by a controller which uses CBFs to account for all the constraints (8.4), (8.6)
and (8.5). Thus, this combines an OC solution with CBFs and is referred to as an OCBF
controller. The only complication here is that the safe merging constraints in (8.5) have
to be converted to continuously differentiable forms so as to be used in the CBF method.
To accomplish this, note that in the continuous safe merging constraint, the indices of the
two CAVs involved can no longer be fixed to 0 and 1 as in (8.5). Instead, for any CAV
i ∈ S(t) we can determine the CAV j (if it exists) which is related to i for safe merging
using the queue look-up approach introduced in (Xiao et al., 2020c). Then, we use the
same technique as in (Xiao et al., 2021e) to convert (8.5) into:
zi, j(t)≥Φ(xi(t))vi(t)+δ, i ∈ S(t), t ∈ [t0i , tmi ], (8.27)
where Φ : R→ R is a strictly increasing function that satisfies Φ(0) =− δ
v0i
and Φ(L) = ϕ.
Thus, we see that at t = tmi when xi(t
m
i ) = L all constraints in (8.27) conform to the safe-
merging constraints (8.5) at the MP. Moreover, at t = t0i (8.27) becomes zi,ip(t) ≥ 0 (all
CAVs could arrive at the same time at the two origins, while satisfying (8.27)). Since
the selection of Φ(·) is flexible subject to these boundary requirements, for simplicity, we






The OCBF controller aims to track the OC solution (8.20)-(8.21) while satisfying
all constraints (8.4), (8.6) and (8.27). To accomplish this, first let xi(t) ≡ (xi(t),vi(t)).
Referring to the vehicle dynamics (8.1), let f (xi(t)) = [xi(t),0]T and g(xi(t)) = [0,1]T .
Each of the constraints in (8.4), (8.6), (8.7) and (8.27) can be expressed as bk(xi(t)) ≥ 0,
k ∈ {1, . . . ,7} where each bk(xi(t)) is a CBF. For example, we have b1(xi(t)) = zi,ip(t)−
ϕvi(t)− δ for the rear-end safety constraint (8.4). In the CBF approach, each of the con-
tinuously differentiable state constraints bk(xi(t)) ≥ 0 is mapped onto another constraint
on the control input such that the satisfaction of this new constraint implies the satisfaction
of the original constraint bk(xi(t)) ≥ 0. The forward invariance property of this method
(Ames et al., 2017) (Xiao and Belta, 2019) ensures that a control input that satisfies the
new constraint is guaranteed to also satisfy the original constraint. In particular, each of
these new constraints takes the form
L f bk(xi(t))+Lgbk(xi(t))ui(t)+ γ(bk(xi(t)))≥ 0, (8.28)
where L f ,Lg denote the Lie derivatives of bk(xi(t)) along f and g (defined above from the
vehicle dynamics) respectively and γ(·) denotes a class of K function (typically, linear and
quadratic functions). In addition, a Control Lyapunov Function (CLF) (Ames et al., 2017)
V (xi(t)) can also be used to track (stabilize) the optimal speed trajectory (8.19) through a
CLF constraint of the form
L fV (xi(t))+LgV (xi(t))ui(t)+ εV (xi(t))≤ ei(t), (8.29)
where ε > 0 and ei(t) is a relaxation variable that makes this constraint soft. As is usually
the case, we select V (xi(t)) = (vi(t)− vre f (t))2 where vre f (t) is the reference speed to be
tracked (specified below).
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subject to the vehicle dynamics (8.1), the CBF constraints (8.28) and the CLF constraint
(8.29). The obvious selection for speed and acceleration reference signals is vre f (t) = v∗i (t),
ure f (t) = u∗i (t) given by (8.19) and (8.20) respectively. However, we can improve the
tracking process using x∗i (t) from (8.21) and selecting instead:








so as to provide position feedback to automatically reduce (or eliminate) the tracking posi-
tion error, since the optimal solutions in (8.20)-(8.21) depend on the position. Alternative
choices of vre f (t), ure f (t) are also possible as shown in (Xiao et al., 2019b), (Xiao et al.,
2021e).
We refer to the resulting control ui(t) in (8.30) as the OCBF control. The solution to
(8.30) is obtained by discretizing the time interval [t0i , t
m
i ] with time steps of length ∆ and
solving (8.30) over [t0i +k∆, t
0
i +(k+1)∆], k = 0,1, . . ., with ui(t),ei(t) as decision variables
held constant over each such interval. Consequently, each such problem is a QP since we
have a quadratic cost and a number of linear constraints on the decision variables at the
beginning of each time interval. The solution of each such problem gives an optimal control
u∗i (t
0
i + k∆), k = 0,1, . . ., allowing us to update (8.1) in the k
th time interval. This process
is repeated until CAV i leaves the CZ. The OCBF control can also deal with constraint
violations due to noise in the dynamics included in (8.1), as shown in (Xiao et al., 2021e).
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8.2.5 Dynamic Resequencing
The FIFO assumption imposed on the curved-road merging problem can potentially
decrease CAV performance as the main and merging roads may have different curvatures.
This non-symmetric structure generally benefits from non-FIFO CAV ordering as observed
in (Xiao and Cassandras, 2020). In order to relax the FIFO assumption, the Optimal Dy-
namic Resequencing (ODR) approach in (Xiao and Cassandras, 2020) includes a step be-
fore a new CAV arrives at one of the origins where the CAV obtains the constrained optimal
solution and uses the joint objective function to determine the passing order at the MP. This
approach is computationally expensive and, as already seen, the constrained optimal solu-
tions are harder to be found in the curved-road merging problem.
In order to improve the computational efficiency of this process, we will relax the re-
quirement for optimal resequencing by considering only the travel time under the uncon-
strained optimal control (8.20) as the objective used to determine the passing order. Since
this resequencing may not be the optimal policy, we refer to it as Dynamic Resequencing
(DR). Specifically, if the MP arrival time tmi under the unconstrained optimal control (8.20)
of a new arrival CAV i ∈ S(t) satisfies






for some j ∈ S(t) such that ip < j < i (i.e., j is located at the other lane from i), then the
new arrival CAV i overtakes CAV j under v∗j(t
m
i ) which is the unconstrained optimal speed
of j from (8.19) at time tmi . If such j is found in (8.33), its safe merging constraint will
change after resequencing. Since the position of CAV j < i is no longer 0 and the distance
between j and i is negative at time t0i , the continuous-version safe merging constraint (8.27)
may significantly decrease the QP feasibility. This motivates us to select a different form
for the safe merging constraint in (8.27) as described next.
Recall that zi, j = x j− xi in (8.27). Instead of multiplying v j by a Φ(·) function as in
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(8.27), we multiply x j by a Φ(·) such that the safe merging constraint is satisfied for CAV j
both at its current position as well as at the MP. In particular, the continuous safe merging
constraint (8.27) after time t0i > t
0
j for j is selected to be
xi(t)−Φ(x j(t))x j(t)≥ ϕv j(t)+δ, ∀t ∈ [t0i , tmj ] (8.34)
with the requirements that Φ(x j(t0i )) =
xi(t0i )−ϕv j(t0i )−δ
x j(t0i )
and Φ(x j(tmj )) = 1. For simplicity,
we can define Φ(·) as a linear function Φ(x j(t)) = f0x j(t)+1− f0L where f0 = 1L−x j(t0i )
−
xi(t0i )−ϕv j(t0i )−δ
x j(t0i )(L−x j(t0i ))
. It is easy to check that the two boundary requirements above are satisfied
so that the condition (8.34) holds at t = t0i and xi(t
m
j )− x j(tmj ) ≥ ϕv j(tmj )+ δ conforms to
the safe merging constraint (8.5) when CAV j arrives at the MP.
8.3 Simulation Examples
We have used the Vissim microscopic multi-model traffic flow simulation tool as a
baseline to compare with the optimal control approach we have developed. The car fol-
lowing model in Vissim is based on (Wiedemann, 1974) and simulates human psycho-
physiological driving behavior.
Example 1: We first present a simple example of a single CAV i to show how the trade-
off between objectives affects the optimal control and connect it to the case of no comfort.
The simulation parameters are umax =−umin = 0.4g,g = 9.81m/s2,vi,max = 30m/s,vi,min =
0m/s,ϕ= 1.8s,δ= 0m, κ̂= 0.05, t0i = 6s,v
0
i = 20m/s. The optimal controls under different
tradeoff parameters α1,α2 are shown in Fig. 8·2.
In Fig. 8·2, we can see that the optimal control decreases almost linearly to 0 when
α2 = 0.01, which is the same as the optimal control when no comfort is involved in (Xiao
and Cassandras, 2021b). As α2 increases (i.e., comfort becomes more important), the
optimal control exponentially decreases, as shown in (8.20).
Case study: We now provide a real-world scenario to show the effectiveness of the
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Figure 8·2: Optimal controls under different tradeoff α1,α2.
proposed framework. We choose a merging scenario of highway I-90 (known as the Mas-
sachusetts Turnpike), in the Boston area in the USA, as shown in Fig. 8·3. All CAVs start
to communicate with a coordinator (at the merging point) in the resequencing/connection
zone as shown in the figure.
The parameters of the map are as follows: L = 200m, κ̂ = 1200 ,vi,max = 20m/s in the
main lane, and κ̂ = 150 ,vi,max = 15m/s in the merging lane. ϕ = 1.8s,δ = 0m,vmin =
10m/s,umax =−umin = 0.4g,g = 9.81m/s2. Since the main lane has smaller curvature than
the merging lane, the CAVs in the merging lane should pay more attention to the centrifu-
gal comfort. Therefore, we set α1 = 0.3,α2 = 0.1 in the main lane, and α1 = 0.3,α2 = 0.4
in the merging lane. The simulation under optimal control is conducted in MATLAB by
using the same arrival process input and initial conditions as in Vissim. The CAVs enter
the CZ under a Poisson arrival process with an initial speed in the range 6.5−12.5m/s at
the origins. The MATLAB computation time for the proposed framework is very efficient,
i.e., < 0.01s for each QP of the OCBF controller (8.30) (Intel(R) Core(TM) i7-8700 CPU
@ 3.2GHz×2).
The simulation results of the performance of optimal control under two traffic densities
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Figure 8·3: A merging scenario of the highway I-90 Masschussets Turn-
pike, USA.
compared to that in Vissim are summarized in Table 8.1. Since we choose different α1,α2
for the main and merging lanes, we list the metrics separately in Table 8.1.
When the traffic rates in the main and merging lanes are equal at 500 CAVs/h, the
travel time of CAVs in the main lane improves about 40% with the OCBF method (using
FIFO) compared with human drivers in Vissim, and it further improves by an additional
6% with the OCBF method when DR is included. The overall objective function of CAVs
in the main road improves about 22% with the OCBF method (using FIFO) compared with
Vissim, and it further improves about 4% with the OCBF method when DR is included.
Note that the energy consumption in the main lane is 10 times worse for the OCBF method
relative to Vissim, while the energy consumption in the merging lane is 10 times better for
the OCBF method. This is due to the fact that the CAVs in the main lane have a higher
speed limit than the ones in the merging lane. Therefore, a CAV i in the main lane may use
a large energy consumption in order to satisfy the safe merging constraint at the MP when
it has to coordinate with a CAV i− 1 whose speed is low in the merging lane. Moreover,
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Table 8.1: Objective function comparison
Rate(CAVs/h) Main:500, Merg.:500 Main:500, Merg.:800
Method Vissim OCBF DR Vissim OCBF DR
Main time (s) 22.27 13.35 12.49 22.43 15.57 13.30
Main comfort 9.07 15.75 16.71 9.03 13.46 15.72
Main 12u
2
i (t) 1.21 10.93 10.42 1.23 12.86 14.35
Main obj. 92.76 72.42 69.22 93.37 81.43 75.63
Merg. time (s) 26.71 15.92 15.94 39.02 16.40 16.32
Merg. comfort 35.89 50.77 50.73 30.61 49.50 49.75
Merg. 12u
2
i (t) 13.78 0.05 1.13 13.29 1.79 3.20
Merg. obj. 301.3 238.4 239.6 606.6 241.0 242.3
the CAVs in the merging lane pay more attention to the centrifugal comfort, therefore, they
tend to use lower speed and lower energy consumption.
When the arrival rate increases to 800 CAVs/h in the merging lane, the travel time of
CAVs in the main lane improves about 30% with the OCBF method (using FIFO) com-
pared with Vissim, and it further improves about 15% with the OCBF method when DR is
included. We can see that the OCBF method with DR can do much better than the OCBF
method using FIFO in this case. The same is true for the objective function of CAVs in
the main lane. The travel time and objective function of CAVs in the merging lane has a
significant improvement with the OCBF method compared with human drivers in Vissim:
about 58% improvement in travel time and 60% improvement in the objective function.
When traffic arrival rate increases to 1000CAVs/h for both the main and merging lanes,
the human driven vehicles of the merging lane will cause heavy traffic congestion in Vissim,
while the OCBF method can successfully manage the traffic without any congestion (see
videos1). The metrics for the OCBF method are close to the ones in the case of 500 CAVs/h




Rule-based Optimal Control for Autonomous
Driving
In this chapter, we introduce an application of the HOCBF method to rule-based op-
timal control for autonomous driving, in which case an autonomous vehicle is required
to satisfy complex specifications imposed by traffic laws and cultural expectations of rea-
sonable driving behaviors. We formulate the rule-based control problem in Sec. 9.1, and
introduce the rules and their priority structure in Sec. 9.2. The rule-based control frame-
work is presented in Sec. 9.3, and several case studies under different driving scenarios are
shown in Sec. 9.4.
9.1 Problem Formulation
For a vehicle with dynamics given by (2.2) and starting at a given state x(0) = x0,






where || · || denotes the 2-norm of a vector, T > 0 denotes a bounded final time, and
J is a strictly increasing function of its argument (e.g., an energy consumption function
J(||u(t)||) = ||u(t)||2). We consider the following additional requirements:
Trajectory tracking: We require the vehicle to stay as close as possible to a desired
reference trajectory Xr (e.g., middle of its current lane).
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State constraints: We impose a set of constraints (componentwise) on the state of
system (2.2) in the following form:
xmin ≤ x(t)≤ xmax,∀t ∈ [0,T ], (9.2)
where xmax := (xmax,1,xmax,2, . . . ,xmax,n) ∈ Rn and xmin := (xmin,1,xmin,2, . . . ,xmin,n) ∈ Rn
denote the maximum and minimum state vectors, respectively. Examples of such con-
straints for a vehicle include maximum acceleration, maximum braking, and maximum
steering rate.
Priority structure: We require the system trajectory X of (2.2) starting at x(0) = x0
to satisfy a priority structure 〈R,∼p,≤p〉, i.e.:
X |= 〈R,∼p,≤p〉, (9.3)
where ∼p is an equivalence relation over a finite set of rules R and ≤p is a total order
over the equivalence classes. Our priority structure, called Total ORder over eQuivalence
classes (TORQ), is related to the rulebooks from (Censi et al., 2019). However, rather than
allowing for a partial order over the set of rules R, we require that any two rules are either
comparable or equivalent. Informally, (9.3) means that X is the “best" trajectory that (2.2)
can produce, considering the violation metrics of the rules in R and the priorities captured
by ∼p and ≤p. A formal definition for a priority structure and its satisfaction will be given
in Sec. 9.2.2.
Control bounds: We impose control bounds as given in (2.18). Examples include jerk
and steering acceleration.
Formally, we can define the optimal control problem as follows:
Problem 6. Find a control policy for system (2.2) such that the objective function in (9.1) is
minimized, and the trajectory tracking, state constraints (9.2), the TORQ priority structure
〈R,∼p,≤p〉, and control bounds (2.18) are satisfied by the generated trajectory given x(0).
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Our approach to Problem 6 can be summarized as follows: We use CLFs for tracking
the reference trajectory Xr and HOCBFs to implement the state constraints (9.2). For each
rule in R, we define violation metrics. We show that satisfaction of the rules can be written
as forward invariance for sets described by differential functions, and enforce them using
HOCBFs. The control bounds (2.18) are considered as constraints. We provide an iterative
solution to Problem 6, where each iteration involves solving a sequence of QPs. In the
first iteration, all the rules from R are considered. If the corresponding QPs are feasible,
then an optimal control is found. Otherwise, we iteratively relax the satisfaction of rules
from subsets of R based on their priorities, and minimize the corresponding relaxations by
including them in the cost function.
9.2 Rules and priority structures
In this section, we extend the rulebooks from (Censi et al., 2019) by formalizing the
rules and defining violation metrics. We introduce the TORQ priority structure, in which
all rules are comparable, and it is particularly suited for the hierarchical control framework
proposed in Sec. 9.3.3.
9.2.1 Rules
In the definition below, an instance i ∈ Sp is a traffic participant or artifact that is in-
volved in a rule, where Sp is the set of all instances involved in the rule. For example, in
a rule to maintain clearance from pedestrians, a pedestrian is an instance, and there can
be many instances encountered by ego in a given scenario. Instances can also be traffic
artifacts like the road boundary (of which there is only one), lane boundaries, or stop lines.
Definition 17. (Rule) A rule is composed of a statement and three violation metrics. A
statement is a formula that is required to be satisfied for all times. A formula is inductively
defined as:
ϕ := µ|¬ϕ|ϕ1∧ϕ2, (9.4)
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where ϕ,ϕ1,ϕ2 are formulas, µ := (h(x)≥ 0) is a predicate on the state vector x of system
(2.2) with h : Rn→ R. ∧,¬ are Boolean operators for conjunction and negation, respec-
tively. The three violation metrics for a rule r are defined as:
1. instantaneous violation metric ρr,i(x(t)) ∈ [0,1],
2. instance violation metric ρr,i(X ) ∈ [0,1], and
3. total violation metric Pr(X ) ∈ [0,1],
where i is an instance, x(t) is a trajectory at time t and X is a whole trajectory of ego. The
instantaneous violation metric ρr,i(x(t)) quantifies violation by a trajectory at a specific
time t with respect to a given instant i. The instance violation metric ρr,i(X ) captures
violation with respect to a given instance i over the whole time of a trajectory, and is
obtained by aggregating ρr,i(x(t)) over the entire time of a trajectory X . The total violation
metric Pr is the aggregation of the instance violation metric ρr,i(X ) over all instances i∈ Sp.
The aggregations in the above definitions can be implemented through selection of a
maximum or a minimum, integration over time, summation over instances, or by using
general Lp norms. A zero value for a violation score shows satisfaction of the rule. A
strictly positive value denotes violation - the larger the score, the more ego violates the
rule. Throughout the paper, for simplicity, we use ρr and ρr instead of ρr,i and ρr,i if there
is only one instance. Examples of rules (statements and violations metrics and scores) are
given in Sec. 9.4 and in Sec. 9.5.
We divide the set of rules into two categories: (1) clearance rules - safety relevant
rules enforcing that ego maintains a minimal distance to other traffic participants and to the
side of the road or lane (2) non-clearance rules - rules that are not contained in the first
category, such as speed limit rules. In Sec. 9.3.2, we provide a general methodology to
express clearance rules as inequalities involving differentiable functions, which will allow
us to enforce their satisfaction using HOCBFs.
Remark 19. The violation metrics from Def. 17 are inspired from Signal Temporal Logic
(STL) robustness (Maler and Nickovic, 2004; Donzé and Maler, 2010; Mehdipour et al.,
2019), which quantifies how a signal (trajectory) satisfies a temporal logic formula. In this
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paper, we focus on rules that we aim to satisfy for all times. Therefore, the rules in (9.4) can
be seen as (particular) STL formulas, which all start with an “always" temporal operator
(omitted here).
9.2.2 Priority Structure
The pre-order rulebook from (Censi et al., 2019) defines a “base" pre-order that captures
relative priorities of some (comparable) rules, which are often similar in different states
and countries. A pre-order rulebook can be made more precise for a specific legislation
by adding rules and/or priority relations through priority refinement, rule aggregation and
augmentation. This can be done through empirical studies or learning from local data
to construct a total order rulebook. To order trajectories, authors of (Censi et al., 2019)
enumerated all the total orders compatible with a given pre-order. In this paper, motivated
by the hierarchical control framework described in Sec. 9.3.3, we require that any two rules
are in a relationship, in the sense that they are either equivalent or comparable with respect
to their priorities.
Definition 18 (TORQ Priority Structure). A Total ORder over eQuivalence classes (TORQ)
priority structure is a tuple 〈R,∼p,≤p〉, where R is a finite set of rules,∼p is an equivalence
relation over R, and ≤p is a total order over the set of equivalence classes determined by
∼p.
Equivalent rules (i.e., rules in the same class) have the same priority. Given two equiv-
alence classes O1 and O2 with O1 ≤p O2, every rule r1 ∈ O1 has lower priority than every
rule r2 ∈ O2. Since ≤p is a total order, any two rules r1,r2 ∈ R are comparable, in the
sense that exactly one of the following three statements is true: (1) r1 and r2 have the same
priority, (2) r1 has higher priority than r2, and (3) r2 has higher priority than r1.
Given a TORQ 〈R,∼p,≤p〉, we can assign numerical (integer) priorities to the rules.
We assign priority 1 to the equivalence class with the lowest priority, priority 2 to the
next one and so on. The rules inside an equivalence class inherit the priority from their
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equivalence class. Given a priority structure 〈R,∼p,≤p〉 and violation scores for the rules
in R, we can compare trajectories:
Definition 19 (Trajectory Comparison). A trajectory X1 is said to be better (less violating)
than another trajectory X2 if the highest priority rule(s) violated by X1 has a lower priority
than the highest priority rule(s) violated by X2. If both trajectories violate an equivalent
highest priority rule(s), then the one with the smaller (maximum) total violation score is
better. In this case, if the trajectories have equal violation scores, then they are equivalent.
It is easy to see that, by following Def. 19, given two trajectories, one can be better
than the other, or they can be equivalent (i.e., two trajectories cannot be incomparable).
Example 1. Consider the driving scenario from Fig. 9·1(a) and TORQ 〈R,∼p,≤p〉 in Fig.
9·1(b), where R = {r1,r2,r3,r4}, and r1: “No collision”, r2: “Lane keeping”, r3: “Speed
limit” and r4: “Comfort”. There are 3 equivalence classes given by O1 = {r4}, O2 =
{r2,r3} and O3 = {r1}. Rule r4 has priority 1, r2 and r3 have priority 2, and r1 has priority
3. Assume the instance (same as total, as there is only one instance for each rule) violation
scores of rules ri, i = 1,2,3,4 by trajectories a,b,c are given by ρi = (ρi(a),ρi(b),ρi(c))
as shown in Fig. 9·1(b). Based on Def. 19, trajectory b is better (less violating) than
trajectory a since the highest priority rule violated by b (r2) has a lower priority than the
highest priority rule violated by a (r1). The same argument holds for trajectories a and c,
i.e., c is better than a. The highest priority rules violated by trajectories b and c have the
same priorities. Since the maximum violation score of the highest priority rules violated
by b is smaller than that for c, i.e., max(ρ2(b),ρ3(b)) = 0.1, max(ρ2(c),ρ3(c)) = 0.4,
trajectory b is better than c.
Definition 20. (TORQ satisfaction) A trajectory X of system (2.2) starting at x(0) satisfies
a TORQ 〈R,∼p,≤p〉 (i.e., X |= 〈R,∼p,≤p〉), if there are no better trajectories of (2.2)
starting at x(0).
Def. 20 is central to our solution to Problem 6 (see Sec. 9.3.3), which is based on an
iterative relaxation of the rules according to their satisfaction of the TORQ.
9.3 Rule-based Optimal Control
In this section, we present our approach to solve Problem 6.
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(a) Possible trajectories (b) TORQ with instance violation scores (the col-
ors for the scores correspond to the colors of the
trajectories. The rectangles show the equivalence
classes.
Figure 9·1: An autonomous driving scenario with three possible trajecto-
ries, 4 rules, and 3 equivalence classes
9.3.1 Trajectory Tracking
The equation (2.2) can define “traditional" vehicle dynamics with respect to an inertial
reference frame (Ames et al., 2017), or dynamics defined along a given reference trajectory
(Rucco et al., 2015) (see (9.12)). The case study considered in this paper falls in the second
category (the middle of ego’s current lane is the default reference trajectory). We use the
model from (Rucco et al., 2015), in which part of the state of (2.2) captures the tracking
errors with respect to the reference trajectory. The tracking problem then becomes stabiliz-
ing the error states to 0. Suppose the error state vector is y ∈ Rn0,n0 ≤ n (the components
in y are part of the components in x). We define a CLF V (x) = ||y||2 (c3 = ε > 0 in Def.
5). Any control u that satisfies the relaxed CLF constraint (Ames et al., 2017) given by:
L fV (x)+LgV (x)u+ εV (x)≤ δe, (9.5)
exponentially stabilizes the error states to 0 if δe(t) = 0,∀t ∈ [0,T ], where δe > 0 is a
relaxation variable that compromises between stabilization and feasibility. Note that the
CLF constraint (9.5) only works for V (x) with relative degree 1. If the relative degree is
larger than 1, we can use input-to-state linearization and state feedback control (Khalil,
2002) to reduce the relative degree to one (Xiao et al., 2021a).
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9.3.2 Clearance and Optimal Disk Coverage
Satisfaction of a priority structure can be enforced by formulating real-time constraints
on ego state x(t) that appear in the violation metrics. Satisfaction of the non-clearance
rules can be easily implemented using HOCBFs (See Sec. 9.3.3, Sec. 9.5). For clearance
rules, we define a notion of clearance region around ego and around the traffic participants
in Sp that are involved in the rule (e.g., pedestrians and other vehicles).
The clearance region for ego is defined as a rectangle with tunable speed-dependent
lengths (i.e., we may choose to have a larger clearance from pedestrians when ego
is driving with higher speeds) and defined based on ego footprint and functions
h f (x),hb(x),hl(x),hr(x) that determine the front, back, left, and right clearances as il-
lustrated in Fig. 9·2, where h f ,hb,hl,hr : Rn→R≥0. The clearance regions for participants
(instances) are defined such that they comply with their geometry and cover their footprints,
e.g., (fixed-length) rectangles for other vehicles and (fixed-radius) disks for pedestrians, as
shown in Fig. 9·2.
To satisfy a clearance rule involving traffic participants, we need to avoid any over-
laps between the clearance regions of ego and traffic participants. We define a function
dmin(x,xi) : Rn+ni → R to determine the signed distance between the clearance regions of
ego and participant i ∈ Sp (xi ∈ Rni denotes the state of participant i), which is negative if
the clearance regions overlap. Therefore, satisfaction of a clearance rule can be imposed
by having a constraint on dmin(x,xi) to be non-negative. For the clearance rules “stay in
lane" and “stay in drivable area", we require that ego clearance region be within the lane
and the drivable area, respectively.
However, finding dmin(x,xi) can be computationally expensive. For example, the dis-
tance between two rectangles could be from corner to corner, corner to edge, or edge to
edge. Since each rectangle has 4 corners and 4 edges, there are 64 possible cases. More
importantly, this computation leads to a non-smooth dmin(x,xi) function, which cannot be
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used to enforce clearance using a CBF approach. To address these issues, we propose an
optimal coverage of the rectangles with disks, which allows to map the satisfaction of the
clearance rules to a set of smooth HOCBF constraints (i.e., there will be one constraint for
each pair of centers of disks pertaining to different traffic participants).
We use l > 0 and w > 0 to denote the length and width of ego’s footprint, respectively.
Assume we use z ∈ N disks with centers located on the center line of the clearance region
to cover it (see Fig. 9·3). Since all the disks have the same radius, the minimum radius to












The minimum radius ri of the rectangular clearance region for a traffic participant i ∈ Sp
with disks number zi is defined in a similar way using the length and width of its footprint
and setting hl,hr,hb,h f = 0.
Figure 9·2: The clearance regions and their coverage with disks: the clear-
ance region and the disks are speed dependent for ego and fixed for the other
vehicle and the pedestrian. We consider the distances between all the pos-
sible pairs of disks from ego and other traffic participants (e.g., pedestrians,
parked vehicles). There are 12 distance pairs in total, and we only show two
of them w.r.t. the pedestrian and another vehicle, respectively.
Assume the center of the disk j ∈ {1, . . . ,z} for ego, and the center of the disk
k ∈ {1, . . . ,zi} for the instance i ∈ Sp are given by (xe, j,ye, j) ∈ R2 and (xi,k,yi,k) ∈ R2,
respectively (See Sec. 9.6). To avoid any overlap between the corresponding disks of ego
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Figure 9·3: The optimal disk coverage of a clearance region.
and the instance i ∈ Sp, we impose the following constraints:√
(xe, j− xi,k)2 +(ye, j− yi,k)2 ≥ r+ ri,
∀ j ∈ {1, . . . ,z},∀k ∈ {1, . . . ,zi}.
(9.7)
Since disks fully cover the clearance regions, enforcing (9.7) also guarantees that
dmin(x,xi) ≥ 0. For the clearance rules “stay in lane" and “stay in drivable area", we
can get similar constraints as (9.7) to make the disks that cover ego’s clearance region stay
within them (e.g., we can consider hl,hr,hb,h f = 0 and formulate (9.7) such that the dis-
tance between ego disk centers and the line in the middle of ego’s current lane be less than
wl
2 − r, where wl > 0 denotes the lane width). Thus, we can formulate satisfaction of all the
clearance rules as continuously differentiable constraints (9.7), and implement them using
HOCBFs.
To efficiently formulate the proposed optimal disk coverage approach, we need to find
the minimum number of the disks that fully cover the clearance regions as it determines the
number of constraints in (9.7). Moreover, we need to minimize the lateral approximation
error since large errors imply overly conservative constraint (See Fig. 9·3). This can be
formally defined as an optimization problem, and solved offline to determine the numbers
and radii of the disks in (9.7) (the details are provided in Sec. 9.6).
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9.3.3 Optimal Control
In this section, we present our complete framework to solve Problem 6. We propose a
recursive algorithm to iteratively relax the satisfaction of the rules in the priority structure
〈R,∼p,≤p〉 (if needed) based on the total order over the equivalence classes.
Let RO be the set of equivalence classes in 〈R,∼p,≤p〉, and NO be the cardinality of
RO . We construct the power set of equivalence classes denoted by S = 2RO , and incre-
mentally (from low to high priority) sort the sets in S based on the highest priority of the
equivalence classes in each set according to the total order and denote the sorted set by
Ssorted = {S1,S2, . . . ,S2NO }, where S1 = { /0}. We use this sorted set in our optimal control
formulation to obtain satisfaction of the higher priority classes, even at the cost of relax-
ing satisfaction of the lower priority classes. Therefore, from Def. 20, the solution of the
optimal control will satisfy the priority structure.
Example 2. Reconsider Exm. 1. We define RO = {O1,O2,O3}. Based on the
given total order O1 ≤p O2 ≤p O3, we can write the sorted power set as Ssorted =
{{ /0},{O1},{O2},{O1,O2},{O3},
{O1,O3},{O2,O3},{O1,O2,O3}}.
In order to find a trajectory that satisfies a given TORQ, we first assume that all the rules
are satisfied. Starting from S1 = { /0} in the sorted set Ssorted , we solve Problem 6 given that
no rules are relaxed, i.e., all the rules must be satisfied. If the problem is infeasible, we
move to the next set S2 ∈ Ssorted , and relax all the rules of all the equivalence classes in S2
while enforcing satisfaction of all the other rules in the equivalence class set denoted by
RO \ S2. This procedure is done recursively until we find a feasible solution of Problem
6. Formally, at k = 1,2 . . . ,2NO for Sk ∈ Ssorted , we relax all the rules i ∈ O for all the











dynamics (2.2), control bounds (2.18), CLF constraint (9.5),
Lm jf b j(x)+LgL
m j−1
f b j(x)u+S(b j(x))










+αml(ψml−1(x))≥ 0,∀l ∈ {1, . . . ,2n},
(9.11)
where pe > 0 and pi > 0, i ∈ O,O ∈ Sk assign the trade-off between the the CLF relaxation
δe (used for trajectory tracking) and the HOCBF relaxations δi. mi,m j,ml denotes the
relative degree of bi(x),b j(x),blim,l(x), respectively. The functions bi(x) and b j(x) are
HOCBFs for the rules in 〈R,∼p,≤p〉, and are implemented directly from the rule statement
for non-clearance rules or by using the optimal disk coverage framework for clearance
rules. At relaxation step k, HOCBFs corresponding to the rules in O, ∀O ∈ Sk are relaxed
by adding pi > 0, i ∈ O,O ∈ Sk in (9.10), while for other rules in R in (9.9) and the state
constraints (9.11), regular HOCBFs are used. We assign pi, i ∈ O,O ∈ Sk according to
their relative priorities, i.e., we choose a larger pi for the rule i that belongs to a higher
priority class. The functions blim,l(x), l ∈ {1, . . . ,2n} are HOCBFs for the state limitations
(9.2). The functions ψmi(x),ψm j(x),ψml(x) are defined as in (2.10). αmi,αm j ,αml can
be penalized to improve the feasibility of the problem above (Xiao and Belta, 2019; Xiao
et al., 2020b).
If the above optimization problem is feasible for all t ∈ [0,T ], we can specifically
determine which rules (within an equivalence class) are relaxed based on the values of
δi, i ∈ O,O ∈ Sk in the optimal solution (i.e., if δi(t) = 0,∀t ∈ {0,T}, then rule i does not
need to be relaxed). This procedure is summarized in Alg. 3.
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Remark 20 (Complexity). The optimization problem (9.8) is solved using QPs introduced
in Sec. 2.1. The complexity of the QP is O(y3), where y ∈ N is the dimension of decision
variables. It usually takes less than 0.01s to solve each QP in Matlab. The total time for
each iteration k ∈ {1, . . . ,2NO} depends on the final time T and the length of the refer-
ence trajectory Xr. The computation time can be further improved by running the code in
parallel over multiple processors.
9.3.4 Pass/Fail Evaluation
As an extension to Problem 6, we formulate and solve a pass/fail (P/F) procedure, in
which we are given a vehicle trajectory, and the goal is to accept (pass, P) or reject (fail,
F) it based on the satisfaction of the rules. Specifically, given a candidate trajectory Xc
of system (2.2), and given a TORQ 〈R,∼p,≤p〉, we pass (P) Xc if we cannot find a better
trajectory according to Def. 19. Otherwise, we fail (F) Xc. We proceed as follows: We
find the total violation scores of the rules in 〈R,∼p,≤p〉 for the candidate trajectory Xc. If
no rules in R are violated, then we pass the candidate trajectory. Otherwise, we investigate
the existence of a better (less violating) trajectory. We take the middle of ego’s current
lane as the reference trajectory Xr and re-formulate the optimal control problem in (9.8) to
recursively relax rules such that if the optimization is feasible, the generated trajectory is
better than the candidate trajectory Xc. Specifically, assume that the highest priority rule(s)
that the candidate trajectory Xc violates belongs to OH , H ∈N. Let RH ⊆ RO denote the set
of equivalence classes with priorities not larger than H, and NH ∈ N denote the cardinality
of RH . We construct a power set SH = 2RH , and then apply Alg. 3, in which we replace RO
by RH .
Remark 21. The procedure described above would fail a candidate trajectory Xc even if
only a slightly better alternate trajectory (i.e., violating rules of the same highest priority
but with slightly smaller violation scores) can be found by solving the optimal control prob-
lem. In practice, this might lead to an undesirably high failure rate. One way to deal with
this, which we will consider in future work (see Sec. ??), is to allow for more classification
categories, e.g., “Provisional Pass" (PP), which can then trigger further investigation of
Xc.
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Example 3. Reconsider Exm. 1 and assume trajectory b is a candidate trajectory which
violates rules r2,r4, thus, the highest priority rule that is violated by trajectory b be-
longs to O2. We construct RH = {O1,O2}. The power set SH = 2RH is then defined as
SH = {{ /0},{O1},{O2},{O1,O2}}, and is sorted based on the total order as SHsorted =
{{ /0},{O1},{O2},{O1,O2}}.
Algorithm 3: Recursive relaxation algorithm for finding optimal trajectory
Input: System (2.2) with x(0), cost function (9.1), control bound (2.18), state
constraint (9.2), TORQ 〈R,∼p,≤p〉, reference trajectory Xr
Output: Optimal ego trajectory and set of relaxed rules
1. Construct the power set of equivalence classes S = 2RO ;
2. Sort the sets in S based on the highest priority of the equivalence classes in each
set according to the total order and get Ssorted = {S1,S2, . . . ,S2NO };
3. k = 0;
while k++≤ 2NO do
Solve (9.8) s.t. (2.2), (2.18), (9.5), (9.10), (9.9) and (9.11);
if the above problem is feasible for all t ∈ [0,T ] then
Generate the optimal trajectory X ∗ from (2.2);
Construct relaxed set Rrelax = {i : i ∈ O,O ∈ Sk};
if δi(t) = 0,∀t ∈ [0,T ] then





4. Return X ∗ and Rrelax;
9.4 Case Study
In this section, we apply the methodology developed in this paper to specific vehicle
dynamics and various driving scenarios. Ego dynamics (2.2) are defined with respect to
a reference trajectory (Rucco et al., 2015), which measures the along-trajectory distance
s ∈ R and the lateral distance d ∈ R of the vehicle Center of Gravity (CoG) with respect to
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where µ is the vehicle local heading error determined by the difference of the global vehicle
heading θ ∈ R in (9.27) and the tangent angle φ ∈ R of the closest point on the reference
trajectory (i.e., θ = φ + µ); v, a denote the vehicle linear speed and acceleration; δ, ω
denote the steering angle and steering rate, respectively; κ is the curvature of the reference
trajectory at the closest point; lr is the length of the vehicle from the tail to the CoG; and
u jerk, usteer denote the two control inputs for jerk and steering acceleration as shown in Fig.






where l f is the length of the vehicle from the head to the CoG.
Figure 9·4: Coordinates of ego w.r.t a reference trajectory.












The reference trajectory Xr is the middle of ego’s current lane, and is assumed to be
given as an ordered sequence of points p1, p2, . . . , pNr , where pi ∈ R2, i = 1, . . . ,Nr (Nr
denotes the number of points). We can find the reference point pi(t), i : [0,T ]→{1, . . . ,Nr}
at time t as:
i(t) =

i(t)+1 ||p(t)−pi(t)|| ≤ γ,
j ∃ j ∈ {1,2, . . . ,Nr} : ||p(t)−pi(t)||≥||p(t)−p j||,
(9.14)
where p(t)∈R2 denotes ego’s location. γ> 0, and i(0)= k for a k∈{1,2, . . . ,Nr} is chosen
such that ||p(0)−p j|| ≥ ||p(0)−pk|,∀ j ∈ {1,2, Nr}. Once we get pi(t), we can update the
progress s, the error states d,µ and the curvature κ in (9.12). The trajectory tracking in this
case is to stabilize the error states d,µ (y = (d,µ) in (9.5)) to 0, as introduced in Sec. 9.3.1.
We also wish ego to achieve a desired speed vd > 0 (otherwise, ego may stop in curved
lanes). We achieve this by re-defining the CLF V (x) in (9.5) as V (x) = ||y||2 + c0(v−
vd)2,c0 > 0. As the relative degree of V (x) w.r.t. (9.12) is larger than 1, as mentioned in
Sec. 9.3.1, we use input-to-state linearization and state feedback control (Khalil, 2002) to
reduce the relative degree to one (Xiao et al., 2021a). For example, for the desired speed
part in the CLF V (x) ( (9.12) is in linear form from v to u jerk, so we don’t need to do
linearization), we can find a desired state feedback acceleration â = −k1(v− vd),k1 > 0.
Then we can define a new CLF in the form V (x) = ||y||2 + c0(a− â)2 = ||y||2 + c0(a+
k1(v− vd))2 whose relative degree is just one w.r.t. u jerk in (9.12). We proceed similarly
for driving d,µ to 0 in the CLF V (x) as the relative degrees of d,µ are also larger than one.
211
The control bounds (2.18) and state constraints (9.2) are given by:
speed constraint: vmin ≤ v(t)≤ vmax,
acceleration constraint: amin ≤ a(t)≤ amax,
jerk control constraint: u j,min ≤ u jerk(t)≤ u j,max,
steering angle constraint: δmin ≤ δ(t)≤ δmax,
steering rate constraint: ωmin ≤ ω(t)≤ ωmax,
steering control constraint: us,min ≤ usteer(t)≤ us,max,
(9.15)
We consider the TORQ 〈R,∼p,≤p〉 from Fig. 9·5, with rules R = {r1,r2,r3,r4,r5,
r6,r7,r8}, where r1 is a pedestrian clearance rule; r2 and r3 are clearance rules for staying
in the drivable area and lane, respectively; r4 and r5 are non-clearance rules specifying
maximum and minimum speed limits, respectively; r6 is a comfort non-clearance rule; and
r7 and r8 are clearance rules for parked and moving vehicles, respectively. The formal rule
definitions (statements, violation metrics) are given in Sec. 9.5. These metrics are used to
compute the scores for all the trajectories in the three scenarios below. The optimal disk
coverage from Sec. 9.3.2 is used to compute the optimal controls for all the clearance rules,
which are implemented using HOCBFs.
Figure 9·5: TORQ priority structure for case study.
212
In the following, we consider three common driving scenarios in our tool (See Sec. 9.7).
For each of them, we solve the optimal control Problem 6 and perform pass/fail evaluation.
In all three scenarios, in the pass/fail evaluation, an initial candidate trajectory is drawn
“by hand" using the tool described in the Sec. 9.7. We use CLFs to generate a feasible
trajectory Xc which tracks the candidate trajectory subject to the vehicle dynamics (2.2),
control bounds (2.18) and state constraints (9.2).
9.4.1 Scenario 1
Assume there is an active vehicle, a parked (inactive) vehicle and a pedestrian, as shown
in Fig. 9·6.
Optimal control: We solve the optimal control problem (9.8) by starting the rule re-
laxation from S1 = { /0} (i.e., without relaxing any rules). This problem is infeasible in the
given scenario since ego cannot maintain the required distance between both the active and
the parked vehicles as the clearance rules are speed-dependent. Therefore, we relaxed the
next lowest priority equivalence class set in Ssorted , i.e., the minimum speed limit rule in
S2 = {{r5}}, for which we were able to find a feasible trajectory as illustrated in Fig. 9·6.
By checking δi for r5 from (9.8), we found it is positive in some time intervals in [0,T ], and
thus, r5 is indeed relaxed. The total violation score for rule r5 from (9.20) for the generated
trajectory is 0.539, and all other rules in R are satisfied. Thus, by Def. 20, the generated
trajectory satisfies 〈R,∼p,≤p〉 in Fig. 9·5.
Pass/Fail: The candidate trajectory Xc is shown in Fig. 9·7. This candidate trajectory
only violates rule r5 with total violation score 0.682. Following Sec. 9.3.4, we can either
relax r5 or do not relax any rules to find a possibly better trajectory. As shown in the above
optimal control problem for this scenario, we cannot find a feasible solution if we do not
relax rule r5. However, since the violation of r5 by the candidate trajectory is larger than
that of the optimal trajectory in Fig. 9·6, we fail the candidate trajectory.
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Figure 9·6: Optimal control for Scenario 1: the subset of optimal ego tra-
jectory violating r5 is shown in blue.
Figure 9·7: Pass/Fail for Scenario 1: the subset of candidate trajectory vi-
olating r5 is shown in blue; the alternative trajectory in this scenario is the
same as in Fig. 9·6.
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9.4.2 Scenario 2
Assume there is an active vehicle, two parked (inactive) vehicles and two pedestrians,
as shown in Fig. 9·8.
Optimal control: Similar to Scenario 1, the optimal control problem (9.8) starting from
S1 = { /0} (without relaxing any rules in R) is infeasible. We relax the next lowest priority
rule set in Ssorted , i.e., the minimum speed rule in S2 = {{r5}}, for which we are able to
find a feasible trajectory as illustrated in Fig. 9·8. Again, the δi for r5 is positive in some
time intervals in [0,T ], and thus, r5 is indeed relaxed. The total violation score of the rule
r5 for the generated trajectory is 0.646, and all the other rules in R are satisfied.
Figure 9·8: Optimal control for Scenario 2: the subset of optimal ego tra-
jectory violating r5 is shown in blue.
Pass/Fail: The candidate trajectory Xc shown in red dashed line in Fig. 9·9 (left) vio-
lates rules r1,r3 and r8 with total violation scores 0.01, 0.23, 0.22 found from (9.16), (9.18),
(9.23), respectively. In this scenario, we know that ego can change lane (where the lane
keeping rule r3 is in a lower priority equivalence class than r1) to get a reasonable trajec-
tory. Thus, we show the case of relaxing the rules in the equivalence classes O2 = {r3,r6}
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and O1 = {r5} to find a feasible trajectory that is better than the candidate one. The optimal
control problem (9.8) generates a trajectory as the red-solid curve shown in Fig. 9·9, and
only the δi for r6 is 0 for all [0,T ]. Thus, r6 does not need to be relaxed. The generated tra-
jectory violates rules r3 and r5 with total violation scores 0.124 and 0.111, respectively, but
satisfies all the other rules including the highest priority rule r1. According to Def. 19 for
the given 〈R,∼p,≤p〉 in Fig. 9·5, the new generated trajectory is better than the candidate
one, thus, we fail the candidate trajectory. Note that although this trajectory violates the
lane keeping rule, it has a smaller violation score for r5 compared to the trajectory obtained
from the optimal control in Fig. 9·8 (0.111 v.s. 0.646), i.e., the average speed of ego in the
red-solid trajectory in Fig. 9·9 is larger.
Figure 9·9: Pass/Fail for Scenario 2: the subsets of the candidate trajectory
(left) violating r8,r3,r1 are shown in green, magenta and blue, respectively;
the subsets of alternative trajectory (right) violating r5,r3 are shown in yel-
low and magenta, respectively.
216
9.4.3 Scenario 3
Assume there is an active vehicle, a parked vehicle and two pedestrians (one just gets
out of the parked vehicle), as shown in Fig. 9·10.
Optimal control: Similar to Scenario 1, the optimal control problem (9.8) starting
from S1 = { /0} (without relaxing any rules in R) is infeasible. We relax the lowest priority
rule set in Ssorted , i.e., the minimum speed rule S2 = {{r5}}, and solve the optimal control
problem. In the (feasible) generated trajectory, ego stops before the parked vehicle, which
satisfies all the rules in R except r5. Thus, by Def. 20, the generated trajectory satisfies the
TORQ 〈R,∼p,≤p〉. However, this might not be a desirable behavior, thus, we further relax
the lane keeping r3 and comfort r6 rules and find the feasible trajectory shown in Fig. 9·10.
δi for r6 is 0 for all [0,T ], and, therefore, r6 does not need to be relaxed. The total violation
scores for the rules r3 and r5 are 0.058 and 0.359, respectively, and all other rules in R are
satisfied.
Figure 9·10: Optimal control for Scenario 3: the subsets of optimal ego
trajectory violating r5,r3 are shown in blue and green, respectively.
Pass/Fail: The candidate trajectory Xc shown as the red-dashed curve in Fig. 9·11
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violates rules r3 and r8 with total violation scores 0.025 and 0.01, respectively. In this
scenario, from the optimal control in Fig. 9·10 we know that ego can change lane (where
the lane keeping rule is in a lower priority equivalence class than r8). We show the case of
relaxing the rules in the equivalence classes O2 = {r3,r6} and O1 = {r5} (all have lower
priorities than r8). The optimal control problem (9.8) generates the red-solid curve shown
in Fig. 9·11. By checking δi for r6, we found that r6 is indeed not relaxed. The generated
alternative trajectory violates rules r3 and r5 with total violation scores 0.028 and 0.742,
respectively, but satisfies all other rules including r8. According to Def. 19 and Fig. 9·5, the
new generated trajectory (although violates r3 more than the candidate trajectory, it does
not violate r8 which has a higher priority) is better than the candidate one. Thus, we fail
the candidate trajectory.
Figure 9·11: Pass/Fail for Scenario 3: the subsets of the candidate trajectory
(left) violating r8,r3 are shown in green and blue, respectively; the subsets
of the alternative trajectory (right) violating r5,r3 are shown in magenta and
blue, respectively.
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9.5 Appendix: Rule definitions
Here we give definitions for the rules used in Sec. 9.4. According to Def. 17, each rule
statement should be satisfied for all times.
r1 : Maintain clearance with pedestrians
Statement: dmin, f p(x,xi)≥ d1 + v(t)η1,∀i ∈ Sped
ρr,i(x(t)) = max(0,
d1 + v(t)η1−dmin, f p(x,xi)
d1 + vmaxη1
)2,










where dmin, f p : Rn+ni →R denotes the distance between footprints of ego and pedestrian i,
and dmin, f p(·, ·) < 0 denotes the footprint overlap. The clearance threshold is given based
on a fixed distance d1 ≥ 0 and increases linearly by η1 > 0 based on ego speed v(t) ≥ 0
(d1 and η1 are determined empirically). Sped denotes the index set of all pedestrians, and
xi ∈Rni denotes the state of pedestrian i. vmax is the maximum feasible speed of the vehicle
and is used to define the normalization term in ρr,i, which assigns a violation score (based
on a L-2 norm) if formula is violated by x(t). ρr,i defines the instance violation score
as the most violating instant over X . Pr aggregates the instance violations over all units
(pedestrians), where nped ∈ N denotes the number of pedestrians.
r2 : Stay in the drivable area












ρr(x(t))dt, Pr = ρr.
(9.17)
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where dle f t : Rn→ R≥0,dright : Rn→ R≥0 denote the left and right infringement distances
of ego footprint into the non-drivable areas, respectively, R≥0 denotes a non-negative real
scalar. dmax > 0 denotes the maximum infringement distance and is used to normalize the
instantaneous violation score defined based on a L-2 norm, and ρr is the aggregation over
trajectory duration T .
r3 : Stay in lane












ρr(x(t))dt, Pr = ρr.
(9.18)
where dle f t : Rn→ R≥0,dright : Rn→ R≥0 denote the left and right infringement distances
of ego footprint into the left and right lane boundaries, respectively. The violation scores
are defined similar to rule r2.











ρr(x(t))dt, Pr = ρr.
(9.19)
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where vmax,s > 0 denotes the maximum speed in a scenario s and varies for different road
types (e.g., highway, residential, etc.).











ρr(x(t))dt, Pr = ρr.
(9.20)
where vmin,s > 0 denotes the minimum speed in a scenario s, which is dependent on the
road type.
r6 : Drive smoothly

















ρr(x(t))dt, Pr = ρr.
(9.21)
where alat(t) = κv2(t) denotes the lateral acceleration at time instant t; amax,s > 0, alat,s > 0
denote the maximum and the allowed lateral acceleration in a scenario s, respectively; and
amax and alatm > 0 denote the maximum feasible acceleration and maximum feasible lateral
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acceleration of the vehicle, respectively.
r7 : Maintain clearance with parked vehicles
Statement: dmin, f p(x,xi)≥ d7 + v(t)η7,∀i ∈ Spveh
ρr,i(x(t)) = max(0,
d7 + v(t)η7−dmin, f p(x,xi)
d7 + vmaxη7
)2,










where dmin, f p : Rn+ni → R denotes the distance between footprints of ego and the parked
vehicle i, d7 ≥ 0, η7 > 0, and violation scores are defined similar to r1, Spveh and npveh ∈N
denote the index set and number of parked vehicles, respectively, and xi ∈ Rni denotes the
state of parked vehicle i.
r8 : Maintain clearance with active vehicles
Statement: dmin,l(x,xi)≥ d8,l + v(t)η8,l
∧ dmin,r(x,xi)≥ d8,r + v(t)η8,r













d8, f + v(t)η8, f −dmin, f (x,xi)













where dmin,l : Rn+ni → R,dmin,r : Rn+ni → R,dmin, f : Rn+ni → R denote the distance be-
tween footprints of ego and active vehicle i on the left, right and front, respectively;
d8,l ≥ 0,d8,r ≥ 0,d8, f ≥ 0,η8,l > 0,η8,r > 0,η8, f > 0 are defined similarly as in r1. Saveh
and naveh ∈ N denote the index set and number of active vehicles, and xi ∈ Rni denotes the
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state of active vehicle i. Similar to Fig. 9·2, we show in Fig. 9·12 how r8 is defined based
on the clearance region and optimal disk coverage proposed in Sec. 9.6.
Figure 9·12: Formulation of r8 with the optimal disk coverage approach:
r8 is satisfied since clearance regions of ego and the active vehicle i ∈ Sp do
not overlap.
9.6 Appendix: Optimal Disk Coverage
To construct disks to fully cover the clearance regions, we need to find their number
and radius. From Fig. 9·3, the lateral approximation error σ > 0 is given by:
σ = r− w+hl(x)+hr(x)
2
. (9.24)
Since σ for ego depends on its state x (speed-dependent), we consider the accumulated
lateral approximation error for all possible x ∈ X . This allows us to determine z and r
such that the disks fully cover ego clearance region for all possible speeds in x. Let h̄i =
supx∈X hi(x),hi = infx∈X hi(x), i∈ { f ,b, l,r}. We can formally formulate the construction












σdh f (x)dhb(x)dhl(x)dhr(x) (9.25)
subject to
z ∈ N, (9.26)
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where β ≥ 0 is a trade-off between minimizing the number of the disks (so as to mini-
mize the number of constraints considered with CBFs) and the coverage approximation
error. The above optimization problem is solved offline. A similar optimization is formu-
lated for construction of disks for instances in Sp (we remove the integrals due to speed-
independence). Note that for the driving scenarios studied in this paper, we omit the lon-
gitudinal approximation errors in the front and back. The lateral approximation errors are
considered in the disk formulation since they induce conservativeness in the lateral maneu-
vers of ego required for surpassing other instances (such as parked car, pedestrians, etc.),
see Sec. 9.4.
Let (xe,ye) ∈ R2 be the center of ego and (xi,yi) ∈ R2 be the center of instance i ∈ Sp.
The center of disk j for ego (xe, j,ye, j), j ∈ {1, . . . ,z} is determined by:




l +h f (x)+hb(x)
2z
(2 j−1))








where j ∈ {1, . . . ,z} and θe ∈ R denotes the heading angle of ego. The center of disk k for
instance i ∈ Sp denoted by (xi,k,yi,k),k ∈ {1, . . . ,zi}, can be defined similarly.
Theorem 20. If the clearance regions of ego and instance i ∈ Sp are covered by the disks
constructed by solving (9.25), then the clearance regions of ego and instance i do not
overlap if (9.7) is satisfied.
Proof. Let z and zi be the disks with minimum radius r and ri from (9.6) associated with
the clearance regions of ego and instance i ∈ Sp, respectively. The constraints in (9.7)
guarantee that there is no overlap of the disks between vehicle i ∈ Sp and instance j ∈ Sp.
Since the clearance regions are fully covered by these disks, we conclude that the clearance
regions do not overlap.
9.7 Appendix: Software tool and simulation parameters
We implemented the computational procedure described in this paper as a user-friendly
software tool in Matlab. The tool allows to load a map represented by a .json file and
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place vehicles and pedestrians on it. It provides an interface to generate smooth refer-
ence/candidate trajectories and it implements our proposed optimal control and P/F frame-
works; the quad prog optimizer was used to solve the QPs (solve time < 0.01s for each
QP) and ode45 to integrate the vehicle dynamics (9.12). All the computation in this pa-
per was performed on a Intel(R) Core(TM) i7-8700 CPU @ 3.2GHz×2. The simulation
parameters are considered as follows: vmax = 10m/s,amax = −amin = 3.5m/s2,u j,max =
−u j,min = 4m/s3,δmax = −δmin = 1rad,ωmax = −ωmin = 0.5rad/s,us,max = −us,min =
2rad/s2,w = 1.8m, l = 4m, l f = lr = 2m,d1 = 1m,η1 = 0.067s,vmax,s = 7m/s,vmin,s =
3m/s,amax,s = 2.5m/s2,alatm = 3.5m/s
2,alat,s = 1.75m/s2,d7 = 0.3m,η7 = 0.13s,d8,l =
d8,r = 0.5m,d8, f = 1m,η8,r = η8,l = 0.036s,η8, f = 2s,vd = 4m/s,β = 2 in (9.25).
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Chapter 10
Conclusions and Future Directions
10.1 Conclusions
This dissertation proposes a form of high order control barrier function to guarantee
safety for systems with arbitrary relative degrees, and presents a methodology to find suf-
ficient conditions and define adaptive control barrier functions to address the infeasibiblity
problem under tight and time-varying control bounds, respectively. When complex prob-
lems are involved, machine learning techniques are also used to guarantee safety in un-
known environments. Finally, this dissertation also proposes an event-triggered framework
to guarantee safety for systems with unknown dynamics, and addresses the myopic nature
of the control barrier function method by combining optimal trajectory planning with it.
All the proposed methods have been applied to solve safety-critical optimal control prob-
lems, such as those arising in rule-based autonomous driving and optimal traffic merging
control for connected and automated vehicles.
10.2 Future Directions
10.2.1 Interpretable Learning with Safety Guarantees
The CBF method provides safety guarantees for safety-critical systems, however, the
performance (such as optimality) of the resulting CBF solution is not guaranteed. There-
fore, one of the goals of future work will focus on interpretable learning methods that
can provide some performance guarantees for the CBF method. This learning-based CBF
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method should be easily scalable in a similar way to deep neural networks (such as convolu-
tional neural networks), and thus provides flexibility for networked cyber-physical safety-
critical systems that are usually involved with multi-agents.
10.2.2 Control Barrier Functions with Receding Horizons
The current CBF method is myopic as it is solved pointwise without a receding hori-
zon. Although this dissertation tried to solve this drawback of the CBF method, there could
still be some cases (such as high-dimensional and high-relative-degree nonlinear systems)
where the proposed methods may not work. Therefore, control barrier functions with re-
ceding horizons are still promising as a future work. Unlike the model predictive control,
the receding horizon should be included in the CBF method in a way that does not sig-
nificantly increase the computational complexity. Ideally, we still have a sequence of QPs
(instead of nonlinear programs as in model predictive control) when receding horizon is
considered in the CBF method.
10.2.3 Adaptive Event-triggered Solution for Control Barrier Functions
The proposed event-triggered solution in this dissertation still has some limitations,
such as how to locally define the error and state bounds such that the solution is not conser-
vative. One solution would be to make these local bounds adaptive, such as making them
depend on the values of CBFs. In this way, we do not need to worry about how to choose
these local bounds. The singularity problem of the CBF method should also be consid-
ered in the event-triggered framework when the coefficients of the controls may change
sign. Moreover, this event-triggered framework could also be applied to CLFs to guarantee
convergence when no conflict with CBFs happens.
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10.2.4 Control Barrier Functions for Mixed Relative Degree Constraints
When considering the relative degree of a constraint, we always have the problem of
mixed relative degree when mutiple control inputs are involved. In other words, the rela-
tive degree could be with repect to different components of the control vector, and it may
have different values for different components. Whether we define the relative degree with
respect to all the components or partial components of the control vector will significantly
affect the performance of the system. Therefore, this mixed relative degree problem should
also be fully considered in future work.
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