O. Introduction
The classical [5] . If we identify D with H (0, oo), where Hn is the Heisenberg group in C , the main conditions on are analogous to (0.4) and (0.5).
The above results are improved in [9] in the following way. Functions are considered as in (0.3) with R replaced by X, a space of homogeneous type having a group structure, and Lebesgue measure replaced by the measure # associated with X. A Fatou theorem is obtained guaranteeing # almost everywhere limits of such functions at points of the boundary, X {0}, where approach is restricted to translates of an open set c X (0, oo) having the identity, e, of X as its only limit point in X. The set f is assumed to satisfy (0.4) (with R n again replaced by X) and (0.6) l({xX:(x,t)'})=l(l(xX:p(x,e)<t}l) ast0 +.
Such a set f] is said to be locally a-admissible. Notice that (0.6) is a weaker condition than (0.5) since it places no restriction on the size of the sections through fl at height t for bounded away from 0. In this paper we consider the converse question. We obtain our results in a framework more general than above. We assume that X G/K where G is a locally compact Hausdorff topological group, K is a compact subgroup of G and (G, K) is equipped with a gauge, thus making X into a space of homogeneous type. (The X in [9] corresponds to the case K { e }.) This is the framework considered in [6] . We show in our main result that almost 64:5 everywhere fl-limits of Pf for every f L P, for some p > 1, implies that f is contained in a locally a-admissible set for every a > 0, thus showing that the limit results of [9] are best possible. In the special case described in paragraph 2 above, this converse is obtained in [10] . However, the technique employed in that paper does not work in the generality considered in the present setting.
Here we use a constructive approach, based on the method of A. Zygmund in [15] , though complicated by the fact that the sections n(t) t) n)
are not necessarily connected. Lemmas 3.1 and 3.2 allow us to get around this difficulty.
We wish to thank A. del Junco for helping us to prove Lemma 3.1.
Assumptions and statement of principal result
We begin by recalling some definitions in [6] . (v) /(B(2r)) < Alx(B(r)), where A is independent of r.
It is shown in [6] that g is necessarily right invariant, hence for each measurable subset E of G, Note that (iii) is a consequence of the fact that Igl--0 precisely when g K [6, 
We also assume there is a subset C of S x (0, oo) such that (1.5) foP( x, t, z) dm (z) has C-limit X o at m-a. (1.8) f= ((x,t) X (0, oo): t)(X, Xo) < a(t-to) for some (x0, t0) f).
The following properties are easy to show:
,r(e) ,(t) for all > 0. 0 < s < implies that f(s) c f(t).
If (y, s) f'' and )(x, y) < a(t s), then (x, t) i2r.
Property (i) holds since if (x, t) [2, then (x, t-e) [ '' as p(x, x) 0 < a(t (t e)). Property (ii) holds for the following reason. Let > 0. Since (,r(e), 0) is a limit point of f, there exists (x, s) fl such that s < t/2 and t)(r(e), x) < at/2.
Thus p(,r(e), x) < a(t-t/2) < a(t-s) and so (,r(e), t) f. Property (iii) is obvious and property (iv) comes from (1.2). Observe that, by (1.2)(i), [ For the reader's convenience we describe in more detail the examples given in [11] and [14] that were mentioned in the introduction and indicate why they satisfy the conditions of Section 1. For a proof of the corresponding Fatou theorem where approach is restricted to a locally admissible region, see [9] . The remaining conditions of Section 1 are shown in [11] to hold for these examples.
Poisson-Szeg6 integrals on the generalized half-plane.
X C" R, with the Heisenberg group law (See [5] and [14] .) (z, t)" (w, s) (z + w, + s + 2Im(z, w)), where (z, w) Zi Proof. Let F be any subset of Ux. Then, fu(E g F)dp(g) ftjfFXe.g(h ) dp(h) dp(g)
The last equality follows by the right invariance of and the facts that E -1. F c U2 and tt(E-1) it(E). Now apply (3. 
+ .(e) t,(U:) {tx(Ux) ( E to E gx tO toE. g,, ) ) (e u e.gl u ue. g)(1 (e)/(v,)) since (1 t/a) < exp(-t) for 0 < < a. This completes the proof.
The following lemma is a modification of Lemma 1.24 in Chapter XIII of [16] . (1.5) . Indeed if we construct a set F such fFP(X, t, z) dtt(z) fails to have f U C limits on a set of positive rn measure, our assumption on C implies it must fail to have fl limits on a set of positive rn measure as well.
Let U be a gauge ball that contains K and let e > 0 be less than/t(U). Our Choose b so that for each j, (3.6) m(a(tj))<b.
Let Ej r-t(fv(tj)). Since (r(e)),0) is the only limit point of fv in X {0}, we may assume that Ej c U for all j. Let aj-1 be the greatest integer in (/t (Ej)) 1 u(x, t) fFV(X, t, z) dm(z).
We will show that u fails to have f limits at m-almost every point of ,r(V) \ F.
Since f contains C, it follows from (1.5) that if u had fl limits on a subset of ,r(V) of positive m measure, the limit would have to be 0 at m-almost every point of r(V) \ F. Thus we will be done if we can show that at m-almost every point of ,r(V) there is a sequence that fl-converges to it on which u is bounded away from 0. Let x ,r(g) be a point of r(V) and let (xj, tj) be a sequence in T that f,v converges to x. We have seen that this is possible for m-almost every x in ,r(V). Thus (1.4) . This completes the proof, m
