Abstract-This paper presents a probabilistic graphical model in the form of a factor graph to perform hierarchical probabilistic inference by computing kinematics of an omnidirectional mobile robot. We propose applying population coding principles to encode messages transmitted within the factor graph to update the network's internal belief, as inspired by neuronal information processing. We examine two inference scenarios in this paper: first for single wheel motor control using real data from an omnidirectional mobile robot; and second for the robot's velocity and orientation in real-world coordinates using simulation data. The experimental results for the first scenario show that the factor graph can learn input-output relations almost perfectly and the simulation results for the second scenario demonstrate that the selected model in the factor graph is quite robust against disturbances due to noise during inference. The results of this study can be applied in more complex intelligence tasks, which build on top of this basic kinematics system.
INTRODUCTION
A framework of information encoding so-called population coding has been proposed in computational neuroscience to reflect the fact that in many regions in the brain, a group of neurons are activated in a way such that they produce neural response with certain probabilistic distribution as a response to a given stimuli [1] . In general, the combined response of those neurons is favorable for reducing uncertainty due to variability of each neuron. Interestingly, experimental studies in neuroscience also show that this coding paradigm is commonly used in the sensorimotor cortex [2] . It is also arguable that these paradigms support the inference mechanism for cognitive tasks [3] . In fact, the brain shows a mixture model which integrates many aspects of computation level from sensory processing, motor command generation, until cognitive planning and decisions making [4] with a superiority that no current technology can match: the brain shows robust computation in the presence of noise. Hence, this phenomenal behavior leads scientists to believe that it is the performance result of a complex stochastic optimal controller [5] [6] . This astonishing robustness often gives clues on explaining how stimulus driven attention is an emergent property of a neural population, which is very robust and able to track one static or moving target in the presence of strong noise or in the presence of a lot of distractors, even more salient than the target [4] . Based on these findings, we develop an experimental and simulation study to apply such profound theory to show its consistency and applicability in a real robotics scenario.
In general, current probabilistic robotics only deals with higher abstraction levels of intelligence such as for world mapping and localization. However, due to generality of probabilistic inference, which is basically derived from sumrule and product-rule in probabilistic, it is arguable that probabilistic inference can be applied for broader range of abstraction level, from low level motor driving task to motion planning for localization [7] .
In this paper, we show how to develop such a probabilistic inference mechanism using population coding for its inputoutput as well as message representation within belief propagation framework using factor graph. We first focus on modeling kinematics of a mobile robot because we believe that before the robot can perform any high level tasks such as mapping the environment given a set of observations and to localize itself, it needs to know its own kinematics [8] . We use a factor graph to create the model and perform inference because this graphical model can combine, in principle, both directed and undirected fashion of information processing flow [9] [10] . Factor graphs use a network of random variables (RV's) for inference and computing uncertainty. The computation is performed in parallel, similar to neural computation in the brain and information is propagated in the network as "messages". In many cases such as for occupancy grid mapping in probabilistic robotics [8] , such messages can take form of a discrete probability distribution. The use of population coding paradigm to represent values of discrete random variables in our method has benefits such that it inherently take into account noises from sensory reading and also to reduce the number of states used by the variables in the network.
II. BELIEF PROPAGATION IN FACTOR GRAPHS
Graphical models such as factor graphs allow a unified approach of graph theory and probabilistic reasoning which can be used to represent complex real-world system. A factor graph is a bipartite graph that expresses the structure of factorization [7] . A factor graph has a variable node for each random variable of the system being modeled and a factor node for each local function which takes variable nodes as its argument. Edges exist only between a subset of variable nodes; factors are never connected to other factors, and variables are never connected to other variables. A factor node F j is connected to variable nodes X i if and only if X i are arguments of F j . Given a factor graph G = (X, F), the joint probability of all variables is a product of all factorization by factor nodes in the graph:
Once the structure of a factor graph has been defined, we can perform inference on the graph either using exact inference method or approximate inference method, which depends on the structure of the factor graph. If there is no cycle or loop in the graph, then we can use exact inference efficiently. One popular algorithm of exact inference in factor graph is the sumproduct algorithm [9] . In general, this is the generalization of message passing in Belief Propagation proposed originally in [12] .
There are two types of messages that are transmitted within the factor graph: the message sent by a variable node to a factor node (denoted as μ Xi  f(X) (X i )) and the message sent by a factor node to a variable node (denoted as μ f(X)  (Xi) (X i )). Belief propagation algorithm ensures that a variable node will update its belief after receiving messages from all its neighboring factor nodes:
Given a factor graph, the next task before we can do any inference on it is to determine all nodes parameters. However, learning the parameters is crucial since it involves the decision of how to discretize RV's values (such as data from robot sensor which only takes discrete range between [-500,500]). Working in direct probabilistic computation means that one needs to provide an array with the number of elements as many as 1000 elements to cover all possible values in that range. This number of elements (or states) will increase exponentially as the number of RVs involved in the structure also increased. Hence, it is necessary to optimize the discretization strategy to reduce the number of states needed to represent a real valued number. Here we propose to use population vector coding to represent a distributed value.
In population coding theory, a collection of neighboring neurons in brain, which might has similar characteristic, will react in synchrony after the stimulus. For example, in a fully connected homogeneous neuron population, an external stimuli S ext (t) will trigger the population to generate a response R(t) (see Fig 1) . Depending on the chosen model of neuron, this mapping S ext (t) R(t) produces different results. Neurons within the population have different sensitivity to the stimulus, thus they produce different spikes. The activity collection of all those neurons is what makes up the response R(t). To use this model in our factor graph, we assume that the neurons give a response in a form of Gaussian distribution, given an integer value as input stimulus. The inverse process to get the integer value back from such a population response, we use weighted population average (i.e. the expected value):
We start exploring the feasibility of hierarchical and multiabstraction control system using probabilistic inference by exploring motor control in the kinematic case. There are two cases we want to study in our experimental setup.
A. Case-1: Single Input Single Output (SISO) Motor Control
In this scenario, the motor input signal will be generated given a desired velocity value of the motor. This is the scenario where we model the mapping function between nodes which represent sensory input and motor output of a three wheels omni-directional mobile robot (Fig 2) . For a single wheel robot control, the model is developed as shown in Fig. 3 . Node M represents a motor signal which generates motor rotation and node V represents the sensory reading of the motor velocity. For forward kinematics, the task
of inference is to update the belief of node V given an input at node M as evidence. Since the only connection of node V is to the factor f VM , then (2) can be written simply as the message µ fVM→V (V). For inverse kinematics, the task of inference is to update the belief of node M given an input at node V as evidence. Hence, in this inverse kinematics, the network is supposed to generate proper motor commands given desired velocities of the wheel. Figure 3 . The network for modeling forward kinematics of single wheel motor control of the robot in Fig.1 The population code implementation for variables in the network in Fig. 3 is as follows: Each node can take an integer number within certain range of its value. The idea is to interpret nodes as a collection of neurons with certain activity function. The activities of the neurons then comprise the underlying probability distribution of the corresponding node. We use a Gaussian distribution as activity function of the population neurons, which takes value within [min_Val, max_Val]. Hence, their combined response can be expressed as: To implement (4) as a population of neurons, first we compute the Gaussian function alongside the interval [min_Val, max_Val] and then assign the area under the Gaussian distribution into n neuron states (see Fig. 4 ). Hence, each region contains the sum of probability values under the corresponding slope. Given the structure of the network, the next task to do is to estimate its parameters. When working with a known structure factor graph, the parameters that need to be estimated are its factors. If the origin of the factor graph comes from a Bayesian Network, then the factor node such as f VM in Fig. 3 is the joint probability mass function (JPMF) of variables in its argument. With the presence of factor f M (also in Fig. 3 ), the factor f VM becomes the conditional probability mass function of its argument variables. As with the known structure and dataset consist of fully observed instances of network variables, we can use Maximum Likelihood Estimation (MLE) to obtain the factor parameters. Basically, when using MLE, we need to optimized likelihood function:
where θ is a parameter of the distribution and D is the dataset containing no latent/hidden variable. For multinomial distribution, it can be shown (like in [11] ) that the maximum likelihood is attained when:
That is, the probability of each value of X corresponds to its frequency in the training data. To train our network using (6) in order to get the factor value f VM , we use the following algorithm. 
B. Case-2: Multiple Inputs Single Output (MISO) Motor
Control Classical control theory requires designers to derive the formula correctly to computes robot's pose. However, this method is only applicable in the perfect mechanics setting. In more general setting, the relation from three wheels speed to Cartesian robot motion is unknown. Hence, we prefer to choose computational intelligence approach by training a network that map between Cartesian robot motion and the three wheels velocity. For the robot in Fig 2, we need a function that maps the desired robot velocity in Cartesian direction with its wheels rotational speed. The robot can receive driving command such as move forward/backward, move sideways, and rotate. Hence, we build a model that captures this kinematics relation, shown in Fig. 5 . 
In the model shown in Fig. 5 , three input nodes X,Y, and R reflect the state of desired robot velocity in X-direction (moving sideways), Y-direction (moving forward/backward) and its rotational speed (R). There are three factors f M1 , f M2 and f M3 that map these inputs into each wheel speed M 1 , M 2 and M 3 . Basically, the model in Fig. 5 is a Multiple Inputs Multiple Outputs (MIMO) system. But we can breakdown the system into three separate MISO systems if we consider the flow of messages only in one direction, which basically decouples the network by assuming independence between scope variables of the factor. For example, if the task of inference is to compute the resulting wheel velocity, then the resulted MISO model is a network with four variables shown in Fig 6a. But if Similar to case-1, we train the network to obtain all factor parameters by using MLE. The dataset for this training was obtained from a simulation program which mimics the real behavior of the robot on Fig 2. This is also useful when we want to evaluate the performance of the inference program by altering the output of the robot with additive Gaussian noise.
IV. RESULT AND DISCUSSION

A. Case-1: Single Input Single Output (SISO) Motor Control
The experiment on case-1 with model shown in Fig. 3 , basically computes inference in the form of Bayesian Network for modeling a DC-motor system. The causality in that network obviously comes from the fact that if we provide the DC motor with PWM-motor signal (here called M variable) then the motor will rotate at a certain speed which can be observed through the velocity sensor (here called V variable). For the forward kinematics task, its inference can be computed by marginalization after computing conditional probability:
This formula can be computed in a factor graph by sending a message from V-node to M-node. To treat the variable V as the observed variable, we simply put one factor node f V which takes V as its argument.
To compute the factor of f VM , the network will be instantiated by sending N-samples random motor signal to the robot, which also results in N-samples sensory data from the robot. From this data samples, the factor f VM is computed as the joint probability mass function of variables V and M contained within the data. Fig. 7 shows the result of inference for the network shown in Fig. 3 using only 40 states to represents value in the range [-2500, 2500]. Fig. 8 shows the JPMF corresponding to the factor parameters for factor f VM of the model in Fig. 3 . The results are very good and smooth even in the presence of noise in the training dataset.
B. Case-2: Multiple Inputs Single Output (MISO) Motor
Control For the experiment in case-2 with model shown in Fig. 6 , the factors are also computed as the joint probability mass function of its argument variables. This joint probability mass function is computed from dataset which is generated by sending random motor command to the robot. The only difference between forward and reverse kinematics in this case-2 is that, the factor f M and f XM in Fig. 6a and Fig. 6b has different scope. Thus, it needs to be reassigning with the correct parameters when performing different inference flow.
The challenge of using Gaussian distribution for the population coding paradigm is that we have to define the 
variance value of the Gaussian curve. The selection of the variance value is application dependent and it might produce different result for the same given task. Fig. 9 shows the combined result of several selected variance value for the inverse kinematics inference of the network shown in Fig. 6b . As it can be seen from the graph, the resulting inference value will vary within certain range. However, the linearity of the curve is maintained for all course of the input value. Figure 9 . Plot of generated motor command given desired wheel velocities in the inverse kinematic case.
Fig . 10 shows the performance result of the inference against the presence of noise in term of root mean squared error (RMSE) between the reference dataset and the inference result. As it can be seen from Fig. 10 that the performance of inference (both for forward and inverse kinematics) degrade with the increase of added noise level. The decreasing rate of performance for inverse kinematics is a bit higher than that of forward kinematics. With the presence of noise up to 15%, the performance is still good and acceptable. With additional noise more than 15%, the performance becomes deteriorated.
V. CONCLUSION
The challenge of probabilistic inference using discrete variables mainly exists on the exponentially increasing number of computation in the sum-and product-rule of probabilistic formulas. This paper shows how to effectively reduce the computation cost by utilizing population coding paradigm with acceptable accuracy for running application such as kinematics control of mobile robot. The three nodes factor graph for kinematics inference in single motor control experiment yields very good result. The second experiment with more complex factor graph for robot's motion control also shows robustness against the presence of noise up to 15% of signal level in the simulation data. We believe that the result of this work can be used for building higher level of intelligence task in our future works.
