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Résumé
Dans cet article, nous définissons des fonctions de Green holomorphes pour des opérateurs à coefficients
constants et des inverses de ces opérateurs en utilisant la formule de Cauchy–Fantappié–Leray.
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Abstract
In this article, we define holomorphic Green functions for constant coefficients operators, and define
inverses of the operator using Cauchy–Fantappié–Leray formula.
© 2008 Publié par Elsevier Masson SAS.
Introduction
Certains des plus récents développements de la théorie des équations aux dérivées partielles
linéaires concernent des résultats qualitatifs de régularité des solutions. Ces résultats sont ob-
tenus, soit par des méthodes d’estimées a priori, soit par des méthodes d’analyse de Fourier ou
d’analyse de développements asymptotiques semi-classiques. Cependant, il est clair que ces deux
dernières méthodes ne peuvent aboutir que dans les cas les plus simples : il est en effet illusoire
de vouloir réduire l’intégration d’équations du second ordre à celle d’équations du premier ordre,
ce qui est le contenu de l’analyse semi classique (ou de la géométrie symplectique). D’autre part,
la méthode des intégrales de chemins (intégration sur l’espace de Wiener) n’est pas applicable
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finition, la construction et l’étude des invariants associés aux solutions fondamentales sauf dans
les cas les plus simples des opérateurs du second ordre non dégénérés. La méthode d’analyse de
Fourier n’est pas non plus adaptée aux opérateurs présentant des singularités, par exemple des
singularités fuchsiennes.
Dans les articles [3,4] nous avons commencé à développer de nouvelles approches à l’étude
d’opérateurs sous elliptiques et elliptiques dégénérés en rang 2. D’autres approches ont dûes être
utilisées pour traiter certains cas de dégénerescence plus élevé [3,4].
D’autre part, dans les articles [5], nous avons développé un calcul symbolique adapté à cer-
tains types d’équations hypergéométriques à plusieurs variables.
Dans cet article et ceux qui le continueront, nous développerons un point de vue « holomorphe »
en poursuivant, dans une direction un peu différente, les idées introduites par Leray, Hamada,
Vaillant, Wagschal, Schiltz [6–15].
Dans le cas holomorphe, il n’est pas possible de transposer directement la notion de solution
fondamentale ni d’utiliser la transformée de Fourier. Ce qui joue le rôle des exponentielles, ce
sont les inverses de fonctions linéaires, qui permettent de reconstituer toute fonction holomorphe
par la formule de Cauchy–Fantappié–Leray. L’un des avantages est que l’on travaille ainsi di-
rectement dans la catégorie algébrico-logarithmique, sans le détour par Fourier et qu’il est donc
plus facile d’interpréter les singularités des solutions fondamentales.
Un second avantage est que les intégrales portent sur des cycles compacts de dimension réelle
2n− 1 au lieu de cycles non compacts de dimension réelle n de sorte que les intégrales obtenues
sont nécessairement plus régulières. En particulier, il n’est pas besoin de changer de contour
d’intégration pour définir la fonction de Green.
Dans cette première partie, nous étudions le cas le plus simple : celui des opérateurs homo-
gènes à coefficients constants. Dans le premier chapitre, nous rappelons rapidement la théorie
des résidus (voir aussi [1,2,8,10]). Nous montrons, en suivant [1], que la formule de Bochner–
Martinelli est une formule de résidu ordinaire sur l’ensemble exceptionnel obtenu par éclatement
d’un point et nous en déduisons la formule de Cauchy–Fantappié–Leray qui représente les fonc-
tions holomorphes par des intégrales de puissances inverses de fonctions linéaires.
Dans le second chapitre, nous définissons la fonction et l’opérateur de Green associés à un
cycle de la quadrique d’incidence. Nous montrons que l’opérateur de Green est bien défini :
l’intégrale converge absolument aux points caractéristiques du cycle et comme intégrale en partie
principale là où la variété caractéristique est tangente au cycle, pourvu qu’elle soit irréductible.
Dans le cas réductible, l’intégrale converge comme une intégrale hypersingulière. Il n’est pas
besoin de déformer les cycles d’intégration pour obtenir ces résultats.
De toute façon la déformation des cycles d’intégration ne peut pas éviter les singularités et
change la définition de l’opérateur de Green, comme nous le montrons explicitement à la fin du
2nd chapitre.
Chapitre 1. Résidus et représentations intégrales
Dans ce chapitre, nous rappelons brièvement la formule des résidus de Leray. Nous montrons
ensuite que la formule de Bochner–Martinelli représentant les fonctions holomorphes par une
intégrale de bord est un cas particulier de la formule des résidus. Enfin, nous déduirons la formule
de représentation intégrale de Cauchy–Fantappié–Leray de la formule de Bochner–Martinelli.
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1.1. Définition
Soit M une variété analytique complexe de dimension complexe n,D une hypersurface lisse
de M .
Soit ϕ une k-forme C∞ sur M\D. On dit que ϕ a des singularités logarithmiques sur D si pour
tout point mo ∈ D, il existe un voisinage U de mo dans M tel que dans U , D ait une équation
holomorphe
D ∩U = {m ∈ U | s(m) = 0}
avec ds = 0 et tel que dans U , ϕ puisse s’écrire
ϕ = ds
s
∧ω + θ (1.1)
avec ω (resp. θ ) des formes C∞ de degré k − 1 (resp. k) sur U .
On notera εkM le faisceau des k-formes C∞ sur M et ε
k
M 〈logD〉 le faisceau des k-formes C∞
sur M\D ayant des singularités logarithmiques sur D (considéré comme faisceau sur M).
Si ϕ ∈ Γ (M,εkM 〈logD〉) est une k-forme à singularités logarithmiques sur D, on peut donc
la représenter par l’équation (1.1) localement et la forme résidu est
Resϕ = ω|D. (1.2)
Cette forme est bien définie comme forme de degré k − 1 sur D.
Resϕ ∈ Γ (D,εk−1D ).
1.2. Cas des formes fermées
On démontre facilement le lemme suivant :
Lemme 1.1. Soit ϕ ∈ Γ (M,εkM 〈logD〉)
(i) Alors dϕ ∈ Γ (M,εk+1M 〈logD〉).
(ii) On a Resdϕ = −d Resϕ.
(iii) En particulier, le résidu induit une application naturelle encore notée Res
Res :
Ker{d :Γ (M,εkM 〈logD〉) → Γ (M,εk+1M 〈logD〉)}
dΓ (M,εk−1M 〈logD〉)
→ Hk−1(D,C). (1.3)
1.3. Cohomologie de M\D et résidu
A priori, la cohomologie de M\D se calcule par la formule de Leray en utilisant la résolution
fine du faisceau X par les formes C∞ de M\D
Hk(M\D,X) = Ker{d :Γ (M\D,ε
k
M\D) → Γ (M\D,εk+1M\D)}
dΓ (M\D,εk−1 ) . (1.4)M\D
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logarithmique sur D, donc on a
Hk(M\D,X) = Ker{d :Γ (M,ε
k
M 〈logD〉) → Γ (M,εk+1M 〈logD〉)}
dΓ (M,εk−1M 〈logD〉)
.
De plus, l’application Res induit une application
Res :Hk(M\D,X) → Hk−1(D,X)
obtenue en utilisant la réalisation (1-4) de la cohomologie de M\D et le lemme 1.1.
Cela permet alors de définir le résidu d’une forme fermée quelconque ϕ sur M\D, comme
classe de cohomologie sur D de la forme résidu d’une forme à singularité logarithmique ϕ′
cohomologue à ϕ sur M\D.
2. Suite exacte d’homologie des résidus
2.1. Voisinages tubulaires
Soit D une hypersurface lisse de M . Nous choisissons une métrique riemannienne sur M et
définissons Tε comme l’ensemble des points de M à distance < ε de D.
Décrivons Tε ainsi : pour tout mo ∈ D, soit γ (s | u,mo) la géodésique issue de mo, avec
vecteur tangent unité initial u orthogonal à D en mo, s étant la longueur d’arc. Nous supposons
que ε est plus petit que le rayon d’injectivité de l’application exponentielle en n’importe quel
point mo ∈ D. T¯ε est alors l’ensemble des points γ (s | u,mo) pour s  ε, mo ∈ D, u vecteur
unité en mo orthogonal à D. Nous pouvons alors définir une rétraction
r : T¯ε → D,
r
(
γ (s | u,mo)
)= mo (2.1)
et une rétraction
ρ :M\D → M\T¯ε (2.2)
qui associe à un point γ (t | u,mo) ∈ T¯ε pour t = 0 le point γ (ε | u,mo) et qui est l’identité
sur M\T¯ε .
2.2. La suite exacte longue de résidus en homologie
Théorème 2.1. Il y a une suite exacte longue d’homologie
· · · → Hp(M\D) i∗−→ Hp(M) q−→ Hp−2(D) δ−→ Hp−1(M\D) i∗−→ . (2.3)
Nous ne donnons ici que la description des morphismes
(i) le morphisme i∗ est induit par le plongement
i :M\D → M.
(ii) Pour définir q([c]) où [c] est classe d’homologie, nous prenons l’intersection de [c] avec D,
q([c]) = [c]. D qui est classe d’homologie de p − 2 si [c] est de degré p.
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semble des points {(γ (t | u,mo)/t  ε,mo ∈ c,u⊥D} (lorsque c est un simplexe singulier,
et la somme de ces objets si c est somme de simplexes).
Alors δ(c) = ∂c˜.
On a, en ce qui concerne les supports
r
(|∂c˜|)= |c|, p(|c˜\D|)= |∂c˜|.
3. Formule des résidus. Suite exacte des résidus
3.1. Théorème des résidus
La formule des résidus consiste en le théorème suivant
Théorème 3.1. Soit [γ ] ∈ Hp(D) une classe d’homologie et ϕ une (p + 1)-forme fermée sur
M\D ayant des singularités logarithmiques sur D. On a alors∫
δ[γ ]
ϕ = 2iπ
∫
γ
Resϕ. (3.1)
Cette formule est valable pour toute forme fermée sur M\D, en tenant compte de la définition
du résidu donnée en 1.3 pour toute classe de cohomologie de M\D. Le morphisme δ a été défini
dans la suite exacte longue d’homologie des résidus.
Preuve. Il suffit de démontrer l’équation (3.1) lorsque ϕ a des singularités logarithmiques et
γ est un simplexe σ contenu dans un voisinage assez petit d’un point de D dans lequel D a
une équation holomorphe z1 = 0, (z1, . . . , zn) étant des coordonnées holomorphes de M dans ce
voisinage. Alors localement, δεσ est une réunion de cercles centrés sur σ , de rayon ε, dans le
plan z1 et si ε′ < ε, on a
δεσ − δε′σ = ∂c
où c est une réunion d’anneaux centrés sur σ dans les plans z1, entre |z1| = ε′ et |z1| = ε.
Alors∫
δεσ
ϕ −
∫
δε′σ
ϕ =
∫
∂c
ϕ =
∫
c
dϕ = 0. (3.2)
Ecrivons
ϕ = dz1
z1
∧ω + θ.
D’après l’équation (3.2), on peut supposer ε aussi petit qu’on veut. Mais
lim
ε→0
∫
δεσ
θ = 0
et
lim
ε→0
∫
δεσ
dz1
z1
∧ω = 2iπ
∫
σ
ω = 2iπ
∫
σ
Resϕ
ce qui démontre le théorème 3.1. 
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En prenant le dual de la suite exacte longue d’homologie, du théorème 2.1, nous déduisons
Théorème 3.2. Pour une hypersurface lisse D de M , on a une suite exacte longue
· · · → Hp−1(M\D) Res−−→ Hp−2(D) tq−→ Hp(M) i∗−→ Hp(M\D) → ·· · (3.3)
Preuve. Nous nous contentons de décrire les morphismes :
(i) Le morphisme i∗ est évident par le plongement
M\D → M;
(ii) Le morphisme dual de δ est Res d’après la formule des résidus du théorème 3.1 ;
(iii) Le morphisme t q , Hp(D) → Hp+2(M) est le morphisme de Gysin. Nous le décrivons
ainsi. Soit L(D) → M le fibré en droites associé à D. Par définition, il existe une section
σ :M → D avec
D = {m ∈ M | σ(m) = 0}.
Soit \.\ une métrique hermitienne sur L(D) et soit
ηD = − 12iπ ∂ log\σ\
2 (3.4)
et
ΩD = − 12iπ ∂¯∂ log\σ\
2 = ∂¯ηD. (3.5)
Dans un voisinage U d’un point mo ∈ D où D a une équation locale z1 = 0, (z1, . . . , zn) étant
des coordonnées holomorphes de M dans U , on aura
ηD|U = − 12iπ
dz1
z1
+ η′D (3.6)
où η′D est C∞ sur U .
La forme ΩD est une (1,1) forme sur M qui représente la classe de cohomologie c1(L(D))
(classe de Chern de L(D)).
Définissons maintenant un morphisme
γD,M :H
p(D) → Hp+2(M) (3.7)
ainsi : soit [α] ∈ Hp(D). Comme Tε se rétracte sur D, Hp(Tε)  Hp(D) et donc il existe une
forme fermée α′ sur Tε avec α′D = α.
Soit χ une fonction C∞ égale à 1 sur Tε/2 dont le support est dans Tε et α˜ = χα. Soit enfin
β = d(α˜ ∧ ηD)
= dα˜ ∧ ηD + (−1)pα˜ ∧ΩD. (3.8)
Comme dα˜ = 0 sur Tε/2, β est C∞ sur M et β est d-fermée de degré p + 2, donc
[β] ∈ Hp+2(M).
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γD,M
([α])= [β].
Montrons que γD,M = t q , c’est-à-dire que si Γ ∈ Hp+2(M)∫
Γ ·D
α =
∫
Γ
γD,M(α).
D’abord α˜ et donc β ont leur support dans Tε donc l’intégrale I
I ≡
∫
Γ
γD,M(α) =
∫
Γ
d(α˜ ∧ ηD)
ne dépend que de la classe d’homologie relative de Γ (mod M\T¯ε), donc ne dépend que de
l’image Γ ′ de Γ dans Hp+2(M,M\T¯ε). De plus la rétraction T¯ε → D est isomorphisme en
homologie. Donc Γ ′ est homologue à Γ˜ ·D, qui est par définition la réunion des disques de
rayon ε centrés sur Γ ·D.
Alors
I =
∫
˜Γ ·D
d(α˜ ∧ ηD) = lim
ε′→0
∫
˜Γ ·D\Tε′
d(α˜′ ∧ ηD).
Or ∂(Γ˜ ·D\Tε′) est contenu dans ∂Tε ∪ ∂Tε′ . Comme α˜|M\Tε = 0, la partie de l’intégrale sur
∂Tε donne 0. D’où
I = − lim
ε′→0
∫
˜Γ ·D∩∂Tε′
α˜′ ∧ ηD
et en utilisant l’équation (3.6), cela se réduit à
I =
∫
Γ ·D
α.
Ainsi ∫
Γ
γD,M(α) =
∫
Γ ·D
α
et ainsi Γ ·D = q(Γ ), cela montre que γD,M = t q . 
4. La formule de Bochner–Martinelli comme formule de résidus
Soit zo = (z1o, . . . , zno) un point de Xn. Définissons les formes différentielles suivantes
ω(dz) = dz1 ∧ · · · ∧ dzn,
ω′(z − zo, dz¯) =
n∑
k−1
(−1)k−1(zk − zko) dz¯1 ∧ · · · ∧ d̂ z¯k ∧ · · · ∧ dz¯n
(4.1)
où le signê signifie qu’on a supprimé le symbole qu’il contrôle.
522 A. Debiard, B. Gaveau / Bull. Sci. math. 133 (2009) 515–553Lemme 4.1. Soit f (z) une fonction holomorphe. Alors la forme différentielle de type (n,n− 1)
f (z)ω′(z − zo, dz¯)∧ω(dz)
\z − zo\2n (4.2)
est d-fermée et ∂¯ fermée. Ici
\z − zo\2 =
n∑
k=1
|zk − zko|2.
Théorème 4.2. Soit f holomorphe dans un domaine D continue sur D¯, zo un point de D.
Supposons ∂D de classe C1. Alors
f (zo) = (n− 1)!
(2iπ)n
∫
∂D
f (z)
ω′(z − zo, dz¯)∧ω(dz)
\z − zo\2n . (4.3)
Preuve. Nous allons donner une preuve de cette formule, en montrant qu’elle est conséquence
du théorème des résidus (théorème 3.1). Nous pouvons toujours supposer zo = 0. Soit la variété
complexe D˜ obtenue en éclatant le point 0 ∈ D. La variété D˜ est la sous-variété de D × Πn−1
défini par(
z1, . . . , zn, [Z1, . . . ,Zn])
liés par les équations zkZι = Zkzι pour tout k, ι. Ici, (z1, . . . , zn) ∈ D et [Z1, . . . ,Zn] sont les
coordonnées homogènes d’un point de Πn−1.
Au voisinage d’un point mo ∈ {0} × Πn−1 tel que Zn = 0, on peut utiliser les coordonnées
complexes{
ζ 1 = Z
1
Zn
, . . . , ζ n−1 = Z
n−1
Zn
, zn
}
et zk = ζ kzn. L’équation locale du diviseur exceptionnel {0} ×Πn−1 de l’éclatement est zn = 0.
Soit p : D˜ → D la projection et soit
ϕ = f (z)ω
′(z¯, dz¯)∧ω(dz)
\z\2n . (4.4)
Alors l’image réciproque p∗ϕ est
p∗ϕ = f (ζ
1zn, . . . , ζ n−1zn, zn)
|zn|2n(1 +∑n−1k=1 |ζ k|2)n
×
[
n−1∑
k=1
(−1)k−1ζ kznd(ζ 1zn)∧ · · · ∧ d(ζ̂ kzn)∧ · · · ∧ dz¯n
+ (−1)n−1z¯nd(ζ 1zn)∧ · · · ∧ d(ζ n−1zn)
]
∧ (d(ζ 1zn)∧ · · · ∧ dzn)
= f (ζ
1zn, . . . , ζ n−1zn, zn)
(1 +∑n−1k=1 |ζ k|2)n
(
dζ¯ 1 ∧ · · · ∧ dζ¯ n−1 ∧ dζ 1 ∧ · · ·
∧ dζn−1 ∧ dz
n
n
)
(mod dz¯n).z
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est
Resp∗ϕ|zn=0 = f (0)
dζ¯ 1 ∧ · · · ∧ dζ¯ n−1 ∧ dζ 1 ∧ · · · ∧ dζn−1
(1 +∑n−1k=1 |ζ k|2)n . (4.5)
Comme ϕ est fermée∫
∂D
ϕ =
∫
∂B(0,ε)
ϕ =
∫
∂B(0,ε)
p∗ϕ.
Mais ∂B(0, ε) est le cycle δΠn−1 (notation du théorème 2.1), puisque pour tout [Z1, . . . ,Zn] ∈
Πn−1 le cercle ayant pour centre ce point [Z1, . . . ,Zn] et de rayon ε est exactement le cercle
de ∂B(0, ε), intersection de ∂B(0, ε) avec la droite complexe de Cn de direction [Z1, . . . ,Zn], à
savoir l’ensemble des (λZ1, . . . , λZn) pour λ ∈ X.
Dans la variété D˜, on a la formule des résidus
1
2iπ
∫
δΠn−1
p∗ϕ =
∫
Πn−1
Resp∗ϕ
= f (0)
∫
Πn−1
dζ¯ 1 ∧ · · · ∧ dζ¯ n−1 ∧ dζ 1 ∧ · · · ∧ dζn−1
(1 +∑n−1k=1 |ζ k|2)n
= (2iπ)
n−1
(n− 1)! f (0).
Ainsi la formule de Bochner–Martinelli apparaît comme une formule de résidu dans l’éclatée
de Cn en point 0. 
Remarque. Ce point de vue a été développé dans le cadre d’une variété algébrique affine, ayant
des singularités dans [ ].
5. La formule de Cauchy–Fantappié–Leray
Dans ce paragraphe, nous allons déduire la formule de Cauchy–Fantappié–Leray de la formule
de Bochner–Martinelli.
5.1. Relèvement holomorphe des formes de Bochner–Martinelli
Considérons une forme différentielle de type (p, q) dans un domaine de Cn à coefficients
analytiques réels
ϕ =
∑
|I |=p
|J |=q
ϕI J¯ dz
I ∧ dz¯J (5.1)
où I (resp. J ) sont des p-uplets (resp. q-uplets) ordonnés
I = (i1 < i2 < · · · < ip) J = (j1 < · · · < jq)
et dzI = dzi1 ∧ · · · ∧ dzip .
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obtenue en remplaçant les z¯j par des variables complexes ζ j indépendantes de zj et les dz¯j par
les dζ j
ϕ˜ =
∑
|I |=p
|J |=q
ϕI J¯ (z, ζ )dz
I ∧ dζ J . (5.2)
Naturellement, ϕ est la restriction de ϕ˜ à la sous variété (réelle) d’équation ζ j = z¯j de C2n.
De plus, ϕ˜ est d-fermée si et seulement si ϕ est d-fermée.
Considérons maintenant les formes définies par les équations (4.1) et la forme de Bochner–
Martinelli
Ω(z − zo, z− zo, dz, dz¯) = ω
′(z − zo, dz¯)∧ω(dz)
(
∑n
k=1(zk − zko)(zk − zko))n
. (5.3)
Nous pouvons relever cette forme à C2n en introduisant des variables complexes
ζ k = zko − zk k = 1, . . . , n (5.4)
et définir ainsi une (2n− 1)-forme méromorphe
Ω˜zo(z, ζ, dz, dζ ) =
ω′(ζ, dζ )∧ω(dz)
(ζ . zo − ζ . z)n (5.5)
où
ζ . z =
n∑
k=1
ζ kzk. (5.6)
Il est clair que Ω˜zo est d-fermée et qu’elle est homogène de degré 0 en ζ
Ω˜zo(z, λζ, dz,λdζ ) = Ω˜zo(z, ζ, dz, dζ ).
5.2. La quadrique d’incidence Q
Introduisons une variable auxiliaire ζ o
ζ o = −ζ . z. (5.7)
Soit l’espace projectif Πn avec les coordonnées homogènes [ζ o, ζ 1, . . . , ζ n] et définissons
dans l’espace Πn ×Xn la quadrique d’incidence Q
Q =
{([ζ o, . . . , ζ n], ζ˜ ) ∣∣∣∣ ζ o + n∑
k=1
ζ kzk = 0
}
. (5.8)
Notons enfin :
Ω˜zo(z, ζ, dz, dζ ) =
ω′(ζ, dζ )∧ω(dz)
(ζ o + ζ . zo)n
∣∣∣∣
Q
. (5.9)
Lemme 5.1. La forme Ω˜zo est une forme fermée sur Q ayant ses pôles sur (Pzo × Cn)∩Q où
Pzo =
{[ζ o, . . . , ζ n] ∈ Πn ∣∣ ζ o + ζ . zo = 0}. (5.10)
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mogène de degré 0 en (ζ o, . . . , ζ n). De plus sa restriction à Q est fermée trivialement puisqu’elle
est de degré maximal 2n− 1 dans Q et à coefficients holomorphes hors de Pzo . 
Remarque. La quadrique Q est l’ensemble des couples (h, z) où h est un hyperplan affine de
Cn d’équation
ζ o + ζ . Z = 0 ζ . Z =
n∑
k=1
ζ kZk (h)
et d’un point z ∈ Cn tel que z ∈ h. De plus Pzo est l’ensemble des hyperplans affines de Cn
passant par zo.
5.3. L’homologie de QD
Si D est un domaine convexe de Cn, posons QD = Q∩ (Πn ×D), donc
QD =
{([ζ o, . . . , ζ n], z) ∣∣ z ∈ D, ζo + ζ . z = 0}. (5.11)
Théorème 5.2. Soit D un domaine convexe de Cn et zo ∈ D
(1) la projection naturelle
p :
([ζ o, . . . , ζ n], z) ∈ (Pzo ×D)∩QD → [ζ o, . . . , ζ n] ∈ Pzo
induit un isomorphisme en homologie
p∗ :Hk
(
(Pzo ×D)∩QD,X
)→ Hk(Pzo ,X). (5.12)
(2) Si Γ est un cycle de Pzo , l’image de Γ par cet isomorphisme est Γ × {zo}. En particulier,
les classes d’homologie de (Pzo × D) ∩ QD sont les Γ2k × {zo} où les Γ2k sont les classes
d’homologie des sous espaces projectifs de dimension k de Pzo pour 0 k  n− 1.
Preuve. Nous donnerons une démonstration de ce théorème basée sur la suite spectrale. Fixons
[ζ o, . . . , ζ n] ∈ Pzo . Alors
p−1
([ζ o, . . . , ζ n])= {([ζ o, . . . , ζ n], z) ∣∣ z ∈ D, ζo + ζ . z = 0}
donc p−1([ζ o, . . . , ζ n]) est l’intersection de D avec l’hyperplan affine que définit [ζ o, . . . , ζ n].
Ce domaine est donc un convexe contenant zo, puisque [ζ o, . . . , ζ n] ∈ Pzo et que zo ∈ D. L’appli-
cation p est donc une fibration dont la fibre est un domaine convexe contenant zo. Par convexité
des fibres, les faisceaux de cohomologie
Hk(U) = Hk(p−1(U),X)
sont 0 pour k > 0 et X pour k = 0 et donc le second terme de la suite spectrale de Leray
E
p+q,q
2 = Hp(Pzo ,Hq)
est
E
p+q,q
2 = 0 si q > 0,
E
p,o
2 = Hp(Pzo ,C)  Hp(Πn−1,C).
(5.13)
De plus d2 = 0, donc Ep,o2 est la cohomologie de l’espace fibré (Pzo ×D)∩Q. 
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Nous savons que QD\((Pzo ×D)∩Q) est l’ensemble des couples ([ζ o, . . . , ζ n], z) ∈ Πn×D
avec
ζ o + ζ . z = 0,
ζ o + ζ . zo = 0.
(5.14)
Théorème 5.3.
(1) La projection naturelle
q :QD\
(
(Pzo ×D)∩Q
)→ Cn\{zo},([ζ o, . . . , ζ n], z)→ z
est un fibré vectoriel.
(2) On a
Hk
(
QD\(Pzo ×D)∩Q,C
)= 0 k = 0,2n− 1,
Hk
(
QD\(Pzo ×D)∩Q,C
)= C k = 0,2n− 1. (5.15)
Preuve. (1) si z = zo, l’image réciproque q−1(z) est l’ensemble des ([ζ o, . . . , ζ n], z) avec
ζ o + ζ . z = 0 ζ o + ζ . zo = 0.
Ceci est donc Πn−1\Pzo  Cn−1.
(2) Les faisceaux de cohomologie de q sont
Hk(U) = Hk(q−1(U),X)
soit
Hk(U) = 0 si k > 0,
Ho(U) = C. 
Un raisonnement analogue de suite spectrale montre les égalités (5.15).
5.5. Réalisation du cycle de QD\((Pzo ×D)∩Q)
Nous pouvons décrire les cycles de QD\(Pzo × D) ∩ Q réalisant la classe d’homologie de
degré 2n− 1 de la façon qui suit.
Soit D¯′ ⊂ D où D′ est un domaine convexe contenant zo. Pour tout z ∈ ∂D′, prenons pour
ζ o, ζ 1, . . . , ζ n les coefficients de l’équation du plan complexe tangent à ∂D′ ou z. On obtient
ainsi des éléments ζ j (z) et par définition
ζ o(z)+ ζ(z) . z = 0 et
ζ o(z)+ ζ(z) . zo = 0
(car D′ est convexe et contient zo, donc l’hyperplan tangent à ∂D′ ne passe pas par zo). L’en-
semble des couples ([ζ(z)], z) décrit alors un cycle C2n−1 dont la classe d’homologie engendre
l’homologie de degré 2n− 1. Nous en déduisons :
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D′ = {z ∈ D ∣∣ ϕ(z) < 0} (5.16)
où ϕ est fonction convexe. Le plan complexe tangent à ∂D′ en z a l’équation
n∑
k=1
∂ϕ
∂zk
(z)(Zk − zk) = 0.
Le cycle C2n−1 est l’ensemble
C2n−1 =
{([
ζ(z)
]
, z
) ∣∣ z ∈ ∂D},
ζ k(z) = ∂ϕ
∂zk
(z), k = 1, . . . , n, (5.17)
ζ o(z) = −
n∑
=1
∂ϕ
∂z
(z)z, k = 0.
5.6. La formule de Cauchy–Fantappié–Leray
Soit D un domaine convexe de Cn, zo un point de D, f une fonction holomorphe. Soit Γ2n−1
un (2n − 1)-cycle dont la classe d’homologie engendre l’homologie de QD\((Pzo × D) ∩ QD)
(voir théorème 5.3, équation (5.15)).
Lemme 5.5. La forme suivante
f (z)
ω′(ζ, dζ )∧ω(dz)
(ζ o +∑nk=1 ζ kzko)n (5.18)
est une (2n− 1)-forme définie sur QD\((Pzo ×D)∩QD) qui est d-fermée.
Preuve. Cette forme est homogène de degré 0 en (ζ o, . . . , ζ n) donc ne dépend que des points
[ζ o, . . . , ζ n] ∈ Πn. Hors de Pzo , elle est holomorphe, de degré maximal 2n − 1 sur QD , donc
elle est fermée trivialement. 
Théorème 5.6. Soit D domaine convexe de Cn, zo un point de D,f une fonction holomorphe
sur D,Γ2n−1 un (2n−1)-cycle de QD\((Pzo ×D)∩QD) engendrant l’homologie de cet espace.
On a
f (zo) = (n− 1)!
(2iπ)n
∫
Γ2n−1
f (z)
ω′(ζ, dζ )∧ω(dz)
(ζ o +∑nk=1 ζ kzko)n . (5.19)
Preuve. Par le lemme 5.5, la forme sous le signe intégral est fermée, donc peut être intégrée
sur n’importe quel représentant de la classe d’homologie Γ2n−1. Nous construisons un tel repré-
sentant comme au théorème 5.4, en utilisant pour D′ ⊂ D une boule B(zo, ε) avec l’équation
ϕ(z) ≡ \z − zo\2 − ε2 < 0.
Le long du représentant C2n−1 de la classe d’homologie Γ2n−1, on a donc, d’après les équa-
tions (5.17)
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ζ o(z) = −
n∑
k=1
(zk − zko)zk.
(5.20)
Avec ce choix donné par les équations (5.20) et C2n−1 devenant la sphère S(zo, ε), la for-
mule (5.19) se réduit à celle de Bochner–Martinelli puisque
ζ o(z)+
n∑
k=1
ζ k(z) . zko = \z − zo\2.  (5.21)
Remarque. Dans l’équation (5.19), la forme
f (z)
ω′(ζ, dζ )∧ω(dz)
(ζ o +∑nk=1 ζ kzk)n
est holomorphe par rapport à zo. Ce n’est pas le cas du noyau de Bochner–Martinelli à cause
de (5.20) et (5.21).
5.7. Réalisations de la formule de Cauchy–Fantappié–Leray
En utilisant la réalisation explicite du cycle Γ2n−1 grâce au théorème 5.4, on peut obtenir des
formules intégrales plus explicites.
Théorème 5.7. Soit D un domaine convexe de Xn défini par
D = {z ∈ Xn,ϕ(z) < 0} (5.22)
où ϕ est une fonction convexe de classe C2 telle que ∂D est une hypersurface lisse de Cn, donc
dϕ|∂D = 0. Soit f holomorphe dans D, continue sur D¯ et zo ∈ D. On a
f (zo) = (−1)
(n−1)(n−2)
2
(2iπ)n
∫
∂D
f (z)
∂ϕ(z)∧ (∂¯∂ϕ)n−1
(
∑n
j=1
∂ϕ
∂zj
(z)(zj − zjo))n
. (5.23)
Preuve. Nous partons du théorème 5.6 et réalisons la classe d’homologie Γ2n−1 par le
cycle C2n−1 défini comme en (5.17)
ζ k(z) = ∂ϕ
∂zk
(z) 1 k  n,
ζ o(z) = −
n−1∑
k=1
∂ϕ
∂z
(z)zι. (5.24)
Il suffit d’évaluer la forme différentielle de la formule (5.19) sur le cycle défini par les équa-
tions (5.24).
Nous avons l’identité :
ω′(ζ, dζ )∧ω(dz) = (−1) n(n−1)2
(
n∑
ζ kdzk
)
∧
n∑∧
(dζ  ∧ dz). (5.25)k=1 k=1 =j
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simplement remplacés par ∂¯ζ  puisque le second membre de (5.25) contient ω(dz) = dz1 ∧
· · · ∧ dzn en facteur. De plus, nous avons
n∑
k=1
ζ kdzk|C2n−1 = ∂ϕ
d’où
ω′(ζ, dζ )∧ω(dz)|C2n−1 =
(−1) (n−1)(n−2)2
(n− 1)! ∂ϕ ∧
(
n∑
k=1
∂¯ζ k ∧ dzk
)n−1∣∣∣∣∣
∂D
(5.26)
(la puissance désignant la puissance extérieure).
Or
∂¯∂ϕ =
n∑
k=1
∂¯ζ k ∧ dzk. (5.27)
Les équations (5.26) et (5.27) nous donnent aussitôt la formule (5.23). 
Remarque. En général la forme de type (n,n − 1) sous le signe intégral dans l’équation (5.23)
n’est pas d-fermée comme forme de Cn.
Elle est cependant la restriction à C2n−1 d’une forme fermée de la quadrique d’incidence.
5.8. Formule de Cauchy–Szegö
Spécifions le théorème 5.7 et l’équation (5.23) au cas où D est la boule unité de Cn de centre 0
donc
ϕ(z) =
n∑
j=1
|zj |2 − 1.
On a pour zo ∈ B(0,1)
f (zo) = (n− 1)!
(2iπ)n
∫
∂B(0,1)
f (z)
ω′(z¯, dz¯)∧ω(dz)
(1 −∑nj=1 z¯j zjo)n . (5.28)
Nous notons ici encore que la forme sous le signe intégral n’est pas fermée dans B(0,1). En fait,
on a
d
(
ω′(z¯, dz¯)∧ω(dz)
(1 −∑nj=1 z¯j zjo)n
)
= n ω(dz¯)∧ω(dz)
(1 −∑nj=1 z¯j zjo)n+1 .
Si nous appliquons la formule (5.28) à la fonction
g(z) = f (z)
(1 −∑ t¯ j zj )n
nous déduisons
f (zo)
(1 −∑ t¯ j zjo)n = (n− 1)!(2iπ)n
∫
f (z)ω′(z¯, dz¯)∧ω(dz)
[(1 −∑ t¯ j zj )(1 −∑ z¯j zjo)]n∂B(0,1)
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f (zo) = (n− 1)!
(2iπ)n
∫
∂B(0,1)
f (z)
(1 − \zo\2)nω′(z¯, dz¯)∧ω(dz)
|1 −∑nj=1 z¯j zjo |2n
qui est la formule de Poisson.
Chapitre 2. Opérateurs et fonctions de Green holomorphes. Opérateurs à coefficients
constants
Dans ce chapitre sont définis les opérateurs et fonctions de Green holomorphes. L’utilisation
de la classe d’homologie et de la quadrique d’incidence permet de démontrer la convergence des
opérateurs de Green des équations à coefficients constants de manière élémentaire.
6. Définition des opérateurs et fonctions de Green
6.1. Opérateurs de Green
Soit P(z, ∂
∂z
) un opérateur différentiel d’ordre m, de n variables complexes z = (z1, . . . , zn),
à coefficients holomorphes dans un domaine D de Cn. Donc
P
(
z,
∂
∂z
)
=
∑
|α|m
aα(z)
∂ |α|
∂zα
(6.1)
où la somme porte sur les multi-indices α = (α1, . . . , αn) de longueur |α| = α1 + · · · + αn m
et
∂ |α|
∂zα
= ∂
α1+···+αn
∂z
α1
1 ∂z
α2
2 . . . ∂z
αn
n
.
Un opérateur de Green G est un opérateur linéaire agissant sur les fonctions holomorphes
f (z) dans un domaine D ⊂D tel que
P
(
z,
∂
∂z
)
Gf = f. (6.2)
Remarque. Nous ne demandons pas ici que Gf soit holomorphe exactement dans le même
domaine D que f , peut-être seulement dans un domaine plus petit.
6.2. Formule de Cauchy–Fantappié–Leray
Rappelons brièvement les résultats du théorème 5.6. Soit D un domaine convexe de Cn
(à bord C2), f une fonction holomorphe sur D, continue sur D¯, z un point de D. Nous avions
défini la quadrique d’incidence QD (équation (5.11))
QD =
{([ζ o, ζ ],w) ∈ Πn ×D ∣∣ ζ o + ζ . w = 0}
où ζ = (ζ 1, . . . , ζ n) et [ζ o, ζ ] dénote les coordonnées homogènes d’un point de Πn. Soit l’hy-
perplan projectif Pz ⊂ Πn
Pz =
{[ζ o, ζ ] ∈ Πn ∣∣ ζ o + ζ . z = 0}.
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QD\
(
(Pz ×D)∩QD
)
est engendré par une unique classe d’homologie de dimension 2n − 1, notée Γ2n−1 et obtenu
ainsi la formule de Cauchy–Fantappié–Leray
f (z) = (n− 1)!
(2iπ)n
∫
Γ2n−1
f (w)
ω′(ζ, dζ )∧ω(dw)
(ζ o + ζ . z)n ,
ω(dw) = dw1 ∧ · · · ∧ dwn,
(6.3)
ω′(ζ, dζ ) =
n∑
j=1
(−1)j−1ζ j dζ 1 ∧ · · · ∧ ˆdζ j ∧ · · · ∧ dζn,
ζ . z =
n∑
j=1
ζ j zj ,
ζ o = −ζ . w dans QD et donc sur Γ2n−1.
(6.4)
La forme différentielle sous le signe
∫
dans l’équation (6.3) est une (2n− 1)-forme méromorphe
sur une variété complexe de dimension 2n − 1, donc elle est bien d-fermée. Elle est homogène
de degré 0 en les [ζ o, ζ ], donc elle est bien définie sur le projectif Πn.
D’autre part, nous avions donné des réalisations explicites de la classe Γ2n−1 de QD\((Pz ×
D)∩QD) (théorème 5.4).
Soit D′ = {w ∈ Xn | ϕ(w) < 0} un domaine convexe avec z ∈ D¯′ ⊂ D et soit :
C2n−1 =
{([
ζ o(w), ζ(w)
]
,w
) ∣∣w ∈ ∂D′}, (6.5)
ζ k(w) = ∂ϕ
∂wk
(w) (1 k  n), (6.6)
ζ o(w) = −
n∑
k=1
∂ϕ
∂wk
(w)wk. (6.7)
Pour pouvoir définir les formes différentielles des équations (6.3)–(6.4), il faut que ϕ soit de
classe C2 au voisinage de ∂D′. Donc l’équation
ζ o(w)+ ζ(w) . Z ≡
n∑
k=1
∂ϕ
∂wk
(w)(Zk −wk) = 0
représente l’équation de l’hyperplan complexe tangent à ∂D au point w ∈ ∂D. Comme D est
convexe, cet hyperplan ne passe pas par z ∈ D.
Définition. Nous dirons que le représentant de la classe d’homologie Γ2n−1 par le cycle C2n−1
défini par les équations (6.5) est un représentant standard de cette classe.
6.3. Fonction de Green
La formule de représentation intégrale montre que pour déterminer un opérateur de Green G,
il suffit de le déterminer sur les fonctions du type
h(z | ζ o, ζ ) = (ζ o + ζ . z)−n. (6.8)
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ζ o, ζ ) définie par l’action de l’opérateur G sur les fonctions h(z | ζ o, ζ )
G(z | ζ o, ζ ) ≡ Gh(z | ζ o, ζ ) (6.9)
où ici (ζ o, ζ ) sont considérés comme des paramètres.
Notons que si G(z | ζ o, ζ ) est connue, alors en principe, l’action de G sur toute fonction
holomorphe est connue par la formule
(Gf )(z) = (n− 1)!
(2iπ)n
∫
C2n−1
G(z | ζ o, ζ )f (w)ω′(ζ, dζ )∧ω(dw) (6.10)
pourvu que l’intégrale à droite de équation (6.8) ait un sens.
Par conséquent, la définition et l’étude des propriétés de l’opérateur de Green G associé à un
opérateur différentiel, se ramène à deux problèmes :
(i) la détermination de la fonction de Green G(z | ζ o, ζ ), en particulier la détermination de cette
fonction par une représentation intégrale ;
(ii) la définition de l’intégrale dans l’équation (6.8), de façon que l’opérateur correspondant soit
un opérateur de Green.
6.4. Définition de l’intégrale Gfε
Nous utilisons d’abord un représentant standard C2n−1 de Γ2n−1. Donc :
f (z) = (n− 1)!
(2iπ)n
∫
C2n−1
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw) (6.11)
où maintenant (ζ o, ζ ) sont liés à w ∈ ∂D′ par la relation (6.6)–(6.7), C2n−1 étant défini par (6.5).
Posons, pour z fixé dans D′,
fε(z) = (n− 1)!
(2iπ)n
∫
C2n−1(ε)
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw), (6.12)
Gfε(z) = (n− 1)!
(2iπ)n
∫
C2n−1(ε)
f (w)G(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw). (6.13)
Ici, ε désigne un ensemble fini de paramètres réels positifs voisins de 0. L’ensemble C2n−1(ε)
désigne une partie de C2n−1 qui tend vers C2n−1 lorsque ε tend vers 0. On suppose de plus que
Max
w∈C2n−1(ε)
∣∣G(z | ζ o, ζ )∣∣= M(ε), (6.14)
M(ε) → Max
w∈C2n−1
∣∣G(z | ζ o, ζ )∣∣ (en général + ∞). (6.15)
Lemme 6.1.
(i) fε(z) est holomorphe pour z ∈ D′ et converge uniformément sur tout compact de D′ vers
f (z) lorsque ε → 0.
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P
(
z,
∂
∂z
)
Gfε(z) = fε(z). (6.16)
Preuve. (i) est évident car C2n−1(ε) → C2n−1 si ε → 0 et l’intégrand de (6.12) est borné si
ε → 0, uniformément pour z dans un compact de D′.
(ii) De même, l’intégrand de Gfε est borné uniformément sur les compacts de D′, pour ε
donné. Donc Gfε est holomorphe sur D′, on peut dériver sous le signe intégral et on obtient (6.16)
parce que
P
(
z,
∂
∂z
)
G(z | ζ o, ζ ) = h(z | ζ o, ζ ) ≡ 1
(ζ o + ζ . z)n . 
Définition. Nous nommerons Gfε un opérateur de Green approximatif de l’opérateur P(z, ∂∂z ).
6.5. Limite restreinte
Définition. Dans l’espace (R+)r , si ϕ(ε) est une fonction de ε ∈ (R+)r , on dit que ϕ(ε) a une
limite restreinte si il existe une partie K ⊂ {1, . . . , r} telle que
lim
εk→0
k∈K
ϕ(ε)
existe pour tout ε,  /∈ K assez petits maintenus fixés.
On abrège en écrivant
lim
εk→0
k∈K
ϕ(ε) ≡ lim
K
ϕ(ε). (6.17)
Naturellement, limK ϕ(ε) est une fonction des ε,  /∈ K .
6.6. Limite spéciale de Gfε
Notations : (i) Posons
Gfε(z) =
∫
C2n−1(ε)
Ωf (z) (6.18)
où Ωf (z) est la forme différentielle de (6.13)
Ωf (z) = (n− 1)!
(2iπ)n
f (w)G(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw)
z ∈ D′ et ([ζ o(w), ζ(w)],w) ∈ C2n−1.
(ii) Posons
U(ε) = C2n−1\C2n−1(ε) (6.19)
et supposons
U(ε′) ⊂ U(ε) si ε′j  εj ∀j = 1, . . . , r. (6.20)
U(ε) est un voisinage de l’ensemble des points w ∈ ∂D tels que G(z | ζ o(w), ζ(w)) est infini.
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Nous dirons que Gfε(z) a une limite spéciale F si l’on peut trouver, indépendamment de f
holomorphe au voisinage de D¯′
(i) ε(0) assez petit et une partition de U(ε(0)) par des ouverts disjoints Ui(ε(0)), i ∈ I (à des
ensembles de mesure nulle près).
(ii) Pour chaque i ∈ I , un sous ensemble Ki ⊂ {1, . . . , r} et des ouverts
Vi(εk, k ∈ Ki | ε(0) , k /∈ Ki) ⊂ Ui(ε(0)) tels que
(a) Vi(εk, k ∈ Ki | ε(0) ,  /∈ Ki) est défini pour εk  ε(0)k , k ∈ Ki et est croissant en εk , k ∈ Ki ;
(b) Ui(ε(0))\Vi(εk, k ∈ Ki | ε(0) ,  /∈ Ki) croît vers Ui(ε(0)) à un ensemble de mesure nulle
près si εk , k ∈ Ki décroissent vers 0
(c) l’intégrand Ωf (z) est borné sur
Ui(ε
(0))\Vi(εk, k ∈ Ki | ε(0) ,  /∈ Ki)
uniformément sur les compacts z de D′.
(iii) On a
lim
Ki
∫
Ui(ε
(0))Vi (εk,k∈Ki |ε(0) , /∈Ki)
Ωf (z) = Fi(z, ε(0)) (6.21)
uniformément en z sur les compacts de D′.
On posera alors
F(z) =
∫
C2n−1(ε(0))
Ωf (z)+
∑
i∈I
Fi(z, ε
(0)). (6.22)
Lemme 6.2. Supposons que Gfε ait une limite spéciale F au sens précédent. Alors :
(i) F est holomorphe sur D′ et satisfait
P
(
z,
∂
∂z
)
F = f dans D′. (6.23)
(ii) L’application f → F définit un opérateur linéaire des fonctions holomorphes au voisinage
de D¯′ à valeur les fonctions holomorphes sur D′, continu pour la topologie de la conver-
gence uniforme sur D¯′ des fonctions f , à valeur la topologie de la convergence uniforme
sur tout compact de D′ pour les fonctions F .
Preuve. (i) Dans l’équation (6.21) définissant Fi(z, ε(0)) cette fonction est holomorphe comme
limite uniforme sur tout compact de D′ de fonctions holomorphes. De plus les dérivées des
fonctions ∫
Ui(ε
(0))Vi (εk,k∈Ki |ε, /∈Ki)
Ωf (z)
convergent uniformément sur tout compact de D′ vers les dérivées correspondantes de Fi .
Donc
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(
z,
∂
∂z
)
Fi(z, ε
(0)) = lim
Ki
(
P
(
z,
∂
∂z
) ∫
Ui(ε
(0))\Vi(ε)
Ωf (z)
)
= lim
Ki
∫
Ui(ε
(0))\Vi(ε)
(n− 1)!
(2iπ)n
f (w)h(z | ζ o, ζ )
×ω′(ζ, dζ )∧ω(dw) (6.24)
étant donné que l’on peut dériver sur le signe
∫
et que
P
(
z,
∂
∂z
)
G(z | ζ o, ζ ) = h(z | ζ o, ζ ).
Mais dans l’équation (6.24), Ui(ε(0))\Vi(ε) croît vers Ui(ε(0)) si εk → 0, k ∈ Ki et donc la
limite est
(n− 1)!
(2iπ)n
∫
Ui(ε
(o))
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw).
Ainsi F(z) défini par (6.2) est holomorphe et
P
(
z,
∂
∂z
)
F(z) = (n− 1)!
(2iπ)n
∫
C2n−1(ε(0))
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw)
+
∑
i∈I
(n− 1)!
(2iπ)n
∫
Ui(ε
(o))
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw)
= (n− 1)!
(2iπ)n
∫
C2n−1
f (w)h(z | ζ o, ζ )ω′(ζ, dζ )∧ω(dw) = f (z)
puisque les Ui(ε(o)) forment une partition de U(εo) à des ensembles de mesure nulle près et
à cause de la formule intégrale de Cauchy–Fantappié–Leray pour la fonction holomorphe f
dans D′.
(ii) Soit f1, f2 holomorphes sur D¯′. Alors les limites ont lieu avec des recouvrements ouverts
et des procédés de convergence spéciale indépendants de f1 et f2. Il est donc immédiat de vérifier
que si F1, F2 sont les fonctions obtenues comme en (6.22) à partir de f1 et f2, alors F1 +F2 est
obtenue à partir de f1 + f2. 
Définition. Le lemme 6.25 justifie la définition
F = Gf
où G est un opérateur linéaire satisfaisant les conditions énoncées dans le lemme 6.2(ii).
7. Opérateurs à coefficients constants. Fonctions de Green
7.1. Inversion de ( d
dx
)m
Définissons la famille de fonctions d’une variable complexe x par
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(n−m)!
(n− 1)!
1
(a + x)n−m si n >m,
I (n)n (x | a) =
(−1)n−1
(n− 1)! log(a + x) si n = m, (7.1)
I (m)n (x | a) =
(−1)n−1
(n− 1)!(m− n)! (a + x)
m−n(log(a + x)−C(m− n)) si m> n
où C(m− n) est la constante définie par :
C(N) = 1 + 1
2
+ 1
3
+ · · · + 1
N
.
Lemme 7.1. On a(
d
dx
)m
I (m)n (x | a) =
1
(a + x)n . (7.2)
Remarque. On peut ajouter à I (m)n (x | a) un polynôme quelconque de degré m− 1, mais nous
fixerons I (m)n (x | a) comme précédemment.
7.2. Fonction de Green d’un opérateur homogène à coefficient constants
Soit Pm( ∂∂z ) un opérateur homogène d’ordre m à coefficients constants
Pm
(
∂
∂z
)
=
∑
|α|=m
aα
∂ |α|
∂zα
. (7.3)
Lemme 7.2. Une fonction de Green de Pm( ∂∂z ) satisfaisant
Pm
(
∂
∂z
)
G(z | ζ o, ζ ) = h(z | ζ o, ζ ) ≡ 1
(ζ o + ζz)n (7.4)
est donné par
G(z | ζ o, ζ ) = 1
Pm(ζ )
I (m)n (ζ . z | ζ o) (7.5)
pourvu que Pm(ζ ) = 0.
Preuve. On cherche G(z | ζ o, ζ ) comme une fonction v(ζ . z | ζ o, ζ ) et on pose x = ζ . z. Alors
v satisfait
Pm
(
∂
∂z
)
v(ζ . z | ζ o, ζ ) ≡ Pm(ζ )
(
dm
dxm
v
)∣∣∣∣
x=ζ.z
= 1
(ζ o + x)n
∣∣∣∣
x=ζ.z
qui a donc la solution
v(x | ζ o, ζ ) = 1
Pm(ζ )
I (m)n (x | ζ o). 
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8.1. Définition de l’opérateur de Green approximatif
Considérons un représentant standard C2n−1 de la classe d’homologie Γ2n−1, donné comme
en (6.5)–(6.6)–(6.7) et considérons la fonction de Green de l’opérateur Pm( ∂∂z ) donnée par (7.5),
au moins pour ζ non caractéristique. Clairement I (m)n (ζ . z | ζ o) fait intervenir (ζ . z + ζ o)k
(k positif ou négatif entier) ainsi que log(ζ o + ζ . z). Or ζ o + ζz pour ζ o = ζ o(w), ζ = ζ(w) et
w ∈ ∂D′ est la valeur en z ∈ D′ de l’équation de l’hyperplan complexe tangent en w à ∂D′, donc
ne s’annule pas puisque D′ est convexe. De plus Re(ζ o + ζ . z) est la valeur en z de l’équation de
l’hyperplan réel tangent en w à ∂D′. Avec le choix (ζ o, ζ ) donné par les équations (6.6)–(6.7),
Re(ζ o + ζ . z) reste négatif lorsque w ∈ ∂D′ et z ∈ D′ de sorte qu’on peut fixer une détermination
donnée de log(ζ o + ζ . z) sur C2n−1.
Nous allons choisir pour ε un ensemble (ε1, . . . , εn) de réels positifs et nous définissons dans
ce qui va suivre, une région C2n−1(ε) ⊂ C2n−1, telle que
C2n−1(ε) → C2n−1 si ε → 0, (8.1)∣∣Pm(ζ(ω))∣∣ a(ε) si ω ∈ C2n−1(ε) (8.2)
où a(ε) > 0 si ε = 0 et a(ε) → 0 si ε → 0.
Les remarques précédentes et la forme de G(z | ζ o, ζ ) donnée par l’équation (7.5) montrent
qu’on peut définir un opérateur de Green approximatif
Gfε(z) = (n− 1)!
(2iπ)n
∫
C2n−1(ε)
G(z | ζ o, ζ )f (w)ω′(ζ, dζ )∧ω(dw) (8.3)
dont nous allons étudier la limite si ε → 0.
8.2. Cas irréductible : ensemble caractéristique sur ∂D
(a) Définition de l’ensemble caractéristique sur ∂D.
Dans ce qui suit, nous conviendrons d’identifier C2n−1 à ∂D′ par la paramétrisation
w ∈ ∂D′ → ([ζ o(w), ζ(w)],w) ∈ C2n−1
donné par (6.5). Nous dirons, pour abréger que w ∈ C2n−1. Nous noterons D au lieu de D′.
Avec ces conventions, nous définissons l’ensemble
Z(Pm, ∂D) = C2n−1 ∩
{
w ∈ ∂D/Pm
(
ζ(w)
)= 0}. (8.4)
Lorsque w décrit ∂D, ζ(w) = ∂ϕ
∂w
(w) décrit tout le projectif Πn−1 et par conséquent, Z n’est
pas vide. Z est l’ensemble des points w ∈ C2n−1 où l’hyperplan complexe tangent en w à ∂D est
caractéristique pour l’opérateur Pm( ∂∂z ).
Définition. Nous dirons que Z(Pm, ∂D) est l’ensemble caractéristique de Pm( ∂∂z ) sur ∂D.
(b) Hypothèses. Supposons que le bord ∂D de D et l’opérateur Pm( ∂∂z ) satisfassent aux hy-
pothèses suivantes :
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D = {w ∈ Cn ∣∣ ϕ(z) < 0}
où ϕ est convexe analytique réelle
2. Pm(ζ ), ζ ∈ Πn−1, est irréductible et sans singularités.
(c) Géométrie de l’ensemble caractéristique Z(Pm, ∂D).
Notons r(ζ ) et s(ζ ) les parties réelles et imaginaires de Pm(ζ )
Pm(ζ ) = r(ζ )+ is(ζ ). (8.5)
Lemme 8.1. Soit wo un point caractéristique de Z(Pm, ∂D). Alors les différentielles dr(ζ(w)),
ds(ζ(w)), ne sont pas toutes deux proportionnelles à dϕ(w) en wo. On peut donc choisir au
moins d’une des deux fonctions r(ζ(w)) ou s(ζ(w)) comme coordonnée analytique réelle sur
∂D au voisinage de wo.
Preuve. Supposons wo = 0 et des coordonnées z1, . . . , zn, zj = xj + iyj au voisinage de 0 de
sorte que yn = 0 est l’hyperplan réel tangent à ∂D en 0. On peut donc écrire l’équation ϕ = 0 au
voisinage de 0 comme
ϕ(z) = zn − z¯n
2i
−
∑
aij zizj −
∑
a¯ij z¯i z¯j −
∑
bij zi z¯j + 0
(|z|3).
Si l’on effectue le changement de coordonnées
z′n = zn − 2i
∑
akzkz
on se ramène à la forme
ϕ(z) = zn − z¯n
2i
−
∑
bij¯ zi z¯j + 0
(|z|3) (8.6)
ou (bij¯ ) est matrice hermitienne définie positive puisque D est convexe. Alors
ζk(z) = ∂ϕ
∂zk
(z) = −
∑

bk¯z¯ + 0
(|z|2) si k < n,
ζn(z) = ∂ϕ
∂zn
(z) = 1
2i
−
∑

bn¯z¯ + 0
(|z|2) si k = n,
∂ζk
∂z
∣∣∣∣
z=0
= 0, (8.7)
∂ζk
∂z¯
∣∣∣∣
z=0
= −bk¯,
ζk(0) = δnk2i .
Alors on déduit
∂r(ζ (z))
∂zk
∣∣∣∣
z=0
= −
∑

∂r
∂ζ¯
(
ζ(0)
)
bk¯, (8.8)
∂s(ζ (z))
∂zk
∣∣∣∣
z=0
= −
∑ ∂s
∂ζ¯
(
ζ(0)
)
bk¯ = −i
∑ ∂r
∂ζ¯
(
ζ(w)
)
bk¯ (8.9) 
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∂s
∂ζ¯
= i ∂r
∂ζ¯
.
Supposons que dr(ζ(z)) et ds(ζ(z)) soient toutes deux proportionnelles à dϕ(z). Il existerait
donc λ,μ réels avec
dr
(
ζ(z)
)= λdϕ(z),
ds
(
ζ(z)
)= μdϕ(z)
d’où en utilisant les Eqs. (8.7)–(8.8)–(8.9)
−
∑

∂r
∂ζ¯
(
ζ(0)
)
bk¯ = λ
δkn
2i
1 k  n, (8.10)
−
∑ ∂r
∂ζ¯
(
ζ(0)
)
bk¯ = −λ
δkn
2i
, (8.11)
−i
∑ ∂r
∂ζ¯
(
ζ(0)
)
bk¯ = μ
δkn
2i
, (8.12)
+i
∑ ∂r
∂ζ¯
(
ζ(0)
)
bk¯ = −μ
δkn
2i
. (8.13)
Comme λ,μ sont réels les équations (8.10) et (8.12) impliquent que ∑ ∂r
∂ ¯¯ζ 
(ζ(0))bk¯ sont à la
fois réels et imaginaires purs, donc sont tous nuls.
Comme (bk¯) est matrice non dégénérée hermitienne, cela implique
∂r
∂ ¯¯ζ 
(ζ(0)) = 0 et donc
∂s
∂ ¯¯ζ 
(ζ(0)) = 0 par les équations de Cauchy–Riemann, donc aussi ∂r
∂ζ
(ζ(0)) = 0, ∂s
∂ζ
(ζ(0)) = 0
et Pm = 0 aurait une singularité en ζ(0) (= 0). 
Lemme 8.2. Soit wo un point caractéristique de Z(Pm, ∂D).
Les deux différentielles dr(ζ(w)) et ds(ζ(w)) ne sont pas proportionnelles en wo.
Preuve. Sinon il existe λ réel avec
dr
(
ζ(w)
)= λds(ζ(w)).
Utilisons les équations (8.8)–(8.9), on a pour tout k
(−1 + λi)
∑

∂r
∂ ¯¯ζ 
(
ζ(0)
)
bk¯ = 0.
Comme −1+λi = 0 puisque λ est réel, on déduit ∂r
∂ ¯¯ζ 
(ζ(0)) = 0 puisque (bk¯) est hermitienne
non dégénérée et donc ζ(0) serait point singulier de Pm(ζ ) = 0. 
Des deux lemmes précédents, on déduit donc que pour wo ∈ Z(Pm, ∂D), il y a deux situations
possibles.
1er cas : les parties réelles et imaginaires r(ζ(w)) et s(ζ(w)) de Pm(ζ(w)) peuvent être
choisies comme coordonnées analytiques réelles de ∂D au voisinage de wo (donc l’hyperplan
tangent à ∂D en wo est transverse à l’espace de codimension 2 réelle tangent à Pm(ζ(w)) = 0).
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x1 + iy1 = r
(
ζ(w)
)+ is(ζ(w)), x2, y2, . . . , xn−1, yn−1, xn, yn).
L’équation locale de ∂D est du type
yn = F(x1, y1, . . . , xn),
∣∣F(x, y)∣∣= 0(|x|2 + |y|2)
et les coordonnées(
x1 + iy1 = r
(
ζ(w)
)+ is(ζ(w)), x2, y2, . . . , xn−1, yn−1, xn) (8.14)
sont des coordonnées locales de ∂D au voisinage de wo. En particulier, ce voisinage de wo peut
être choisi du type :
W(wo) = 1(0, ε)× [−ε,+ε]2n−3 (8.15)
où 1(0, ε) est le disque |x1 + iy1| < ε.
2nd cas : on peut choisir une seule des coordonnées r(ζ(w)) ou s(ζ(w)) comme coordonnée
analytique réelle sur ∂D au voisinage de wo (donc l’hyperplan tangent à ∂D en wo contient
l’espace de codimension réelle 2 tangent à Pm(ζ(w)) = 0).
Disons que nous prenons r(ζ(w)) = x1 comme coordonnée. Alors la différentielle de s(ζ(w))
au point wo est proportionnelle à dϕ(wo).
On peut donc choisir des coordonnées de Cn (lemme 8.2)(
x1 = r
(
ζ(w)
)
, y1 = s
(
ζ(w)
)
, x2, y2, . . . , xn, yn
)
de sorte que, par définition de Pm(ζ ) = r(ζ )+ is(ζ ), nous avons
Pm
(
ζ(w)
)= x1 + iy1 (8.16)
et les coordonnées locales de ∂D au voisinage de wo sont
(x1, x2, y2, . . . , xn, yn). (8.17)
En particulier, un voisinage de wo peut être choisi du type
W(wo) = [−ε,+ε]2n−1. (8.18)
Enfin puisque dy1|wo = λdϕ|wo , l’équation locale de ∂D au voisinage de wo est du type
y1 = F(x1, x2, y2, . . . , xn, yn), F = 0
(|x|2 + |y|2). (8.19)
8.3. Cas irréductible : convergence de l’opérateur approximatif
Nous pouvons maintenant démontrer :
Théorème 8.3. Supposons
(i) D domaine convexe à bord analytique réel
D = {w ∈ Xn ∣∣ ϕ(w) < 0}
avec ϕ convexe, analytique réelle ;
(ii) le polynôme homogène de degré m, Pm(ζ ), (ζ ∈ Pn−1) est irréductible et Pm(ζ ) = 0 n’a
pas de singularité sur Πn−1.
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soient bien définis et Gfε converge absolument vers Gf si ε → 0, uniformément sur tout compact
de D.
Gf est holomorphe dans D et
Pm
(
∂
∂z
)
Gf = f dans D.
Démonstration. La définition de Gfε donnée dans l’équation (8.3) et celle de G(z | ζ o, ζ ) don-
née dans l’équation (7.5) qui contient donc Pm(ζ(w)) en dénominateur, montrent que le problème
de la convergence de Gfε provient d’un voisinage des points wo ∈ Z(Pm, ∂D) défini par l’équa-
tion (8.4), où Pm(ζ(wo)) = 0.
1. Définition d’un recouvrement de Z(Pm, ∂D)
Nous définissons C2n−1(ε) par
C2n−1(ε) =
{([
ζ o(w), ζ(w)
]
,w
) ∈ C2n−1 ∣∣ ∣∣Pm(ζ(w))∣∣> ε}. (8.20)
Soit (Wi)i=1,...,R un recouvrement fini de Z(Pm, ∂D) par des ouverts du type Wi ≡ W(woi )
où woi ∈ Z(Pm, ∂D) et W(woi ) est défini par l’équation (8.15) ou par l’équation (8.18), selon que
l’on est dans le 1er cas ou le 2nd cas respectivement. On supposera aussi ε assez petit pour que⋃
1iR
Wi ⊃ C2n−1\C2n−1(ε).
2. Etude de l’intégrale sur Wi dans le 1er cas
Supposons Wi comme dans le 1er cas. Donc, on a choisi pour coordonnées analytiques réelles
dans Wi , les coordonnées (8.14)(
x1 + iy1 = Pm
(
ζ(w)
)
, x2 + iy2, . . . , xn−1 + iyn−1, yn
)
.
Alors l’intégrale sur Wi ∩C2n−1(ε) dans Gfε est du type∫
Wi∩C2n−1(ε)
ϕ(z1, z¯1, . . . , zn−1, z¯n−1, xn)
dz1 ∧ dz¯1
z1
∧ · · · ∧ dzn−1 ∧ dz¯n−1 ∧ dxn
avec ϕ analytique réelle. Cette intégrale est absolument convergente si ε → 0.
3. Etude de l’intégrale sur Wi dans le 2nd cas
Supposons Wi comme dans le 2nd cas. Donc, on a choisi pour coordonnées analytiques réelles
dans Wi les coordonnées (8.17)(
x1 = RePm
(
ζ(w)
)
, x2 + iy2, . . . , xn + iyn
)
et on a, d’après les équation (8.16) et (8.19)
ImPm
(
ζ(w)
)= F(x1, z, z¯) z = (z2, . . . , zn)
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Pm
(
ζ(w)
)= x1 + iF, F = 0(|x1|2 + |z|2).
L’intégrale sur Wi ∩C2n−1(ε) de Gfε est, dans le second cas
Iε =
∫
Wi∩C2n−1(ε)
ϕ(x1, z, z¯)
dx1
x1 + iF ∧ dz2 ∧ dz¯2 ∧ · · · ∧ dz¯n. (8.21)
Le dénominateur est donc
P(x1, z, z¯) = x1 + iF
= (1 + iμ(z, z¯))x1 + iρ(x, z, z¯) (8.22)
où
μ = 0(|z|),
ρ = 0(|x1|2, |z|2)
et μ,ρ sont des fonctions réelles analytiques.
Nous pouvons distinguer deux cas :
(a) soit x1 est en facteur dans P(x1, z, z¯), donc étant donné l’équation (8.22),
P(x1, z, z¯) = x1θ(x1, z, z¯)
où θ ne s’annule pas au voisinage de 0.
Dans ce cas, l’intégrale Iε converge comme valeur principale par rapport à x1 lorsque ε → 0
(b) soit x1 n’est pas un facteur auquel cas, d’après équation (8.22)
P(x1, z, z¯) =
(
1 + iν(z, z¯, x1)
)
x1 + iσ (z, z¯) (8.23)
où ν,σ sont des fonctions analytiques réelles et σ ≡ 0, σ = 0(|z|2). Donc dans un voisinage de 0,
la seule racine réelle de P = 0 est obtenue pour x1 = 0, z = 0.
Dans ce cas, pour z = 0 ; en utilisant l’équation (8.23)∫
ε<x1<α
ϕ
dx1
P
= 0(log(ε + |z|))
et l’intégrale Iε converge absolument où ε → 0. 
8.4. Cas réductible : convergence de l’opérateur approximatif
Théorème 8.4. Supposons que le bord ∂D de D et le polynôme Pm satisfassent aux hypothèses
suivantes :
1. ∂D est analytique réel, donc D = {w | ϕ(w) < 0} avec ϕ convexe analytique réelle
2. Le polynôme Pm se décompose en facteurs
Pm(ζ ) = Q1(ζ )1 . . .Qr(ζ )r (8.24)
où les i sont des entiers > 0 et les Qi sont des polynômes homogènes irréductibles satis-
faisant la propriété de croisements normaux suivante :
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0} qui passent par w(o) se coupent transversalement et sont aussi transverses à l’hy-
perplan complexe tangent à ∂D (ou C2n−1).
Alors, on peut choisir un procédé de convergence spécial C de sorte que l’opérateur de Green
approximatif Gfε ait une limite spéciale Gf = limc Gfε pour tout f holomorphe au voisinage
de D¯. Gf est holomorphe dans D et satisfait
P
(
z,
∂
∂z
)
Gf = f dans D.
Démonstration.
1. Remarques préliminaires
Définissons Z =⋃Zj avec
Zj = C2n−1 ∩
{
w | Qj
(
ζ(w)
)= 0}, 1 j  r. (8.25)
Soit w(o) ∈ Z. Notons r(w(o)) le nombre d’hypersurfaces Zj passant par w(o). D’après l’hy-
pothèse des croisements normaux, ces hypersurfaces Zj ainsi que l’hyperplan complexe tangent
à ∂D, sont transverses, donc nécessairement r(w(o)) < n.
2. Etude d’un voisinage de Z et de sa fibration en tores
Soit ε = (ε1, . . . , εr ) ∈ (R+)r . On définit
C2n−1(ε) =
{
w ∈ C2n−1
∣∣ ∣∣Qj (ζ(w))∣∣> εj , 1 j  r}. (8.26)
Soit
U(ε) = C2n−1\C2n−1(ε) (voisinage de Z), (8.27)
Z(s) = l’ensemble des points de Z situés sur exactement s hypersurfaces Zj . (8.28)
Nous pouvons décrire une partition de U(ε) (à des ensembles de mesure nulle près) de la
façon suivante.
Soit K = (k1, . . . , ks), s  n− 1, 1 kα  r un multiindice avec kα = kβ si α = β .
Posons
d(K) = s (dimension de K), (8.29)
UK(ε) =
{
w ∈ C2n−1
∣∣ ∣∣Qk(ζ(w))∣∣< εk, k ∈ K, ∣∣Qj (ζ(w))∣∣> εj , j /∈ K}, (8.30)
U(s)(ε) =
⋃
d(K)=s
UK(ε). (8.31)
Donc U(s)(ε) est voisinage de points de Z(s) et les UK(ε) (d(K) n − 1) forment une par-
tition de U(ε) à des ensembles de mesure nulle près et UK(ε′) ⊂ UK(ε) si ε′k  εk pour k ∈ K .
De plus U(s)(ε) ne contient aucun point de Z(s+1).
Nous pouvons utiliser sur UK(ε) des coordonnées (non holomorphes en général, mais cepen-
dant analytiques réelles)
zk(w) ≡ xk + iyk ≡ Qk
(
ζ(w)
)
k ∈ K. (8.32)
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bales sur UK(ε). Ainsi UK(ε) est fibré en « tores » :
TK(p) =
{
w ∈ UK(ε)
∣∣ ∣∣zk(w)∣∣= pk, k ∈ K} (8.33)
où
pk < εk pour tout k ∈ K.
Donc
UK(ε) =
⋃
{pk<εk |k∈K}
TK(p). (8.34)
3. Coordonnées au voisinage d’un point de Z
Soit w(o) ∈ Z. Supposons que w(o) ∈ Z ∩UK(ε) pour un certain multiindice K de dimension
d(K) = s. Nous pouvons décrire un voisinage de w(o) dans Cn en utilisant les coordonnées
suivantes
(i) zk(w) = Qk(ζ(w)) (k ∈ K)
(ii) des coordonnées complexes wi ambiantes de Xn qu’on supposera nulles en w(o) où i ∈ I
(I sous-ensemble de {1, . . . , n} et |I | = n− d(K)).
On peut toujours supposer alors que ∂D est donné par l’équation
vn = F
(
un, (zk), (wi)
) (8.35)
où wn = un + ivn, F est une fonction analytique réelle de zk , z¯k , wi , w¯i et de un. Cela résulte
aussi de l’hypothèse des croisements normaux.
Nous décrivons alors un voisinage W(w(o)) de w(o) dans C2n−1 à l’aide de ces coordonnées
W(w(o)) =
(∏
k∈K
(0, εk)
)
×(0, η)I × [−α,α].
4. Limite spéciale de Gfε
Gfε(Z) est donné comme une intégrale sur C2n−1(ε) d’un intégrand Ωf (Z)
Gfε(Z) =
∫
C2n−1(ε)
Ωf (Z). (8.36)
Ici, nous notons Z un point de D (pour ne pas les confondre avec les coordonnées zk(w) =
Qk(ζ(w)). La (2n− 1)-forme Ωf (Z) est définie par
Ωf (Z) = (n− 1)!
(2iπ)n
f (Z)G(Z | ζ o, ζ )ω′(ζ, dζ )∧ω(dZ)
G(Z | ζ o, ζ ) = 1
Pm(ζ )
I (m)n (ζ . Z | ζ o) (voir lemme 7.2).
(8.37)
Fixons ε(o) ∈ (R+)r assez petit pour que les résultats locaux décrits précédemment aient lieu.
Nous appliquerons le procédé de limite spéciale décrit à la définition de la section 6.6 de la façon
suivante :
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kα  r , et s ≡ d(K) n− 1 et ε(o) fixé.
Les UK(ε(o)) forment donc une partition de U(ε(o)) (à des ensembles de mesure nulle près)
par des ouverts.
(ii) Pour chaque K comme précédemment, nous choisissons les sous-ensembles de UK(ε(o))
définis par
VK
(
(εk), k ∈ K
∣∣ (ε(0) ), ι /∈ K)= ⋃
k∈K
{
w ∈ UK(ε(o))
∣∣ ∣∣Qk(ζ(w))∣∣ εk}. (8.38)
Lorsque (εk , k ∈ K) croît vers (ε(0)k , k ∈ K), ces sous ensembles croissent vers UK(ε(o)). Lorsque
(εk , k ∈ K) tend vers 0 en décroissant, les sous-ensembles de UK(ε(o)) définis par
UK(ε
(o))\VK
(
(εk), k ∈ K
∣∣ (ε(0) ),  /∈ K) (8.39)
croissent vers UK(ε(o)) (à un ensemble de mesure nulle près contenu dans Z(d(K))).
Naturellement, l’intégrand Ωf (Z) dans Gfε est borné sur UK(ε(o))\VK((εk), k ∈ K |
(ε
(0)
 ),  /∈ K) puisque sur cet ensemble, nous avons :∣∣Pm(ζ(w))∣∣=∏∣∣Qk(ζ(w))k ∣∣ (∏
k∈K
ε
k
k
)(∏
j /∈K
(ε
(0)
j )
j
)
.
Lemme 8.5. Fixons K multiindice comme précédemment.
Alors
lim
K
∫
UK(ε
(0))\VK((εk),k∈K|(ε(o) ), /∈K)
Ωf (z) = FK(Z, ε(o)) (8.40)
existe pour Z dans D′.
Preuve. Soit s = d(K). Quitte à renuméroter les coordonnées, supposons K = (1, . . . , s) et
soient les coordonnées zk(w) = Qk(ζ(w)), k ∈ K (données par (8.32)) et n − 1 − s autres co-
ordonnées wj ainsi que un qui sont des coordonnées de UK(ε(o)). Donc dans l’intégrale sur
l’ensemble UK(ε(o))\VK figurant dans l’équation (8.40), on peut écrire
Ωf = ν ∧ F
(
s∧
k=1
dzk ∧ dz¯k
z
k
k
)
(8.41)
où ν = (∧dwj )∧ dun et où F(z, z¯,w,xn) est analytique réelle (voir Fig. 1).
D’autre part UK(ε(o))\VK est fibré par les tores TK(p), εk  pk  ε(0)k , k = 1, . . . , s de sorte
que l’intégrale dans (8.40) est à cause de (8.41)
∫
UK(ε
(0))\VK
Ωf =
∫
ν
ε
(0)
1∫
ε1
r1 dr1
r
1
1
2π∫
0
e−i1θ1 dθ1 . . .
ε
(0)
s∫
εs
rs drs
r
s
s
2π∫
0
e−isθs F dθs (8.42)
où on a posé rkeiθk = zk . Développons F en série analytique de zk, z¯k
F =
∑
Fp1q1...psqs z
p1
1 z¯
q1
1 . . . z
ps
s z¯
qs
s (8.43)pk,qk
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(développement avec des coefficients dépendant des coordonnées wj , un). Alors dans (8.42) les
intégrales sur les cercles sont différentes de 0 (et égales à (2π)s ) si
pk − qk = k 1 k  s.
Donc ∫
UK(ε
(0))\VK
Ωf =
∫
ν
∑
pk−qk=k
Fp1q1...psqs
ε
(0)
1∫
ε1
r
2q1+1
1 dr1 . . .
ε
(0)
s∫
εs
r
2qs+1
s drs
converge vers
FK(Z, ε
(o)) =
∫
ν
∑
pk−qk=k
Fp1q1...psqs
s∏
k=1
(ε
(0)
k )
2qk+2
2qk + 2 (8.44)
si (εk), k ∈ K tend vers 0. Il est clair que la série sous le signe
∫
dans (8.44) converge (unifor-
mément lorsque Z décrit un compact de D′).
8.5. Exemple : le cas de la boule
Prenons pour domaine convexe D une boule de centre 0 dans Xn
B(0,R) =
{
w ∈ Xn ∣∣ n∑
j=1
|wj |2 R2
}
.
Donc si ϕ = R2 −∑ |wj |2, on a
ζj (w) = ∂ϕ
∂wj
= w¯j . (8.45)
1. Cas irréductible
Prenons pour Pm(ζ ) un polynôme homogène de degré m et notons encore les parties réelles
et imaginaires
Pm(ζ ) = r(ζ )+ is(ζ ).
A. Debiard, B. Gaveau / Bull. Sci. math. 133 (2009) 515–553 547On suppose Pm irréductible et Pm = 0 sans singularité dans Pn.
Plaçons nous en un point wo du bord ∂B(0,R) tel que
Pm
(
ζ(w(o))
)≡ Pm(w¯(o)) = 0.
Alors dr(ζ(w)) et ds(ζ(w)) sont indépendantes de dϕ(w) au point wo. Donc, on peut tou-
jours utiliser r(ζ(w)) et s(ζ(w)) comme coordonnées sur ∂B(0,R) au voisinage de w(o).
En effet,
r
(
ζ(w)
)= 1
2
(
Pm(w¯)+ P¯m(w)
)
.
Si alors il existe λ réel avec
dr
(
ζ(w)
)|wo = λ(dϕ)|wo
on aurait
∂P¯m(w
o)
∂wj
= λw¯oj
et donc, puisque Pm est homogène de degré m et que P¯m(wo) = 0
0 = mP¯m(w(o)) =
n∑
j=1
woj
∂P¯m(w
o)
∂wj
= λ
∑
|woj |2 = λR2
d’où λ = 0. Dans ce cas
∂P¯m(w
o)
∂wj
= 0 j = 1, . . . , n
et donc [wo] est point singulier dans Πn de l’hypersurface Pm = 0, ce qu’on a exclu par hypo-
thèse.
2. Cas réductible
Montrons que les hypothèses du théorème 8.4 peuvent être réalisées, par exemple dans le
cas de la boule. Plaçons nous dans Cn avec n  3 et considérons les deux polynômes homo-
gènes Q1,Q2
Qi(ζ ) =
n∑
j=1
ζ
di
j i = 1,2.
Dans le cas de la boule ζj (w) = w¯j . Supposons qu’on se place en un point wo du bord
∂B(0,R) avec Qi(ζ(wo)) = 0 pour i = 1,2. Alors les hypersurfaces Qi(ζ(w)) = 0 sont trans-
verses.
En effet, si elle ne sont pas transverses, il existe λ avec
∂Q1(ζ(w))
∂w¯j
= λ∂Q2(ζ(w))
∂w¯j
j = 1, . . . , n
d’où
(w¯o)d1−1 = λ′(w¯o)d2−1.j j
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w¯oj = λ′(w¯oj )3.
Or les woj ne sont pas tous nuls. Ces équations impliquent que w
(o)
j = ±w(o)k pour tout j, k tels
que w(o)j et w
(o)
k ne sont pas nuls
0 = Qj(w(o)) = aw(o)dij
et donc w(o) = 0 ce qui est contradictoire.
Ainsi, dans cet exemple les hypersurfaces Qi(ζ(w)) = 0, i = 1, 2 sont transverses. Elles sont
aussi transverses à l’hyperplan tangent à la boule ∂B(0,R) d’après le premier cas ci-dessus.
8.6. Comparaison avec la transformée de Fourier
Lorsqu’on veut résoudre l’équation
Pm
(
∂
∂z
)
F = f
on peut utiliser, au moins dans le domaine réel, une intégrale de Fourier
F(x) =
∫
Rn
fˆ (ξ)eiξ.x
Pm(iξ)
dξ
(2π)n
et il faut donner un sens à la division par Pm(iξ). Dans les formules que nous donnons aux
théorèmes 8.3 et 8.4, nous ne rencontrons plus ce problème. La raison principale, nous semble-t-
il, réside dans le fait que nous intégrons sur un cycle à 2n−1 dimensions réelles faisant intervenir
des formes différentielles dzk ∧ dz¯k au lieu d’un contour à n dimensions réelles avec dξk . Dans
le théorème 8.3, cet élément de mesure rend les intégrales absolument convergentes (ce qui n’est
pas le cas des intégrales de Fourier avant que l’on ne déplace des contours).
Dans le théorème 8.4, l’hypothèse de croisements normaux entraîne que le cycle est fibré
en tores et que les parties hypersingulières des intégrales sont nulles. La contribution limite est
donnée par le théorème des résidus.
9. Variation du cycle de la classe d’homologie Γ2n−1
9.1. Le cas général
Nous reprenons les notations de la section 6.2 concernant la formule de Cauchy–Fantappié–
Leray :
D est un domaine convexe de Cn, z ∈ D.
QD est la quadrique d’incidence de D.
Pz est l’hyperplan des hyperplans affines passant par z.
Γ2n−1 est la classe d’homologie de dimension 2n− 1 qui engendre l’anneau d’homologie de
la variété :
QD\
(
(Pz ×D)∩QD
)
. (9.1)
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tation intégrale (6.3) pour z ∈ D′
f (z) = (n− 1)!
(2iπ)n
∫
Γ2n−1
f (w)
ω′(ζ, dζ )∧ω(dw)
(ζ o + ζ . z)n . (9.2)
Cette formule peut être calculée effectivement en utilisant un cycle C2n−1 de la classe d’ho-
mologie Γ2n−1 et elle ne dépend pas du représentant choisi dans Γ2n−1.
Nous pouvons définir l’opérateur de Green Gf associé à un opérateur différentiel P(z, ∂
∂z
) en
utilisant la formule (6.10)
(Gf )(z) = (n− 1)!
(2iπ)n
∫
C2n−1
G(z | ζ o, ζ )f (w)ω′(ζ, dζ )∧ω(dw) (9.3)
dont le calcul effectif utilisera un cycle C2n−1 ∈ Γ2n−1. Soit C′2n−1 et C′′2n−1 deux cycles
de Γ2n−1. Donc
C′2n−1 −C′′2n−1 = ∂σ2n (9.4)
où σ2n est une chaîne de la variété (9.1).
Dans une formule (9.3), G(z | ζ o, ζ ) a des singularités sur la variété (9.1) (en particulier hors
de Pz).
Définition. On note Sz le diviseur polaire de
G(z | ζ o, ζ ) dans QD\
(
(Pz ×D)∩QD
)
.
Remarque. En général, dans le projectif Πn des points [ζ o, ζ ], G(z | ζ o, ζ ) admet un lieu sin-
gulier qui contient Sz et Pz. Nous excluons ici Pz en considérant la variété (9.1).
La forme différentielle Ωf (z) figurant dans l’intégrale de (9.3)
Ωf (z) = (n− 1)!
(2iπ)n
G(z | ζ o, ζ )f (w)ω′(ζ, dζ )∧ω(dw) (9.5)
a donc des singularités sur Sz dans la variété QD\((Pz ×D)∩QD). En général, les cycles C′2n−1
et C′′2n−1 ne sont pas homologues dans
QD\
[(
(Pz ×D)∩QD
)∪ Sz]
c’est-à-dire que la chaîne σ2n de (9.4) coupera Sz.
Par conséquent, la formule (9.3) dépend du choix de C2n−1 dans la classe Γ2n−1.
Considérons alors
σ2n(ε) =
{([ζ o, ζ ],w) ∈ σ2n ∣∣ ∣∣G(z | ζ o, ζ )∣∣> ε}, (9.6)
C′2n−1(ε) =
{([ζ o, ζ ],w) ∈ C′2n−1 ∣∣ ∣∣G(z | ζ o, ζ )∣∣> ε}. (9.7)
On voit alors que
∂σ2n(ε) = C′2n−1(ε)−C′′2n−1(ε)− T (ε) (9.8)
où T (ε) = {([ζ o, ζ ],w) ∈ σ2n | |G(z | ζ o, ζ )| = ε} et est orienté extérieurement (i.e. vers les |G|
croissants).
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Gf (z) = lim
ε→0
∫
C2n−1(ε)
Ωf (z) (9.9)
en particulier Sz est un diviseur irréductible sans singularités ; C2n−1(ε) étant défini par (9.7).
Nous avons alors
lim
ε→0
∫
C′2n−1(ε)
Ωf (z)− lim
ε→0
∫
C′′2n−1(ε)
Ωf (z) = 2iπ
∫
σ2n.Sz
ResSz Ωf (z). (9.10)
Preuve. Pour ε = 0, nous avons par (9.8)∫
C′2n−1(ε)
Ωf (z)−
∫
C′′2n−1(ε)
Ωf (z) =
∫
T (ε)
Ωf (z)+
∫
∂σ2n(ε)
Ωf (z). (9.11)
Mais Ωf (z) est une (2n − 1)-forme méromorphe dans une variété de dimension complexe
2n− 1 et est donc fermée. D’où∫
∂σ2n(ε)
Ωf =
∫
σ2n(ε)
dΩf ≡ 0.
Ensuite, T (ε) est un tube autour du diviseur lisse Sz. Le théorème des résidus donne donc
lim
ε→0
∫
T (ε)
Ωf (z) = 2iπ
∫
σ2n.Sz
ResSz Ωf (z)
(voir le théorème 3.1, chapitre 1, § 3). 
Ici, σ2n . Sz dénote l’intersection de la chaîne σ2n avec Sz (voir théorème 2.1, chapitre 1, qui
est dual du théorème 3.2).
9.2. Cas des opérateurs à coefficients constants
Soit l’opérateur homogène à coefficients constants Pm( ∂∂z ). Supposons Pm(ζ ) = 0 irréductible
lisse. Le calcul du lemme 7.2, équation (7.5), montre que
Sz =
{([ζ o, ζ ],w)/Pm(ζ ) = 0}. (9.12)
D’autre part le théorème 8.3, montre qu’on peut calculer Gf (z) par la formule
Gf (z) = lim
ε→0
∫
C′2n−1(ε)
Ωf (z)
où la limite est une limite ordinaire et où C′2n−1 est le représentant standard de la classe d’ho-
mologie Γ2n−1, obtenue en utilisant un domaine strictement convexe D¯′ ⊂ D (voir §6, Eqs.
(6.5)–(6.7)), z ∈ D′ et où
C′2n−1(ε) =
{([ζ o, ζ ],w) ∈ C′2n−1 ∣∣ ∣∣Pm(ζ )∣∣> ε}. (9.13)
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1. Pm( ∂∂z ) est un opérateur homogène de degré m à coefficients constants de variété caracté-
ristique lisse
S = {([ζ o, ζ ],w) ∈ QD/Pm(ζ ) = 0}.
2. D′, D′′ sont deux domaines convexes à bord C2 avec z ∈ D′ ∩ D′′, D¯′ ∪ D¯′′ ⊂ D et f est
holomorphe dans D.
3. C′2n−1, C′′2n−1 sont les représentants standards associés à D′ et D′′ dans la classe d’homo-
logie Γ2n−1 et donc C′2n−1 −C′′2n−1 = ∂σ2n, σ2n étant une chaîne de QD\((Pz ×D)∩QD).
Soit GD′f (resp. GD′′f ) l’opérateur de Green défini sur C′2n−1 (resp. C′′2n−1) par l’intégrale
convergente :
GD′f (z) = lim
ε→0
∫
C′2n−1(ε)
Ωf (z).
Alors on a pour z ∈ D′ ∩D′′
GD′f (z)−GD′′f (z) = 2iπ
∫
σ2n.S
ResS Ωf (z), (9.14)
Pm
(
∂
∂z
) ∫
σ2n.S
ResS Ωf = 0. (9.15)
Preuve. Etant donné les hypothèses, ce théorème est un cas particulier du lemme 9.1. La rela-
tion (9.15) provient de (9.14) puisque
Pm
(
∂
∂z
)
(GD′f −GD′′f ) = 0. 
Remarque 1. On peut obtenir aussi la relation (9.15) en remarquant que
Ωf (z) = (n− 1)!
(2iπ)n
f (w)
I
(m)
n (ζ . z | ζ o)
Pm(ζ )
ω′(ζ, dζ )∧ω(dw).
Comme {Pm(ζ ) = 0} est lisse, le calcul du résidu est particulièrement simple, c’est
ResS Ωf (z) = Pm(ζ ) Ωf (z)
dPm(ζ )
∣∣∣∣
S
= (n− 1)!
(2iπ)n
f (w)I (m)n (ζ . z | ζ o)
ω′(ζ, dζ )∧ω(dw′)
dPm(ζ )
∣∣∣∣
S
. (9.16)
Dans (9.16), la forme dans le membre de droite est lisse sur S. On peut donc calculer l’in-
tégrale (9.15) en dérivant sous le signe ∫ la forme dans le second membre de (9.16). Or z
n’intervient que dans I (m)n . Mais par définition de I (m)n (voir lemme 7.1)
Pm
(
∂
∂z
)
I (m)n (ζ . z | ζ o) = Pm(ζ )(ζ . z + ζ o)−n
et cela est donc bien identiquement nul sur le diviseur caractéristique S.
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C′2n−1 −C′′2n−1 = ∂σ2n
pour les représentants standard C′2n−1,C′′2n−1 associés à D′, D′′, de sorte que σ2n ne touche pas
l’hyperplan Pz pour z ∈ D′ ∩D′′.
Fixons en effet z(1) ∈ D′ ∩D′′. Considérons les droites réelles passant par z(1). Chaque droite
réelle coupe ∂D′ et ∂D′′ en deux points. Ainsi à tout point w′ ∈ ∂D′, on peut associer un unique
point w′′ ∈ ∂D′′ à savoir l’unique point d’intersection de ∂D′′ avec la demi droite réelle joi-
gnant z(1) à w′. Posons
w(t,w′) = (1 − t)w′ + tw′′
w′ ∈ ∂D, 0 t  1.
A tout point w(t,w′) associons([ζ o, ζ ](w(t,w′)),w(t,w′)) ∈ QD (9.17)
de sorte que
(i)
([ζ o, ζ ](w(0,w′)),w(0,w′))≡ ([ζ o(w′), ζ(w′)],w′) ∈ C′2n−1,
(ii)
([ζ o, ζ ](w(1,w′)),w(1,w′))≡ ([ζ o(w′′), ζ(w′′)],w′′) ∈ C′′2n−1,
(iii) [ζ o, ζ ](w(t,w′)) /∈ Pz pour tout z ∈ D′ ∩D′′
ce qui est possible car D′ ∩D′′ est convexe et w(t,w′) /∈ D′ ∩D′′.
Alors σ2n est l’ensemble des points (9.17) pour 0 t  1, w′ ∈ ∂D′.
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