We consider the classical Foster-Lyapunov condition for the existence of an invariant measure for a Markov chain when there are no continuity or irreducibility assumptions. Provided a weak uniform countable additivity condition is satisÿed, we show that there are a ÿnite number of orthogonal invariant measures under the usual drift criterion, and give conditions under which the invariant measure is unique. The structure of these invariant measures is also identiÿed. These conditions are of particular value for a large class of non-linear time series models.
Introduction and main results
We study a Markov chain = { n : n = 0; 1; : : :}; evolving on an arbitrary space X with countably generated -ÿeld B. Our notation, in general, follows that of Meyn and Tweedie (1993a) . The motion of is governed by an overall probability law P. The n-step transition probabilities are denoted, for each x ∈ X and A ∈ B; by P n (x; A) = P( n ∈ A | 0 = x);
and P x and E x denote probability and expectation when 0 = x. A central problem for such chains is to ÿnd conditions that imply that there is an invariant (or stationary) probability measure for : that is, a probability measure satisfying
for all A ∈ B. Under various conditions, a number of authors have shown that a sucient (and often necessary) condition for the existence of an invariant measure is the following:
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Drift Condition. There exists an extended valued non-negative measurable function V with V (x 0 ) ¡ ∞ for at least one x 0 ; such that for some ÿnite b; P(x; dy) V (y)6V (x) − 1 + b5 C (x):
For this drift condition to be of use the set C must be a "test set" for the existence of an invariant measure (see Tweedie, 1976 ) and various conditions, as discussed in the remarks below, are known for this. The purpose of this paper is to investigate the implications of (3) when we have the following:
Uniform Countable Additivity Condition. If B n is any sequence in B with B n ↓ ∅; then
For convenience we write:
Condition A. The Drift Condition holds for some C; V and the Uniform Countable Additivity Condition holds for the same set C.
The results in this section are all proven in Section 2.
Theorem 1. Suppose Condition A holds. Then there exists a ÿnite positive number of orthogonal invariant probability measures i ; i=1; : : : ; N such that for each x with V (x) ¡ ∞; and for every
The conditions of this theorem are particularly valuable in the non-linear time series context (see Remark 5 below).
It is often easier to verify a slightly more restrictive drift condition which then requires less checking of the uniformity required in (4). We write S = {y: V (y) ¡ ∞}. Lemma 1. Suppose the Drift Condition holds for some C; V where V is such that sup y ∈ C ∩ S V (y)6Â ¡ ∞; but where the Uniform Countable Additivity Condition is assumed only when B n is any sequence with V bounded on B 0 . Then Condition A holds.
This condition holds on a topological space if V is continuous and C is bounded, and then we only need uniform countable additivity for decreasing sequences inside compact sets.
Theorem 1 follows from a deeper result on chains satisfying Condition A. Denote the hitting time on a set A as A = inf {n¿1: n ∈ A}; and as in Meyn and Tweedie (1993a) write
Recall (Meyn and Tweedie, 1993a, Chapter 9 ) that a set H is called a maximal Harris set if (i) there exists a measure ' with '(H ) ¿ 0 such that '(A) ¿ 0 implies L(x; A) = 1 for all x ∈ H; and (ii) every point such that L(x; H ) = 1 is in H .
Maximal Harris sets are obviously absorbing (i.e. P(x; H ) = 1 for all x ∈ H ) and disjoint.
Theorem 2. Suppose Condition A holds. Then the set S = {y: V (y) ¡ ∞} admits the ÿnite decomposition
where indicates a disjoint union; each H i is maximal Harris and for every x ∈ E we have L(x; H i ) = 1.
We also consider the question of uniqueness of the invariant measure within this framework. Recall that a chain is called -irreducible Meyn and Tweedie, (1993a, Chapter 4) if there exists a non-trivial measure such that (A) ¿ 0 implies L(x; A) ¿ 0 for all x ∈ X; and that a set C is called petite (Meyn and Tweedie, 1993a, Chapter 5) if there exists a measure ; a constant ¿ 0 and a distribution a m on the integers such that m a m P m (x; ·)¿ (·); x∈ C:
The Drift Condition implies the existence of an invariant measure when isirreducible and C is petite: this was proved in Tweedie (1976) for a m concentrated at one time point (i.e. when C is small), and extended to petite sets in Meyn and Tweedie (1993a, Chapters 10 and 11) . We shall show Theorem 3. Suppose Condition A holds and V is everywhere ÿnite. Then there is a unique invariant measure for if and only if is -irreducible. In the -irreducible case the set C in Condition A is petite and for all x we have the total variation norm limit
Finally, we shall show that with no conditions on the chain, any ÿnite invariant measure satisÿes a structural result that also leads to an "almost converse" to the drift condition.
Theorem 4. Suppose that an invariant probability measure exists and let C be such that (C) ¿ 0. Then:
denotes the points from which C can be reached; then we can write; for every A ∈ B with A ⊆ C
(ii) A generalized Kac's Theorem holds; in the form
(iii) There exists a function V; ÿnite -a.e. on C; satisfying the generalized drift condition
where the function b(x) is ÿnite everywhere on C.
The structural result of Theorem 4(i) is given for -irreducible recurrent chains in Theorem 10:4:9 of Meyn and Tweedie (1993a) , where it is noted that this representation holds for both null and positive recurrent chains.
Remark 1. The conclusions of Theorems 1-3 cannot be strengthened. One might hope, for example, that in Theorem 2 the conditions might imply that there is a unique invariant measure or that E might be uniformly transient, i.e. that n P n (x; E) is bounded for x ∈ E. However, the almost trivial example on Z + with P(i; i − 1) = 1; i ¿ N + 1; P(i; i) = 1; i6N with P(N + 1; j) = 1=N; j6N shows that under the conditions used, there might be more than one invariant measure and that the set E need not be uniformly transient.
Remark 2. It is known that the Drift Condition implies the existence of an invariant measure when C is compact, provided satisÿes some suitable continuity condition. When the chain is weak Feller this and related results are proved by Tweedie (1988) , Laserre (1996 Laserre ( , 2000 and others, and when is a T-chain the result follows from Tweedie (1988, Theorem 3) .
Remark 3. The fact that the test set C is petite in Theorem 3 shows that forirreducible chains, we have not extended the range of test sets from those known.
Conditions for uniqueness in most papers addressing the existence of an invariant measure usually involve an assumption of -irreducibility. Since the Uniform Countable Additivity Condition seems to be unrelated to either irreducibility or continuity, it is noteworthy that under this condition, -irreducibility provides the only situation where there is uniqueness.
Remark 4. When X is Polish and (4) holds for all compact C and all sequences B n ↓ ∅; then Liu and Susko (1992) , following an approach of BeneÄ s (1967), give a su cient condition on the iterates P n for the existence of an invariant probability measure. Their approach involves the use of a ÿxed point theorem from linear continuous mapping theory. The relation of their condition to drift conditions such as (3) is explored in Fonseca and Tweedie (2001) . The approach used here, in the absence of any topological structures, is entirely di erent and appears to weaken their conditions very considerably.
Remark 5. Verifying the Uniform Countable Additivity Condition appears to be simpler in many cases than verifying -irreducibility or some continuity conditions, since it involves only the one-step transition probabilities.
Note that in particular if there is measure which is ÿnite on the sublevel sets of V and such that P(x; ·) has a uniformly bounded density p(x; y) with respect to for all x ∈ C; then for decreasing B n with V bounded on B 0 we have
and the condition of Lemma 1 holds.
This leads to rather simple conditions for (4) when the chain is a non-linear time series model of the form n+1 = h( n ; : : : ; n−p ; W n ; : : : ; W n−q ) + ( n ; : : : ; n−p ; W n ; : : : ; W n−q )W n+1 :
Such models have been studied extensively (Bhattacharya and Lee, 1995; Pu, 1998,1999; Liu and Susko, 1992; Tanikawa, 1999) , and general conditions are given in Fonseca and Tweedie (2001) which extend and correct conditions for constant in Liu and Susko (1992) . To illustrate simply how one might use the results, consider the simple case
where h; −1 ; are bounded on compact sets and the innovation sequence W n in (12) has a density f with respect to Lebesgue measure which is bounded on compact sets. For any sequence B n ↓ ∅ within a compact set K; we have
where f C is an upper bound on the density of f over some compact set
such a set D C exists due to the conditions on h; −1 . Similarly, for tail sets such as B n = (x n ; ∞) we have P(x; B n ) = P[W 0 ∈ (y n ; ∞)] → 0; since y n = inf x ∈ C [x n − h(x)]= (x) → ∞ from the conditions on h; . Thus we see that (4) holds for all compact C. These conditions on h; ; f can be contrasted with the more usual conditions which demand much more continuity.
Other conditions for chains on Polish spaces and examples of higher order time series models are given in Fonseca and Tweedie (2001) . These show that condition (4) is neither implied by nor implies any of the standard continuity conditions. Remark 6. Perhaps surprisingly, the generalized drift condition (11) is not su cient for the existence of an invariant probability measure in general, even for very well-behaved chains, unless b(x) is actually bounded above. Tweedie (1975, p. 397) provides an example of a chain that is (i) strong Feller (ii) Lebesgue-measure irreducible (iii) satisÿes the Uniform Countable Additivity condition (4) for compact sets C (iv) satisÿes the generalized drift condition (11) for some compact set C but which is not positive recurrent.
It is an open question to determine when (11) actually implies the existence of an invariant measure, or when (3) is necessary, although some results in the former direction are in Tweedie (1988) and in the latter direction are in Costa and Dufour (2000) .
Proofs
We ÿrst note that under (3), we have that S = {y: V (y) ¡ ∞} is a non-empty absorbing set, as in Meyn and Tweedie (1993a, Lemma 11:3:6) . Since S is measurable, we can restrict the chain to S; and to save notation we will assume that V is everywhere ÿnite without loss of generality.
Proof of Lemma 1. Let C n = {y: V (y)6n}. From (3), since V is assumed bounded by Â on C; we have and so for ÿxed we can choose M large enough that sup y ∈ C P(x; C c M )6 =2. From the Uniform Countable Additivity Condition in Lemma 1, we then have sup y ∈ C P(x; B n ∩ C M )6 =2 for all large enough n; and the result follows.
We now prove Theorem 2 through a series of lemmas some of which are of independent interest.
Lemma 2. Under Condition A; X contains at most a ÿnite number of disjoint absorbing sets.
Proof. Suppose that there are an inÿnite number of disjoint absorbing sets in the state space, and let A j denote any disjoint countable collection of such sets. From (3) it follows that E x [ C ]6V (x) ¡ ∞ for every x ∈ C c (Meyn and Tweedie, 1993a, Lemma 11:3:9) , and so we cannot have any of the A j ⊆ C c . If we write R n = ∪ ∞ j=n A j ; then R n ↓ ∅. However, if R n is non-empty, then there exists x n ∈ C ∩ R n ; and for this x n the absorbing property of R n ensures P(x n ; R n ) = 1. This will contradict (4) unless for some ÿnite n we have R n = ∅; and the result follows.
Recall from Meyn and Tweedie (1993a) 
U j where each U j is uniformly transient: that is, the U j satisfy n P(x; U j )6M j ;
for all x (see Meyn and Tweedie, 1993a, Proposition 8:3 :1(a)).
Lemma 3. Under Condition A; there is a decomposition
into a ÿnite non-zero number of Harris sets H i ; and a transient set E.
Proof. Since there is not an uncountable number of absorbing subsets of X from Lemma 2, it follows from deep results of Jamison (1972) and Winkler (1975) that there must be a "Doeblin decomposition" which can be written, as noted in Tweedie (1979) and Meyn and Tweedie (1993b) , in the form
where each of the sets H i is a maximal Harris set, and E is a transient set. In fact, it is possible to show that such a decomposition exists if and only if there is no uncountable collection of absorbing subsets of X; as shown recently by Chen and Tweedie (1997) . Now from Lemma 1, there are at most a ÿnite number of Harris sets in (16), since each is absorbing. Moreover, H = H i is non-empty. To see this choose U j as in (14) . If W n = ∞ n U j we have W n ↓ ∅; and so for ÿxed ¡ 1 we can ÿnd M such that sup y ∈ C P(y; W M )6 . Now suppose that H were empty. Then we would have
and so for any x
Now for any x; (3) implies that E x [ C ] ¡ ∞ and so a fortiori L(x; C) = 1 for all x; and so with probability one there is an inÿnite number of returns to C from x. Thus n P n (x; C) = ∞; and we have a contradiction with the uniform transience of W c M ; and so H is not empty. Proof. Fix H i and write C H = C ∩ H i . We know from Meyn and Tweedie (1993a, Proposition 5:5:5(iii) ) that H i admits a countable cover C n of disjoint petite sets. Let D n = ∪ ∞ n C j ; then as before, D n ↓ ∅; and so for ÿxed ¡ 1 we can ÿnd M such that sup y ∈ CH P(y; D M +1 )6 ; and so
But ∪ M 1 C j is petite, as a union of petite sets (Meyn and Tweedie, 1993a, Proposition 5:5:5 (ii)); and from (18), it follows that C H is also petite, using Proposition 5:5:4(i) of Meyn and Tweedie (1993a) . Each of the Harris sets H i admits a unique invariant measure, and is called positive if the measure is ÿnite and null otherwise.
Lemma 5. Under Condition A; each of the Harris sets in (15) is positive recurrent rather than null recurrent.
Proof. Since H i is absorbing, (3) can be written as
where C H is a petite set as in Lemma 4: and so it follows from Theorem 13:0:1 of Meyn and Tweedie (1993a) that the set H i is positive recurrent. We next show that reaches H = H i with probability one from every starting point.
Proof. The result is trivial if x ∈ H i for any i. Let E 0 = {y ∈ E: L(y; H ) = 0}. Assume that E 0 is non-empty. Then E 0 is absorbing, and admits a countable cover U j of uniformly transient sets as in Lemma 3. Again writing W n = ∪ ∞ n U j and using (17), for any x ∈ E 0 ;
But n P n (x; C ∩ E 0 ) = ∞ from (3) and the fact that E 0 is absorbing, and it follows that we again have a contradiction with the uniform transience of W c M . Hence E 0 is empty, and so if we write L n = {y ∈ X: L(y; H )¿1=n} we have a countable cover of X. Repeating the above arguments we ÿnd that there is an M such that for all x ∈ C; we have P(x; L M )¿1 − ; and thus for all
We now use a geometric trials argument: from (3), from any initial point in C we return to C inÿnitely often, and on each visit we have a probability bounded from zero of hitting H ; and so with probability one we reach H eventually.
Lemmas 3-6 prove Theorem 2 immediately. Theorem 1 follows from Theorem 2, with the i as the invariant measures on each H i and L i (x) = L(x; H i ) in (5), using the limit results for positive Harris sets (Meyn and Tweedie, 1993a, Chapter 13) .
For the proof of Theorem 3, note that from the decomposition in Theorem 2, when the chain is -irreducible there can be only one Harris set, and from Lemma 6 the whole space is then a Harris set. Thus there is a unique invariant measure and the limit result follows from Meyn and Tweedie (1993a, Chapter 13) . Conversely, if the chain is not -irreducible there must be at least two Harris sets in (15) and thus there must be at least two invariant measures. When the chain is -irreducible, Lemma 4 shows that C is also petite as required.
It remains to prove Theorem 4. Deÿne the (possibly inÿnite) set function
and note from Proposition 10:4:6 of Meyn and Tweedie (1993a) that we have (A)¿ 0 (A); A∈ B:
Taking A = X in (20) shows that
and so, in particular, E x [ C ] ¡ ∞ for -a.e. x ∈ C. It follows a fortiori that for all such x we have
and thus Theorem 4(i) follows from Theorem 10:4:7 of Meyn and Tweedie (1993a) .
As an immediate consequence of taking A = X in (9) we then have Theorem 4(ii). Finally, from the structure of the function E x [ C ] is ÿnite -a.e. on C; and indeed C (dy) P(y; ·)-a.e. on X. Accordingly, the function V deÿned as V (x) = 1; x ∈ C; V (x) = 1 + E x [ C ]; x ∈ C c satisÿes (11), from Meyn and Tweedie (1993a, Theorem 11:3:5(ii) ), where we take b(x) = E x [ C ] if this is ÿnite and b(x) = 0 otherwise.
