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BANDIT PROBLEMS WITH LE´VY PROCESSES
ASAF COHEN AND EILON SOLAN
Abstract. Bandit problems model the trade-off between exploration and exploitation
in various decision problems. We study two-armed bandit problems in continuous time,
where the risky arm can have two types: High or Low; both types yield stochastic
payoffs generated by a Le´vy process. We show that the optimal strategy is a cut-off
strategy and we provide an explicit expression for the cut-off and for the optimal payoff.
1. Introduction
A variation of this model was studied in filtering theory by Kalman and Bucy (1961)
[12] and Zakai (1969) [30]. They analyze a more general model where a decision maker
observes a function of a diffusion process with an additional noise, which is formulated
as a Brownian motion. They provide equations that the posterior or the unnormalized
posterior distribution at time t satisfies. Bandit problems, first described in Robbins
(1952) [24], are a mathematical model for studying the trade between exploration and
exploitation. In its simplest formulation, a decision maker (DM) faces N slot machines
(called arms) and has to choose one of them at each time instance. Each slot machine
delivers a reward when and only when chosen. The reward’s distribution of each slot
machine is drawn according to an unknown distribution, which itself is drawn according
to a known probability distribution from a set of known distributions. The DM’s goal
is to maximize his total discounted payoff. The trade-off that the DM faces at each
stage is between exploiting the information that he already has, that is, choosing the
arm that looks optimal according to his information, and exploring the arms, that is,
choosing a suboptimal arm to improve his information about its payoff distribution. A
good strategy for the DM will involve phases of exploration and phases of exploitation.
In exploration phases the DM samples the rewards of the various machines and learns
their rewards’ distributions. In exploitation phases the DM samples the machine whose
reward’s distribution so far is best until evidence shows that its reward’s distribution is
not as good as expected.
Bandit problems have been applied to various areas, like economics, control, statistics,
and learning; see, e.g., Chernoff (1972) [7], Rothschild (1974) [26], Weitzman (1979)
[29], Roberts and Weitzman (1981) [25], Lai and Robbins (1984) [17], Bolton and Harris
(1999) [6], Moscarini and Squintani (2010) [19], Keller, Rady, and Cripps (2005) [14],
Bergemann and Va¨lima¨ki (2006) [2], Besanko and Wu (2008) [5], and Klein and Rady
(2011) [15].
Gittins and Jones (1979) [10] proved that in discrete time the optimal strategy of the
DM has a particularly simple form: at every period the DM calculates for each arm
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an index, which is a real number, based on past rewards of that arm, and chooses the
arm with the highest index. It turns out that to calculate the index of an arm it is
sufficient to consider an auxiliary problem with two arms: an arm for which the index
is calculated and an arm that yields a constant payoff. The former arm is termed the
risky arm, because its payoff distribution is not known, while the latter is termed the
safe arm. The literature therefore focuses on such problems, called two-armed bandit
problems.1
Once the optimality of the index strategy is guaranteed, one looks for the relation
between the data of the problems and the index. Explicit formulas for the index when
the payoff is one of two distributions that have a simple form have been established in
the literature. Berry and Friestedt (1985) [3] provide the solution to the problem in
several cases, e.g., in discrete time when the payoff distribution is one of two Bernoulli
distributions, and in continuous time when the payoff distribution is one of two Brownian
motions. By studying the dynamic programming equation that describes the problem
in continuous time, Keller, Rady, and Cripps (2005) [14] and Keller and Rady (2010)
[13] provided an explicit form for the index when time is continuous and the payoff’s
distribution is Poisson.2
In the present paper we study two-armed bandit problems in continuous time and
provide an explicit solution when the payoff distribution of the risky arm is one of two
Le´vy processes. We assume that one distribution, called High, dominates the other,
called Low, in a strong sense (see Assumption 2.6 below). To eliminate trivial cases, we
assume that the expected payoff generated by the safe arm is lower than the expected
payoff generated by the High distribution, and higher than the expected payoff generated
by the Low distribution.
In discrete time, under these assumptions the optimal strategy is a cut-off strategy:
the DM keeps experimenting as long as the posterior belief that the distribution is High is
higher than some cut-off point, and, once the posterior probability that the distribution is
High falls below the cut-off point, the DM switches to the safe arm forever. We extend
this result to our setup, and prove that when the two payoff distributions are Le´vy
processes that satisfy several requirements, the optimal strategy is a cut-off strategy.
Moreover, we provide an explicit expression for the cut-off point in terms of the data of
the problem. When particularized to the models studied by Bolton and Harris (1999)
[6], Keller, Rady, and Cripps (2005) [14], and Keller and Rady (2010) [13] our expression
reduces to the expressions that they obtained.
Apart from unifying previous results, our characterization shows that the special form
of the optimal payoff derived by Bolton and Harris (1999) [6] and Keller, Rady, and
Cripps (2005) [14] is valid in a general setup: the optimal payoff is the sum of the
expected payoff, if no information is available, and an option value that measures the
expected gain from the ability to experiment. It also shows that the data of the problem
can be divided into information-relevant parameters and payoff-relevant parameters;
the information-relevant parameters can be summarized in a single real number, and
the payoff-relevant parameters are the expectations of the processes that contribute to
the DM’s payoff. Finally, the characterization allows one to derive comparative statics
1In the literature these problems are also called one-armed bandit problems.
2These authors also studied the strategic setup in which several DMs have the same set of arms
and their arms’ payoff distributions are the same (and unknown), and they compared the cooperative
solution to the non-cooperative solution.
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on the optimal cut-off and payoff. For example, as the discount rate increases, or the
signals become less informative, the cut-off point increases and the DM’s optimal payoff
decreases.
The rest of the paper is organized as follows. In Section 2 we present the model, the
types of strategies that we allow, and the assumptions that the payoff process should
satisfy. In Section 3 we define the process of posterior belief and we develop its infinites-
imal generator. In Section 4 we present the value function, and in Section 5 we present
the Hamilton–Jacobi–Bellman (HJB) equation. The main result, which characterizes
the optimal strategy and the optimal payoff of the DM, is formulated and proved in
Section 6. The Appendix contains the proofs of several results that are needed in the
paper.
2. The model
2.1. Reminder about Le´vy processes. Le´vy processes are the continuous-time ana-
log of discrete-time random walks with i.i.d. increments. A Le´vy process X = (X(t))t≥0
is a continuous-time stochastic process that (a) starts at the origin: X(0) = 0, (b) ad-
mits ca`dla`g modification,3 and (c) has stationary independent increments. Examples
of Le´vy processes are a Brownian motion, a Poisson process, and a compound Poisson
process.
Let (X(t)) be a Le´vy process. For every Borel measurable set A ⊆ R\{0}, and every
t ≥ 0, let the Poisson random measure N(t, A) be the number of jumps of (X(t)) in the
time interval [0, t] with jump size in A:
N(t, A) = ♯{0 ≤ s ≤ t | ∆X(t) := X(s)−X(s−) ∈ A}.
By Applebaum (2004) [1], one can define a Borel measure ν on B(R\{0}) by
ν(A) := E[N(1, A)] =
∫
N(1, A)(ω)dP (ω),
where (Ω, P ) is the underlying probability space. The measure ν(A) is called the Le´vy
measure of (X(t)), or the intensity measure associated with (X(t)).
We now present the Le´vy–Ito¯ decomposition of Le´vy processes. Let (X(t)) be a Le´vy
process; then there exists a constant b ∈ R, a Brownian motion σZ(t) with standard
deviation σ, and an independent Poisson random measure Nν(t, dh) with the associated
Le´vy measure ν such that, for each t ≥ 0,
X(t) = bt + σZ(t) +
∫
h>|1|
hNν(t, dh) +
∫
h≤|1|
hN˜ν(t, dh),
where N˜ν(t, A) := Nν(t, A) − tν(A) is the compensated Poisson random measure. This
representation is called the Le´vy–Ito¯ decomposition of the Le´vy process (X(t)). Thus, a
Le´vy processes is characterized by the triplet 〈b, σ, ν〉.
If the Le´vy process has finite expectation for each t, that is, E|X(t)| < ∞ for all
t ≥ 0, then the Le´vy process can be represented as
X(t) = µt+ σZ(t) +
∫
R\{0}
hN˜ν(t, dh);
3That is, it is continuous from the right, and has limits from the left: for every t0, the limit X(t0−) :=
lim
tրt0
X(t) exists a.s. and X(t0) = lim
tցt0
X(t).
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that is, X(t) can be represented as the sum of a linear drift, a Brownian motion, and an
independent purely discontinuous martingale4 (see Sato (1999, Theorem 25.3) [27]).
Remark 2.1. Even though the process (X(t)) has finite expectation, it is possible that
E
 ∫
R\{0}
|h|Nν(t, dh)
 =∞,
which means that the expectation of the sum of the jumps of X(t) in any time interval
is infinite.
2.2. Le´vy bandits. A DM operates a two-armed bandit machine in continuous time,
with a safe arm that yields a constant payoff ̺, and a risky arm that yields a stochastic
payoff (X(t)) that depends on its type θ. The risky arm can be of two types, High or
Low. With probability p0 = p the arm’s type is High, and with probability 1 − p it
is Low. If the type is High (resp. Low) we set θ = 1 (resp. 0). The process (X(t))
is a Le´vy process with the triplet 〈µθ, σ, νθ〉; that is, the Le´vy–Ito¯ decomposition of
(X(t)) is X(t) = µθt + σθZ(t) +
∫
R\{0}
hN˜νθ(t, dh). Formally, for θ ∈ {0, 1}, let (Xθ(t))
be a Le´vy process with triplet 〈µθ, σ, νθ〉 and let θ be an independent Bernoulli random
variable with parameter p. The process (X(t)) is defined to be (Xθ(t)). We denote
by Pp the probability measure over the space of realized paths that corresponds to this
description. From now on, unless mentioned otherwise, all the expectations are taken
under the probability measure Pp.
2.3. Strategies. We adopt the concept of continuous-time strategies first introduced
by Mandelbaum, Shepp, and Vanderbei (1990) [18]. An allocation strategy K = {K(t) |
t ∈ [0,∞)} is a nonnegative stochastic process K(t) = (KR(t), KS(t)) that satisfies
KR(0) = KS(0) = 0, and (KR(t)) and (KS(t)) are nondecreasing processes,(K1)
KR(t) +KS(t) = t, t ∈ [0,∞), and(K2)
{KR(t) ≤ s} ∈ F
X
s , t, s ∈ [0,∞),(K3)
where FXs is the sigma-algebra generated by the process (X(t))t≤s. The interpretation
of an allocation process is that the quantity KR(t) (resp. KS(t)) is the time that the
DM devotes to the risky arm (resp. safe arm) during the time interval [0, t). The pro-
cess (K(t)) is basically a two-parameter time change of the two-dimensional process
(X(t), ̺t).
Below we will define a stochastic integral with respect to (Xθ(t)), and therefore we
assume throughout that both Le´vy processes (X1(t)) and (X0(t)) have finite quadratic
variation, that is, E[X2θ (t)] <∞ for every t ≥ 0 and each θ ∈ {0, 1}. It follows that the
processes (Xθ(t)) have finite expectation.
Assumption 2.2.
A1. E[X2θ (1)] = µ
2
θ + σ
2 +
∫
h2νθ(dh) <∞.
For every (t, p) ∈ [0,∞)× [0, 1], every real-valued function S : R→ R, and every pair
of Markov processes (H1(t)) and (H2(t)) with respect to the filtration (F
X
t )t≥0 under
4A purely discontinuous process is a process that is orthogonal to all continuous local martingales.
For details, see Jacod and Shiryaev (1987, Ch. I, Definition 4.11) [11].
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both P0 and P1 such that E
[
S(
∫∞
t
H1(s)dH2(s)) | θ
]
are well defined for both θ ∈ {0, 1},
we define the following expectation operator:
Et,p
[
S
(∫ ∞
t
H1(s)dH2(s)
)]
: = pE
[
S
(∫ ∞
t
H1(s)dH2(s)
)∣∣∣∣ θ = 1]
+ (1− p)E
[
S
(∫ ∞
t
H1(s)dH2(s)
)∣∣∣∣ θ = 0] .(2.1)
Using this notation, the expected discounted payoff from time t onwards under allo-
cation strategy K when the prior belief at time t is pt = p can be expressed as
VK(t, p) := E
t,p
[∫ ∞
t
re−rsdY (K(s))
]
,(2.2)
where Y (K(s)) := X(KR(s)) + ̺KS(s). The goal of the DM is to maximize VK(0, p).
Let
U(t, p) := sup
K
VK(t, p)(2.3)
be the maximal payoff the DM can achieve from time t onwards, given that the prior
belief at time t is pt = p. As we show in Theorem 6.1 below, under proper assumptions
the DM has an optimal strategy, so in fact the supremum in Eq. (2.3) is achieved.
Moreover, we give explicit expressions for both the optimal strategy and the optimal
value function U(t, p).
Remark 2.3. By Conditions (K1) and (K2), KR and KS are Lipschitz and thus abso-
lutely continuous. Therefore, there exists a two-dimensional stochastic process K′(t) =
dK
dt
(t) = (K ′R(t), K
′
S(t)) such that K(t) =
∫ t
0
K
′(s)ds. To simplify notation we de-
note K(t) := KR(t), and k(t) := K
′
R(t). Hence, K(t) = (K(t), t − K(t)) and K
′(t) =
(k(t), 1− k(t)). The process (k(t)) may be interpreted as follows: At each time instance
t, the DM chooses k(t) (resp. 1− k(t)), the proportion of time in the interval [t, t+ dt)
that is devoted to the risky arm (resp. the safe arm). The process (k(t)) will be treated as
a stochastic control parameter of the process (X(t)). Denote by FK(t) the sigma-algebra
generated by (X(K(s)))s≤t.
Definition 2.4. An admissible control strategy (k(t, ω)) is any predictable process such
that 0 ≤ k ≤ 1 with probability 1, and such that the process K(t) =
∫ t
0
k(s)ds satisfies5
Condition (K3). Denote by Υ the set of all admissible control strategies.
In the sequel we will not distinguish between the allocation strategy (K(t)) and the
corresponding admissible control strategy (k(t)).
2.4. Assumptions. If the DM could deduce the type of the risky arm by observing the
payoff of the risky arm in an infinitesimal time interval, then an almost-optimal strategy
is to start at time 0 with the risky arm, and switch at time δ to the safe arm if the type
of the risky arm is Low, where δ > 0 is a small real number. Throughout the paper we
5Since 0 ≤ k ≤ 1, it follows that K(t) satisfies Conditions (K1) and (K2) as well.
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make the following assumption, which implies that the DM cannot distinguish between
the two types in any infinitesimal time.
Assumption 2.5.
A2. σ1 = σ0.
A3. |ν1(R \ {0})− ν0(R \ {0})| <∞.
A4. |
∫
h(ν1(dh)− ν0(dh))| <∞.
Assumption A2 states that the Brownian motion component of both the High type
and the Low type have the same standard deviation. By Revuz and Yor (1999, Ch. I,
Theorem 2.7) [23] the realized path reveals the standard deviation and therefore if As-
sumption A2 does not hold then the DM can distinguish between the arms in any
infinitesimal time interval. Assumption A3 states that the difference between the Le´vy
measures is finite and Assumption A4 states that the difference between the expectation
of the jump part of the processes is finite. Otherwise, by comparing the jump part of the
processes, the DM could distinguish between the arms in any infinitesimal time interval.
We also need the following assumption, which states that the High type is better then
the Low type in a strong sense.
Assumption 2.6.
A5. µ0 < ̺ < µ1.
A6. For every A ∈ B(R \ {0}), ν0(A) ≤ ν1(A).
Assumption A5 merely says that the High (resp. Low) type provides higher (resp.
lower) expected payoff than the safe arm. Assumption A6 is less innocuous; it requires
that the Le´vy measure of the High type dominates the Le´vy measure of the Low type
in a strong sense. Roughly, jumps of any size h, both positive and negative, occur more
often (or at the same rate) under the High type than under the Low type. A consequence
of this assumption is that jumps always provide good news, and (weakly) increase the
posterior probability of the High type.
Remark 2.7. Although we require that the zeroth and first moments of (ν1(dh)−ν0(dh))
are finite (Assumptions A3 and A4), this requirement is not made for moments of higher
order, since, by Assumption 2.2,
∫
R\{0}
h2νθ(dh) ≤ µ
2
θ+σ
2+
∫
R\{0}
h2νθ(dh) = E[X
2
θ (1)] <
∞, for θ ∈ {0, 1}.
3. The posterior belief
3.1. Motivation. At time t = 0 the type θ is chosen randomly with P (θ = 1) =
1 − P (θ = 0) = p. The DM does not observe θ, but he knows the prior p and observes
the controlled process (X(K(t))). Let pt := P (θ = 1 | FK(t)) be the posterior belief
at time t that the risky arm’s type is High under the allocation strategy (K(t)). The
following proposition asserts that the payoff VK(t, p) can be expressed solely by the
6
posterior process (pt−) and the allocation strategy (K(t)). This representation motivates
the investigation of the posterior process.
6pt− is the posterior belief at time K(t)−.
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Proposition 3.1. For every allocation strategy K,
VK(t, p) = E
t,p
[∫ ∞
t
re−rs[(µ1ps− + µ0(1− ps−))k(s) + ̺(1− k(s))]ds
]
.
Proof. We will prove the following series of equations, which proves the claim:
Et,p
[∫ ∞
t
re−rsdY (K(s))
]
= Et,p
[
lim
x→∞
∫ x
t
re−rsdY (K(s))
]
(3.1)
= lim
x→∞
Et,p
[∫ x
t
re−rsdY (K(s))
]
(3.2)
= lim
x→∞
Et,p
[∫ x
t
re−rs[(µ1ps− + µ0(1− ps−))k(s) + ̺(1− k(s))]ds
]
(3.3)
= Et,p
[
lim
x→∞
∫ x
t
re−rs[(µ1ps− + µ0(1− ps−))k(s) + ̺(1− k(s))]ds
]
(3.4)
= Et,p
[∫ ∞
t
re−rs[(µ1ps− + µ0(1− ps−))k(s) + ̺(1− k(s))]ds
]
.(3.5)
Eqs. (3.1) and (3.5) hold by the definition of the improper integral. Let [X(K(s))] be
the quadratic variation of the time-changed process (X(K(s))). From the Ito¯ isometry
and Kobayashi (2011, pages 797–799) [16], it follows that
Et,p
[∫ ∞
t
re−rsdX(K(s))−
∫ x
t
re−rsdX(K(s))
]2
= Et,p
[∫ ∞
x
re−rsdX(K(s))
]2
= Et,p
[∫ ∞
x
(re−rs)2d[X(K(s))]
]
= E
[∫ ∞
x
(re−rs)2d[X(K(s))]
∣∣∣∣ θ = 1] p+ E [∫ ∞
x
(re−rs)2d[X(K(s))]
∣∣∣∣ θ = 0] (1− p)
= E
[∫ ∞
x
(re−rs)2c1dK(s)
∣∣∣∣ θ = 1] p+ E [∫ ∞
x
(re−rs)2c0dK(s)
∣∣∣∣ θ = 0] (1− p),
where cθ = E[X
2
θ (1)] = µ
2
θ+σ
2+
∫
R\{0}
h2νθ(dh), for θ ∈ {0, 1}. Hence,
∫ x
t
re−rsdX(K(s))
convergence to
∫∞
t
re−rsdX(K(s)) in L2 and Eq. (3.2) follows. Eq. (3.3) follows from
Corollary 7.3 (part C1) in the appendix. Eq. (3.4) follows from the dominated conver-
gence theorem, since for every x ≥ t,∣∣∣∣∫ x
t
re−rs[(µ1ps− + µ0(1− ps−))k(s) + ̺(1− k(s))]ds
∣∣∣∣ ≤ max{|µ0|, |µ1|}.
3.2. Formal definition of the posterior belief. An elegant formulation of the Bayesian
belief updating process was presented by Shiryaev (1978, Ch. 4.2) [28] to a model in
which the observed process is a Brownian motion with unknown drift and extended
later to a model in which the observed process is a Poisson process with unknown rate
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in Peskir and Shiryaev (2000) [21].7 We follow this formulation and extend it to the
time-changed Le´vy process. For every p ∈ [0, 1], the probability measure Pp satisfies
Pp = pP1 + (1 − p)P0. An important auxiliary process is the Radon–Nikodym density,
given by
ϕt :=
d(P0 | FK(t))
d(P1 | FK(t))
, t ∈ [0,∞).
Lemma 3.2. For every t ∈ [0,∞),
pt =
p
p+ (1− p)ϕt
.
Proof. Define the following Radon–Nikodym density process
πt = p
d(P1 | FK(t))
d(Pp | FK(t))
, t ∈ [0,∞),
where Pp(· | FK(t)) = pP1(· | FK(t)) + (1− p)P0(· | FK(t)). From the definition of (ϕt) it
follows that πt =
p
p+(1−p)ϕt
. Therefore, it is left to prove that pt = πt for every t ∈ [0,∞).
Let A ∈ FK(s) where s ≥ t. The following series of equations yields that pt = πt for
every t ∈ [0,∞):
Ep[χAps|FK(t)] = E
p[χAE
p[χ{θ=1}|FK(s)]|FK(t)](3.6)
= Ep[χA∩{θ=1}|FK(t)](3.7)
= pE1[χA|FK(t)](3.8)
= Ep[χAπs|FK(t)],(3.9)
where χA = 1 if A is satisfied and zero otherwise. Eq. (3.6) follows from the definition
of pt. Eq. (3.7) follows since s ≥ t, and, therefore, FK(s) ⊇ FK(t). Eq. (3.8) follows from
the definition of the probability measure Pp, and Eq. (3.9) follows from the property of
the Radon–Nikodym density πt.
By Jacod and Shiryaev (1987, Ch. III, Theorems 3.24 and 5.19) [11], the process (ϕt)
admits the following representation:
ϕt = exp
βσZ(K(t)) + (ν¯1 − ν¯0 − 12β2σ2)K(t) +
∫
R\{0}
ln
(
ν0
ν1
(h)
)
N(K(t), dh)
 ,
where β :=
µ0−µ1−
∫
R\{0}
h(ν0−ν1)(dh)
σ2
and ν¯1 − ν¯0 :=
∫
R\{0}
(ν1(dh)− ν0(dh)). By Assumption
A6, ν¯1 − ν¯0 is finite and the Radon–Nikodym derivative
ν0
ν1
(h) exists.8
Remark 3.3. 1. Let B∞ ∈ B(R \ {0}) be a maximal set (up to ν1-measure zero) such
that ν1(B∞) ≥ 0 = ν0(B∞). Occurrence of a jump from B∞ indicates that the risky arm
is High. By definition, ϕt = 0 after such a jump and therefore pt = 1.
7Similar work has been done in the disorder problem; see, e.g., Shiryaev (1978) [28], Peskir and
Shiryaev (2002) [22], and Gapeev (2005) [9].
8To ensure the existence of the Radon–Nikodym derivative one does not need the full power of
Assumption A6. Its full power will be used for the proof of Theorem 6.1.
BANDIT PROBLEMS WITH LE´VY PROCESSES 9
2. By ignoring jumps from B∞, (ln(ϕt)) is a Le´vy process
9 with time change (K(t)),
under both P0 and P1 with respect to the filtration generated by (ϕt), which coincides
with (FK(t)). From the one-to-one correspondence between ϕt and pt it follows that pt is
a Markov process. Therefore, our optimal control problem falls in the scope of optimal
control of Markov processes. Hence, we can limit the allocation strategies to Markovian
allocation strategies, or equivalently to Markovian control strategies, which we define as
follows.
Definition 3.4. A control strategy (k(t, ω)) is Markovian if it depends solely on the
Markovian process (t, pt−). That is, k(t, ω) = k(t, pt−). Denote by ΥM the set of all
Markovian control strategies.
Remark 3.5. A convenient way to understand the “Girsanov style” process (ϕt) is to
examine the process (X(t)). We may assume that
X(t) = µ1t+ σZ(t) +
∫
R\{0}
hN˜ν1(t, dh),
where, under P1, (Z(t)) is a Brownian motion and the last term is a purely discontinuous
martingale. By the definition of β, the same process can be represented as
X(t) = µ0t+ σ(βσt+ Z(t)) +
∫
R\{0}
hN˜ν0(t, dh).
Under P0 the process (βσt + Z(t)) is a Brownian motion and the last term is a purely
discontinuous martingale. For details, see Jacod and Shiryaev (1987, Ch. III) [11].
3.3. The infinitesimal operator. An important tool in the proofs is the infinitesimal
operator of the process (t, pt) with respect to the Markovian control strategy k, which we
will calculate in this section. The infinitesimal operator (or infinitesimal generator) of a
stochastic process is the stochastic analog of a partial derivative (see Øksendal, 2000).
In this section we calculate the infinitesimal operator of the process (t, pt) with respect
to the Markovian control strategy k, which we will use in the proof of Theorem 6.1. By
Ito¯’s formula (see, e.g., Kobayashi (2011), pages 797–799) [16], the posterior process (pt)
solves the following stochastic differential equation:
dpt = [β
2σ2(1− pt−)
2pt− − (ν¯1 − ν¯0)pt−(1− pt−)]dK(t)(3.10)
− pt−(1− pt−)βσdZ(K(t))
+ pt−(1− pt−)
∫
h∈R\{0}
1− ν0
ν1
(h)
pt− +
ν0
ν1
(h)(1− pt−)
N(dK(t), dh)
= pt−(1− pt−) [−βdM(K(t))− (ν¯1 − ν¯0)dK(t)
+
∫
h∈R\{0}
1− ν0
ν1
(h)
pt− +
ν0
ν1
(h)(1− pt−)
N(dK(t), dh)
 ,
9However, it is not a Le´vy process under Pp for 0 < p < 1, since it is not time-homogeneous.
10 ASAF COHEN AND EILON SOLAN
where
M(K(t)) = X(K(t))−
∫
R\{0}
hN˜ν0(K(t), dh)− µ0K(t) + βσ
2
∫ t
0
ps−dK(s)
is a martingale under Pp with respect to FK(t); see Corollary 7.3 (part C2) in the
appendix.
The first term on the right-hand side of (3.10), −pt−(1 − pt−)βdM(K(t)), is the
contribution of the continuous part of the payoff process to the change in the belief,
while the second term, −pt−(1− pt−)(ν¯1 − ν¯0)dK(t), is the contribution of the fact that
no jump occurred. This latter contribution is negative due to Assumption A6. If a
jump of size h occurs during the interval [t, t + dt), then the contribution of the jump
is P ht − pt−, where, P
h
t :=
pt−ν1(dh)
pt−ν1(dh)+(1−pt−)ν0(dh)
is the Bayesian update of the probability
that the risky arm is High given that a jump of size h occurs. By Assumption A6, for
every 0 < p < 1 we have Pp(pt < P
h
t ) = 1.
To calculate the infinitesimal operator of the process (t, pt) with respect to the Mar-
kovian control strategy k we apply Ito¯’s formula10 for f(t, p) ∈ C1,2([0,∞)× [0, 1]) and
obtain
f(t, pt) =f(0, p0) +
∫ t
0
ft(s, ps−)ds+
∫ t
0
fp(s, ps−)dps(3.11)
+
1
2
∫ t
0
fpp(s, ps−)p
2
s−(1− ps−)
2β2σ2dK(s)
+
∑
s≤t
[f(s, ps)− f(s, ps−)− fp(s, ps−)∆(ps)]
=f(0, p0) +
∫ t
0
ft(s, ps−)ds
−
∫ t
0
fp(s, ps−)[(ν¯1 − ν¯0)ps−(1− ps−)]dK(s)
+
1
2
∫ t
0
fpp(s, ps−)p
2
s−(1− ps−)
2β2σ2dK(s)
+
∫ t
s=0
∫
h∈R\{0}
(
f
(
s,
ps−
ps− + (1− ps−)
ν0
ν1
(h)
)
− f(s, ps−)
)
·(ps−ν1(dh) + (1− ps−)ν0(dh))dK(s)
−
∫ t
0
fp(s, ps−)ps−(1− ps−)βdM(K(s))
+
∫ t
s=0
∫
h∈R\{0}
(
f
(
s,
ps−
ps− + (1− ps−)
ν0
ν1
(h)
)
− f(s, ps−)
)
·[N(dK(s), dh)− (ps−ν1(dh) + (1− ps−)ν0(dh))dK(s)].
10C1,2 is the set of all functions f : [0,∞) × [0, 1] → R, which are C1 in their first coordinate, and
C2 in their second coordinate.
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The fifth and sixth terms on the right-hand side of Eq. (3.11) are stochastic integrals
with respect to martingales and therefore they are local martingales (see Jacod and
Shiryaev (1987, Ch. I, Theorem 4.40) [11]). The seventh term is a stochastic integral
with respect to a compensated random measure, as will be shown in Corollary 7.3 (parts
C2 and C3) in the appendix. Therefore, it is a local martingale (see Jacod and Shiryaev
(1987, Ch. II, Theorem 1.8) [11]). Hence, by taking expectations of both sides it follows
that the infinitesimal operator of the process (t, pt) with respect to the Markovian control
strategy (k(t, p)) is
(Lkf)(t, p) =ft(t, p)− (ν¯1 − ν¯0)p(1− p)fp(t, p)k(t, p) +
1
2
β2σ2fpp(t, p)p
2(1− p)2k(t, p)
+
∫
R\{0}
(
f
(
t,
p
p+ (1− p)ν0
ν1
(h)
)
− f(t, p)
)
(pν1(dh) + (1− p)ν0(dh))k(t, p).
When f is a function of p only, we will use the same notation for the infinitesimal
operator of the process (pt) with respect to the time-homogeneous Markovian control
strategy k(p). Specifically,
(Lkf)(p) =− (ν¯1 − ν¯0)p(1− p)f
′(p)k(p) +
1
2
β2σ2f ′′(p)p2(1− p)2k(p)
(3.12)
+
∫
R\{0}
(
f
(
p
p+ (1− p)ν0
ν1
(h)
)
− f(p)
)
(pν1(dh) + (1− p)ν0(dh))k(p).
4. The value function
In the next section we will introduce the Hamilton–Jacobi–Bellman (HJB) for our
problem. The value function U(t, p) is not C2 in its second coordinate, and therefore
we need to formalize the optimal problem differently. Additionally to the Markovian
control strategy k(t, p), we will add an artificial stopping time τ to the new strategy
space. This new form will help us solve the HJB although U(t, p) is not C2. We start
with a few basic properties of the value function U(t, p).
Proposition 4.1. For every fixed t ≥ 0, the function p 7→ U(t, p) is monotone, nonde-
creasing, convex, and continuous.
Proof. Fix for a moment an allocation strategy K. By Definition 2.1 and Eq. (2.2)
the expected discounted payoff from time t onwards under strategy K when pt = p is
VK(t, p) = E
t,p
[∫ ∞
t
re−rsdY (K(s))
]
= pE
[∫ ∞
t
re−rsdY (K(s))
∣∣∣∣ θ = 1]+ (1− p)E [∫ ∞
t
re−rsdY (K(s))
∣∣∣∣ θ = 0] .
For every fixed t ≥ 0 the function p 7→ VK(t, p) is linear. Therefore U(t, p), as the
supremum of linear functions, is convex. By always choosing the safe arm, the DM can
achieve at least e−rt̺, and by always choosing the risky arm the DM can achieve at least
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e−rt(pµ1+(1−p)µ0). Since U(t, 0) = e
−rt̺ and U(t, 1) = e−rtµ1, the convexity of U(t, p)
implies that the function p 7→ U(t, p) is continuous and nondecreasing in p.
It follows from Proposition 4.1 that for every fixed t ≥ 0 there is a time-dependent cut-
off p∗t in [0, 1] such that U(t, p) = ̺ if p ≤ p
∗
t and U(t, p) > ̺ otherwise. It follows that
for every fixed t the strategy k(t, p) ≡ 0 that always chooses the safe arm is optimal for
prior beliefs in [0, p∗t ]. By this conclusion, Proposition 3.1, and Remark 2.3 we deduce
that the optimal problem (2.3) can be reduced to a combined optimal stopping and
stochastic control problem as follows:
U(t, p) = sup
t≤τ, k∈ΥM
Et,p
[∫ τ
t
re−rsW (ps−, k(s, ps−))ds+ ̺e
−rτ
]
,(4.1)
where W (p, l) := (µ1p + µ0(1 − p))l + ̺(1 − l) is the instantaneous payoff given the
posterior p, using the Markovian control l. This representation of the value function will
help us solve the HJB equation. Denote the continuation region to be
D := {(t, p) | U(t, p) > ̺e−rt}.
This is the region where the optimal action of the DM is to continue (that is, k(t, p) > 0,
and τ > t). The next lemma shows that the region D is invariant with respect to t. This
means that the optimal stopping time τ (whenever it exists) does not depend11 on t.
Lemma 4.2. For every t ≥ 0 and every p ∈ [0, 1] one has U(t, p) = e−rtU(0, p). In
particular, (t, p) ∈ D if and only if (s, p) ∈ D, for every t, s ≥ 0 and every p ∈ [0, 1].
Proof. The first claim follows from the following list of equalities:
U(t, p) = sup
t≤τ, 0≤k≤1
Et,p
[∫ τ
t
re−rsW (ps−, k(s, ps−))ds+ ̺e
−rτ
]
(4.2)
= sup
0≤τ˜ , 0≤k≤1
E
[∫ τ˜
0
re−r(t+u)W (ppu−, k(t+ u, p
p
u−))du+ ̺e
−r(t+τ˜ )
]
= e−rt sup
0≤τ˜ , 0≤k≤1
E0,p
[∫ τ˜
0
re−ruW (pu−, k(t+ u, pu−))du+ ̺e
−rτ˜
]
= e−rtU(0, p),
where the second equality follows from the Markovian property of pt (see Remark 3.3).
This lemma yields that the cut-off p∗t discussed earlier is independent of t. We therefore
denote it by p∗.
5. The HJB equation
The following proposition introduces the HJB equation for our problem.
Proposition 5.1. Let F ∈ C1[0, 1] be a function that satisfies
F (p) ≥ ̺ for every p ∈ [0, 1].(5.1)
11In fact, we will show in Theorem 6.1 that an optimal stopping time and an optimal control strategy
do exist and the optimal control k is also time-homogeneous; that is, k does not depend on t, and
therefore the allocation strategy K does not depend on t either.
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Define the continuation region of F by
C := {p ∈ [0, 1] | F (p) > ̺}.(5.2)
Suppose that
[0,∞)× C = D.(5.3)
F ∈ C2([0, 1]\∂C) with locally bounded derivatives near ∂C.(5.4)
L
kF (p) + rW (p, k(p))− rF (p) ≤ 0 on [0, 1]\∂C(5.5)
for all k ∈ ΥM , and all p ∈ [0, 1].
There is a control k∗ for which the inequality in Eq. (5.5)(5.6)
holds with equality.
Then, k∗ is the optimal control, τD := inf{t ≥ 0 | F (pt) 6∈ C} is the optimal stopping
time, and U(t, p) = e−rtF (p).
Conditions (5.5) and (5.6) represent the HJB equation in our model.
Remark 5.2. The function F need not be C2 at the boundary of C. This is due to
the representation of U(t, p) in Eq. (4.1) as a combined optimal stopping and stochastic
control problem. This issue will be further discussed in the proof.
Proof. Define J(t, p) := e−rtF (p). Then for every (t, p) ∈ [0,∞)× ([0, 1] \ ∂C),
L
kJ(s, p) = −re−rtF (p) + e−rtLkF (p).(5.7)
By Eq. (5.4), J(t, p) ∈ C1,2([0,∞)×([0, 1]\∂C)) and Jpp(s, p) is bounded near [0,∞)×
∂C. Therefore, there exists a sequence {Jn}n≥1 ⊆ C
1,2(D) such that
Jn → J, Jnt → Jt, J
n
p → Jp, J
n
pp → Jpp
uniformly on every compact subset of [0,∞) × ([0, 1] \ ∂C) as n goes to infinity (see
Øksendal (2000, Theorem C.1) [20]). Denote by L(t) the sum of the last three terms on
the right-hand side of Eq. (3.11). The process (L(t)), as the sum of local martingales, is a
local martingale. Let (δm) be a sequence of increasing (a.s.) stopping times that diverge
(a.s.), such that L(δm ∧ t) is
12 a martingale for every m. Let τ be an arbitrary stopping
12a ∧ b := min {a, b}.
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time and define τm := τ ∧m ∧ δm. We will prove the following series of equations:
E0,p
[
e−rτmF (pτm)
]
− F (p)
= E0,p [J(τm, pτm)]− J(0, p)(5.8)
= lim
n→∞
(
E0,p [Jn(τm, pτm)]− J
n(0, p)
)
(5.9)
= lim
n→∞
E0,p
[∫ τm
0
L
kJn(s, ps−)ds
]
(5.10)
= lim
n→∞
E0,p
[∫ τm
0
L
kJn(s, ps−)χ{ps− 6∈∂C}ds
]
(5.11)
= E0,p
[∫ τm
0
L
kJ(s, ps−)χ{ps− 6∈∂C}ds
]
(5.12)
= E0,p
[∫ τm
0
e−rs
(
−rF (ps−) + L
kF (ps−)
)
χ{ps− 6∈∂C}ds
]
(5.13)
≤− E0,p
[∫ τm
0
e−rsW (ps−, k(ps−))χ{ps− 6∈∂C}ds
]
(5.14)
= −E0,p
[∫ τm
0
e−rsW (ps−, k(ps−))ds
]
,(5.15)
where, χA = 1 if A is satisfied and zero otherwise. Eq. (5.8) follows from the definition of
J(t, p). Eqs. (5.9) and (5.12) follow from the choice of the sequence Jn. Eq. (5.10) follows
from the definition of the infinitesimal operator. By condition (5.3), the boundary ∂C
of C is a single point (specifically, it is the cut-off point p∗). Therefore, Eqs. (5.11) and
(5.15) follow from Lemma 7.4 in the appendix. Eq. (5.13) follows from Eq. (5.7), and
inequality (5.14) follows from (5.5).
By Eq. (5.1) and the series of Eqs. (5.8)–(5.15) we obtain
E0,p
[∫ τm
0
e−rsW (ps−, k(ps−))ds+ ̺e
−rτm
]
≤ E0,p
[∫ τm
0
e−rsW (ps−, k(ps−))ds+ e
−rτmF (pτm)
]
≤ F (p).
By taking m→∞ we deduce that
E0,p
[∫ τ
0
e−rsW (ps−, k(ps−))ds+ ̺e
−rτ
]
≤ F (p).(5.16)
The left-hand side of Eq. (5.16) is the payoff of the DM using the stopping time τ and
the stationary Markovian control strategy k. By taking the supremum in Eq. (5.16) it
follows that U(0, p) ≤ F (p) for every 0 ≤ p ≤ 1. To prove the opposite inequality, apply
the argument above to the stationary Markovian control strategy k∗ = k∗(ps−) and the
stopping time τD, so that the inequality in Eq. (5.14) is replaced by an equality. By
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taking the limit m→∞ and by the definition of D we obtain
U(0, p) ≥ E0,p
[∫ τD
0
e−rsW (ps−, k
∗(ps−))ds+ e
−rτD̺
]
= E0,p
[∫ τD
0
e−rsW (ps−, k
∗(ps−))ds+ e
−rτDF (pτD)
]
= F (p).
6. The optimal strategy
In this section we present our main result that states that there is a unique optimal
allocation strategy, and that it is a cut-off strategy. The theorem also provides the exact
cut-off point and the corresponding expected payoff in terms of the data of the problem.
Let α∗ be the unique solution in (0,∞) of the equation f(α) = 0, where
(6.1) f(α) :=
∫ ((
ν0
ν1
(h)
)α
− 1
)
ν0(dh)+α(ν¯1− ν¯0)+
1
2
(α+1)α
(
µ1 − µ0
σ
)2
−r = 0.
The existence and the uniqueness of such a solution are proved in Lemma 7.5 in the
appendix.
Theorem 6.1. Denote p∗ := α
∗(̺−µ0)
(α∗+1)(µ1−̺)+α∗(̺−µ0)
. Under Assumptions A1–A6 there is
a unique optimal strategy k∗ that is time-homogeneous and is given by
k∗ =
{
0 if p ≤ p∗,
1 if p > p∗.
(6.2)
The expected payoff under k∗ is
(6.3) U(0, p) = Vk∗(0, p) =
{
̺ if p ≤ p∗,
pµ1 + (1− p)µ0 + Cα∗(1− p)(
1−p
p
)α
∗
if p > p∗,
where Cα∗ =
̺−µ0−p∗(µ1−µ0)
(1−p∗)( 1−p
∗
p∗ )
α∗ .
We now discuss the relation between Theorem 6.1 and the results of Bolton and Harris
(1999) [6], Keller, Rady, and Cripps (2005) [14], and Keller and Rady (2010) [13]. The
expected payoff from the risky arm if no information is available is∫ ∞
0
re−rsE[X(s)]ds =
∫ ∞
0
re−rs[pµ1 + (1− p)µ0]sds = pµ1 + (1− p)µ0.
One can verify that the strategy k∗ ≡ 1 and the function F (p) = pµ1+ (1− p)µ0 satisfy
Condition (5.6), and following the results of Bolton and Harris (1999) [6] and Keller,
Rady, and Cripps (2005) [14], one can “guess” that a function of the form C(1−p)(1−p
p
)α
satisfies Condition (5.6) as well. This leads to the form of the optimal payoff that appears
in Eq. (6.3). The function Cα∗(1− p)(
1−p
p
)α
∗
is the option value for the ability to switch
to the safe arm. The parameters of the payoff processes that determine the cut-off point
p∗ and the optimal payoff U(0, p) are the expected payoffs µ1 and µ0. In Bolton and
Harris (1999) [6] the only component in the risky arm is the Brownian motion with
drift. Therefore, νi ≡ 0, so that α
∗ = (−1 +
√
1 + 8rσ2/(µ1 − µ0)2)/2. In Keller, Rady,
and Cripps (2005) [14], the risky arm is either the constant zero (Low type, so that
ν0 ≡ 0), or it yields a payoff h¯ according to a Poisson process of rate λ (High type).
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If the risky arm is High, then the only component in the Le´vy–Ito¯ decomposition is
the purely discontinuous component, and ν1(h¯) = λ and zero otherwise. Therefore,
µ1 = λh¯, µ0 = 0, and α
∗ = r/λ. In Keller and Rady (2010) [13], the risky arm yields
a payoff h¯ according to a Poisson process. For the High type, the Poisson process rate
is λ1, and for the Low type the rate is λ0, where λ0 < λ1. The only component in the
Le´vy–Ito¯ decomposition is the purely discontinuous component, and νi(h¯) = λi and zero
otherwise. Therefore, µ1 = λ1h¯, µ0 = λ0h¯, and α
∗ is the unique solution of the equation
f(α) := λ0
(
λ0
λ1
)α
+ α(λ1 − λ0)− λ0 − r = 0.
Proof of Theorem 6.1. Let p∗, α∗, and C∗α be the parameters that were defined in
the theorem. Define the cut-off strategy k∗ associated with the cut-off p∗ by
(6.4) k∗ :=
{
0 if p ≤ p∗,
1 if p > p∗,
and the function F by
(6.5) F (p) :=
{
̺ if p ≤ p∗,
F1(p) if p > p
∗,
where F1(p) := pµ1+(1−p)µ0+Cα∗(1−p)(
1−p
p
)α
∗
. We will show that the function F (p)
and the cut-off strategy k∗ are the optimal payoff and the optimal Markovian control
strategy respectively. To this end, we verify that conditions (5.1)–(5.6) are satisfied for
F (p) and k∗. Conditions (5.1)–(5.4) can be easily verified for the function F (p). To
verify conditions (5.5) and (5.6) we need the full power of Assumption A6. To prove
that F (p) satisfies Condition (5.5) we check separately the cases p ≤ p∗ and p > p∗. Fix
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a Markovian control strategy k ∈ ΥM and p ≤ p
∗. Then,
L
kF (p) + rW (p, k(p))− rF (p)
=− (ν¯1 − ν¯0)p(1− p)F
′(p)k(p) +
1
2
β2σ2F ′′(p)p2(1− p)2k(p)(6.6)
+
∫
R\{0}
(
F
(
p
p+ (1− p)ν0
ν1
(h)
)
− F (p)
)
(pν1(dh) + (1− p)ν0(dh))k(p)
+ r[(µ1p+ µ0(1− p))k(p) + ̺(1 − k(p))]− rF (p)
=
∫
G
(
F1
(
p
p+ (1− p)ν0
ν1
(h)
)
− ̺
)
(pν1(dh) + (1− p)ν0(dh))k(p)(6.7)
+ r[(µ1p+ µ0(1− p))k(p) + ̺(1 − k(p))]− r̺
≤
∫
G
(
F1
(
p∗
p∗ + (1− p∗)ν0
ν1
(h)
)
− ̺
)
(p∗ν1(dh) + (1− p
∗)ν0(dh))k(p)(6.8)
+ r[(µ1p
∗ + µ0(1− p
∗))k(p) + ̺(1− k(p))]− r̺
≤
∫
R\{0}
(
F1
(
p∗
p∗ + (1− p∗)ν0
ν1
(h)
)
− ̺
)
(p∗ν1(dh) + (1− p
∗)ν0(dh))k(p)(6.9)
+ r[(µ1p
∗ + µ0(1− p
∗))k(p) + ̺(1− k(p))]− r̺
=0,(6.10)
where G =
{
h | p
p+(1−p)
ν0
ν1
(h)
> p∗
}
. Eq. (6.6) follows from Eq. (3.12). Eq. (6.7) follows
since for p < p∗ we have F (p) = ̺, F ′(p) = F ′′(p) = 0, and for p > p∗ we have
F (p) = F1(p). Inequality (6.8) follows from the monotonicity of F1 and Assumptions A5
and A6. Inequality (6.9) follows since F1(q) > ̺ for every q > p
∗. Eq. (6.10) is satisfied
for every k(p) by the definition of p∗ and F1.
Fix a Markovian control strategy k ∈ ΥM and p > p
∗. Then F (p) = F1(p) and
F
(
p
p+(1−p)
ν0
ν1
(h)
)
= F1
(
p
p+(1−p)
ν0
ν1
(h)
)
, since by Assumption A6, for every 0 ≤ p < 1 we
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have Pp
(
p
p+(1−p)
ν0
ν1
(h)
> p
)
= 1. Therefore,
L
kF (p) + rW (p, k(p))− rF (p)
=− (ν¯1 − ν¯0)p(1− p)F
′(p)k(p) +
1
2
β2σ2F ′′(p)p2(1− p)2k(p)(6.11)
+
∫
R\{0}
(
F
(
p
p+ (1− p)ν0
ν1
(h)
)
− F (p)
)
(pν1(dh) + (1− p)ν0(dh))k(p)
+ r[(µ1p+ µ0(1− p))k(p) + ̺(1− k(p))]− rF (p)
=− (ν¯1 − ν¯0)p(1− p)F
′
1(p)k(p) +
1
2
β2σ2F ′′1 (p)p
2(1− p)2k(p)(6.12)
+
∫
R\{0}
(
F1
(
p
p+ (1− p)ν0
ν1
(h)
)
− F1(p)
)
(pν1(dh) + (1− p)ν0(dh))k(p)
+ r[(µ1p+ µ0(1− p))k(p) + ̺(1− k(p))]− rF1(p)
≤ 0,(6.13)
where the last inequality is satisfied for every k(p) by the definition of F1.
By the definition of the Markovian control strategy k∗, for every p ≤ p∗ we have
k∗(p) = 0 and therefore Eqs. (6.6)–(6.10) hold with equality, and for every p > p∗ we
have k∗(p) = 1 and therefore Eqs. (6.11)–(6.13) hold with equality by the definition of
F (p). This proves condition (5.6).
Without Assumption A6 there may be a set B that satisfies ν0(B) > 0, such that for
every h ∈ B and every 0 ≤ p < 1 one has Pp
(
p
p+(1−p)
ν0
ν1
(h)
< p
)
= 1. Thus, for every
p ∈
[
p∗, p
∗
p∗+(1−p∗)
ν0
ν1
(h)
)
we need to substitute F1(p) for F (p), and ̺ for F
(
p
p+(1−p)
ν0
ν1
(h)
)
.
This problem has a higher level of complexity and it is not clear how to approach it using
the tools introduced here.
Remark 6.2. Since the process (pt) has no negative jumps, it enters the interval [0, p
∗]
continuously. Therefore, we expect the value function to be C1 at the cut-off point p∗. In
a model where the process (pt) has negative jumps, it can enter the interval [0, p
∗] with a
jump. In this case we expect that the value function will not be C1 at the cut-off point p∗.
For simple cases of Le´vy processes (such as when the High (resp. Low) type is a jump
process with height h1 and rate λ1 (resp. height h0 and rate λ0), where h1λ1 > ̺ > h0λ0
and λ1 < λ0, so, in particular, Assumption A3 fails) the method introduced in Peskir
and Shiryaev (2000) [21] may be useful to characterize the optimal strategy and the value
function. In the general setup, a sample path method may be helpful to approximate the
value function via iterations (see Dayanik and Sezer (2006) [8]). This investigation is
left for future research.
6.1. Comparative statics. The explicit forms of the cut-off point p∗ and the value
function U allow us to derive simple comparative statics of these quantities. As is well
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known, a DM who plays optimally switches to the safe arm later than a myopic DM,
and indeed p∗ is smaller than the myopic cut-off point pm := ̺−µ0
µ1−µ0
.
Note that the cut-off point p∗ is an increasing function of α∗. As can be expected, α∗
(and therefore also p∗) increases with the discount rate r and with ν0(dh), and decreases
with ν1(dh) and with µ1 − µ0. That is, the DM switches to the safe arm earlier in the
game as the discount rate increases, as jumps provide less information, or as the differ-
ence between the drifts of the two types increases.13 Furthermore, as long as p > p∗ the
value function p 7→ U(0, p) decreases in α∗. Thus, decreasing the discount rate, increas-
ing the informativeness of the jumps, or increasing the difference between the drifts is
beneficial to the DM.
6.2. Generalization. In our model the parameters µ0 and µ1 have two roles. By the
definition of the Le´vy process (X(t)) they play the role of the unknown drift. In Eq. (4.1)
they determine the instantaneous expected payoff. Here we separate these two roles; that
is, we assume that the parameters that determine the instantaneous expected payoff are
not µ0 and µ1, but rather two other parameters, g0 and g1 respectively. Formally, in
the definition of W (p, l) in Eq. (4.1) we substitute µ0 and µ1 with other parameters, g0
and g1, and observe the change in the optimal strategy and the optimal payoff. This
formulation allows us to separate the information-relevant parameters from the payoff-
relevant parameters. It also supplies an optimal strategy and an optimal payoff in a
model where the DM receives a general linear function of the process (X(t)).
If we replace W (p, l) = (µ1p+µ0(1−p))l+̺(1− l) with Ŵ (p, l) = (g1p+g0(1−p))l+
̺(1− l), where g0 and g1 are constants that satisfy g1 > ̺ > g0, then the solution of the
optimization problem
Û(t, p) = sup
t≤τ, k∈ΥM
Et,p
[∫ τ
t
re−rsŴ (ps−, k(s, ps−))ds+ ̺e
−rτ
]
has a similar form to the one given in Theorem 6.1. Denote p̂∗ := α̂
∗(̺−g0)
(α̂∗+1)(g1−̺)+α̂∗(̺−g0)
,
where α̂∗ = α∗. Under Assumptions A1–A6, there is a unique optimal strategy that is
time-homogeneous and is given by
k̂∗ =
{
0 if p ≤ p̂∗,
1 if p > p̂∗.
The expected payoff under k̂∗ is
Û(0, p) = V̂
k̂∗
(0, p) =
{
̺ if p ≤ p̂∗,
pg1 + (1− p)g0 + Ĉα∗(1− p)(
1−p
p
)α
∗
if p > p̂∗,
where Ĉα∗ =
̺−g0−p̂∗(g1−g0)
(1−p̂∗)( 1−p̂
∗
p̂∗ )
α∗ .
The significance of this result is that it separates the information-relevant parameters
of the model from the payoff-relevant parameters. The quantity α∗ summarizes all the
information-relevant parameters, whereas g1 and g0 are the only payoff-relevant param-
eters. For beliefs above the cut-off, the optimal payoff is the sum of the expected payoff
13Moreover, α∗(r = 0) = 0 and α∗(r =∞) =∞.
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if the DM always continues, pg1 + (1 − p)g0, and the option value of experimentation,
which is given by Ĉα∗(1− p)(
1−p
p
)α
∗
.
7. APPENDIX
The following lemma states that a time-changed martingale under an allocation strat-
egy remains a martingale.
Lemma 7.1. Let (M(t)) be a martingale with respect to Ft, and let (K(t)) be an alloca-
tion strategy that satisfies (K1), (K2), and (K3). Then (M(K(t))) is a martingale with
respect to FK(t).
Proof. Fix 0 ≤ s ≤ t. Then K(s) and K(t) are bounded stopping times with K(s) ≤
K(t). The optional stopping theorem implies that M(K(s)) = E[M(K(t)) | FK(s)], and
therefore, (M(K(t))) is indeed an (FK(t), P )-martingale.
The following lemma presents the (predictable) compensator of a process under a
change of measure; see Jacod and Shiryaev (1987, Ch. I, Theorem 3.18) [11].
Lemma 7.2. Under the notations of Section 3.2, let (H(t)) be a stochastic process, and
let θ be an independent Bernoulli random variable with parameter p, such that given θ,
the process (H(t)− aθt) is a martingale with respect to F
H
t under Pθ. Let p˜t := Pp{θ =
1|FHt } be the posterior belief that θ = 1 given (H(s))s≤t under the probability measure
Pp. Then the process
(∫ t
0
(p˜s−a1 + (1− p˜s−)a0)ds
)
is the (predictable) compensator of
the process (H(t)) with respect to FHt under the probability measure Pp.
Proof. Plainly we have
H(t)−
∫ t
0
(p˜s−a1 + (1− p˜s−)a0)ds
= θ(H(t)− a1t) + (1− θ)(H(t)− a0t) +
∫ t
0
(θ − p˜s−)(a1 − a0)ds.
Fix 0 ≤ u ≤ t. The expectation with respect to Pp is
E
[
H(t)−
∫ t
0
(p˜s−a1 + (1− p˜s−)a0)ds−H(u) +
∫ u
0
(p˜s−a1 + (1− p˜s−)a0)ds
∣∣∣∣FHu ]
= E
[
H(t)−H(u)−
∫ t
u
(p˜s−a1 + (1− p˜s−)a0)ds
∣∣∣∣FHu ]
= E [θ(H(t)− a1t−H(u) + a1u)) + (1− θ)(H(t)− a0t−H(u) + a0u)| F
H
u
]
+ E
[∫ t
u
(θ − p˜s−)(a1 − a0)ds
∣∣∣∣FHu ]
= E
[
E [θ(H(t)− a1t−H(u) + a1u) + (1− θ)(H(t)− a0t−H(u) + a0u)| θ,F
H
u
]∣∣FHu ]
+ E
[∫ t
u
E [(θ − p˜s−)| F
H
s−
]
(a1 − a0)ds
∣∣∣∣FHu ] = 0.
It follows that the process
(
H(t)−
∫ t
0
(p˜s−a1 + (1− p˜s−)a0)ds
)
is a martingale with
respect to FHt under the probability measure Pp. Therefore, the predictable process
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0
(p˜s−a1 + (1− p˜s−)a0)ds
)
is the (predictable) compensator of the process (H(t)) with
respect to FHt under the probability measure Pp.
Lemmas 7.1 and 7.2 yield the following corollary:
Corollary 7.3.
C1. The (predictable) compensator of the process (X(K(t))) is(∫ t
0
(ps−µ1 + (1− ps−)µ0)dK(s)
)
.
C2. The (predictable) compensator of the process is(
X(K(t))−
∫
R\{0}
hN˜ν0(K(t), dh)− µ0K(t)
)
is
(
−βσ2
∫ t
0
ps−dK(s)
)
.
C3. The (predictable) compensator of the random measure N(dK(t), dh) is (ps−ν1(dh)+
(1− ps−)ν0(dh))dK(s); see Jacod and Shiryaev (1987, Ch. II, Theorem 1.8) [11].
The following lemma states the the posterior process (pt) spends zero time at any
given positive contour-line lower than 1.
Lemma 7.4. For every t ≥ 0, p ∈ [0, 1], and every 0 < δ < 1,
E0,p
[∫ t
0
χ{ps−=δ}ds
]
= 0.
Proof.
E0,p
[∫ t
0
χ{ps−=δ}ds
]
= E0,p
[∫ t
0
χ{ps=δ}ds
]
= E
[∫ t
0
χ{ps=δ}ds
∣∣∣∣ θ = 1] p+ E [∫ t
0
χ{ps=δ}ds
∣∣∣∣ θ = 0] (1− p)
= E
[∫ t
0
χ{ln( 1−psps )=ln(
1−δ
δ )}
ds
∣∣∣∣ θ = 1] p+ E [∫ t
0
χ{ln( 1−psps )=ln(
1−δ
δ )}
ds
∣∣∣∣ θ = 0] (1− p) = 0.
The last equation follows since, as long as jumps from B∞ do not appear (see Remark
2.3), the process
(
ln
(
1−ps
ps
))
is a time change of a Le´vy process whose jump process
part has finite variation and has no positive jumps, given the type θ (See Bertoin (1996,
Ch. V, Theorem 1) [4]). In case a jump from B∞ appears, from that time onwards the
posterior process (pt) remains at level 1.
The following lemma assures that α∗ is well defined.
Lemma 7.5. Eq. (6.1) admits a unique solution in the interval (0,∞).
Proof.
The function f is a continuous function that satisfies f(0) < 0 and f(∞) = ∞. To
show that f(α) = 0 has a unique solution, it is therefore sufficient to prove that f
is increasing in α. Note that (if σ 6= 0 then) 1
2
(α + 1)α
(
µ1−µ0
σ
)2
− r is increasing in
α. It remains to prove that if ν¯1 − ν¯0 > 0, i.e., ν1(R\{0}) − ν0(R\{0}) > 0, then
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R\{0}
((
ν0
ν1
(h)
)α
− 1
)
ν0(dh) + α(ν¯1 − ν¯0) is increasing in α. Since∫
R\{0}
[((
ν0
ν1
(h)
)α
− 1
)
ν0(dh) + α(ν1(dh)− ν0(dh))
]
=
∫
R\{0}
[(
ν0
ν1
(h)
)((
ν0
ν1
(h)
)α
− 1
)
+ α
(
1−
ν0
ν1
(h)
)]
ν1(dh)
and ∫
{h|
ν0
ν1
(h)=1}
[(
ν0
ν1
(h)
)((
ν0
ν1
(h)
)α
− 1
)
+ α
(
1−
ν0
ν1
(h)
)]
ν1(dh) = 0
it is sufficient to prove that for ν1-a.e. h ∈ {h |
ν0
ν1
(h) 6= 1},
gh(α) =
(
ν0
ν1
(h)
)((
ν0
ν1
(h)
)α
− 1
)
+ α
(
1−
ν0
ν1
(h)
)
is increasing14 in α. Now,
g′h(α) =
(
ν0
ν1
(h)
)α+1
ln
(
ν0
ν1
(h)
)
+
(
1−
ν0
ν1
(h)
)
>
(
ν0
ν1
(h)
)
ln
(
ν0
ν1
(h)
)
+
(
1−
ν0
ν1
(h)
)
> 0,
where the first inequality holds since α > 0 and the second inequality holds since x ln(x)+
1− x > 0 for every x 6= 1. Therefore, gh(α) is increasing, as desired.
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