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Abstract. Improving quality of services to students with a way to do an assessment of the 
faculty is one way for the Universitas Indraprasta to keep competitive with competitors. 
In addition, the necessary supporting data as a basis for decision-making comes from 
parts and other agencies so that decision-making process requires a long time. For data 
analysis, this research using descriptive analysis techniques and instruments used to 
determine policy priorities is by using the Algoritma C45, Naive Bayes, and Neural 
Network with WEKA software. This research is expected to produce a model that can 
support decision making in terms of determining a lecturer with the best performance will 
be stated as outstanding lecturers each year. 
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PENDAHULUAN 
Pendidikan di perguruan tinggi tidak lepas dari peran dosen. Dosen merupakan 
tenaga akademik yang bertugas merencanakan dan melaksanakan proses pembelajaran, 
menilai hasil pembelajaran, melakukan pembimbingan dan pelatihan, serta melakukan 
penelitian dan pengabdian masyarakat (Dirjendikti, 2010). Berdasarkan Undang- undang 
Republik Indonesia No 14 Tahun 2005 tentang Guru dan Dosen, Pasal 51 Ayat (1) Butir 
b, bahwa dosen berhak mendapatkan promosi dan penghargaan sesuai dengan kinerja 
akademiknya. Dengan adanya penghargaan atas kinerja dosen diharapkan dapat 
meningkatkan motivasi dikalangan dosen yang tentunya akan berdampak pada 
pengembangan manajemen akademik di perguruan tinggi. Selain itu, sistem penghargaan 
juga merupakan unsur penting dan berperan dalam menumbuh kembangkan suasana 
akademik, yang pada akhirnya dapat mempercepat perkembangan masyarakat ilmiah 
masa kini dan masa yang akan datang. Maka sudah sepantasnya bila setiap perguruan 
tinggi dapat memberikan penghargaan bagi dosen yang memiliki prestasi yang 
membanggakan bagi perguruan tingginya. Sistem penghargaan terhadap dosen tersebut 
diterapkan dengan melakukan pemilihan dosen teladan. Proses pemilihan dosen teladan 
pastinya tidak lepas dari prestasi yang dimilikinya dan juga dari proses evaluasi beban 
kerja dosen (BKD) yang harus sudah dilaksanakan sebelumnya, karena salah satu kriteria 
penilaian yang ada dalam proses pemilihan dosen teladan merupakan hasil BKD dan 
memenuhi BKD merupakan syarat untuk bisa terlibat dalam pemilihan dosen teladan. 
Dalam sistem evaluasi BKD yang telah ada masih terdapat beberapa kelemahan yaitu 
perhitungan SKS capaian masih dilakukan secara manual sehingga kemungkinan 
terjadinya kesalahan masih tinggi terutama jika ada kekurang pahaman menghitung SKS 
capaian oleh dosen, untuk proses pemilihan dosen teladan yang telah dilakukan juga 
belum optimal. 
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Untuk mengatasi masalah tersebut, maka diuji menggunakan tiga buah metode 
algoritma yaitu algoritma C4.5, algoritma Naïve Bayes dan Neural Network. Dari ketiga 
buah metode tersebut akan dikaji metode mana yang paling akurat digunakan untuk 
proses pemilihan dosen teladan. Metode-metode ini dipilih karena masing-masing 
algoritma tersebut memiliki tingkat akurasi yang berbeda dimana dari metode algoritma 
C4.5 merupakan pohon keputusan yang mempunyai metode klasifikasi dan prediksi yang 
sangat kuat. Metode pohon keputusan mengubah fakta yang sangat besar menjadi pohon 
keputusan yang mempresentasikan aturan. Pohon keputusan juga berguna untuk 
mengeksplorasi data, menemukan hubungan tersembunyi antara sejumlah calon variable 
input dengan sebuah variable target. Karena pohon keputusan memadukan antara 
eksplorasi data dan pemodelan, dia sangat bagus sebagai langkah awal dalam proses 
pemodelan akhir dari beberapa teknik lain. 
Berbeda dengan metode algoritma Naïve Bayes merupakan metode terbaru yang 
digunakan untuk mengklasifikasikan sekumpulan dokumen. Algoritma ini memanfaatkan 
metode probabilitas dan statistik yang dikemukakan oleh ilmuwan Inggris Thomas Bayes, 
yaitu memprediksi probabilitas dimasa depan berdasarkan pengalaman masa sebelumnya. 
Metode selanjutnya adalah Neural Network “Sebuah Neural Network (JST: 
Jaringan Saraf Tiruan) adalah prosesor yang terdistribusi paralel, terbuat dari unit-unit 
yang sederhana, dan memiliki kemampuan untuk menyimpan pengetahuan yang 
diperoleh secara eksperimental dan siap pakai untuk berbagai tujuan. Neural Network ini 
meniru otak manusia dari sudut: 1) Pengetahuan diperoleh oleh network dari lingkungan, 
melalui suatu proses pembelajaran. 2) Kekuatan koneksi antar unit yang disebut synaptic 
weights, berfungsi untuk menyimpan pengetahuan yang telah diperoleh oleh jaringan 
tersebut,Neural Network dapat diterapkan dalam berbagai macam masalah kompleks, 
misalnya pengenalan pola, identifikasi, klasifikasi, sistem kontrol dan lain-lain. 
 
METODE 
Metode penelitian yang digunakan dalam penelitian ini adalah Penelitian 
Perbandingan atau studi komparasi yakni dengan membandingkan antara tiga macam 
algoritma yaitu algoritma C4.5, Naïve Bayes dan Neural Network. 
 
HASIL DAN PEMBAHASAN 
Persiapan Data 
Data yang didapat berupa data yang sudah diolah secara manual dari pihak kampus. 
Untuk pengelompokan data dibagi menjadi 3 (tiga) bagian yaitu data keseluruhan, data 
training dan data testing. 
Tabel 1. Tabel Data Testing penilaian dosen 
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Pengolahan evaluasi kinerja dosen dilakukan dengan menentukan beberap variable 
diantaranya sebagai berikut:  
1. Nilai Persiapan Kuliah (NPK)  
2. Nilai pelaksanaan PBM (NPBM 
3. Nilai kegiatan Evaluasi (NEVA)  
4. Penilaian akademik (PEN.AK) 
5. Penjamin mutu (PENJAMIN MUTU) 
6. Pengabdian Masyarakat (ABDIMAS) 
7. Penelitian (PENELITIAN) 
8. Bimbingan Skripsi (BIMBINGAN) 
9. Keterangan (KET) 
 
Analisis Jalur 
Berikut ini adalah hasil uji dengan tools Weka terhadap penilaian dosen sehingga 
langsung ditentukan atribut prediktor merupakan penentu dari seluruh attribut lainnya:  
 
Gambar 1. Pohon Keputusan Dengan DataTraining 
 
Penelitian ini bertujuan untuk membandingkan tingkat akurasi yang dihasilkan oleh 
teknik atau model data mining diantaranya algoritma C4.5, Naïve Bayes, dan Neural 
Network dalam menentukan pemilihan dosen teladan di Universitas Indraprasta. Dalam 
menentukan hasil penelitian ini menggunakan data training berjumlah 60 data dan data 
testing berjumlah 15 data. 
 
Algoritma C4.5 
Langkah-langkah untuk membuat algoritma C.45 dengan memakai data training Setelah 
dilakukan perhitungan entropy dengan menggunakan rumus  
 
didapat entropy sebagai berikut:  
 
Dari hasil perhitungan entropy dan gain, terlihat bahwa atribut NPK (Nilai Persiapan 
Kuliah) mempunyai nilai gain tertinggi yaitu 0,737995841. Oleh karena itu, Nilai 
Persiapan Kuliah (NPK) merupakan simpul akar pada pohon keputusan. 
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Tabel 2 Hasil nilai entropy dan gain untuk menentukan simpul akar dengan data training 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Algoritma Naïve Bayes 
Metode Naïve Bayes menggunakan data training. Perhitungan pemilihan dosen teladan 
dengan remark SANGAT BAIK, BAIK dan CUKUP terlihat pada Tabel 4.3 baris 
pertama. Baris-baris berikutnya adalah hasil perhitungan nilai probabilitas prior, yaitu 
probabilitas nilai SANGAT BAIK, BAIK dan CUKUP masing-masing atribut terhadap 
total SANGAT BAIK, BAIK dan CUKUP dari seluruh data. Dalam data training terdapat 
60 record dengan 17 kasus SANGAT BAIK, 21 kasus BAIK dan 22 kasus CUKUP, 
untuk menentukan prior probability dengan menggunakan rumus:  
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Tabel 3 Perhitungan Probabilitas Prior 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Jika terdapat kasus baru yang menuntut untuk medapatkan data dosen baru maka akan 
digunakan tabel 3 untuk menentukan dosen teladan termasuk dalam kelas (Sangat baik), 
(Baik) atau (Cukup) maka dilakukan perhitungan probabilitas posterior yang telah 
dihitung sebelumnya. Berikut ini probabilitas posterior pada tabel dibawah ini:  
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Tabel 4 Probabilitas Posterior Data 
 
 
 
 
 
 
 
 
 
 
 
Dari tabel tersebut terdapat beberapa langkah untuk menghitung, yaitu:  
1. Diketahui P(X|Ci) = P(kasus|remark = SANGAT BAIK) = 0.2833 
2. Diketahui P(X|Ci) = P(kasus|remark = BAIK) = 0.3500 
3. Diketahui P(X|Ci) = P(kasus|remark = CUKUP) = 0.3667 
4. Lalu hitung P(X|Ci)P(Ci) katagori SANGAT BAIK dengan menggunakan rumus  
P(X|Ci)P(Ci) = 0.2833*0.003828057415  
    = 0.001084616268 
5. Lalu hitung P(X|Ci)P(Ci) katagori BAIK dengan menggunakan rumus  
P(X|Ci)P(Ci)  = 0.3500 * 0.000076011 
    = 0.000026604 
6. Lalu hitung P(X|Ci)P(Ci) katagori CUKUP dengan menggunakan rumus  
P(X|Ci)P(Ci)  = 0.3667 * 0 
  = 0.00 
Neural Network 
Dalam neural network yang menggunakan algoritma back propagation pada 6 (enam) 
langkah pembelajaran yaitu dengan menghitung atau menginisialisasi nilai bobot awal 
antara -0.1 sampai dengan 1.0 untuk input layer, hidden layer dan bias atau threshold. 
Pada simpul bias terdiri dari dua, yaitu: simpul bias pada input layer yang terhubung 
dengan simpul-smpul hidden layer dan simpul bias pada hidden layer yang 
menghubungkan pada output layer. Setelah hitung input untuk simpul berdasarkan nilai 
input dan bobot jaringan saat itu, lalu bangkitkan output untuk simpul menggunakan 
fungsi aktifasi sigmoid. Kemudian tentukan nilai error baru yang pada akhirnya nilai error 
tersebut digunakan kembali untuk memperbaharui bobot relasi berikutnya. Berikut ini 
adalah neural net yang dihasilkan dari data training dengan menggunakan 
multilayerperceptron pada tools Weka. 
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Gambar 2 Neural Net yang dihasilkan MLP 
 
Dari gambar tersebut dijabarkan secara spesifik dari 8 attribute yang digunakan dalam 
menggenerate setiap simpul dari seluruh attribute, sehingga seluruh simpul berjumlah 5 
simpul hiden layer dan 1 simpul predictor serta dibagian akhir terdapat 3 (tiga) simpul 
yang mewakili atribut kelas yaitu SANGAT BAIK, BAIK dan CUKUP. 
 
Tabel 5 Bobot akhir yang digenerate dengan Weka 
 
 
 
 
 
 
 
 
 
Dari tabel tersebut diatas menghasilkan gambar yakni:  
 
 
Gambar 3 Penggolongan Rule 
 
Evaluasi dan Validasi 
Model yang telah dibentuk diuji tingkat akurasinya dengan memasukan data uji yang 
berasal dari data training. Karena data yang didapat dalam penelitian ini setelah proses 
preprocessing hanya 60 data maka digunakan metode cross validation untuk menguji 
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tingkat akurasi. Untuk nilai akurasi model untuk metode C4.5 sebesar 86.6667%, metode 
naïve bayes sebesar 91.6667 %, dan metode neural network sebesar 76.6667 %. 
Selain itu dalam penelitian ini diuji juga dengan menggunakan confution matrix dan 
kurva ROC. Maka jika diperhatikan dari perbandingan ke tiga algoritma yaitu Algoritma 
C4.5, Naïve Bayes dan Neural Network pada tabel 4.8 ditemukan nilai akurasi tertinggi 
diperoleh melalui pengujian Naïve Bayes dan terdapat persamaan nilai Accuracy antara 
Algoritma C4.5 dan Neural Network 
 
Tabel 6 Komparasi Nilai Accuracy 
 
 
Analisis Hasil Komparasi 
Model dengan metode C4.5, Naïve Bayes dan Neural Network yang diuji tingkat 
akurasinya menghasilkan perbandingan nilai accuracy, terlihat komparasi nilai AUC 
(Area Under Curve) antara ketiga model tersebut. Dari ketiga model, dapat diketahui 
bahwa nilai accuracy dan nilai AUC yang paling tinggi diperoleh pada pengujian model 
Naïve Bayes selanjutnya diikuti secara seimbang oleh model C4.5 dan model Neural 
Network seperti pada tabel berikut. 
 
Tabel 7 Komparasi Nilai Accuracy dan AUC 
 
  
Pada tabel 7 terlihat perbandingan nilai accuracy dan AUC dari tiap metode. Terlihat 
bahwa nilai accuracy Naïve Bayes paling tinggi begitu pula dengan nilai AUC-nya. 
Untuk metode C4.5 dan neural network juga menunjukan nilai yang sesuai. 
 
Penerapan Algoritma Terpilih 
Berdasarkan hasil perbandingan akurasi, algoritma terpilih sebagai algoritma terbaik 
dalam klasifikasi pemilihan dosen teladan yaitu algoritma Naïve Bayes yang memiliki 
tingkat akurasi yang paling tinggi dengan persentase 91.6667%. 
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Tabel 8 Data Baru Untuk Penerapan Algoritma Terpilih 
 
 
Hasil penerapan rule algoritma Naïve Bayes terhadap data baru sejumlah 10 
record data dimana 4 data diprediksi SANGAT BAIK sesuai dengan hasil klasifikasi dan 
3 data diprediksi BAIK serta 3 data diprediksi dengan kriteria CUKUP. Analisa terhadap 
data baru sebanyak 10 record dapat dilihat dalam gambar Confussion Matrix berikut pada 
gambar 4. bahwa diperoleh tingkat akurasi sebesar 90% 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
PENUTUP 
Simpulan 
 Dalam penelitian ini dilakukan pembuatan model menggunakan algoritma C4.5, 
naïve bayes dan neural network menggunakan data dosen yang di ambil dari unit 
personalia Universitas Indraprasta. Model yang dihasilkan, dikomparasi untuk 
mengetahui algoritma yang paling baik dalam pemilihan dosen teladan. Untuk mengukur 
kinerja ketiga algoritma tersebut digunakan metode pengujian Confusion Matrix dan 
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Kurva ROC, diketahui bahwa algoritma Naïve Bayes memiliki nilai accuracy dan AUC 
paling tinggi. 
Dengan demikian algoritma Naïve Bayes merupakan algoritma terbaik dan dapat 
memberikan pemecahan dalam permasalahan pemilihan dosen teladan di Universitas 
Indraprasta. 
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