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a b s t r a c t
Given a graph G with tree-width ω(G), branch-width β(G), and side size of the largest
square grid-minor θ(G), it is known that θ(G) ≤ β(G) ≤ ω(G) + 1 ≤ 32β(G). In this
paper, we introduce another approach to bound the side size of the largest square grid-
minor specifically for planar graphs. The approach is based on measuring the distances
between the faces in an embedding of a planar graph. We analyze the tightness of all
derived bounds. In particular, we present a class of planar graphs where θ(G) = β(G) <
ω(G) = ⌊ 32 θ(G)⌋ − 1.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The tree-width and the branch-width are important algorithmic concepts widely used in discrete mathematics and
theoretical computer science; see, e.g., [2]. The relationship between the tree-width and the branch-width is extensively
studied in the literature. In particular, Robertson and Seymour [12] showed that the tree-width of a graph is at most 3/2
times the branch-width. Furthermore, it is a folklore that the side size of the largest square grid-minor is a lower bound on
the branch-width. Thus, together with the tree-width and the branch-width, the side size of the largest square grid-minor
becomes an important research subject in the graph minor theory.
The present paper addresses the relationships between the tree-width ω(G), the branch-width β(G) and the side size of
the largest square grid-minor θ(G) in planar graphs. For the formal definitions of the parameters, see below. The branch-
width problem in planar graphs can be solved in cubic time by modification of the ratcatcher algorithm of Seymour and
Thomas [15]; see [8]. The complexity of finding the tree-width of a planar graph is still an open question. The problem of
finding the largest square grid-minor in a planar graph is interesting in itself. Although it is not knownwhether the problem
can be solved in polynomial time, there is anO(n2 log n) time algorithm for finding a grid-minor of side size at least 1/4 times
the side size of the largest square grid-minor; see [3]. Moreover, Thomas [16] and Grigoriev [6] showed that the tree-width
of a planar graph is at most 5 times the side size of the largest square grid-minor. Recently, Gu and Tamaki [9] improved this
bound from 5 to 9/2.
In this work we present a class of planar graphs with ω(G) = ⌊ 32θ(G)⌋ − 1 and β(G) = θ(G). This class of graphs is
particularly interesting since it proves the tightness of Robertson and Seymour’s [12] inequality 1 + ω(G) ≤ 32β(G) for
planar graphs. Moreover, the same class of graphs provides the evidence of the tightness of another upper bound on the
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tree-width: Bodlaender [1] showed that in any planar graph ω(G) ≤ 3k − 1, where k is the outerplanarity index of the
graph. In turn, we show that this latter bound is also tight. Recently, another class of graphs satisfying the latter inequality
was obtained by Kammer and Tholey [10].
For the graph class presented, the branch-width is easily verifiable, while proving the tree-width value is quite technical
and requires methods from graph minor theory. For estimating the side size of the largest square grid-minor we present
two different approaches. The first approach is based on the relationship between the branch-width and the side size of the
largest square grid-minor. The second approach is based on the relationship between the outerplanarity and the side size
of the grid-minor. The second approach is very intuitive and easily applicable to any planar graph. Noticeably, following
the second approach we can compute an upper bound on the side size of the largest square grid-minor very quickly as the
underlying algorithm is just the All-Pairs-Shortest-Path algorithm for unweighted undirected graphs; for the most recent
version of the algorithm see, e.g., [5,17].
In the preliminary version of this paper [7] we conjectured that for any planar graph it holds that both the branch-width
and the tree-width are at most 2θ(G) + o(θ(G)), and this bound is tight. The tightness of this bound was recently studied
by Gu and Tamaki [9]. They presented a class of planar graphs where β(G) = ω(G) + 1 = 2θ(G). During the preparation
of this article, Mazoit and Todinca [11] constructed a class of planar graphs likely having the tree-width three times larger
than the side size of the largest square grid-minor, thus disproving our conjecture.
2. Preliminaries and definitions
We call H aminor of a graph G if H is obtainable from a subgraph of G by edge contractions. If n,m ≥ 2, the (n×m)-grid
graph is the simple graph with vertices vij (1 ≤ i ≤ n, 1 ≤ j ≤ m)where vij and vi′j′ are adjacent if |i− i′| + |j− j′| = 1. For
simplicity of notation, we refer to the (n × n)-grid graph as the n-grid. In this paper we denote the side size of the largest
square grid-minor of a graph G by θ(G).
A branch-decomposition [12] of a graph G = (V , E) is a pair (T , τ ), where T is a ternary tree (every vertex has degree 1 or
3) and τ is a bijection from the set of leaves of T to E(G). The order of the edge e of T is the number of vertices v of G such
that there are leaves t1, t2 of T in different components of T \ e, with τ(t1), τ (t2) both incident to v. Thewidth of (T , τ ) is the
maximum order of the edges of T , and the branch-width β(G) of G is the minimumwidth over all branch-decompositions of
G (or 0 if |E(G)| ≤ 1, when G has no branch-decompositions).
A tree-decomposition [13] of a graph G = (V , E) is a pair (T , S), where T is a tree with vertex set V (T ) and S = {St : t ∈
V (T )} is a family of subsets of V , called bags, such that
1.

t∈V (T ) St = V ;
2. for every edge e ∈ E there exists t ∈ V (T ) such that St contains both end vertices of e;
3. if t, t ′, t ′′ ∈ V (T ) and t ′ lies on the path of T between t and t ′′ then St ∩ St ′′ ⊆ St ′ .
Thewidth of a tree-decomposition is the cardinality of the maximum size bag minus 1 and the tree-width ω(G) of a graph G
is the minimum width over all tree-decompositions of G.
Let us recall a couple of notions related to planar graphs. Given a planar graph G, an embeddingG of G on a plane Σ is
proper if all vertices of the graph are represented by distinct points inΣ , the edges are represented by simple curves inΣ ,
and the edges do not cross each other (except for at the endpoints). Given a proper embeddingG of G, the faces ofG are
the edge-connected regions of Σ \G homeomorphic to the open disc [4]. A planar graph is 1-outerplanar if it has a planar
embedding such that all vertices are incident to the outer (unbounded) face. For k > 1 a graph is called k-outerplanar if it
has an embedding such that removal of the vertices incident to the outer face results in a (k− 1)-outerplanar graph.
3. X-grids
Consider the following family of planar graphs. Take five n-grids. We cohere the four grids via one of their sides to the
four sides of the central grid; for an illustration, see Fig. 1. We denote the resulting planar graph by Xn.
3.1. The branch-width of Xn
Theorem 1. β(Xn) = n.
Proof. First we show that β(Xn) ≥ n. It is well-known that the branch-width of an n-grid is equal to n. Furthermore, for any
minor H of graph G, β(H) ≤ β(G). By construction, the n-grid is a minor of Xn. Thus, we conclude that β(Xn) ≥ n. To show
that β(Xn) ≤ n, we explicitly construct a branch-decomposition of Xn of width n. To do so, we partition the edge set E(Xn)
into four symmetric parts E1, E2, E3, E4; see Fig. 2. Notice that it is easy to partition E(Xn) for both even and odd n.
Let the ternary tree T of the branch-decomposition consist of one central edge and four symmetric subtrees T1, T2, T3, T4
containing the leaves of T from sets E1, E2, E3, E4, respectively. We construct Ti, i ∈ {1, 2, 3, 4}, as follows.
Without loss of generality, assume the edges in E(Xn) are labeled with integers 1, . . . , |E| such that, for each Ei, i ∈
{1, 2, 3, 4}, the longer the distance from the edge to the center of Xn, the greater the label of the edge. Here, by the center of
Xn we naturally mean the central vertex of Xn for odd n, and a vertex incident to the central face for even n. Ties are broken
arbitrarily.
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Fig. 1. Construction of X3 and X4 .
Fig. 2. Partition of E(X4) into E1, E2, E3, E4; and E1 in X5 .
Each tree Ti, i ∈ {1, 2, 3, 4}, consists of a path Pi of length |Ei|−1 and leaves adjacent to the vertices of the path.Wemake
one endpoint of the central edge adjacent to one endpoint of P1 and one endpoint of P4. Similarly, another endpoint of the
central edge is adjacent to one endpoint of P2 and one endpoint of P3. To create leaves of Ti, let the node corresponding to the
edgewith the kth smallest label from Ei be adjacent to the kth node of Pi counting from the central edge of T . Let the node cor-
responding to the edgewith the largest label from Ei be also adjacent to the last node of Pi counting from the central edge of T .
In the branch-decomposition obtained, the central edge of T has width n, the edges of T incident to leaves have order 2,
and all other edges have order at most n. Therefore, the width of the branch-decomposition is n. 
Fig. 3 illustrates how to construct an optimal branch-decomposition of X4. In this figure, the label of edge e of T denotes
the set of vertices v of X4 for which there are leaves t1, t2 of T in different components of T \e, with τ(t1), τ (t2) both incident
to v. Following the idea of Fig. 3, it is easy to complete the construction of a branch-decomposition of width n for Xn, n ∈ N.
3.2. The tree-width of Xn
Theorem 2. ω(Xn) = ⌊3n/2⌋ − 1.
Proof. First, we show that ω(Xn) ≤ ⌊3n/2⌋ − 1. To do so, we combine Theorem 1 with the fact that ω(Xn) ≤ 3β(G)/2− 1;
see [12]. We derive that ω(Xn) ≤ ⌊3n/2⌋ − 1.
To prove that ω(Xn) ≥ ⌊3n/2⌋− 1, we need a notion of brambles. Two subsets V ′, V ′′ ⊆ V are said to touch each other if
either they have a vertex in common or E contains an edge (v, u) ∈ E with v ∈ V ′ and u ∈ V ′′. A setB of mutually touching
connected subsets of V is called a bramble of G. A subset of V intersecting with every element ofB is called a hitting set for
B. The order of a brambleB is the minimum size over all hitting sets forB. The bramble number of G is the maximum order
among all brambles of G. Now, we show thatω(Xn) ≥ ⌊3n/2⌋− 1 constructing a brambleB of Xn of order ⌊3n/2⌋. Then, we
straightforwardly apply the following theorem:
Theorem 3 (Seymour and Thomas [14]). Let k be a non-negative integer. A graph has tree-width k if and only if it has bramble
number k+ 1.
For an illustration of the bramble construction, see Fig. 4. We split the rows of Xn into sets R1, R2 and R3 and the columns
into sets C1, C2 and C3. Let brambleB consist of all subsets of one of the following four types:
(1) The vertices from one row and from one column intersecting this row.
(2) The vertices from one column from C1, one column from C3 and a path between these two columns.
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Fig. 3. Construction of the optimal branch-decomposition of X4 .
a b
Fig. 4. Examples of the four kinds of subsets ofB.
(3) The vertices from one row in R3, one column in C1 and a path between this row and column.
(4) The vertices from one row in R3, one column in C3 and a path between this row and column.
One subset of B of type 1 and one subset of type 2 are depicted in Fig. 4(a) with respectively fat solid lines and fat dashed
lines. Subsets of B of type 3 and 4 are depicted respectively by the fat solid lines and the fat dashed lines in Fig. 4(b). By
construction, the subsets of B are connected and mutually touching. We will now show that the order of B is equal to
⌊3n/2⌋which implies ω(Xn) ≥ ⌊3n/2⌋ − 1.
First, we prove that the order of B is at least ⌊3n/2⌋ by showing that for every vertex set V ′ such that |V ′| < ⌊3n/2⌋,
there is a subset ofB that is not hit by V ′. Consider such a set V ′. Note that R2 and R3 together have 2n− 1 rows and C1, C2
and C3 together have 3n− 2 columns. Thus, if every row in R2 is hit by V ′, there is a row in R3 that is not hit by V ′. Similarly,
if every column in C2 is hit by V ′, there is a column in C1 and a column in C3 that are not hit by V ′. Therefore, for any vertex
set V ′ of cardinality less than ⌊3n/2⌋, at least one of the following four situations occurs:
(1) Row ri from R2 and column cj from C2 are not hit by V ′.
(2) Row ri from R2 and column cj from C1 are not hit by V ′.
(3) Row ri from R3 and column cj from C2 are not hit by V ′.
(4) Row ri from R3, column cj from C1 and column ck from C3 are not hit by V ′.
1266 A. Grigoriev et al. / Discrete Applied Mathematics 160 (2012) 1262–1269
Fig. 5. A collection of ⌊3n/2⌋ vertex disjoint paths for X6 and X5 .
Fig. 6. A hitting set S forB of size ⌊3n/2⌋ for X6 and X5 .
We show that in each of these four situations, there is a subset of B that is not hit by V ′. Indeed, in situations 1, 2 and
3, ri and cj define a subset of B of type 1. Situation 4 needs somewhat more attention. We point out that any vertex set in
Xn that separates ri from cj and from ck and simultaneously separates cj from ck contains at least ⌊3n/2⌋ vertices. See Fig. 5,
where ⌊3n/2⌋ vertex disjoint paths between ri, cj and ck are depicted. Since V ′ contains strictly less than ⌊3n/2⌋ vertices, in
situation 4 there exists a path P between cj and ck or between ri and cj or between ri and ck such that P is not hit by V ′. In
the first case, {cj, P, ck} forms a subset ofB of type 2 that is not hit by V ′. In the second {ri, P, cj} forms a subset of type 3 of
B that is not hit by V ′, and in the last case {ri, P, ck} forms a subset of type 4 that is not hit by V ′. This shows that any set V ′
of size strictly smaller than ⌊3n/2⌋ cannot be a hitting set of brambleB. Hence the order ofB is at least ⌊3n/2⌋.
To show that the order ofB is equal to ⌊3n/2⌋, we note that the vertex set S as depicted in Fig. 6 forms a hitting set ofB
of size ⌊3n/2⌋. 
We complete this section with a remark on the tree-width of a k-outerplanar graph. It is well-known (see [1]) that the
tree-width of a k-outerplanar graph is at most 3k− 1. From our Theorem 2 we immediately derive the following corollary.
Corollary 4. The upper bound 3k− 1 on the tree-width of a k-outerplanar graph is tight.
Proof. Notice that graph X2k, k ∈ N, is k-outerplanar. Now, the corollary follows straightforwardly from Theorem 2. 
3.3. The largest square grid-minor of Xn
By construction, Xn contains an n-grid as a subgraph. Intuitively, it is clear that the n-grid is the largest square grid-minor
in Xn. Formally, we are going to present two proofs of this fact. The first proof uses branch-decompositions and the second
proof uses outerplanarity arguments.
Theorem 5. θ(Xn) = n.
Proof. If we combine Theorem 1with the fact that for any graph G it holds that θ(G) ≤ β(G), we find that θ(Xn) ≤ β(Xn) =
n. By construction, Xn contains an n-grid as a subgraph. Thus, θ(Xn) ≥ n and immediately θ(Xn) = n. 
Now, we present an alternative proof of Theorem 5.We see the contribution of this second proof in a new, very basic and
very generic methodology providing better intuition for the upper bound on the side size of the largest square grid-minor.
We use the following notions. Given a planar graph G together with its proper planar embedding, we denote the set of
faces of the embedding by FG. Two faces f ′, f ′′ ∈ FG are said to be adjacent if there is a vertex in V (G) incident to both f ′
and f ′′. We call a sequence f1, . . . , fn of faces from FG an f1fn-facepath if each of the faces in the sequence is adjacent with
its neighbors in the sequence. The length of a facepath is equal to the number of faces in the path minus 1. The face distance
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Fig. 7. Contracting edges ei we obtain the 3-connected minor of X4 .
dG( f ′, f ′′) between faces f ′ and f ′′ is equal to the length of the shortest f ′f ′′-facepath. We denote by Fv the set of faces that
are incident to vertex v ∈ V (G). The face distance between vertex v and face f ′, denoted by dG(v, f ′), is equal to the length
of a shortest f ′f ′′-facepath, over all faces f ′′ ∈ Fv .
Consider aminorM obtained from G by applying a sequence of vertex deletion and edge deletion/contraction operations.
In this sequence let a minor Mi+1 of G be obtained from a minor Mi by applying a single deletion/contraction operation.
Clearly, taking minors, we change the embedding of the graph. For pedagogical purposes, let us explicitly describe how the
faces of the embedding change in this transformation. Let FM denote the set of faces of the planar embedding M of M . We
also determine (recursively), in line with the description of the embedding transformation, a mapping from FG to FM . We
have the following cases:
1. Let Mi+1 be obtained from Mi by contraction or deletion of edge e. Consider a face f ∈ FMi that is not incident to e. In
this case, deletion or contraction of e does not change the set of vertices incident to f . When constructing the mapping
of faces, we automap f ∈ FMi to f ∈ FMi+1 .
2. LetMi+1 be obtained fromMi by deletion of edge e, and let e be incident to only one face f ∈ FMi . Then, after deletion of
e, the set of vertices incident to f does not change and we apply the automapping again.
3. LetMi+1 be obtained fromMi by contraction of edge e = (u, v), and let e be incident to only one face f ∈ FMi . Then, after
contraction of e, the set of vertices incident to f changes: the endpoints u and v of e are merged into one vertex, and the
other vertices remain intact. Thus, we obtain a modified face. We map f to this modified face.
4. Let Mi+1 be obtained from Mi by deletion of edge e, and let e be incident to two faces, f ′, f ′′ ∈ FMi . After deletion of e,
faces f ′ and f ′′ are merged into one face. Specifically, the new face f ∈ FMi+1 is incident to V ( f ′) ∪ V ( f ′′), where V ( f ′)
and V ( f ′′) are the sets of vertices incident to f ′ and f ′′, respectively. We map both f ′ and f ′′ to the new face f .
5. LetMi+1 be obtained fromMi by contraction of e = (u, v), and let e be incident to two faces from FMi . Let f be one of these
two faces, and let V ( f ) ⊆ V (Mi) denote the set of vertices incident to f . If face f is incident to only three vertices u, v
and w of Mi, the face will disappear after the contraction of e. Let vertex w′ ∈ V (Mi+1) be the result of the contraction
of e. We map f to any face f ′ ∈ FMi+1 incident to the edge (w′, w). If face f is incident to more than three vertices, the
contraction creates a new face where all vertices incident to f remain intact, except for the vertices u and v which are
merged into one. We map f to this new face.
6. LetMi+1 be obtained fromMi by deletion of vertex v. Let us recall that we denote by Fv ⊆ FMi the set of faces incident to
v. Let V (Fv) denote the set of vertices of Mi incident to at least one of the faces from Fv . After the deletion of v, all faces
incident to v are merged into one face. This new face f is incident to V (Fv) \ v. We map the faces from Fv to f .
For the second proof of Theorem 5 we need several propositions.
Proposition 6. The face distances in Xn are independent of the embedding. The same holds for n-grids.
Proof. For any n ≥ 3, graph Xn is almost 3-connected, i.e., recursively contracting the edges incident to vertices of degree
2 we obtain a minor which is a 3-connected graph. For illustration see Fig. 7, where edges e1, . . . , e8 in X4 are contracted,
and the resulting minor is a 3-connected planar graph. Since theminor is a simple 3-connected planar graph, it has a unique
planar embedding; see, e.g., Theorem 10.28 in [4, p. 267]. Clearly, contracting paths with internal vertices of degree 2 does
not change the face distances. Thus, the face distances in Xn are embedding independent. Literally the same arguments hold
for n-grids. 
Proposition 7. For each face fM ∈ FM there is at least one face f ∈ FG mapped to fM .
Proposition 8. If f ′, f ′′ ∈ FG are mapped to f ′M , f ′′M ∈ FM respectively, then dM( f ′M , f ′′M) ≤ dG( f ′, f ′′).
Proposition 9. If f ∈ FG is mapped to fM ∈ FM and v ∈ V (G) is contracted (or identical) to v′ ∈ V (M), then dM(v′, fM) ≤
dG(v, f ).
The proofs of Propositions 7–9 are very straightforward and we leave them to the reader. Now, we are ready to present the
second proof of Theorem 5.
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a b
Fig. 8. Face distances in a (2k+ 1)-grid.
a b
Fig. 9. Face distances in a (2k+ 2)-grid.
a
b
Fig. 10. (a) Face distances in X2k from the outer face to the vertices. (b) Face distances in X2k+1 from the outer face to the other faces.
Proof. The lower bound is identical in both proofs: by construction, Xn contains an n-grid as a subgraph, and therefore
θ(Xn) ≥ n.
Now, we prove the matching upper bound for θ(Xn). For a contradiction, assume that Xn contains an (n + 1)-grid as a
minor. Let us denote this grid by M . By Proposition 7, there is a face f ∈ FM such that the outer face of Xn is mapped to f .
Consider two cases.
Case 1: n = 2k is even. By Proposition 6, the face distances inM are embedding independent. Therefore, without loss of
generality we can consider the most natural planar embedding ofM with exterior face incident to 8k vertices. For any face
of this embedding, there is a vertex inM at face distance k from that face; see Fig. 8. Therefore, there is a vertex v ∈ V (M)
such that dM(v, fM) = k. By Proposition 9, there is a vertex v ∈ V (X2k) at face distance at least k to the outer face. Since X2k
is k-outerplanar, such a vertex does not exist; see Fig. 10(a). This is a contradiction.
Case 2: n = 2k+1 is odd. In this case, for any face in FM there is another face at face distance k+1. Therefore, there exists
f1 ∈ FM such that dM( f , f1) = k+ 1; see Fig. 9. By Proposition 8, there must be a face f ′ ∈ FG at face distance at least k+ 1
from the outer face. Since X2k+1 is (k+ 1)-outerplanar, such a face does not exist; see Fig. 10(b). This is a contradiction. 
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