In this paper we introduce two techniques that can be used together to improve video coding performance. Firstly, block matching motion estimation with spatial transformation (BMST) is used to increase motion compression e ciency, and then motion compensated prediction (MCP) errors are encoded using a hybrid Fractal/DCT scheme. MCP error blocks are classi ed according to their energy content and they should be coded with a low bit rate. Many of them can be DCT coded, but for those which require a large bit rate to achieve a certain quality, Fractal coding can be e ciently used considering the bit rate constraint. This hybrid scheme speeds up the decoding process, reduces the bit rate, and due the e ciency of motion compensation only a few MCP error images are coded.
INTRODUCTION
Video compression techniques use essentially two types of redundancy reduction techniques: interframe coding, to exploit the temporal redundancy between consecutive frames, and intraframe coding, to take advantage of the spatial redundancy. In the standard video codecs, such as H.261 and MPEG, traditional block matching (BMA) motion compensation is used to boost the temporal prediction, and discrete cosine transform (DCT) is used for intraframe coding. While in coding still images DCT is very e cient, its e ciency in coding Motion Compensated Predicted (MCP) error is not high. The MCP errors have mainly pulsive and edge like components, which are spread all over the frequency band. A coarse quantization of high frequency DCT coe cients result in artifacts, known as mosquito e ect. For e cient coding of MCP error signals, a combination of DCT and Scalar Quantisation 1], or Vector Quantisation 2] have been used, but due to the spatial decorrelated characteristics of MCP errors, they can not be encoded at low bit rates.
Sice MCP error plays an important role in the image reconstruction quality, and can not be eciently coded, we propose rstly to modify the MCP error characteristics and then use a more suitable technique to encode the resultant signal. The rst His research work has been supported by Instituto Polit ecnico de Leiria and Programa PRAXIS XXI of Portugal.
task is obtained by using a type of block matching motion compensation technique that is more accurate than BMA, such that, the error is less random. Such technique, called BMST, uses Spatial transformations to perform the block matching and it is described in next section . The BMST motion compensated error has a high degree of selfsimilarity which is suitable for coding with a hybrid Fractal/DCT.
BLOCK MATCHING USING SPATIAL TRANSFORMATION
In the conventional block matching BMA motion estimation, it is assumed that motion of objects is purely translational. This assumption is far from reality, as motion of three-dimensional objects can rarely be translated into translational motion with su cient accuracy.
In order to perform a more accurate motion estimation, patches of the image from the previous frame can be mapped onto patches in the current frame using geometric transformations. These polynomial transforms can be A ne, Perspective, Bilinear or other high order transforms. Among these transforms we can exclude higher order polynomial transforms, due to their computational complexity and large amount of overhead information required to represent each mapping, and a ne transform due to its lack of compensating rotational type motion with six degrees of freedom. Similar to A ne, Perspective transform is a planar mapping, but it preserves parallel lines only when they are parallel to the projection plane, otherwise, lines converge to a vanishing point. On the other hand, this transform has eight degrees of freedom, which requires four points in each patch to nd the unknown polynomial coefcients. Therefore it is suitable for quadrilateral-toquadrilateral mappings (Fig. 1) , while A ne can only perform triangle-to-triangle mappings. Also having eight degrees of freedom, Bilinear transform is able to perform more complex mappings than Perspective, such as mapping rectangles onto non-planar quadrilaterals, where lines that are horizontal or vertical in the input image are preserved and diagonal lines in the input image are mapped onto quadratic curves at the output. This property of Bilinear transform makes it superior to Perspective 3] , therefore this type of transform is used in our BMST method. Similar techniques have been used for mesh based video coding systems 4, 5] , but the presented method is block based, where a quadrilateral in the previous frame is deformed to best match the current block, independent of the motion of the neighbour blocks 6].
Using Bilinear transformation, pixels in the U Vplane are mapped into pixels in the X Y -plane by:
In a block based Bilinear transform, Fig. 1 , a block in the current frame, ABCD, is matched against a set of quadrilaterals with various shapes and sizes in the previous frame. The best matched quadrilateral, EFGH, is the one that minimises the mean squared or absolute distortions between the two blocks. This technique, with non-linear transformation can compensate non-uniform changes between frames, such as due complex motion. Figure 2 compares the accumulated MCP error using this method (b), against the conventional block matching technique (a), after 20 frames of accumulating interframe error of sergio sequence. Better motion compensation of BMST is due to another important property of this transform, in tracing uncovered backgrounds. For example in the head-and shoulders sequence sergio, the head rotates from left to right and the hidden part of the face can be reconstructed with good quality only mapping similar texture blocks from nearby regions in the previous image. This e ect can be seen in Fig.  4 where growing hair at the back of ear is due to this property.
Due to the fractional pixel accuracy of Bilinear mappings, BMST uses Bilinear interpolation to calculate non integer coordinates of matched pixels from the previous frame into the current one. Using the four nearest pixels coordinates P 0 ::P 3 ], the interpolated pixel value, with coordinates P x and P y, is given by: P = (1 ? p x )(1 ? p y )P 0 + p x (1 ? p y )P 1 + (1 ? p x )p y P 2 + p x p y P 3
where p x = P x ? P 0 and p y = P y ? p 0 , as shown in Fig. 2 (b) exhibits more degree of self-similarity than Fig. 2 (a) , then Fractal coding can be exploited for e cient coding of MCP error.
Implementation of BMST

HYBRID FRACTAL/DCT CODING
The strategy used in the implementation of hybrid FRACTAL/DCT is based on the following concept: Since BMST is very e cient then if MCP error images are encoded with a certain quality, such that, the coding error is small, then most of the frames can be coded with motion vectors alone. This will be preponderant in the reduction of computing time, as well as, in the quality of the reconstructed images. Due to the high frequency characteristics of the MCP error signal, DCT based codecs may need a large amount of bits to encode each block. If the high frequency coe cients are coarsely coded they not only appear annoying, but also demand for coding in the subsequent frame. Therefore an e cient method for coding these blocks at lower bit rate is desired. Fractal coding has the property, that if an IFS transformation is found, independent of the complexity of the block pattern, its bit rate is xed. Therefore this type of coding is used for those odd blocks. 
MCP error image coding
Similar to intraframe coding, Fractal coding can be used to encode MCP error images, although, it has been reported that Fractal coding is not suited for this purpose 10]. In order to achieve compression, image blocks should not be small and, as a consequence of the contractive Fractal mappings (W i ), the larger the blocks the smoother the reconstructed images. In this hybrid scheme Fractal coded blocks are larger than those normally used in intraframe coding. Since previously coded DCT blocks are included in the domain blocks, then at the decoder they are reconstructed prior to Fractal decoded ones, hence the convergence will be faster and the image quality is improved.
As shown in contrast (0.75) and DCT-coded blocks are encoded with a number of bits strictly less than 23 (Max bits) and greater than 14 (Min bits). The number of bits used for each DCT-coded block depends on the quantiser step size. Max bits is the maximum number of bits required to code a block with a signicant improvement in PSNR. Min bits corresponds to the minimum number of bits that can be used without signi cant quality degradation of the image. These limits were found empirically for this type of MCP image, and for example, in Fig. 6 , among the 212 Coded blocks, 115 were DCT-coded and 97 FRACTAL-coded with a bit rate of 4955 bits/frame. Fig. 7 compares the reconstructed quality of sergio sequence, coded at 12.5Hz and 5kbit per frame, using the proposed method (FRC DCT), H.261 and BMST alone. This sequence is used because it represents a strong head motion from left to right with closing and opening eyes, with large hidden objects. As shown in Fig. 7 , at this bit rate the proposed method codes the sequence better than (H.261). In the presentation a recorded tape will demonstrate the quality of pictures coded under the proposed method for very low bit rate video (less than 64Kbit/s).
CONCLUSIONS
A video coding method based on BMST and FRACTAL/DCT, is proposed. The BMST motion compensated images have certain characteristics of self-similarity that can be e ciently exploited by Fractal coding. Its combination with DCT increases the decoding speed, as well as, the delity of the reconstruction in certain regions. During the coding, a residual image is encoded only when there is a signi cant degradation, which reduces the computational e ort and bit rate. Since a good reconstruction of residual image is achieved and the motion estimation is performed with accuracy, the image degradation along the sequence is small and recoverable.
