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Abstract
The set L of essentially non-normal numbers of the unit interval (i.e., the set of real numbers
having no asymptotic frequencies of all digits in their nonterminating s-adic expansion) is studied in
details. It is proven that the set L is generic in the topological sense (it is of the second Baire category)
as well as in the sense of fractal geometry (L is a superfractal set, i.e., the Hausdorff–Besicovitch
dimension of the set L is equal 1). These results are substantial generalizations of the previous results
of the two latter authors [M. Pratsiovytyi, G. Torbin, Ukrainian Math. J. 47 (7) (1995) 971–975].
The Q∗-representation of real numbers (which is a generalization of the s-adic expansion) is also
studied. This representation is determined by the stochastic matrix Q∗. We prove the existence of
such a Q∗-representation that almost all (in the sense of Lebesgue measure) real numbers have
no asymptotic frequency of all digits. In the case where the matrix Q∗ has additional asymptotic
properties, the Hausdorff–Besicovitch dimension of the set of numbers with prescribed asymptotic
properties of their digits is determined (this is a generalization of the Eggleston–Besicovitch theo-
rem). The connections between the notions of “normality of numbers” respectively of “asymptotic
frequencies” of their digits is also studied.
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L’ensemble L des nombres de l’interval [0,1] qui sont non normales (dans le sens que toutes
eurs chiffres dans un développement s-adique non fini n’ont pas une fréquence asymptotique) est
étudié en détail. Il est démontré que l’ensemble L est générique dans le sensé topologique (i.e., il est
de 2 catégorie an sensé de Baire), tout-aussi bien que dans le sensé de la géométrie fractale (L est
un ensemble superfractal, i.e., sa dimension de Hausdorff–Besicovitch est 1). Ces résultats étendent
considérablement des résultats précédents des deux derniers auteurs [M. Pratsiovytyi, G. Torbin,
Ukrainian Math. J. 47 (7) (1995) 971–975].
La représentation Q∗ des nombres réels (qui est une généralisation des développements s-adiques)
est aussi étudiée. Cette représentation est déterminée par la matrice stochastique Q∗. On démontre
l’existence d’une représentation Q∗ telle que presque tous les nombres réels (au sensé de Lebesgue)
ont une fréquence asymptotique dans toutes leurs chiffres. Dans le cas où la matrice Q∗ a des proprié-
tés asymptotiques additionnelles la dimension de Hausdorff–Besicovitch de l’ensemble des nombres
avec une propriété asymptotiques de leur chiffres est déterminée (ce qui constitue une généralisation
du théorème de Eggleston–Besicovitch). La relations entre les notions de “normalité” des nombres
resp. de “fréquences asymptotiques” de leurs chiffres est aussi étudiée.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
A property U of an element x ∈ M is said to be “normal” if “almost all” elements
of M have this property. There exist many mathematical notions (e.g., cardinality, mea-
sure, Hausdorff–Besicovitch dimension, Baire category) allowing us to interpret the words
“almost all” in a rigorous mathematical sense. Normal properties of real numbers are con-
nected with the “frequencies” of their digits in some systems of representation. Let us recall
this.
Let us consider the classical s-adic expansion of x ∈ [0,1]:
x =
∞∑
n=1
s−nαn(x) = ∆sα1(x)α2(x) . . . αk(x) . . . ,
and let Ni(x, k) be the number of digits “i” among the first k digits of the s-adic expansion
of x, i ∈ A = {0,1, . . . , (s − 1)}. A number x = ∆sα1(x)α2(x) . . . αk(x) . . . is said to be
normal with respect to the base s if for all i ∈ A the following limit νi(x) = limk→∞ Ni(x,k)k
exists and νi(x) = 1s . Let us denote by Vs the set of such numbers. If the above limit
exists, then the number νi(x) is said to be the frequency of the digit “i” (or the asymptotic
frequency of “i”) in the s-adic expansion of x. A number x ∈ [0,1] is said to be normal if
x is normal with respect to any base s ∈ N. It is well known (E. Borel, 1909) that the set
V of all normal numbers is of full Lebesgue measure. Each of the sets V = [0,1] \ V and
V s = [0,1] \Vs is an everywhere dense set of continuum cardinality and of zero Lebesgue
measure.
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belong to the set Vs , and the frequency νi(x) exists for all i ∈ A. Let us denote by Ws the
set of such numbers. Let ν = (ν0, ν1, . . . , νs−1) be a stochastic vector and let
Ws[ν] =
{
x: x = ∆sα1(x)α2(x) . . . αk(x) . . . , lim
k→∞
N∗i (x, k)
k
= νi,∀i ∈ A
}
.
The well known Besicovitch–Eggleston’s theorem (see, e.g., [4,8]) give the following for-
mulae for the determination of the Hausdorff–Besicovitch dimension of the set Ws[ν]:
α0
(
Ws[ν]
)= ∑s−1k=0 νi logνi− log s .
From the latter formulae it easily follows that the set Ws of all quasinormal numbers is a
superfractal set, i.e., Ws is a set of zero Lebesgue measure with full Hausdorff–Besicovitch
dimension (α0(Ws) = 1). Let us remark that the set Ws contains many interesting fractal
subsets including superfractals.
If there exists i ∈ A such that the frequency νi(x) does not exist, then the number x
is said to be non-normal with respect to the base s. Let us denote by Ds the set of such
numbers. Properties of subsets of the set of non-normal numbers were intensively stud-
ied during the last years (see, e.g., [11–13,15] and references therein). Some interesting
subsets of Ds were studied in [11] by using the techniques and results from the theory of
multifractal divergence points. In [15] it has been proven that the set Ds is superfractal.
A non-normal number is said to be essentially non-normal (with respect to the base s)
if the frequency νi(x) does not exist for any i ∈ A. We shall denote by Ls the set of such
numbers.
In the present paper we strengthen the result of [15] proving that the set Ls ⊂ Ds is
also superfractal and it is of the second Baire category. From our results it follows that
essentially non-normal numbers are generic in the topological sense as well as in the sense
of fractal geometry, nevertheless the set Ls is small from the Lebesgue measure point of
view.
To prove the main result, in Section 2 we consider a special family of nowhere dense
perfect subsets {Ap}, Ap ⊂ Ls,p ∈ N. By using methods which are similar to those used
in [15], we prove that α0(Ap) = pp+1 . From the latter formulae and from the countable
stability of the Hausdorff–Besicovitch dimension it follows that α0(Ls) = 1 (Theorem 1).
In Section 3 we give a short proof of Theorem 1 via a probabilistic approach. Theorem 2
establishes the topological properties of the set Ls .
Nowadays there exist many essentially different systems for the representation of real
numbers (see, e.g., [2,14,16,17]). Each representation generates its own metric theory and
a specific “geometry of real numbers”. For each representation there exist special classes of
fractals and other mathematical objects with complicated local structures (singular prob-
ability measures (see, e.g., [14]), continuous nowhere differentiable functions (see, e.g.,
[17]), transformations preserving the fractal dimension (see, e.g., [1]) and so on) which
can be easily defined and studied by using the corresponding representation. For each sys-
tem of representation there exist specific connections between “normal” properties of real
numbers and properties of the “asymptotic frequencies”. For instance, we show that there
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do not exist.
In Section 4 of the present paper we consider the Q∗-representation of real numbers
which is a generalization of the s-adic expansion. We study the connections between the
notion of “normality of numbers” and the notion of “asymptotic frequencies”. We also con-
sider the sets V (Q∗),W(Q∗),L(Q∗) which are generalized analogues of the correspond-
ing above mentioned sets Vs,Ws,Ls , and study their fractal properties via a probabilistic
approach and by using the method of DP-transformations (see, e.g., [1]).
In the sequel we shall not use the indices s in the notation of the corresponding subsets,
since the natural number s will be fixed.
2. Fractal properties of the set of essentially non-normal numbers
For a given s ∈ N,s  2 and x ∈ [0,1] let αn(x) be the digits of the nonterminating
s-adic expansion of x, i.e., x =∑∞n=1 s−nαn(x). Let Ni(x, k) be the number of digits “i”
among the first k digits of the s-adic expansion of x, i ∈ A = {0,1, . . . , (s − 1)}.
Definition. The set
L =
{
x: lim
k→∞
Ni(x, k)
k
does not exist
(∀i ∈ A = {0,1, . . . , (s − 1)})}
is said to be the set of essentially non-normal numbers.
Theorem 1. For any positive integer s  2 the set L of essentially non-normal real numbers
is superfractal, i.e., the Hausdorff–Besicovitch dimension of the set L equals 1.
Proof. Let s be a fixed positive integer, s  2. Let us consider the following set
Ap =
{
x: x =
∞∑
k=1
s−kαk = ∆sα1(x)α2(x) . . . αk(x) . . .
= ∆sα1 . . . αsp01 . . . (s − 1)︸ ︷︷ ︸
first group
αr1+1 . . . αr1+2sp0011 . . . (s − 1)(s − 1)︸ ︷︷ ︸
second group
. . .
αrm+1 . . . αrm+2msp
2m︷ ︸︸ ︷
00 . . .0
2m︷ ︸︸ ︷
11 . . .1 . . .
2m︷ ︸︸ ︷
(s − 1)(s − 1)) . . . (s − 1)︸ ︷︷ ︸
(m+1)th group
. . .
}
,
where αrm+j are arbitrary digits from the set A = {0,1, . . . , (s − 1)}; rm = s(p +
1)(2m − 1), j = j (m) runs through the set {1,2, . . . ,2msp}, m ∈ N .
To prove Theorem 1 we need to study some properties of the set Ap . Lemma 1 shows
that Ap ⊂ L and Lemma 2 describes the fractal properties of the set Ap .
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digits, i.e., for any x ∈ Ap and for any i ∈ A the limit
lim
k→∞
Ni(x, k)
k
does not exist.
Proof. Let x be an arbitrary fixed real number belonging to Ap and let i be an arbitrary
fixed integer from the set A. Let us consider two sequences k′m(i) = k′m and k′′m(i) = k′′m,
m ∈ N , where k′m + 1 is the number of the position at which the mth group of the fixed
digits “i” is started, and k′′m is the number of the position at which the mth group of the
fixed digits “i” is finished. It is easy to calculate that
k′m = rm−1 + 2m−1sp + i · 2m−1 = s(p + 1)(2m−1 − 1)+ 2m−1(sp + i),
k′′m = rm−1 + 2m−1sp + (i + 1) · 2m−1 = s(p + 1)(2m−1 − 1)+ 2m−1(sp + i + 1),
Ni(x, k
′
m) = (2m−1 − 1)+ τi(x, k′m),
Ni(x, k
′′
m) = (2m−1 − 1)+ τi(x, k′m)+ 2m−1 = Ni(x, k′m)+ 2m−1,
where τi(x, k′m) is the number of digits “i” among the digits of the sequence αrk+jk (x), k ∈{0,1,2, . . . ,m− 1}, jk ∈ {1,2,3, . . . ,2ksp}. Clearly we have 0 τi(x, k′m) (2m − 1)sp.
Let us consider the expression
Ni(x, k
′
m)
k′m
= 1 −
1
2m−1 +
τi (x,k
′
m)
2m−1
s(p + 1)(1 − 12m−1 )+ sp + i
. (1)
If the limit
lim
k→∞
τi(x, k
′
m)
2m−1
. (2)
does not exist, then the limit of expression (1) also does not exist.
If the limit (2) exists and equals τi(x), then τi(x) 2sp, and
lim
k→∞
Ni(x, k
′
m)
k′m
= 1 + τi(x)
s(p + 1)+ sp + i .
In such a case the following limit also exists
lim
k→∞
Ni(x, k
′′
m)
k′′m
= 2 + τi(x)
s(p + 1)+ sp + i + 1 =
1 + τi(x)
s(p + 1)+ sp + i .
Therefore, in all cases, the digit “i” does not have the frequency in the s-adic expansion of
x ∈ Ap . 
Lemma 2. The Hausdorff–Besicovitch dimension of the set Ap is equal to pp+1 .
Proof. (I) Firstly we prove that
α0(Ap)
p
. (3)p + 1
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m−1)}) of special
coverings of the set Ap by s-adic closed intervals of the rank rm, where
rm = s(p + 1)(2m − 1).
For any m ∈ N the covering {B(m)i }, i ∈ {1,2, . . . , ssp(2
m−1)} is the εm-covering with εm =
s−rm . The α-volume of the covering {B(m)i } is equal to
lαεm(Ap) = ssp(2
m−1) · s−αs(p+1)(2m−1) = s[p−α(p+1)]s(2m−1).
Since hαεm(Ap) l
α
εm
(Ap) for any m ∈ N and the Hausdorff measure Hα(Ap) is equal
to Hα(Ap) = limm→∞ hαεm(Ap), we have
Hα(Ap) lim
m→∞h
α
εm
(Ap) = 0, iff α > p
p + 1 .
Therefore, α0(Ap) pp+1 .(II) Secondly we prove that
α0(Ap)
p
p + 1 . (4)
For the determination of the Hausdorff–Besicovitch dimension of any subset of the unit
interval it is enough to consider coverings consisting of only s-adic closed rank intervals
(see, e.g., [5,9]). The measure Hα corresponding to the above mentioned class of coverings
is equivalent to the classical Hausdorff measure, because for any set E we have:
Hα(E) = 0 ⇔ Hα(E) = 0, and Hα(E) = ∞ ⇔ Hα(E) = ∞
(see, e.g., [5] for details).
The set Ap ⊂ [0,1] can be represented in the following form
Ap =
∞⋂
m=1
C(m),
where C(m) = ⋃ssp(2m−1)i=1 B(m)i . I.e., C(m) is a union of ssp(2m−1) the above mentioned
closed intervals of rank rm. So, the set Ap is compact, and for the determination of its
Hausdorff–Besicovitch dimension it is enough to consider only finite coverings consisting
of s-adic closed rank intervals (see, e.g., [9]).
Let {ui} (i ∈ {1,2, . . . , n}) be an arbitrary finite ε-covering of Ap (|ui |  ε). We shall
show that for α∗ = pp+1 there exists an εm0 -covering of Ap (εm0 < ε) such that
n∑
i=1
|ui |α∗  lα∗εm0 (Ap) = 1.
Let qi be the rank of an s-adic closed interval ui , i.e., |ui | = s−qi . There exists a unique
number mi such that rmi−1 < qi  rmi . There exist two possible cases:
(1) rmi − s · 2mi−1 < qi  rmi ,
(2) rm −1 < qi  rm − s · 2mi−1.i i
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and ε  |ui | = s−qi  s−rmi . Therefore,
lα∗εmi
(Ap ∩ ui) = s−
p
p+1 ·rmi = s−sp(2mi −1).
On the other hand qi = rmi − νi , where 0 νi  s · 2mi − 1. Hence,
|ui |α∗ = s−(rmi −νi )
p
p+1 = s−sp(2mi −1) · sνi pp+1  lα∗εmi (Ap ∩ ui).
In the second case: qi = rmi − s · 2mi−1 − τi , where 0 τi  2mi−1 · sp − 1. Therefore,
|ui |α∗ = s−qi
p
p+1 = s−sp(2mi −1) · s(s·2mi−1+τi ) pp+1 .
In the second case the set Ap ∩ui has nonempty intersections with a number sτi of rmi -rank
closed intervals covering this set. Since (s · 2mi−1 + τi) pp+1  τi , we get
lα∗εmi
(Ap ∩ ui) = sτi · s−rmi ·
p
p+1 = sτi · s−ps(2mi−1)  |ui |α∗ .
Let m0 = max1in{mi}. For any k > mi we obviously have
lα∗εk (Ap ∩ ui) = lα∗εmi (Ap ∩ ui).
Therefore, in both cases we get
n∑
i=1
|ui |α∗ 
n∑
i=1
lα∗εm0
(Ap ∩ ui) = lα∗εm0 (Ap) = 1,
and, hence, Hα∗(Ap) 1. So, α0(Ap)
p
p+1 .
Taking into account the first part of the proof, we get the desired equality. 
It is easy to see that L ⊃⋃∞p=1 Ap , and, therefore,
α0(L) α0
( ∞⋃
p=1
Ap
)
= sup
p
α0(Ap) = sup
p
p
p + 1 = 1.
Since L ⊂ [0,1], we have α0(L) 1.
So, α0(L) = 1 and the set of essentially non-normal numbers is a superfractal set. 
Remark. To prove Theorem 1 it is enough to show that L ⊃ Ap and that α0(Ap) pp+1 .
In Section 3 we shall give a short proof of the latter inequality via a probabilistic approach.
Theorem 2. For any positive integer s  2 the set L of essentially non-normal real numbers
is of second Baire category, i.e., almost all (in the topological sense) real numbers are
essentially non-normal.
Proof. Let us consider the sequence of sets {Cn}:
Cn =
{
x: x = ∆sα1 . . . αn0 . . .0︸ ︷︷ ︸1 . . .1︸ ︷︷ ︸ . . . (s − 1) . . . (s − 1)︸ ︷︷ ︸β1β2β3 . . .},n n n
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{0,1, . . . , (s − 1)}, 1 i  n, j ∈ N .
For any fixed i ∈ {0,1, . . . , (s − 2)} let k′n(i) = n(i + 2) and k′′n(i) = n(s + 1). Let
jn(x, i) be the number of digits “i” among the first n digits of x. Then,
Ni(x, k
′
n(i))
k′n(i)
= n+ jn(x, i)
n(i + 2) ,
Ni(x, k
′′
n(i))
k′′n(i)
= n+ jn(x, i)
n(s + 1) .
It is easy to check that
Ni(x, k
′
n(i))
k′n(i)
− Ni(x, k
′′
n(i))
k′′n(i)
 1
(i + 2)(s + 1) 
1
(s + 1)2 .
If i = s − 1, then we put k′n(i) = sn and k′′n(i) = (s + 1)n. In such a case we also have∣∣∣∣Ni(x, k′n(i))k′n(i) − Ni(x, k
′′
n(i))
k′′n(i)
∣∣∣∣= sn− jn(x, i)s(s + 1)n  1(s + 1)2 .
Let In be the interior part of Cn, i.e., In consists of sn open s-adic intervals of rank
(s + 1)n. If x ∈ In, then for any i ∈ A and for any n ∈ N we have∣∣∣∣Ni(x, k′n(i))k′n(i) − Ni(x, k
′′
n(i))
k′′n(i)
∣∣∣∣ 1(s + 1)2 .
Let Dn =⋃∞k=n Ik , and let F =⋂∞n=1 Dn. From the construction of the set F it follows
that F is everywhere dense set in [0,1], and that F is a Gδ-set. If x ∈ F , then x ∈ Dn,∀n ∈
N. Therefore, there exists an increasing infinite sequence of integers {nm} such that x ∈ Inm
for all m ∈ N . Hence, for any fixed x ∈ F and for any i ∈ A one can choose two sequences
k′nm(i) and k
′′
nm
(i) such that∣∣∣∣Ni(x, k′n(i))k′n(i) − Ni(x, k
′′
n(i))
k′′n(i)
∣∣∣∣ 1(s + 1)2 .
So, F ⊂ L, which proves Theorem 2. 
Remark. From Theorems 1 and 2 it follows that the set of essentially non-normal numbers
is generic in the topological sense as well as in the sense of fractal geometry, nevertheless
this set is small from the measure theoretical point of view. Since the set L contains a
dense Gδ-set F , we conclude that both the set Vs of normal numbers and the set Ws of
quasinormal numbers are of the first Baire category.
3. Sets of essentially non-normal numbers as supports of singular probability
distributions
Let us construct examples of probability distributions on the unit interval supported by
the set Ap described in Section 2. To this end we consider the random variable
ξ =
∞∑
s−kηk, (5)
k=1
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bilities pik (pik  0,
∑s−1
i=0 pik = 1) correspondingly. The distribution of ξ is of pure type
(in the sense of, e.g., [10]). Necessary and sufficient conditions for absolute continuity,
for discreteness resp. singular continuity are well known (see, e.g., [7]). The properties
of the distribution of ξ are completely determined by the matrix ‖pik‖. In the sequel we
shall consider only continuously distributed random variables ξ , which is equivalent to the
following condition:
∞∏
k=1
max
i
pik = 0. (6)
Let Fξ be the distribution function of ξ . The set
Sξ =
{
x: Fξ (x + ε)− Fξ (x − ε) > 0,∀ε > 0
}
is said to be the topological support of ξ . It is the minimal closed set supporting the distri-
bution of ξ .
Let us divide the set of positive integers by using the construction of the set Ap in the
following way:
N =
s−1⋃
i=0
Ni ∪ N˜,
where Ni is the set of position’s numbers such that the digit “i” is fixed (see the description
of the set Ap), i.e.,
Ni =
∞⋃
m=0
{
rm + 2m(sp + i)+ 1, rm + 2m(sp + i)+ 2, . . . , rm + 2m(sp + i) + 2m
}
,
and N˜ is the set of position’s number k such that the digit αk may be chosen independently
from the set A, i.e.,
N˜ =
∞⋃
m=0
{rm + 1, rm + 2, . . . , rm + 2msp}.
It is easy to choose the distribution of ηk to get the set Ap as the topological support of
the random variable ξ. To this end one can put pik > 0 (∀i ∈ A) iff k ∈ N˜ , and pik = 1 iff
k ∈ Ni .
As we have mentioned above, to prove the superfractality of the set L of essentially
non-normal numbers it is enough to prove that L ⊃ Ap and that α0(Ap)  pp+1 . To this
end we give some additional definitions.
Let ν be a continuous probability measure on the Borel subsets of [0,1]. The ν-
Hausdorff–Billingsley measure of a subset E is defined as follows:
Lν(E,α) = lim
ε→0
{
inf
ν(Ej )ε
∑
j
να(Ej )
}
= lim
ε→0Lν(E,α, ε),
where
⋃
Ej ⊃ E.j
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mension of the set E. If ν is Lebesgue measure on [0,1] and the set Ej are closed s-adic
rank intervals, then αν(E) = α0(E) (see, e.g., [6] for details).
Proposition.
α0(Ap)
p
p + 1 .
Proof. Let us consider two continuous probability measures generated by distributions of
the random variable ξ with different matrices ‖pik‖.
If for all k ∈ N the random variables ηk take values 0,1, . . . , s − 1 with probabilities
1
s
, 1
s
, . . . , 1
s
, then ξ is uniformly distributed on the unit interval and the measure Pξ = λ is
Lebesgue measure on the unit interval.
If the random variable ηk takes values 0,1, . . . , s − 1 with probabilities 1s , 1s , . . . , 1s , iff
k ∈ N˜ , and the random variable ηk takes the value “i” with probability 1 for k ∈ Ni, then
ξ has a Cantor type singular continuous distribution and the measure Pξ = µ is supported
by the set Ap .
Let x be an arbitrary fixed real number from the set Ap , and let ∆n(x) be the cor-
responding s-adic closed interval of rank n containing x. For the number n there exist
numbers m ∈ N and j (n) = j ∈ N such that rm < n rm+1 and n = rm + j .
If 1 j  sp2m, then
µ
(
∆n(x)
)= s−(sp(2m−1)+j), λ(∆n(x))= s−(s(p+1)(2m−1)+j).
So,
lnµ(∆n(x))
lnλ(∆n(x))
= sp(2
m − 1)+ j
s(p + 1)(2m − 1)+ j 
p
p + 1 .
If sp2m + 1 j  s(p + 1)2m, then
µ
(
∆n(x)
)= s−(sp(2m−1)+sp2m), λ(∆n(x))= s−(s(p+1)(2m−1)+sp2m+lm),
where 1 lm  s2m.
In such a case we also have
lnµ(∆n(x))
lnλ(∆n(x))
= sp(2
m − 1)+ sp2m
s(p + 1)(2m − 1)+ sp2m + lm 
p
p + 1 .
Therefore, for any x ∈ Ap the following inequality holds:
lim
n→∞
lnν(∆n(x))
lnλ(∆n(x))
 p
p + 1 .
Therefore, from Billingsley’s theorem [6] it follows that
αλ(Ap)
p
p + 1 · αµ(Ap).
Since the set Ap is the topological support of µ, we have µ(Ap) = 1, and, hence,
αµ(Ap) = 1. As we have mentioned before αλ(E) = α0(E) for any subset E ⊂ R.
Therefore, α0(Ap) pp+1 . 
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Let us recall the notion of the Q∗-representation of real numbers. Let Q∗ = ‖qij‖,
i ∈ N0s−1, j ∈ N , be a matrix with the following properties:
1) qij > 0; 2)
s−1∑
i=0
qij = 1; 3)
∞∏
j=1
max
i
qij = 0.
By using the matrix Q∗, we define the Q∗-partition of the unit interval [0,1].
I step. We divide [0,1] from the left to the right into s closed intervals ∆Q∗0 , ∆Q
∗
1 , . . . ,
∆
Q∗
s−1, with |∆Q
∗
i | = qi1. We call the ∆Q
∗
i “first rank cylindrical intervals”.
II step. We divide (from the left to the right) each of the closed first rank interval ∆Q∗i1
into s closed intervals, called second rank cylindrical intervals, whose lengths are in the
following proportion: q02 : q12 : · · · : q(s−1)2.
nth step. We divide (from the left to the right) each of the closed (n − 1)th rank inter-
val ∆Q
∗
i1i2...in−1 into s closed intervals of the nth rank, whose lengths are in the following
proportion: q0n : q1n : · · · : q(s−1)n.
It is not hard to prove that∣∣∆Q∗i1i2...in ∣∣= qi11 · qi22 · · ·qinn → 0 (n → ∞),
and the sequence of imbedded closed intervals ∆Q
∗
i1
⊃ ∆Q∗i1i2 ⊃ · · · ⊃ ∆
Q∗
i1i2...in
⊃ · · · has a
unique common point x.
Conversely, if a point x is not an end-point of any closed interval of the above partition,
then for the point x there is a unique sequence of imbedded cylindrical intervals ∆Q
∗
α1(x)
⊃
∆
Q∗
α1(x)α2(x)
⊃ · · · ⊃ ∆Q∗α1(x)...αn(x) ⊃ · · · having a unique common point x.
Symbolically we write
x = ∆Q∗α1(x)α2(x)...αn(x).... (7)
(7) is called the Q∗-representation of x. If a point x is an end-point of some closed interval
of the above partition, then x has two Q∗-representations.
The Q∗-representation of real numbers is a generalization of s-adic expansions for real
numbers (if qik = 1s ,∀i ∈ A,∀k ∈ N , then we obtain the classical s-expansion). The re-
strictions of the family of possible ε-coverings to the family of Q∗-cylindrical intervals
give rise to the corresponding Hausdorff measure H ∗α . Of course, Hα(E)  H ∗α (E), and
α0(E)  α∗0(E) for any subset E ⊂ [0,1]. If infi,k qik > 0, then α0(E) = α∗0(E) for any
subset E ⊂ [0,1] (see, e.g., [3]).
Let the matrix Q∗ = ‖qik‖ be fixed. Let N∗i (x, k) be the number of digits “i” among
the first k digits of the Q∗-representation of x. If the limit limk→∞
N∗i (x,k)
k
exists, then this
limit is said to be the asymptotic frequency of the digit “i” in the Q∗-representation of x,
and we shall use a notation ν∗(x).i
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lim
k→∞
(
N∗i (x, k)
k
− qi1 + qi2 + · · · + qik
k
)
= 0. (8)
Proof. Let Ωk = {0,1, . . . , s − 1}, Ak = 2Ωk , νk(i) = qik , where the numbers qik are
elements of the fixed matrix Q∗ = ‖qik‖.
Let us consider the infinite product of probability spaces:
(Ω,A, ν) =
∞∏
k=1
(Ωk,Ak, νk)
and the measurable mapping f :Ω → [0,1], defined for any element ω = (ω1,ω2, . . . ,
ωk, . . .) ∈ Ω as follows: f (ω) = ∆Q∗ω1ω2...ωk....
The cylindrical intervals of the Q∗-partition are images of the cylindrical sets from the
space Ω under the mapping f , and cylindrical intervals of the Q∗-partition generates Borel
σ -algebra on [0,1]. So, the mappings f and f−1 are measurable.
For any Borel subset U ⊂ [0,1] we define the image measure ν∗: ν∗(U) = ν(f−1(U)),
where f−1(U) = {ω: ω ∈ Ω,f (ω) ∈ U}. The measure ν∗ coincides with Lebesgue mea-
sure λ on the unit interval.
Let us consider the following sequence of independent random variables ψ(i)k on
(Ω,A, ν):
ψ
(i)
k = ψ(i)k (ω) = ψ(i)k (ωk) = 0 if ωk = i, and ψ(i)k = 1, if ωk = i.
So, the r.v. ψ(i)k has the following distribution:
ψ
(i)
k 0 1
1 − qik qik
By using the strong law of large numbers, for ν-almost all ω ∈ Ω the following equality
holds:
lim
k→∞
(ψ
(i)
1 +ψ(i)2 + · · · +ψ(i)k )−M(ψ(i)1 +ψ(i)2 + · · · +ψ(i)k )
k
= 0.
Let I(Q∗) be the set of all Q∗-irrational real numbers of the unit interval, i.e., the set
of real numbers whose Q∗-representation does not contain periods “(0)” or “(s − 1)”.
The set [0,1] \ I(Q∗) is countable. Let I(Ω) = f−1(I(Q∗)). The set Ω \ I(Ω) is
also countable. ν(I(Ω)) = ν∗(I(Q∗)) = 1, since the measures ν and ν∗ are continuous.
The mapping f is a bijection between I(Ω) and I(Q∗). Therefore, ν(E) = ν∗(f (E))
for any subset E ∈ A, and any real number x ∈ I(Q∗) uniquely determines the se-
quence ω1(x),ω2(x), . . . ,ωk(x), . . . such that x = f (ω(x)) and the sequence {ψ(i)k (x)} =
{ψ(i)k (ω(x))} = {ψ(i)k (ωk(x))}, where ψ(i)k (x) is equal to the number of the digit “i” on the
kth position of the Q∗-representation of x. Therefore, for λ-almost all x ∈ [0,1]:
lim
k→∞
(ψ
(i)
1 (x)+ ψ(i)2 (x) + · · · + ψ(i)k (x)) − M(ψ(i)1 (x)+ ψ(i)2 (x) + · · · + ψ(i)k (x))
k
= 0.
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all x ∈ [0,1] we have:
lim
k→∞
(
N∗i (x, k)
k
− qi1 + qi2 + · · · + qik
k
)
= 0.
Let
Ti =
{
x: lim
k→∞
(
N∗i (x, k)
k
− qi1 + qi2 + · · · + qik
k
)
= 0
}
and T =
s−1⋂
i=0
Ti.
Since λ(Ti) = 1,∀i ∈ A, we conclude that λ(T ) = 1, which proves the theorem. 
From Theorem 3 an unexpected conclusion follows:
Corollary. There exist Q∗-representations of real numbers such that for Lebesgue almost
all x ∈ [0,1] the asymptotic frequencies of all digits do not exist.
Proof. Let s = 3 and let the matrix Q∗ be of the following structure:
qik = 19 if k ∈ Di, and qik =
4
9
if k ∈ N \Di,
where Di =⋃∞n=0{(i + 1)4n, (i + 1)4n + 1, . . . , (i + 2)4n − 1}, i ∈ {0,1,2}. Let us show
that for all i ∈ {0,1,2} the limit limk→∞ qi1+qi2+···+qikk does not exist.
Let k′n = 4n+1 − 1. Then qi1 + qi2 + · · · + qik = 4
n+1−1
3 ,∀i ∈ {0,1,2}. So,
lim
n→∞
qi1 + qi2 + · · · + qik′n
k′n
= 1
3
.
Let us consider another sequence k′′n = 2 · 4n − 1. In such a case we have: q01 + q02 +
· · · + q0k = 4n−13 + 19 · 4n = 4
n+1−3
9 , and
lim
n→∞
q01 + q02 + · · · + q0k′′n
k′′n
= 2
9
= 1
3
.
If i ∈ {1,2}, then qi1 + qi2 + · · · + qik = 4n−13 + 49 · 4n = 7·4
n−3
9 , and
lim
n→∞
qi1 + qi2 + · · · + qik′′n
k′′n
= 7
18
= 1
3
.
Therefore, for all i ∈ {0,1,2} the limit limk→∞ qi1+qi2+···+qikk does not exist, and from
Theorem 3 it follows that for Lebesgue almost all x ∈ [0,1] and, for all i ∈ {0,1,2},
limk→∞
N∗i (x,k)
k
does not exist. 
In the sequel we restrict our attention to the case where the matrix Q∗ has the following
asymptotic properties:
lim
n→∞qik = qi > 0, ∀i ∈ A. (9)
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representation (or Q∗-normal), if for any Q∗-symbol “i” the asymptotic frequency ν∗i (x) =
limk→∞
N∗i (x,k)
k
exists and ν∗i (x) = qi .
In other words, a number x is said to be Q∗-normal if x ∈ VQ∗ [q0, q1, . . . , qs−1], where
VQ∗ [q0, q1, . . . , qs−1] =
{
x: lim
k→∞
N∗i (x, k)
k
= qi,∀i ∈ A
}
.
The notion of the Q∗-normal numbers is well defined because of the following assertion.
Proposition. If condition (9) holds, then
λ
(
VQ∗ [q0, q1, . . . , qs−1]
)= 1. (10)
Proof. From condition (9) it follows that qi1+qi2+···+qik
k
→ qi,∀i ∈ A, and we obtain the
desired equality (10) as the direct consequence of Theorem 3. 
Remark. It is easy to see that the set VQ∗ [q0, q1, . . . , qs−1] remains of full Lebesgue mea-
sure if we change condition (9) into the following less restrictive condition:
lim
k→∞
qi1 + qi2 + · · · + qik
k
= qi > 0, ∀i ∈ A.
The latter condition admits some non-essential oscillations of the sequences {qik}, but nev-
ertheless this condition allows to formulate normal properties of real numbers in terms of
asymptotic frequencies of Q∗-digits.
Let (ν0, ν1, . . . , νs−1) be a stochastic vector, and let
WQ∗ [ν0, ν1, . . . , νs−1] =
{
x: ν∗i (x) = lim
k→∞
N∗i (x, k)
k
= νi,∀i ∈ A
}
.
Theorem 4. If the matrix Q∗ has the asymptotic property (9), then the Hausdorff–
Besicovitch dimension of the set MQ∗ [ν0, ν1, . . . , νs−1] is equal to
α0
(
WQ∗ [ν0, ν1, . . . , νs−1]
)= ∑s−1k=0 νi lnqi∑s−1
k=0 qi lnqi
. (11)
Proof. If all columns of the matrix Q∗ are equal, i.e., qik = qi,∀i ∈ A, then the Q∗-
representation is said to be Q-representation of real numbers. For such a simple case,
equality (11) has been proven in [17].
Let α1(x),α2(x), . . . , αk(x), . . . be the symbols of the Q-representation of x, i.e., x =
∆
Q
α1(x)α2(x)...αk(x)...
. Let us consider the following mapping f :
f (x) = f (∆Qα1(x)α2(x)...αk(x)...) = ∆
Q∗
α1(x)α2(x)...αk(x)...
.
We shall show that the mapping f is a DP-transformation (see, e.g., [1]), i.e., ∀E ∈ [0,1]:
α0(E) = α0(f (E)). The mapping f coincides with the distribution function of the ran-
dom variable with independent Q-symbols for which the matrix P ∗ coincides with our
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terval ∆Q
∗
α1(x)α2(x)...αk(x)
of the Q∗-representation is the image of the cylindrical interval
∆
Q
α1(x)α2(x)...αk(x)
of the Q-representation under the mapping f . So,
λ
(
∆
Q
α1(x)α2(x)...αk(x)
)= k∏
j=1
qαj (x),
and
µ
(
∆
Q
α1(x)α2(x)...αk(x)
)= λ(f (∆Qα1(x)α2(x)...αk(x)))= λ(∆Q∗α1(x)α2(x)...αk(x))
=
k∏
j=1
qαj (x)j .
Let us consider the following limit:
B(x) = lim
k→∞
logµ(∆Qα1(x)α2(x)...αk(x))
logλ(∆Qα1(x)α2(x)...αk(x))
= lim
k→∞
∑k
j=1 logqαj (x)j∑k
j=1 logqαj (x)
= lim
k→∞
∑k
j=1 log(qαj (x)j · ταj (x)j )∑k
j=1 logqαj (x)
= lim
k→∞
[
1 +
1
k
∑k
j=1 log ταj (x)j
1
k
∑k
j=1 logqαj (x)
]
.
Since ταj (x)j =
qαj (x)j
qαj (x)
→ 1 (j → ∞), and 0 < qik < 1, we have: B(x) = 1, ∀x ∈
(0,1). Therefore, as a consequence of Billingsley’s theorem [6] and their generalizations
[17] for the Q-representations, for any subset E ∈ [0,1] we have: α0(E) = αλ(E) = 1 ·
αλ(E) = α0(f (E)). Since f (WQ[ν0, ν1, . . . , νs−1]) = WQ∗ [ν0, ν1, . . . , νs−1], we get the
desired equality (11). 
Remark. If the asymptotic property (9) holds, then, by using the methods developed in
Sections 2 and 3, it is not hard to prove that the set of real numbers having no frequency of
any Q∗-symbols is a superfractal set of the second Baire category. Since the above defined
strictly increasing continuous mapping f preserves the Hausdorff–Besicovitch dimension,
it is enough to prove the statement for the Q-representation. To prove the topological gen-
erality of the set of real numbers having no frequency of any Q∗-symbols, it is enough to
rewrite the proof of Theorem 2 changing the s-adic intervals into cylindrical intervals of
the Q∗-representation.
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