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Interference alignment is a new technique combining transmitter precoding
and receiver interference suppression to achieve the optimal multiplexing gain
in interference networks by exploiting knowledge of channel state information
of all transmission links. So far closed form solutions for the transmit lters
have only been found in certain cases. Also the feasibility of interference
alignment schemes based on symbol extensions, over a limited number of
signalling dimensions, is still an open problem.
In this work we investigate the performance in terms of bit error rates, of
interference alignment schemes at intermediate signal-to-noise ratios, through
Monte Carlo simulations. We focus our attention on the three and four
users time-varying interference channel, using both the closed form solutions
known at present as well as iterative algorithms. We then investigate the
impact of noisy channel state information on the performances of some of
the interference alignment systems considered.
In the single input single output interference channel the closed form so-
lutions of the interference alignment cause considerably dierent bit error
rates for the dierent nodes in the network. In the multiple input multiple
output interference channel we exhibit that bit error rate saturates at moder-
ate signal-to-noise ratios when interference alignment schemes are infeasible
and even when they are feasible, some of the analyzed algorithms show un-
predictable behaviors by deteriorating the performance as the signal-to-noise
ratio exceeds a threshold. Further renements are necessary in order to
obtain better bit error rates in these cases. We evince that additional im-
provements are also needed to the original interference alignment schemes in
order to mitigate their sensitivity to noisy channel state information.
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Introduction
Interference is one of the fundamental characteristics of wireless communi-
cation systems, in which multiple transmissions occur simultaneously over
a common communication channel. Since interference is one of the limiting
features of a wireless network, how to deal with it optimally is one of the
most important aspects of communication in a multiuser scenario.
In most existing wireless communication systems interference is handled
by coordinating the users to orthogonalize the channel access or by increasing
the transmission power and treating the interference from other transmitters
as noise. The rst approach is the basis of time or frequency division medium
access schemes while, in the second case, single user encoding/decoding usu-
ally suces if interference is weak. When interference is strong, the decod-
ability of the desired signals can be aected so that it might be necessary
to resort multi-user detection techniques. In most of the cases, however, the
complexity of such techniques prevents their applicability in practice [20].
In the last times research has focused on how to intelligently exploit
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the knowledge of any characteristics of the channel (e.g. the realizations of
the channel or only their statistics) in order to improve the reliability and
the throughput of wireless communication systems, at both the receiver and
the transmitter sides. Knowledge of the channel state at the transmitter
side, particularly, permits to substantially improve the overall performances
[23]. Since the presence of a feedback channel between the receiver and
the transmitter is often a reasonable assumption, further research has also
been accomplished in order to optimize and reduce the amount of feedback
necessary to be fed back at the transmitter [29]. A large number of techniques
using only partial or quantized channel information at the transmitter side
have therefore been presented (e.g. [30]).
An overview of several approaches for handling interference in multicell
multiple input multiple output (MIMO) systems is given in [24], while a sum-
mary of the last interference management techniques available for 4G orthog-
onal frequency division multiplexing (OFDM) systems with an emphasize on
Long Term Evolution (LTE) can be found in [31]. For an overview of the
LTE and LTE-Advanced standards we refer to [32], [33], [34].
While most of the work, both theoretical (e.g. in terms of capacity charac-
terizations) and practical (e.g. in terms of transmit and receive techniques),
since the introduction of multiple antennas in wireless communications refers
to the MIMO multiple-access channel and the MIMO broadcast channel [20],
more recently a new interest for the interference channel (IC) has come back.
The interference channel [1] is the mathematical model for a communi-
cation network where the transmission medium is shared by a number of
pairs of transmitter and receiver, and each sender communicates information
only to its receiver and generates interference to all the others. The capac-
ity region of the interference channel is dicult to obtain and remains still
unknown in general. In the last two years, however, the research has moved
to the multiplexing gain characterization of interference networks and a new
technique called interference alignment has been presented.
Interference alignment is basically a combination of linear precoding at1.1. Motivation 3
the transmitters and interference suppression at the receivers that permits
to achieve the optimal multiplexing gain of interference networks. After the
work presented in [2] a large number of publications on interference channels
and interference alignment came to light [3]{[16].
1.1 Motivation
Interference alignment permits to achieve the optimal multiplexing gain of
interference networks. At the present, the optimality of this scheme has been
reported only for some specic cases and exact solutions on its achievability
are yet unknown in general. Furthermore in some cases the optimality is
guaranteed only in the high signal-to-noise (SNR) ratios regime.
The main insight of this work is to evaluate, through Monte Carlo simula-
tions, the performances at intermediate SNR values of interference alignment
schemes employing both the only exact form solutions of interference align-
ment known at the present, as well as some iterative algorithms present in
literature. We also evaluate the impact of noisy channel state information
(CSI) on the performances of some of the implemented systems.
At the time of starting of this work, all the works present in literature
had characterized this new scheme only in terms of sum capacity, showing
its optimality in the high SNR regime, and no other performance metrics
had been given. This has motivated us to evaluate interference alignment in
terms of bit error rates when perfect or noisy CSI are available.
1.2 Outline
This thesis is organized as follows. In Chapter 2 we present the technical
background materials needed to understand the following. We assume how-
ever that the reader is familiar with some basic notions of linear algebra and
matrix calculus. In Chapter 3 we discuss in detail the interference alignment4 Chapter 1. Introduction
technique, giving the general expressions of the known closed form solutions
at the present and exhibiting the iterative algorithms used in the simulations.
Chapter 4 presents the general model of the noisy channel state information
that we use through this work. Finally in Chapter 5 we explain the model
used for our simulations specifying the general expressions introduced in the
previous chapters and we discuss the results of our simulations. We conclude
our work with some last remarks in Chapter 6.Chapter 2
Preliminaries
In this chapter we present the context in which this work takes place and
furthermore we give the technical background needed to understand the fol-
lowing. We start providing a brief overview of interference channels and
systems that employ transmitter precoding. We then introduce the interfer-
ence alignment scheme, presenting the main characteristics of this technique.
We conclude the chapter by presenting the channel model and the system
model that have been used in this work.
2.1 Interference Channels
The interference channel is a mathematical model for a communication net-
work where the transmission medium is shared by a number of pairs of trans-
mitter and receiver. Each transmitter communicates information only to its
desired receiver and subsequently generates interference to all the receivers.
The interference channel has been dened for the rst time in [1] and since
then there has been a lot of research in order to establish the capacity limits
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of interference networks. However the capacity region has been found only
in special cases and it remains unknown in general. In a K user interference
network a one-to-one correspondence exists between all the transmitters and
the receivers so that there are K principal links and K(K   1) interfering
links. An example of interference network is given by Figure 2.4.
When all the nodes in the network are equipped with only one antenna
the interference channel is usually referred to as single input single output in-
terference channel (SISO-IC). Similarly, we denote as multiple input multiple
output interference channel (MIMO-IC) an interference network in which the
nodes are equipped with multiple antennas. In the latter case, if the transmit-
ters exploit the available multiple antennas to send independent data streams
to their respectively receivers, each of these streams will also undergo inter-
ference from the other streams of the same transmitter in addition to the
interference caused by the other transmitters in the network.
2.2 CSIT and Transmit Precoding
The benets of channel knowledge at the transmitter side are well established.
When channel state information are available to the transmitter (CSIT) it is
possible to adapt the transmitting signal to the channel conditions so that
signicant improvements of the performance are obtainable [23]. The broad
class of processing techniques that permits to exploit the availability of chan-
nel state information at the transmitter, is referred to as transmit precoding
or beamforming. The processing is performed just before transmitting the
signal over the channel. A simple model for a system with transmit precoding
is depicted in Figure 2.1.
bk  bk
AWGN
Encoder Precoder Channel Decoder
Figure 2.1: System with transmit precoding.2.2. CSIT and Transmit Precoding 7
There are mainly two ways for obtaining CSIT: invoking the reciprocity
principle for wireless communications or using a feedback channel from the
receiver to the transmitter. The two methods are illustrated in Figure 2.2
and Figure 2.3.
HA B
Transmitter A Receiver B
HB A
Figure 2.2: CSIT obtained using the reciprocity principle.
The reciprocity principle states that the transfer function of the chan-
nel between the transmitting antenna and the receiving antenna at time t
is identical to the transpose of the channel between the receiving and the
transmitting one at time t, provided that the two channels use the same fre-
quency. This is not possible in real full duplex communication systems as
the forward and the reverse channel cannot use the same frequency, time and
spatial coordinates. Nevertheless the principle can still hold if the dierences
in any of those are suciently small compared to the channel variations in
the same dimensions.
HAB
Transmitter A Receiver B
Figure 2.3: CSIT obtained by feedback.
Another way to obtain CSIT is using feedback. In this case the forward
channel between the transmitter and the receiver is measured using, for in-
stance, pilot symbols known at both sides and the estimate of the real channel
is then sent back to the transmitter. Even if more attractive in practice, this
method imposes additional use of transmission resources and complexity at
both sides. Typical ways of communicating CSIT are piggybacking or us-
ing a dedicated feedback channel, which is often assumed to be limited by,8 Chapter 2. Preliminaries
for example, some rate constraints. Techniques for reducing the amount of
feedback to be transmitted have been extensively investigated and are still
objectives of research [23], [25], [29], [30].
In general, in a system that employs transmit precoding, at the sender side
the encoder is followed by the precoder which processes the information signal
before sending it over the channel. Analogously, the receiver is equipped
with a decoder which gives an estimate of the original signal. The cascade of
precoder and channel acts as an eective channel and the receiving signal is
therefore simply the output signal of the cascade corrupted by white Gaussian
noise.
2.3 Introduction to Interference Alignment
Interference Alignment is a new scheme employing both linear precoding at
the transmitters and interference suppression at the receivers that permits
to achieve the optimal multiplexing gain of interference networks [2]. With
some fundamental distinctions, interference alignment can be applied to both
networks comprised of single antenna nodes and multiple antenna nodes.
We now recall some useful denitions. The capacity region C() of the
K user interference channel is the set of all achievable rate vectors R() =
(R1();R2();:::;RK()) for which all the users at the same time can reliably
communicate over the K principal links. Here,  indicates the signal to noise
ratio, dened as the total power across all the transmitters when the power
of the noise at each node is normalized to unity. The multiplexing gain r of
an interference network is dened as [17], [20]:
r = lim
!1
C()
log()
; (2.1)
where C is an achievable sum rate at signal to noise ratio . The multiplex-
ing gain is also denoted degrees of freedom or capacity pre-log factor of the
network.2.3. Introduction to Interference Alignment 9
As we stated before, the capacity characterization of interference networks
is unknown in general and very dicult to obtain. Despite this, a great deal
of eort has recently permitted to characterize the optimal multiplexing gains
of interference networks and to show how to achieve them with a new form of
transmit beamforming called interference alignment [2].The novelty brought
by the paper is that, instead of analyzing directly the capacity region, the
resource of interest being considered is the number of signalling dimensions
that each user can utilize to communicate without interference. The total
number of interference-free dimensions available for all the users thereby
determines the capacity pre-log factor of the network.
In the specic case of the interference alignment scheme, the transmit pre-
coding matrix processes di information streams in order to form the transmit
signal to be sent over the wireless channel. We indicate with (d1;d2;:::;dK)
the degrees of freedom distribution of the network or in other terms the
number of independent information streams transmitted per channel use by
transmitters 1;2;:::;K. At the receiver, assuming that all the interference
is aligned in the same subspace, in a sense that will be clear later, the elim-
ination of the interference is possible simply multiplying the received signal
by a zero-forcing interference suppression matrix.
To introduce the main features of the interference alignment scheme, con-
sider a single pair of transmitter and receiver. Since there is no interference,
communication using all available resources is possible. Let us say now that
another pair of transmitter and receiver wants to communicate over the same
medium. The most fair solution for each user is to communicate without in-
terference using only half the available resources, for example for half the
time or using half the available bandwidth. The question addressed is how
this result can be extended to more than two users. The answer proposed by
traditional orthogonal schemes like the time division multiple access (TDMA)
of the frequency division multiple access (FDMA) is that, if interference is to
be avoided in a medium shared between K users, each user has to get access
to a fraction 1=K of the available resources.10 Chapter 2. Preliminaries
The main contribution of [2] is to show that, regardless of the number of
the users, everyone can communicate without interference using half of the
available resources. Thus, with interference alignment, no more than half of
the total degrees of freedom is lost because of the interference, either with
single antenna nodes or with multiple antenna nodes. While the optimum
is achieved exactly in certain schemes when nodes have multiple antenna
nodes, the optimum is reached only asymptotically for high SNR for networks
composed of single antenna nodes.
Note that there interference alignment schemes can be constructed in any
dimensions such as time, either through propagation delays or coding across
time varying channels, frequency, either through Doppler shifts or coding
across dierent bands over frequency selective channels, and space, through
beamforming over dierent antennas. In this work we will consider only
interference alignment schemes constructed in signal space. Thus we will
not deal with schemes where the alignment of interference is constructed in
signal scale through, for instance, lattice codes [7].
2.4 Channel Model
The model for the wireless channel used throughout this work is the Rayleigh
fading channel model [17]. In a multipath environment the received signal is
given by a number of replicas of the transmitted signal, each of which reaches
the receiver with a dierent delay and experiences a dierent attenuation and
phase rotation due the dierences in the path lengths and the re
ections.
A discrete-time baseband channel model consists of a number of taps [17],
[18]. The assumption at the basis of the Rayleigh fading model is that in a
rich scattering environment the number of the re
ected and scattered paths
that contributes to each of the taps of the channel is large. In addition, it
is reasonable to assume that the scatterers are located far away from the
receiver and the distance travelled by the replicas are much larger than the
wavelength corresponding to the frequency of the transmitted signal. There-2.5. System Model 11
fore the phases of dierent paths are independent and each of the phases is
uniformly distributed between 0 and 2.
Since each tap is given by the sum of a large number of independent
random variables, by the Central Limit Theorem both the real part and the
imaginary part of all the taps are therefore Gaussian random variable and
each tap is in turn a circularly symmetric complex random variable. The
presence of a line-of-sight component will result in a nonzero channel mean
and the channel envelope will have Rician statistics, while if no line-of-sight
component is present the random variables will have zero mean and the
channel envelope will have Rayleigh statistics. In order to avoid degenerate
situations we will assume that the channel gains are bounded between a
minimum nonzero value a maximum nite value.
Furthermore, in the MIMO scenarios considered in this work we assume
also that the antennas are suciently spaced from each other to ensure decor-
relation of the channel elements. This is generally true since in a rich scatter-
ing environment the antenna spacing required for decorrelation is typically
=2 where  is the wavelength of the transmitted signal [20].
For simplicity we also assume that the channel is 
at-fading so that the
channel is characterized by a single tap and the convolution operation re-
duces to a simple multiplication. This model, however, can be also applied
in a frequency-selective environment by dividing the transmission band into
multiple narrow bands so that the fading experienced within each of these
subbands is still 
at. In addition, due to changes in the surrounding envi-
ronment the channel realizations will vary with time.
2.5 System Model
We consider a generic K user interference channel system where K transmit-
ters are sending independent information streams to K receivers simultane-
ously so that, besides the desired signal, each receiver experiences interference12 Chapter 2. Preliminaries
from K(K   1) transmitters. Figure 2.4 depicts an interference system with
K = 3 couples of transmitters and receivers.
H22
H11
H21
H31
H12
H32
H33
H23
H13
n2
V1
N T×d 3
NT×d 2
N T×d 1 d 1×N R
U1
H
d 2×N R
d3×N R
U2
H
U3
H
V2
V3
n1
n3
Figure 2.4: Interference network with K = 3 pairs of transmitter-receiver.
Each transmitter is equipped with NT antennas and each receiver has NR
antennas. The channel between the transmitter j and the receiver i at time t
is modeled by the NRNT channel matrix Hij(t). As we said before, we can
construct interference alignment scheme in time or frequency dimensions, so
the channel use index t can be used to describe equivalently one of these
dimension.
However to clarify the exposition we consider here that the index t in-
dicates the time and the channel coecients are time-varying independent2.5. System Model 13
complex Gaussian random variables with zero means and unit variances. In
fact, in a rich scattering environment, a frequency-
at MIMO channel can be
modelled as a time-varying matrix with complex Gaussian coecients [17],
[20]. A zero mean corresponds to a channel with Rayleigh statistics, while
a nonzero channel mean takes into account a direct line-of-sight path and
corresponds to the Rician statistics.
In this work we do not indicate explicitly the time index to avoid cum-
bersome notation.
We dene with xi the di 1 information vector for the ith transmitter at
time t, where di is the number of information streams transmitted per time
slot by the transmitter in question. Note that it must be di  NT.
Also, dening the NT  di transmit beamforming matrix for transmitter
i as Vi, the transmit signal is then given by si = Vixi. The columns of Vi
indicate the signaling vectors and represent the directions along which the
data symbols are beamformed before being transmitted over the channel.
The signal power at transmitter i is given by E

sH
i si

= Pi and since
we assume that the transmit lter is normalized to unit power so that
E

VH
i Vi

= 1 we can further write that E

sH
i si

= E

xH
i xi

= Pi, where
we indicate with Pi the available power at transmitter i.
The received signal vector at receiver i is hence given by
ri = HiiVixi +
K X
j=1;j6=i
HijVjxj + ni; (2.2)
where the rst term is the desired signal, the second summation comprises
all the interference caused by the other transmitters and ni is the NR  1
additive white Gaussian noise (AWGN) vector, modelled as an independent
and identically distributed complex Gaussian vector with zero mean and
covariance matrix E

nH
i ni

= 2
niINR; 8i 2 f1;2;:::;Kg. For simplicity
we assume that the noise power at each node is normalized to unit so that
2
ni = 1; 8i 2 f1;2;:::;Kg and the noise covariance matrix reduces to the
identity matrix: E

nH
i ni

= INR; 8i 2 f1;2;:::;Kg.14 Chapter 2. Preliminaries
We indicate the decoding NR  di matrix, also called interference sup-
pression matrix, for the receiver i as Ui. We will later assert that the multi-
plication of the received signal by UH
i permits to suppress all the interference
at receiver i and also decouples the di transmitted streams.
Finally, the di  1 signal vector after interference suppression can be
expressed as
yi = U
H
i HiiVixi +
K X
j=1;j6=i
U
H
i HijVjxj + U
H
i ni: (2.3)
Assuming that at receiver i the interference from all the unintended trans-
mitters is perfectly aligned, in a sense that will be claried later, the multipli-
cation by the interference suppression matrix eliminates all the interference
so that the second term is nullied, and we can write
yi = U
H
i HiiVixi +  ni (2.4)
where  ni = UH
i ni is the eective noise after the suppression of interference.
We also note that the cascade of beamforming matrix, channel and interfer-
ence suppression matrix acts as an eective channel  Hii = UH
i HiiVi and we
can further write
yi =  Hiixi +  ni: (2.5)
It is now possible to apply the zero-forcing channel equalizer to get a
replica of the transmitted symbols corrupted by the Gaussian noise amplied
by the interference suppression lter and the zero-forcing equalizer:
^ xi = xi +
h  H
H
ii  Hii
 1  H
H
ii
i
U
H
i ni; (2.6)
where we have implicitly dened with Ci =
  HH
ii  Hii
 1  HH
ii the zero-forcing
equalizer for the eective channel.Chapter 3
Interference Alignment
In this chapter we present in detail the interference alignment schemes that
have been addressed in this thesis. We rst introduce the main features
of this scheme and some of diculties connected with the alignment of the
interference in a multi-user network. We then specify the general system
model introduced previously in the two main cases studied here, networks
composed of nodes equipped with one antenna and networks of multiple an-
tenna nodes. Closed form solutions of the interference alignment problem are
specied and for the case of multiple antenna nodes two iterative algorithms
have also taken into account. We conclude the chapter with an analysis of
the feasibility of interference alignment schemes.
3.1 Interference Alignment
As introduced before, recently the investigation on the interference channel
has moved to the multiplexing gain characteristics of interference networks
and new results have been achieved in terms of approximate capacity char-
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acterizations. One of the main contributions has been given by [2], which
establishes a new bound for the sum capacity of the K user interference
channel with time or frequency varying channel coecients and proves its
achievability through a new technique called interference alignment.
The basic idea of interference alignment, abbreviated as IA, is to con-
struct transmit signals in such a way that the interference caused at all the
unintended receivers overlaps onto the same subspace while they still re-
main separable at the receivers where they are desired [2]. If this happens,
interference suppression is possible simply by zero-forcing the interference
at each receiver. Interference alignment is thus a combination of transmit
precoding at the transmitters and interference suppression at the receivers,
though the core of this method basically resides in the design of the transmit
beamforming matrices.
3.1.1 The alignment of interference
The core of interference alignment schemes is the design of the beamforming
matrices in such a way that, at each receiver in the network, the interference
caused by all the unintended transmitters is aligned in the same subspace so
that its elimination is possible by simply projecting the received signal onto
the orthogonal complement of this subspace, which is accomplished through
the multiplication by the interference suppression matrix.
To clarify this concept and introduce the problem, consider Figure 3.1
that shows the situation at receiver i, assuming that there are two other
transmitters, j and k, present. Here we consider a MIMO scenario, with
NT = NR = 2 and di = dj = dk = 1. The dimension of the receive signal
space is equal to the number NR of receiving antennas, two in this case.
Figure 3.1 depicts the perfect alignment of the interference at receiver i.
In fact, the interference caused by transmitters j and k perfectly aligns in a
one dimensional subspace and, indicated with span(A) the column space of
the matrix A or rather the subspace spanned by the columns of A, we write:3.1. Interference Alignment 17
span(HijVj) = span(HikVk): (3.1)
Therefore the suppression of all the interference is possible by projecting
the received signal yi onto the orthogonal space of the interference. De-
note the null space1 of the matrix A by null(A), and assuming that (3.1) is
satised, the interference suppression matrix for the receiver i is given by
Ui = null
 
[HijVj]
H
= null
 
[HikVk]
H
; (3.2)
where the transpose operation is necessary since we are looking for the left
null space of the interference that is the orthogonal complement of the column
space. On the other hand the energy of the signal part that lays in the
interference subspace is lost after the projection on UH
i .
HijVj
HikVk
HiiVi
Ui
HHiiVi
Figure 3.1: Perfect alignment at receiver i of the interference caused by
transmitters j and k.
Consider now a generic K user interference channel. In order to under-
stand the problem of interference alignment, we focus our attention on two
particular transmitters, for instance 1 and 2, and two receivers where they
cause interference, for instance 3 and 4. Interference alignment implies that,
1The null space of an m  n matrix A is the set of the solutions of the homogeneous
equation Ax = 0, i.e. null(A) = fx 2 Rn : Ax = 0g18 Chapter 3. Interference Alignment
at receivers 3 and 4, the following constraints should be satised:
span(H31V1) = span(H32V2) (3.3)
span(H41V1) = span(H42V2): (3.4)
Considering equal number of dimensions at all nodes, as it will be clear
further on, the channel matrices are square and thus invertible, and, solving
the above relationships for V1 and V2 respectively, we have
span(V1) = span(H
 1
31 H32V2) (3.5)
span(V2) = span(H
 1
42 H41V1) (3.6)
and, substituting for V2 in the rst one and introducing the transformation
e T1 = H
 1
31 H32H
 1
42 H41, we can further write
span(V1) = span(H
 1
31 H32H
 1
42 H41V1) = span(e T1V1): (3.7)
Analogously, the same should happen with all the other transmitters and
receivers so that each alignment constraint implies a new constraint on V1
like (3.7), that must be satised at the same time, so that:
span(V1) = span(e T1V1) = span(e T2V1) = ::: = span(e TLV1) (3.8)
for an increasing number of constraints L as the number of users K increases.
For further details we refer to [2] and [7].
At the time of writing of this thesis, closed form solutions of the interfer-
ence alignment problem are not known in general and exist only in certain
cases. In the following, we investigate closed form solutions for the K user
interference channel, when the nodes are equipped with only one or more
antennas. The solution for the former case is established on beamforming
over multiple symbol extensions of the original channel, while the solution
in the latter restorts to eigenvectors and exist only for the three user chan-
nel. When the nodes are equipped with multiple antennas we also consider
distributed algorithms that permit to achieve the alignment of interference
iteratively.3.2. Interference Alignment for SISO Systems 19
3.2 Interference Alignment for SISO Systems
We rst consider an interference network consisting of K single antenna
nodes. In order to construct interference alignment schemes in a network
with nodes equipped with one antenna, we must consider symbol extensions
of the original channel.
Following [2], we rst denote the M symbols transmitted over M time
(or frequency) slots as a supersymbol. According to the notation of Sec-
tion 2.5 and indicating explicitly the time index t, the symbol extensions of
the transmitted symbol si is hence dened as:
si(t) =
2
6 6 6
4
si(M(t   1) + 1)
si(M(t   1) + 2)
. . .
si(Mt)
3
7 7 7
5
: (3.9)
Analogously, considering the M symbol extensions of the original channel
between each transmitter and receiver, each channel path between every
couple of transmitter and receiver is described by a M M diagonal matrix.
The elements on the diagonal are independent identically distributed complex
Gaussian random variables with zero means and unit variances, bounded
between a nonzero minimum value and a nite maximum value, representing
the channel fading coecient in each time slot or frequency band.
There is no distinction if symbols extensions are considered in the time
domain (in which case they represent dierent time slots in a time-varying
channel) or in the frequency domain (where they represent orthogonal fre-
quency bands in a frequency-selective channel). From the degrees of freedom
point of view, the optimality of this scheme is then achieved only asymptot-
ically, requiring long symbol extensions [2].
As in Section 2.5 we indicate the number of information streams trans-
mitted by transmitter i as di. The beamforming matrix Vi has dimensions
M  di and similarly the interference suppression matrix UH
i is di  M.20 Chapter 3. Interference Alignment
In the extended channel the di independent data symbols transmitted at
time t, given by x
(k)
i (t)k = 1;2;:::;di are precoded with the M  di matrix
Vi(t). In other words, the kth column vector of the matrix Vi(t), indicated
by Vi[?k](t), indicates the beamforming vector along which the kth symbol,
out of di, is sent. We can further write:
si(t) =
di X
k=1
x
(k)
i (t)Vi[?k](t) = Vi(t)xi(t): (3.10)
At receiver 1, in order to obtain d1 interference-free dimensions from a
total of M, we must ensure that the total interference does not spread over
more than M   d1 dimensions. In order to have this, the interference from
transmitters f2;3;:::;Kg must be perfectly aligned at receiver 1, which is
expressed by the following condition:
H12V2 = H13V3 = H14V4 = ::: = H1KVK: (3.11)
At receiver 2, to obtain d2 interference-free dimensions, we must ensure that
the subspace spanned by the interference from transmitter 1 contains all the
interference caused by the others K   2 transmitters. This is expressed by
the following conditions:
H23V3  H21V1
H24V4  H21V1
. . .
H2KVK  H21V1 (3.12)
where A  B means that the column space of A is included in that of B.
Conditions similar to (3.12) must be satised at all the remaining K   2
receivers, so that all the interference at each of these receivers lays in the
same d1 dimensional subspace. In other words, the following relations must
be satised:
HijVj  Hi1V1; 8i = f3;4;:::;Kg; j 6= f1;ig: (3.13)3.2. Interference Alignment for SISO Systems 21
Once we nd precoding matrices that verify the above conditions, we
ensure that all the interference vectors are aligned at each receiver. However
this is not enough as we must also verify that the components of the desired
signal are linearly independent of the components of interference at all the
receivers, so that decoding of the original information streams is possible by
simply zero-forcing the interference.
At the ith receiver, the components containing the desired signal are
indicated by HiiVi while the interference is given by HijVj 8j 6= i. If we
assume that (3.11){(3.13) are satised, it must be veried that the columns
of the M  M dimensional matrix

HiiVi HijVj

(3.14)
are linearly independent for a given j. For instance, at the rst receiver we
should show that the square matrix

H11V1 H12V2

has rank M and simi-
larly we should do at the second receiver with the matrix

H22V2 H21V1

and so on at all the remaining receivers. It is here that the assumption of
varying channels is needed since without that it would not be possible, in
the SISO case, to prove the independence of the vectors carrying the desired
signal from the interference vectors. For the detailed proof, we refer the
interested reader to [2].
3.2.1 Closed form original beamforming design
We show in this section the beamforming design as originally presented in
the original paper [2].
It is important to note that it is not possible to construct an interference
alignment scheme for any given multiplexing gains (d1;d2;:::;dK) over any
M dimensional signal space. In fact, all the dimensions of interest are de-
pendent on the number of users in the system and, as the number of users
increase, the dimension of the space over which we are aligning the interfer-
ence must increase as well.22 Chapter 3. Interference Alignment
Assuming that a nonnegative integer n is given, the following relations
hold for a K users interference alignment system:
N = (K   1)(K   2)   1 (3.15)
M = (n + 1)
N + n
N (3.16)
d1 = (n + 1)
N (3.17)
di = n
N i = 2;3;:::;K: (3.18)
Note that d1 > d2 = d3 = ::: = dK, as equations (3.11){(3.13) imply.
In order to nd precoding matrices that obey the constraints for the
alignment of interference stated above, we now express these conditions in
an equivalent form. First of all we dene:
B =
 
H21
 1H23V3 (3.19)
Sj =
 
H1j
 1H13
 
H23
 1H21 8j = f2;3;:::;Kg (3.20)
T
[i]
j =
 
Hi1
 1HijSj 8i;j = f2;3;:::;Kg; j 6= i; (3.21)
Note that since here we are building an interference alignment scheme using
symbols extensions, the channel matrices Hij are diagonal and full rank [2],
so they are certainly invertible. Similarly, the T
[k]
j are full rank 8j;k and
moreover T
[b]
a 6= T
[d]
c for a 6= c or b 6= d, since the channel coecients on the
diagonal are assumed to be drawn i.i.d. from a Gaussian distribution. We
can now equivalently formulate (3.11){(3.13) as:
At the rst receiver: Vj = SjB 8j = f2;3;:::;Kg (3.22)
At the second receiver:
8
> > > <
> > > :
T
[2]
3 B = B  V1
T
[2]
4 B  V1
. . .
T
[2]
KB  V1
(3.23)3.2. Interference Alignment for SISO Systems 23
At the kth receiver:
8
> > > > > > > > > > > <
> > > > > > > > > > > :
T
[k]
2 B  V1
T
[k]
3 B  V1
. . .
T
[k]
k 1B  V1
T
[k]
k+1B  V1
. . .
T
[k]
K B  V1
8k = f3;4;:::;Kg: (3.24)
We now wish to pick matrices V1 and B so that they satisfy the (K   2)
conditions in (3.23) and the (K 2)(K 2) conditions expressed by (3.24), for
a total of (K  2)(K  1) = N +1 constraints, and then use Equation (3.22)
to specify V2;V3;:::;VK.
The goal is therefore choosing d1 = (n + 1)N column vectors for V1 and
d3 = nN columns vectors for B so that T
[i]
j B  V1 8i;j = f2;3;:::;Kg; j 6=
i. The matrices B and V1 are hence chosen to be:
B =
( 
Y
k;l2f2;3;:::;Kg;k6=l;(k;l)6=(2;3)

T
[k]
l
kl
!
w
    
8kl 2

0;1;2;:::;n   1
	
)
(3.25)
V1 =
( 
Y
k;l2f2;3;:::;Kg;k6=l;(k;l)6=(2;3)

T
[k]
l
kl
!
w
    
8kl 2

0;1;2;:::;n
	
)
: (3.26)
For instance, if K = 3 we get N = 1 and B and V1 are given by:
B =

w T
[3]
2 w

T
[3]
2
2
w :::

T
[3]
2
n 1
w

(3.27)
V1 =

w T
[3]
2 w

T
[3]
2
2
w :::

T
[3]
2
n
w

(3.28)
Instead, if K = 4 we get N = 5. Assuming n = 1, B has nN = 1 column and24 Chapter 3. Interference Alignment
V1 has (n + 1)N = 32 columns, and we have
B =

w

(3.29)
V1 =

w T
[3]
2 w T
[2]
4 w T
[3]
4 w T
[4]
3 w T
[4]
2 w
T
[3]
2 T
[2]
4 w T
[3]
2 T
[3]
4 w ::: T
[3]
2 T
[4]
2 w
T
[3]
2 T
[2]
4 T
[3]
4 w ::: T
[3]
2 T
[2]
4 T
[3]
4 T
[4]
3 T
[4]
2 w

: (3.30)
so that the column vectors of V1 assume the form:
 
T
[3]
2
32 
T
[2]
4
24 
T
[3]
4
34 
T
[4]
3
43 
T
[4]
2
42w (3.31)
where all 32;24;34;43;42 take values 0 or 1, for a total of 25 = 32
possible combinations. Once we have determined B and V1, we select Vj =
SjB, 8j = f2;3;:::;Kg, so that the conditions for the alignment of the
interference at all the receivers are satised.
Assume that there exist Vk, 8k = 1;2:::;K verifying the conditions in
(3.22){(3.24) and the parameters of the system are determined by equations
(3.15){(3.18). When each transmitter sends dk information streams using
the corresponding beamforming matrix Vk, and each receiver decodes the
desired streams zero-forcing the interference using the corresponding UH
k ,
the multiplexing gain of
r
[0] =
(K   1)d3 + d1
d3 + d1
=
(K   1)nN + (n + 1)N
nN + (n + 1)N (3.32)
is achievable for any nonnegative integer n in the K user SISO fading inter-
ference channel. As n tends to innity, the interference alignment scheme
asymptotically achieves the optimal multiplexing gain of K=2.
3.2.2 Closed form ecient beamforming design
The motivation for the ecient beamforming design presented in [5] comes
directly from the (3.19){(3.24). On one part these equations facilitate the3.2. Interference Alignment for SISO Systems 25
investigation and the construction of the beamforming matrices, on the other
part they are clearly redundant and recursive. As a matter of fact, the T
[i]
j
are dened through the Sj, and also the conditions for the alignment of the
interference at each receiver are given using the T
[i]
j and the matrix B, which
is in turn specied through V3.
To further motivate the ecient beamforming design that we are pre-
senting here, consider for now only the rst three nodes in the network. The
constraints that must be satised are:
At the rst receiver: H12V2 = H13V3 (3.33)
At the second receiver: span(H23V3) = span(H21V1) (3.34)
At the third receiver: span(H32V2) = span(H31V1): (3.35)
Merging the rst and the third together, we have:
span(V1) = span(H
 1
31 H32V2)
= span(H
 1
31 H32H
 1
12 H13V3)
= span(b T
[2]
3 V3) (3.36)
where we have introduced b T
[2]
3 = H
 1
31 H32H
 1
12 H13. Since we assume that
d1 > di 8i 2 f2;:::;Kg, Equation (3.36) is rewritten as b T
[2]
3 V3  V1 so it
should be clear that resorting to matrices Sj, T
[i]
j and B introduced in the
previous section is not necessary. We wish now to nd interference alignment
conditions equivalent to the original ones (3.11){(3.13) that permit to specify
the precoders without using auxiliary matrices.
We rst dene:
b T
[k]
j =
 
Hk1
 1Hkj
 
H1j
 1H13; 8j;k = f2;3;:::;Kg; j 6= k (3.37)
and then, repeating what we have done in (3.36) for all the receivers or
alternatively rewriting the (3.22){(3.24) using the just dened b T
[k]
j , we nd
the following equivalent conditions.
At the rst receiver: Vi =
 
H1i
 1H13V3 8i 6= f1;3g (3.38)26 Chapter 3. Interference Alignment
At the second receiver:
8
> > > <
> > > :
b T
[2]
3 V3  V1
b T
[2]
4 V3  V1
. . .
b T
[2]
KV3  V1
(3.39)
At the kth receiver:
8
> > > > > > > > > > > > > <
> > > > > > > > > > > > > :
b T
[k]
2 V3  V1
b T
[k]
2 V3  V1
. . .
b T
[k]
k 1V3  V1
b T
[k]
k+1V3  V1
b T
[k]
k+2V3  V1
. . .
b T
[k]
K V3  V1
8k 6= f1;2g: (3.40)
The beamforming matrices for the ecient interference alignment that satisfy
the equivalent conditions (3.38){(3.40) are therefore given by:
V3 =
(
 b T
[2]
3
 1 Y
k;l2f2;:::;Kg;k6=l;(k;l)6=(2;3)
 b T
[2]
3
 1b T
[k]
l
nkl
w

   
X
k;l2f2;:::;Kg;k6=l;(k;l)6=(2;3)
nkl  n

)
(3.41)
V1 =
(
Y
k;l2f2;:::;Kg;k6=l;(k;l)6=(2;3)
 b T
[2]
3
 1b T
[k]
l
nkl
w
 
  
X
k;l2f2;:::;Kg;k6=l;(k;l)6=(2;3)
nkl  n
 + 1
)
(3.42)
Vi =
 
H1i
 1H13V3 8i 6= f1;3g: (3.43)
Here as before, the parameters of the system are related to each other
through relations similar to the (3.15){(3.18). Assuming that the nonnegative3.2. Interference Alignment for SISO Systems 27
integer n is given, the following constraints hold:
N = (K   1)(K   2)   1 (3.44)
M = 2n
 + N + 2 (3.45)
d1 =

n + N + 1
N

(3.46)
di =

n + N
N

8i = f2;3;:::;Kg: (3.47)
Assume that there exist Vk, 8k = 1;2:::;K verifying the conditions in
(3.38){(3.40) and the parameters of the system are determined by equations
(3.44){(3.47). When each transmitter sends dk information streams using
the corresponding beamforming matrix Vk, and each receiver decodes the
desired streams zero-forcing the interference using the corresponding UH
k ,
the multiplexing gain of
r
[1] =
(K   1)d3 + d1
d3 + d1
=
(K   1)(n + 1) + n + N + 1
2n + N + 2
(3.48)
is achievable for any nonnegative integer n in the K user SISO fading inter-
ference channel. As n tends to innity, the interference alignment scheme
asymptotically achieves the optimal multiplexing gain of K=2.
The beamforming design criterion that we have presented in this section
is more ecient than the original one presented in Section 3.2.1 when K 
4. For any given number of channel uses, the achievable multiplexing gain
r[1] is strictly higher than the original one r[0] since the transmit precoding
matrices are designed such that d1=d3 becomes closer to 1, while satisfying
the interference alignment conditions.
3.2.3 On the optimality of IA for SISO systems
When the K nodes in the network are equipped with only one antenna, the
sum capacity per user is 1
2 log() + o(log()) so that, at high SNR we can
achieve 1=2 degrees of freedom per user, so that the optimal multiplexing gain
of the network is K=2, at high SNR. In the previous sections we have shown28 Chapter 3. Interference Alignment
that the construction of interference alignment schemes based on beamform-
ing over multiple symbol extensions is necessary when we are dealing with
networks comprised of single antenna nodes.
The interference alignment schemes described here do not exactly at-
tain the optimal multiplexing gain when the beamforming is built over nite
symbol extensions but instead they approach arbitrarily close to the optimal
bound by increasing the length of the symbol extensions.
Consider for instance an interference network with K = 3 users. Using
the original beamforming design criterion, it has been shown that the mul-
tiplexing gain (3.32) of the network is equal to 3n+1
2n+1 for any integer n. With
n = 1, for example, the rst user transmits two independent symbols per
channel use while the other two transmit only one symbol. Thus four de-
grees of freedom are attainable over a three symbol extensions of the channel
so that a total multiplexing gain of 4=3 is achieved per channel use.
As stated in [2], in order to achieve 1=2 degrees of freedom per user,
each receiver must be able to split the signal space in two subspaces, one
containing only the desired signal while all the interference lays in other one.
Intuitively, the suboptimality of the scheme can be explained saying that
when we construct interference alignment schemes with nite values of n,
not all the interference terms align perfectly at each receiver within exactly
half of the total signal space.
Moreover, nothing or very little have been reported on the practical re-
alization of interference alignment schemes in networks composed of single
antenna nodes and on its intrinsic diculties, which are mainly related with
the dimensionality of the matrices when n is large and with the unavoidable
limit of dealing, in real systems, with nite values of SNR.3.3. Interference Alignment for MIMO Systems 29
3.3 Interference Alignment for MIMO Systems
We consider now a network whose nodes are equipped with multiple anten-
nas. The three user interference channel is particularly attractive as, unlike
the case of single antennas nodes where the optimal multiplexing gain is
achievable only asymptotically, it is proved in [2] that the three user inter-
ference channel with M antennas at each node has exactly 3M=2 degrees of
freedom. In other words we do not need to recur to symbol extensions in
order to achieve the optimal value.
The system model of Section 2.5 is still valid here and we further assume
that at each node the number of transmitting antennas is equal to the number
of receiving antennas, so that NT = NR = M. The number of interference-
free information streams available for each pair of transmitter and receiver
is equal to M=2, so we set di = M=2 8i.
Similarly to what we did in Section 3.2, we wish to nd the beamforming
matrices Vi so that the dimension of interference is equal to M=2 at all
the receivers. Since the only closed form solutions found for the MIMO
interference channel are for the case of K = 3 users, we henceforth focus on
this case.
3.3.1 Closed form beamforming design for three users MIMO
In a three user interference channel when the nodes are equipped with M
antennas, the multiplexing gain of 3M
2 is exactly achievable without the need
of symbol extensions. The ith transmitter sends M
2 independent streams xi,
that are beamformed over the M available antennas using the M  M
2 matrix
Vi, and received by receiver k through the channel described by the M M
matrix Hki. The ith receiver decodes the desired M
2 streams from the M 1
received signal vector, zero-forcing the interference with the M
2  M matrix
UH
i .
In order to decode M
2 data streams, the interference at each receiver30 Chapter 3. Interference Alignment
should have no more than M
2 dimensions over a total signal space of M
dimensions and be linearly independent with the desired signal, conditions
ensured by three interference alignment constraints expressed as:
At the rst receiver: span(H12V2) = span(H13V3) (3.49)
At the second receiver: span(H21V1) = span(H23V3) (3.50)
At the third receiver: span(H31V1) = span(H32V2): (3.51)
Then, in order to nd explicit forms for the beamforming matrices, the above
are restricted as
span(H12V2) = span(H13V3) (3.52)
H21V1 = H23V3 (3.53)
H31V1 = H32V2 (3.54)
which in turn, solving the last two equations for V3 and V2 respectively, and
substituting for them in the rst one, become
span(V1) = span
 
EV1

(3.55)
V2 =
 
H32
 1H31V1 (3.56)
V3 =
 
H23
 1H21V1 (3.57)
where
E =
 
H31
 1H32
 
H12
 1H13
 
H23
 1H21: (3.58)
Let e1;e2;::: eM be the M eigenvectors of E, then we set V1 to be:
V1 =

e1 e2 ::: eM=2

: (3.59)
Then V2 and V3 are consequently determined by (3.56){(3.57).
The respective interference suppression matrices are then obtained as in
the SISO case computing the null space of the received interference.3.3. Interference Alignment for MIMO Systems 31
3.3.2 Iterative Interference Alignment
When the nodes in the network are equipped with multiple antennas, so-
lutions to the interference alignment problem, in the form of closed form
expressions for the transmit precoding matrices, are still unknown for net-
works with more than three users. Despite this, there exist algorithms that
permit to iteratively solve the interference alignment problem. In [3] two
distributed algorithms has been proposed in order to nd the beamforming
precoders and the interference suppression matrices that align the interfer-
ence at all the receivers in networks with an arbitrary number of nodes and
multiple antennas at each node.
The key idea exploited in the design of these algorithms is the reciprocity
of the propagation channel. The reciprocal network is simply obtained by
switching the roles of the transmitters and the receivers. Assuming reci-
procity, in particular, we ensure that the same set of signal-to-interference-
plus-noise (SINR) ratios are achievable in the reciprocal network with the
same transmit power and that the signalling directions along which a re-
ceiver undergoes the least interference from the undesired transmitters are
the same directions along which this node will cause the least interference to
its undesired receivers in the reciprocal network. The approach taken here
is cognitive as each transmitter in the network tries to generate the least
interference possible to the other nodes in the network rather than simply
trying to do its best for its desired receiver.
Furthermore, the algorithms that we are going to present require only
local channel knowledge at each receiving node that is, specically, the direct
channel matrix to its desired transmitter and the eective noise covariance
matrix, consisting of the AWGN noise and the eective interference due by
all the other undesired transmitters. These algorithms are distributed since
at each iteration they globally update the interference suppression matrices
of all the receivers until convergence is achieved. Convergence is achieved
iteratively by switching between the original and the reciprocal networks
and updating at each iteration only the receiving lters.32 Chapter 3. Interference Alignment
While the goal of the rst algorithm is to attain perfect alignment by
minimizing the total interference experienced by all the receivers, the second
algorithm maximizes the SINR at each receiver. Before presenting the al-
gorithm, we introduce some notations and denitions that we will use later.
As before, the received signal at receiver k after interference suppression is
given by
yi = U
H
i HiiVixi +
K X
j=1;j6=i
U
H
i HijVjxj + U
H
i ni (3.60)
and in parallel we can dene the received signal in the reciprocal network as
    y i =
   
U
H
i
   
Hii
   
Vi    x i +
K X
j=1;j6=i
   
U
H
i
   
Hij
   
Vj    x j +
   
U
H
i
    n i (3.61)
where all the variables
   
Ui,
   
Hij,
   
Vi 8i;j have the same meaning as their
counterpart in the original network. In particular the channel matrices in the
reciprocal network are dened as:
   
Hij = HH
ji. We assume the transmit power
of transmitter i in the reciprocal network to be equal to the transmit power
in the original network E
    x
H
i
    x i

=
   
P i = Pi where Pi is the transmit power
at transmitter i in the original channel. In order to exploit the reciprocity
later we will also impose
   
Ui = Vi and
   
Vi = Ui 8i.
The total interference leakage at each receiver is the power of the interfer-
ence remaining in the desired signal subspace after the interference suppres-
sion lter is applied. It can therefore be viewed as a measure of the quality
of the interference alignment scheme and ideally we want it to be zero. The
total interference leakage at receiver i is dened as
Ii = Tr

U
H
i QiUi

(3.62)
where Qi is the interference covariance matrix at receiver i:
Qi =
K X
j=1;j6=i
Pj
dj
HijVjV
H
j H
H
ij (3.63)3.3. Interference Alignment for MIMO Systems 33
We now dene the SINR of the kth stream of the ith receiver as
SINRik =
K X
j=1;j6=i
Pi
di
UH
i[?k]HiiVi[?k]VH
i[?k]HH
iiUi[?k]
UH
i[?k]BikUi[?k]
8i = 1;:::;K; 8k = 1;:::;di (3.64)
where we use again the notation A[?k] to denote the kth column of the matrix
A. The numerator indicates the power of the considered kth stream of the
ith receiver after ltering by the interference suppression matrix and the
denominator is the sum of the powers of interference and noise, after the
suppression of the interference. The matrix Bik is the interference plus noise
covariance matrix for the considered stream:
Bik =
K X
j=1
Pj
dj
dj X
k=1
HijVj[?d]V
H
j[?d]H
H
ij  
Pi
di
HiiVi[?k]V
H
i[?k]H
H
ii + INT
8i = 1;:::;K; 8k = 1;:::;di:(3.65)
In the above equation, the rst term is the total power of the streams trans-
mitted in the network by all the transmitters to which it must be subtract
the power of the desired stream. The third term indicates the power of the
noise and it is given by the identity matrix since we are assuming that the
noise variances at each node are normalized to unit. If this does not hold,
the variance of the noise 2
ni at node i will compare as a multiplicative factor
in front of the identity matrix. Beside these we can dene the analogous
quantities with the same meanings in the reciprocal network.
An important consideration that comes from the duality approach taken
here is that setting
   
Ui = Vi and
   
Vi = Ui 8i the feasibility conditions in
the reciprocal network turn to be the same as the feasibility conditions in
the original network. To depict this, consider the feasibility conditions in the
reciprocal network and substitute for
   
Ui,
   
Vi and
   
Hij. We get:
   
U
H
i
   
Hij
   
Vj = 0 () V
H
i H
H
jiUj = 0 8j 6= i
rank
    
U
H
i
   
Hii
   
Vi

= di () rank
 
V
H
i H
H
iiUi

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which are equivalent to the feasibility conditions for the original channel,
given by:
U
H
i HijVj = 0 8j 6= i
rank
 
U
H
i HiiVi

= di 8i = 1;:::;K: (3.67)
As a consequence of this consideration is the reciprocity property of alignment
which states that if a degrees of freedom distribution is feasible in the original
interference channel then it is also feasible in the reciprocal network when
the transmit lter and receive lter in the dual network are chosen to be
respectively the receive lters and the transmit lters of the original channel.
Note that if the condition on the suppression of all the interference is sat-
ised, the condition on the rank of the direct eective channel is immediately
satised as a consequence, since the MIMO channel matrices considered here
are full-rank with elements randomly picked up from a continuous distribu-
tion. This is not veried in general for the interference alignment schemes
constructed over time-extensions, since in this case the channel matrices have
a diagonal structure.
Both the iterative algorithms presented alternate between the original
and the reciprocal networks in order to progressively attain the alignment of
the interference. At each step the algorithms update only the interference
suppression lters in the considered network and then the communication
direction is inverted. In the next step the interference suppression lters used
in the previous iteration become the new precoding lters and the receive
lters are set as the transmit lters used in the step before. The algorithms
continue until convergence is achieved.
The rst algorithm presented and indicated here as \Min WLI" achieves
perfect interference alignment by iteratively reducing the weighted leakage
interference (WLI), dened as the sum, over all the receivers, of the powers
of the interference experienced by each receiver, weighted on their transmit3.3. Interference Alignment for MIMO Systems 35
power when they have the role of transmitter in the reciprocal network [3]:
WLI =
K X
k=1
K X
j=1;j6=k
   
P k
dk
Pj
dj
Tr
h
U
H
k HkjVjV
H
j H
H
kjUk
i
: (3.68)
It is a measure of the quality of the alignment of interference at all the
receivers in the network and ideally it should be zero.
The weighted leakage interference is iteratively reducing by choosing, at
each receiver within each network, the interference suppression lters as to
minimize the remaining interference in the desired signal subspace after the
lters are applied. The di columns of the ith receiver interference suppres-
sion matrix are therefore set to be the eigenvectors corresponding to the di
smallest eigenvalues of the interference covariance matrix Qi:
Ui[?k] = k[Qi] 8k = 1;:::;di (3.69)
where k[A] denotes the eigenvector corresponding to the kth smallest eigen-
values of the matrix A.
In this way the algorithm nds an interference-free subspace which is de-
signed for the desired signal. Since at each step the value of WLI is monoton-
ically reduced the convergence of the algorithm is guaranteed. Furthermore
choosing an arbitrarily small value of WLI for which the algorithm stops, we
can enhance the quality of the interference alignment scheme at the price of
a higher number of iterations. The iterative procedure of the algorithm is
summarized as the following:
Min WLI
1. Start with arbitrary precoding matrices Vi 8i = 1;:::;K so that the
column vectors of each precoding matrices are orthonormal to each
other.
2. Compute the interference covariance matrices Qi at all the receivers
8i = 1;:::;K using Equation (3.63).36 Chapter 3. Interference Alignment
3. Calculate the interference suppression matrices Ui 8i = 1;:::;K using
Equation (3.69).
4. Reverse the communication direction, passing to the reciprocal net-
work, and set
   
Vi = Ui 8i = 1;:::;K.
5. In the reciprocal network calculate the interference covariance matrices
   
Qi at all the receivers 8i = 1;:::;K.
6. Reverse the communication direction, returning to the original network,
and set Vi =
   
Ui 8i = 1;:::;K.
7. Continue till convergence.
The second algorithm introduced is denoted with \Max SINR". Before pre-
senting this algorithm we remind that each of the columns of the precoding
matrix Vi represents the beamforming vector of each of the di streams trans-
mitted by the ith transmitter with power
Pi
di. Similarly, at the receiver side,
the columns of the matrix UH
i are the combining vectors of the corresponding
data streams.
Instead of minimizing the leakage interference in the signal subspace, this
algorithm maximizes the SINR of the single data streams, allowing for some
remaining interference in the signal subspace. The column vectors of the
receiving interference suppression matrix that maximizes the SINR of the
lth streams of the kth receiver are given by:
Ui[?k] =
(Bik) 1HiiVi[?k]
jj(Bik) 1HiiVi[?k]jj
8i = 1;:::;K; 8k = 1;:::;di: (3.70)
The iterative procedure is summarized as the following:
Max SINR
1. Start with arbitrary precoding matrices Vi 8i = 1;:::;K so that the
column vectors of each precoding matrices are linearly independent to
each other.3.4. Feasibility of IA 37
2. Compute the interference plus noise covariance matrices Bik for the
kth stream of the ith receiver, 8i = 1;:::;K, 8k = 1;:::;K.
3. Calculate each of the di columns of the interference suppression matri-
ces Ui[?k] with Equation (3.70), 8i = 1;:::;K, 8k = 1;:::;di.
4. Reverse the communication direction, passing to the reciprocal net-
work, and set
   
Vi = Ui 8i = 1;:::;K
5. In the reciprocal network compute the interference plus noise covariance
matrices
   
Bik similarly to 2.
6. In the reciprocal network calculate each column of the interference
suppression matrices
   
U i[?k] similarly to 3.
7. Reverse the communication direction, returning to the original network,
and set Vi =
   
Ui 8i = 1;:::;K.
8. Continue till convergence.
Further details on the presented algorithms and the omitted proofs can
be found in the original paper [3].
Both the algorithms start the iteration procedure with arbitrary precod-
ing matrices. However there is a slightly dierence in the initializations
of them in the two cases. While the Min WLI algorithm assumes that the
columns of each beamforming matrix are orthonormal to each other, in the
Max SINR algorithm the columns are assumed to be only linearly independent.
3.4 Feasibility of IA
An interference alignment scheme is said to be feasible with multiplexing
gains (d1;d2;:::;dK) if and only if there exist NT di precoding matrices Vi
and NR  di interference suppression matrices Ui such that they verify the38 Chapter 3. Interference Alignment
following interference alignment conditions, for i = 1;:::;K:
U
H
i HijVj = 0 8j 6= i
rank
 
U
H
i HiiVi

= di: (3.71)
Determine the feasibility of an interference alignment scheme is a prob-
lem that has been addressed in dierent ways. Particularly, [6] explains the
correct way to count the number of equations and variables in MIMO inter-
ference alignment systems. The scope of the paper is to divide them into two
categories which are called proper and improper systems. An intuitive un-
derstanding that proper systems are feasible while improper are not is nally
given.
Moreover, in [3] the iterative algorithm presented in the previous sec-
tion is used to check numerically the theoretical feasibility of an interference
alignment system with a given number of streams per user. An interfer-
ence alignment scheme is feasible when the interference power in the de-
sired signal subspace is zero so that, at receiver i it must be veried that
Pd(i)
k=1 k[Qi] = 0 for perfect interference alignment, where k[A] denotes the
kth smallest eigenvalue of A and k[Qi] represents the interference power in
the desired signal space.
The percentage of interference in the desired signal subspace at receiver
i is therefore given by [3]
pi =
Pd(i)
k=1 k[Qi]
Tr[Qi]
(3.72)
and the fraction equals to zero when the interference alignment is feasible.Chapter 4
Interference Alignment with Noisy CSIT
In this chapter we present the model that we have used in this work in order
to characterize the impact on the performance when only noisy channel state
information are available at the transmitter or at the receiver side.
In the previous chapter we have shown the working principles of the
new technique called interference alignment, a combination of precoding at
the transmitter and interference suppression at the receiver that permits to
achieve the optimal multiplexing gain in wireless interference networks. This,
however, comes at the price that each node must have complete and accurate
channel state information at each instant. In other words all the nodes must
perfectly know all the channel matrices between all the transmitters and the
receivers for all the channel uses.
It is often reasonable to assume that the receivers have a good approxi-
mation of the instantaneous channel knowledge gained, for instance, by es-
timation of the wireless medium condition through the use of pilot symbols
inserted in the information signal and known both by the transmitter and the
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receiver. This is true for instance in the new generation of cellular systems,
3G and 4G [36], [37], and in numerous standards for broadband wireless
networks, within the 802.16 family.
The knowledge of the channel matrices at the transmitters is attested to
considerably improve the performances of the communication [23], [25] and
it is a necessary condition to implement transmit beamforming techniques,
such as interference alignment. As nothing comes for free, many diculties
have to be faced in order of taking advantage of the enhancement of the
performances promised by having channel state information available at the
transmitter side.
4.1 CSIT
Since our goal is a study on interference alignment we will not deal with
many serious practical problems, such as the delay for obtaining feedback,
and other diculties that can severely aect the performances of feedback
techniques, such as the mobile speed which is in
uenced also by the carrier
frequency used for the transmission, or the channel Doppler spread. The
eects of outdated channel state information, feedback delay and error have
been studied for various precoding techniques in 3GPP and are proven to
have a serious impact on the performances [35].
The CSIT is usually modelled as an estimate of the channel mean together
with the estimation error covariance, both dependent on a parameter which
is in turn dependent on the time delay when of the channel observation and
the Doppler spread. This parameter then indicates the quality of the CSIT,
and permits to study the various situations ranging from perfect CSIT to
pure statistics [23].
Since in order to implement an interference alignment scheme all the
transmitters and the receivers must have the knowledge of all the channel
matrices at all instants, in our analysis we do not use this modelling but4.1. CSIT 41
instead we utilize directly the channel realizations. Therefore the ideal case
of perfect channel state information knowledge here means that all the nodes
know the realizations of all the channels between all the transmitters and the
receivers, at each instant.
In practice, the amount of feedback that the transmitter can communicate
to its receiver is usually limited, mainly by the coherence time of the channel
but also by the resolution of the quantizer and the number of parameters
being quantized. The rst idea that comes to mind when dealing with limited
feedback is quantizing the channel matrices with a resolution that depends
on the constraints stated above. Beamforming based on limited feedback has
been intensively studied for single user MIMO communications and a large
number of techniques has been presented [29], [30].
Some of those include the possibility for the transmitter to choose among
dierence signalling techniques or improving the quantized information needed
to the transmitter, for instance communicating only the quantized version
of the singular values instead of all the channel matrix. More complex tech-
niques include random vector quantization (RVQ) and Grassmanian quanti-
zation of each user's channel [29], in which the precoding matrices are picked
up between a random selection of possible choices, so that the distance be-
tween the spaces spanned by the precoding matrices is maximized. A recent
work combines Grassmanian quantization and interference alignment show-
ing that, at high SNR, interference alignment still remains the optimal way
to achieve the maximal multiplexing gain in interference networks with single
antenna nodes, even with a limited rate feedback channel [13].
Here we use the name of a matrix without subscripts to indicate the set
of all the matrices of the same type. For instance, we indicate with H the
shorten notation for the set of all the channel matrices Hij 8i;j, and similarly
for U and V to indicate the set of the Vi and Ui 8i, respectively. With this
notation, we stress that perfect CSIT is equivalent to the perfect knowledge
of H at all the transmitters and the receivers.42 Chapter 4. Interference Alignment with Noisy CSIT
4.2 System Model
To investigate the impact of the noisy channel state information on the per-
formance of interference alignment schemes considered, following [4], we in-
troduce the channel measurement error E which is due to use of outdated
channel matrices, estimation error and time variation of the channel. The
noisy estimates of the channel matrices are therefore given by
e H = H + E (4.1)
and we assume that all the nodes undergo the same estimation error. E is
modelled as a complex Gaussian circularly symmetric random matrix with
i.i.d. elements of variance 2
E. The precoding matrices and the interference
suppression matrices computed using the noisy estimates of the channel ma-
trices e H are indicated by e V and e U. Note that when symbol extensions are
used, and the channel matrices have a diagonal structure, then the channel
error matrix E is diagonal as well.
HijVj
HikVk
Hii V i
 U i
HHii V i
Hik V k
Hij V j
HiiVi
 U i
HHij V j
 U i
HHik V k
Figure 4.1: Noisy e V and e U cause some interference remaining in the desired
signal subspace.
The situation at receiver i is depicted in Figure 4.1 assuming there are two
other transmitters j and k in the network. We highlight that the interference4.2. System Model 43
vectors Hij e Vj and Hik e Vk are now not aligned and therefore it is not possible
to completely suppress all the interference from the desired signal subspace
since e UH
i Hij e Vj 6= 0 and e UH
i Hik e Vk 6= 0.
The receive signal of user i after interference suppression is thus given by
yi = e U
H
i Hiie Vixi +
K X
j=1;j6=i
e U
H
i Hij e Vjxj + e U
H
i ni
= e U
H
i
 e Hii + Eii
e Vixi +
K X
j=1;j6=i
e U
H
i
 e Hij + Eij
e Vjxj + e U
H
i ni (4.2)
and introducing the eective noise vector  ni and the di  dj eective error
matrices  Eij = e UH
i Eij e Vj and using the fact that e UH
i e Hij e Vj = 0 8i 6= j we
can further write:
yi =
 e U
H
i e Hiie Vi +  Eii

xi +
K X
j=1;j6=i
 Eijxj +  ni
=
  e Hii +  Eii

xi +
K X
j=1;j6=i
 Eijxj +  ni (4.3)
where  e Hii = e UH
i e Hiie Vi is the di  di eective estimated channel matrix at
the ith receiver.
4.2.1 Perfect and Noisy CSIR
Throughout our work we have considered two possible scenarios when noisy
channel state information are available at the transmitters (CSIR). Clearly,
since the transmitters have only noisy channel state information, in both
cases the beamforming matrices are calculated from the noisy versions of the
channel matrices, however in the rst case we have assumed that the receivers
can track the channel matrices perfectly (Perfect CSIR) while in the second
case we have assumed that also the receivers have only noisy channel state
information available (Noisy CSIR).
The rst scenario can be a case in which the receivers manage to track
the channel matrices perfectly through, for instance, channel estimation using44 Chapter 4. Interference Alignment with Noisy CSIT
pilot symbols known at both the side of the communication and the channel
state information at the transmitter are noisy because the feedback channel is
in a bad condition. In this situation, the beamforming matrices are calculated
using the noisy estimates while the interference suppression matrices are
calculated using e V and the perfect channels H. The zero-forcing equalizer is
also calculated using the perfect channel matrices H.
The second scenario, instead, can be caused by imperfect channel esti-
mation at the receivers which in turn communicate the noisy channels at
the transmitters. For the sake of simplicity we consider in this case that the
same noisy channel matrices e H are used by the transmitters and receivers.
In this situation the beamforming matrices, the interference suppression ma-
trices and the zero-forcing equalizers are computed using the noisy channel
estimates.
Our performed simulations have shown that the performances in the rst
case are slightly better than in the second case, however in order make the
discussion easier, in Chapter 5 we will show the results only for the second
scenario (Noisy CSIR), when all the parameters of the system at both sides
of the communication are aected by noisy channel state information.Chapter 5
Simulation Results
In order to compare the performances of the interference alignment systems
presented in the previous sections, Monte Carlo simulations have been per-
formed. The general model of Section 2.5 is specied here for the two con-
sidered scenario of SISO and MIMO systems.
5.1 System model and practical implementation
The model that we have implemented to carry out our simulations is depicted
in Figure 5.1 for the transmitter i and its desired receiver, also denoted by i.
Given the large number of matrix inversions necessary to perform in order to
compute the transmit and receive lters, the chosen simulation environment
is Matlab because of its native feature to operate with matrices. On the
other hand we have paid the price of a slower execution of the cycles present
in the iterative algorithms. We now explain in detail each component of our
simulation model.
4546 Chapter 5. Simulation Results
PNi
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Ui
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. . .. . . . .
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. . . .
.
Transmitter i
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Interference Channel
di
N T
N R
d i
Figure 5.1: The model implemented to carry out our simulations.
To ensure the randomness of the transmitted symbols, the sequence of
information bits bi at the input of the bit mapper (BMAP) is generated as
a pseudo-noise (PN) sequence. In our simulations we use maximal-length
(ML) sequence generated recursively as shown in [18, Appendix 3.A] with
period L = 220 1 = 1048575 and dierent initial conditions for all the users
in the network.
The bit mapper maps the information bits in sequences of symbols and
the modulation used here is the quadrature phase shift keying (QPSK). In
order to highlight the performance of the interference alignment schemes
considered we assume that neither coding nor interleaving are performed on
the information data.
The symbols sequence is then demultiplexed in di information streams
which are in turn passed as input to the linear precoder and beamformed
with the matrix Vi to obtain the signal to be transmitted over the chan-
nel. In the following of this chapter we will give the explicit expressions
used in the simulations for the closed form expressions of the beamforming
matrices introduced in general in Section 3. The columns of Vi are nor-
malized in order to satisfy the power constraint of each transmitter. In all
the simulations involving the iterative algorithms, the normalization of the
beamforming matrices is accomplished at each iteration, before switching to5.1. System model and practical implementation 47
the reciprocal network.
Note that, since the multiplexer preserves the independence of the input
symbols [19], for the purpose of the simulation the use of a multiplexer has
no relevance and is equivalent of having di dierent random bit generators
followed by the same number of QPSK modulators.
The transmitted power is assumed to be equal for all the transmitters and,
in the case of transmission of multiple streams, equally distributed between
the various streams.
The channel is assumed Rayleigh 
at-fading as described in Section 2.4
and a new realization is generated for each channel use. The desired signal
undergoes interference from the other transmitters in the network as well as
AWGN.
The received signal is then processed with the interference suppression
matrix Ui and ltered with the zero-forcing equalizer dened in Equation (2.6)
which has the task of nullifying the eects of the eective channel given by
the cascade of precoder, channel and interference suppression lter. Dier-
ent interference suppression matrices and zero-forcing equalizers will lead to
dierent amplications of the noise at the decision point.
The interference suppression matrices are computed iteratively for the
distributed algorithms shown in Section 3.3.2. When the closed form solu-
tions are used for the beamforming matrices, the receive lters are computed
using (3.2). In our simulations the null space of the received interference is
computed using the Matalb null() function which in turn resorts to the
svd() function which gives the singular value decomposition (SVD) of the
input matrix.
We brie
y explain how the null space of a matrix is calculated. Let

UA;SA;VA

= svd
 
A

be the singular value decomposition of A, where
UA and VA are unitary matrices and SA is a diagonal matrix of the same
size of A whose elements on the diagonal are called singular values. Then the48 Chapter 5. Simulation Results
columns of VA corresponding to the zero singular values form an orthonormal
basis of the null space of A. Specically, in Matlab the singular values are
considered zero when are less than an arbitrary small tolerance.
The obtained replicas of the transmitted streams are then multiplexed
in a single stream and then passed to the data detector, implemented as a
threshold detector with thresholds determined by the QPSK constellation
used in our simulations. The subsequent inverse bit mapper (IBMAP) per-
forms the inverse function of the bit mapper, translating detected symbols
into the recovered information bits ^ bi.
Comparing the original transmitted bits and the detected bits at the
receiver, the bit error rate (BER) for user i is then computed as:
BERi =
number of bits received with errors
total number of received bits
: (5.1)
5.2 Numerical computation of the feasibility of IA schemes
It is possible to investigate numerically the feasibility of an interference align-
ment scheme, for a given number of transmit and receive antennas, by plot-
ting the percentage of interference in the desired signal subspace versus the
total number of transmitted streams in the network. An interference align-
ment scheme is feasible when the interference in the desired signal subspace
is zero, within numerical errors. We recall here Equation (3.72) taken from
[3], that shows how to calculate the interference percentage at node i:
pi =
Pd(i)
k=1 k[Qi]
Tr[Qi]
:
Note that the value of pi does not depend on the transmitted power,
since it is normalized by the trace of Qi. However, in order to give consistent
results, the calculated values of the interference are averaged over a large
number of channel realizations and also over the values of SNR of interest in
our simulations.5.2. Numerical computation of the feasibility of IA schemes 49
Once we calculate the percentage of interference pi at each node i, 8i =
1;:::;K, two criteria are used to get a single value that summarizes the value
of the interference for the specic scheme analyzed. The rst is to average
between the values of all the pi calculated, and the second is to take the
maximum value. The results using the two criteria are given in Figure 5.2 for
networks comprised of three and four users with variable number of antennas
at each node.
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(a) Three nodes: average of the pi.
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(b) Three nodes: maximum value of the pi.
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(c) Four nodes: average of the pi.
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(d) Four nodes: maximum value of the pi.
Figure 5.2: Percentage of interference in desired signal subspace in the three
users and four users MIMO-IC.
The above Figure 5.2(a) and Figure 5.2(b) suggest that a maximum of
four streams can be transmitted without interference in a three users inter-
ference channel when the nodes are equipped with three antennas and a total
of six streams can be transmitted in a three users network when four anten-
nas are available at each node. Note that for the three users interference50 Chapter 5. Simulation Results
channel with two antennas at each node a maximum of three streams can be
transmitted without interference.
We then infere from Figure 5.2(c) and Figure 5.2(d) that in order to trans-
mit a total of eight streams in a four users interference network, the nodes
must be equipped with ve antennas. If four antennas are available at each
node instead the maximum number of interference free streams achievable is
six.
5.3 Simulation results with perfect CSI
Using the model introduced in the previous sections, we now show the results
of our simulations. Simulations show that the simulated bit error rates are
dierent for each nodes in the SISO-IC and very similar in the MIMO-IC
for the reasons that we will explain later. Hence, in our graphs we plot the
BER of each user in the SISO-IC and the average of all the BERs in the
MIMO-IC.
To simulate the performance of the SISO-IC we use in our simulations the
ecient beamforming design explained in Section 3.2.2 since it is equivalent
to the original one presented in 3.2.1 while having less redundancy in the def-
inition of the transmit matrices. We indicate with \Node i" the transmitter
using the beamforming matrix Vi.
For the MIMO-IC, as stated in Section 3.3, closed form solutions of the
beamforming matrices exist only for the three user interference channel.
When the network is comprised with more than three users, it is necessary
to resort to iterative algorithms in order to nd the transmit and the receive
lters.
We remind that symbol extensions are necessary in order to construct an
interference alignment scheme in the SISO-IC but not in the MIMO-IC.5.3. Simulation results with perfect CSI 51
5.3.1 SISO-IC: three nodes single antenna with n = 0
For the three users interference channel with single antenna nodes, a total of
9 channel matrices Hij, 8i;j = 1;2;3 are generated at each channel use. Ta-
ble 5.1 summarizes the characteristics of the three users SISO-IC and shows
the values assumed by the parameters of the system and the dimensionality
of the matrices when n = 0. Note that n = 0 of the ecient beamforming
design is equivalent to n = 1 in the original presented scheme. The simulated
bit error probabilities for each user are given in Figure 5.3.
Alignment constructed over symbol extensions of the original channel
Number of nodes: K = 3 =) N = 1
Arbitrary nonnegative integer: n = 0
Dimensionality of the space: M = 3
Degrees of freedom of the nodes: d1 = 2 d2 = 1 d3 = 1
Achieved network multiplexing gain: r =
4
3
Dimensionality of the diagonal matrices: Hij 8i;j 3  3
V1, U1 3  2
V2, U2 3  1
V3, U3 3  1
Table 5.1: SISO-IC: three nodes single antenna with n = 0.
We stress that the number of streams transmitted is equal to two for
the rst node and equal to one for the other two nodes and the transmitted
power is the same at all the transmitters and equally divided between the
transmitted streams. As a consequence each of the two streams transmitted
by the rst user have half the power of the single stream transmitted by the
each of the other two users.
Two transformations b T
[k]
j are generated at each channel use:
b T
[2]
3 =
 
H21
 1H23
b T
[3]
2 =
 
H31
 1H32
 
H12
 1H13:52 Chapter 5. Simulation Results
The beamforming matrices assume the form:
V1 =

w; H21
 
H23
 1 
H31
 1H32
 
H12
 1H13w

V3 =

H21
 
H23
 1w

V2 =

 
H12
 1H13H21
 
H23
 1w

and the beamforming matrices are calculated using:
U1 = null
h
H13V3
iH
U2 = null
h
H21V1
iH
U3 = null
h
H31V1
iH
:
The main point to note in Figure 5.3 is that, as anticipated before, the
simulated bit error rates are dierent for the three users in the network. We
focus our analysis on the second and the third nodes since they both send
one stream with the same transmit power but they undergo dierent bit error
rates.
During our simulations we have checked by inspection in Matlab the qual-
ity of the interference alignment scheme and we noticed that the suppression
of the interference eectively works that is UH
i HijVj = 0 within numerical
errors, 8j 6= i. Hence we cannot attribute this dierence to dierent qualities
of the alignment of interference.
Furthermore, the channel matrices are diagonal and the elements on the
diagonal are drawn from a continuous distribution and have zero mean and
unitary variances. The transmit precoding lters are normalized to have
unitary power equally distributed between the transmitted streams at each
node and the Matlab null() function used in our simulations in order to
nd the interference suppression lters always return matrices whose columns
have unitary power.5.3. Simulation results with perfect CSI 53
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Figure 5.3: SISO-IC: three nodes single antenna with n = 0.
It is known from the theory of channel equalization [18] that dierent
values of the power of the zero-forcing equalizer can lead in fact to dierent
amplication of the noise at the decision point, causing therefore dierent
bit error rates. This has led us to consider more in depth the zero-forcing
equalizer dened in Equation (2.6) that for the second and the third node
simply reduces to a single complex number since d2 = d3 = 1.
We have noticed, by inspection in Matlab, that the power of the zero-
forcing equalizer of the third node is less than the power of the zero-forcing
equalizer of the node 2
  (UH
3 H33V3) 1  2 >
  (UH
2 H22V2) 1  2 with proba-
bility around 0.66.
After a more careful insight we have noticed, again by inspection, that
this is caused because
  (UH
3 V3) 1  2 >
  (UH
2 V2) 1  2 for almost the same
probability (dierences are justied by the random nature of the direct chan-
nel matrices H33 and H22) despite that the vectors taken individually have
unitary power.54 Chapter 5. Simulation Results
Giving a rigorous mathematical proof of what we have pointed out is
not easy at all. Even if the channel matrices are diagonal, their diagonal
elements are drawn independently from a continuous distribution. In addi-
tion the interference suppression matrices are calculated as the null space of
the product of random diagonal channel matrices and their inverses and the
beamforming matrices as well are given by the product of channel matrices
and their inverses.
In our opinion the reason might be attributable to the specic beamform-
ing and interference suppression matrices used and, in the light of [7], we do
not exclude that the reason might be sought only by carefully examining the
relation between the subspaces spanned by them. However nding a rigor-
ous justication of what we have noticed above goes beyond the scope of this
work.
5.3.2 MIMO-IC: three nodes with two antennas sending one stream
We specify in Table 5.2 the values of the system parameters for an interference
network comprised of three pairs of transmitter-receiver when each node
is equipped with two antennas. We also rewrite explicitly the closed form
expressions of the beamforming matrices. Figure 5.4 shows the performances
of the various beamforming design methods previously described.
The distributed Min WLI algorithm permits to nd precoding matrices
that performs in the same manner as the precoding matrices calculated using
the exact closed form expressions. The Max SINR algorithm, maximizing the
desired stream for each receiver, outperforms the others between ve and
eight dB. In the three users two antennas MIMO-IC, within the SNR range
of analysis, an increase of the transmit power always causes an decrease in
the BER. In other words the power of interference does not increase so that
to cause a degradation of the overall performance of the system.5.3. Simulation results with perfect CSI 55
Number of nodes: K = 3
Number of antennas per node: M = 2
Degrees of freedom of the nodes: d1 = 1 d2 = 1 d3 = 1
Achieved network multiplexing gain: r = 3
Dimensionality of the matrices: Hij 8i;j 2  2
V1, U1 2  1
V2, U2 2  1
V3, U3 2  1
Closed form expressions of the beamforming matrices:
e1 = eig
h 
H31
 1H32
 
H12
 1H13
 
H23
 1H21
i
V1 = e1
V2 =
 
H32
 1H31V1
V3 =
 
H23
 1H21V1
Table 5.2: MIMO-IC: three nodes with two antennas sending one stream.
System parameters and explicit expressions of the beamforming matrices.
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Figure 5.4: MIMO-IC: three nodes with two antennas sending one stream.56 Chapter 5. Simulation Results
5.3.3 MIMO-IC: three nodes with four antennas sending two streams
The relations of Table 5.3 are valid in a three users interference channel when
the nodes are equipped with four antennas. The simulated bit error rates for
the beamforming design techniques are then given in Figure 5.5.
Number of nodes: K = 3
Number of antennas per node: M = 4
Degrees of freedom of the nodes: d1 = 2 d2 = 2 d3 = 2
Achieved network multiplexing gain: r = 6
Dimensionality of the matrices: Hij 8i;j 4  4
V1, U1 4  2
V2, U2 4  2
V3, U3 4  2
Closed form expressions of the beamforming matrices: h
e1; e2
i
= eig
h 
H31
 1H32
 
H12
 1H13
 
H23
 1H21
i
V1 =
h
e1; e2
i
V2 =
 
H32
 1H31V1
V3 =
 
H23
 1H21V1
Table 5.3: MIMO-IC: three nodes with four antennas sending two streams.
System parameters and explicit expressions of the beamforming matrices.
Compared to the previous case, when the nodes are equipped with four
antennas we note an overall degradation in the performances for all the beam-
forming methods considered. The bit error rates are in general higher com-
pared to as before, since we are using the more antennas available only to
double our transmission rates and we are not using the additional degree of
freedom available to enhance the diversity of the communication. It is well
known the fundamental trade-o [27] between diversity and multiplexing in
multiple antenna channels. We would expect to obtain lower bit error rates
by sending two replica of the same data stream instead of two independent
and using a suitable receive lter, for instance employing a minimum mean
square error (MMSE) receiver.5.3. Simulation results with perfect CSI 57
Here, we note that the closed-form expressions of the beamforming de-
sign give higher bit error rates compared to the Min WLI and this dierence
increases as the transmit power of the nodes increases. Again, the Max SINR
highly outperforms both the other algorithms, as its aim is to maximizes the
SINR at each receiver at the price of permitting some interference leakage in
the desired signal subspaces.
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Figure 5.5: MIMO-IC: three nodes with four antennas sending two streams.
The curve of the bit error rate of the Max SINR algorithm shows an inter-
esting trend. Before the SNR at each node reaches twenty dB the bit error
rate is constantly reduced, which indicates that for high transmit powers the
interference in the desired signal subspace becomes progressively predomi-
nant over the desired signal, causing a degradation of the performance.
Since the aim of this distribute algorithm is not to reduce the total inter-
ference experienced by the nodes in the network, this result does not disagree
with Figure 5.2(a) and Figure 5.2(b) that show that eight degrees of free-
dom are achievable with four antennas nodes in the three users interference58 Chapter 5. Simulation Results
channel. In fact, from Figure 5.5, we also note that the other distributed
algorithm Min WLI leads to a constant reduction of the bit error rate as the
transmit power increases.
5.3.4 MIMO-IC: four nodes with four or ve antennas sending
two streams
When the number of users in the network is more than three, no closed form
solutions of the beamforming matrices are known at the present and we must
resort to the iterative algorithms to nd the transmit lters. We consider two
possible scenarios of the four user interference network: nodes equipped with
four or ve antennas. In both cases the transmitters send two independent
data streams.
We underline since now that a total number of eight streams are not
achievable in the four users network when the nodes are equipped with four
antennas. As a matter of fact, analyzing the previous Figure 5.2(c) and Fig-
ure 5.2(d), it is clear that the percentage of interference in the desired signal
subspace is not zero and according to the criterion previously introduced this
interference alignment scheme is not feasible.
The reason that motivates us to take this scheme into account is to show
how the infeasibility re
ects in the bit error rates curves. Clearly, as this
conguration is not achievable, we cannot use the Min WLI algorithm since
it would never converge. We also do not run Min WLI in the second scenario
of four nodes equipped with ve antennas because the number of iterations
needed to align the interference at each node and the convergence time of the
algorithm are such as to make the utilization of this algorithm not feasible
in practice. Additionally, in the light of the obtained results in the previ-
ously considered scenarios, we do not expect this algorithm to have such
performances to justify its complexity.
For all of these reasons, for the four nodes interference channel we focus
only on the performances of the Max SINR algorithm. We give in Table 5.45.3. Simulation results with perfect CSI 59
and Table 5.5 the values of the parameters of an interference channel with
four nodes equipped with four or ve antennas at each node, respectively.
Figure 5.6 shows the performances of the Max SINR algorithm in the two
scenarios.
Number of nodes: K = 4
Number of antennas per node: M = 4
Degrees of freedom of the nodes: d1 = 2 d2 = 2 d3 = 2 d4 = 2
Achieved network multiplexing gain: r = 8
Dimensionality of the matrices: Hij 8i;j 4  4
V1, U1 4  2
V2, U2 4  2
V3, U3 4  2
V4, U4 4  2
No closed form solutions known of the beamforming matrices.
Table 5.4: MIMO-IC: four nodes with four antennas sending two streams.
System parameters.
Number of nodes: K = 4
Number of antennas per node: M = 5
Degrees of freedom of the nodes: d1 = 2 d2 = 2 d3 = 2 d4 = 2
Achieved network multiplexing gain: r = 8
Dimensionality of the matrices: Hij 8i;j 5  5
V1, U1 5  2
V2, U2 5  2
V3, U3 5  2
V4, U4 5  2
No closed form solutions known of the beamforming matrices.
Table 5.5: MIMO-IC: four nodes with ve antennas sending two streams.
System parameters.
We rst focus on the scenario with four antennas which we said to be
infeasible. As the gure highlights, the infeasibility is shown by the fact
that the bit error rate saturates slightly before the SNR assumes the value60 Chapter 5. Simulation Results
of twenty dB. From this point onwards the bit error rate exhibits a constant
trend, indicating that the limit of the system has been reached and a further
increasing of the transmit does not enhance the performance.
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Figure 5.6: MIMO-IC: Max SINR algorithm in a four nodes network.
When the nodes are equipped with ve antennas and the transmitters
send two independent streams to their desired receivers, the interference
alignment is feasible (Figure 5.2(c) and Figure 5.2(d)). The bit error rate of
the Max SINR algorithm is substantially smaller than with only four antennas
per node, conrming the feasibility of this conguration.
We note, however, a similar trend to the one noted in Figure 5.5. In this
case as well there exist a value of SNR, roughly nineteen dB, after which,
further increases in the transmit power generate only more interference to
the other nodes causing a degradation of the performance.5.3. Simulation results with perfect CSI 61
5.3.5 MIMO-IC: Performances of the Max SINR algorithm
We summarize in Figure 5.7 the performances, again in terms of bit error
rate versus the SNR, of the distributed Max SINR algorithm in all the scenario
considered hitherto.
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Figure 5.7: MIMO-IC: performances of the Max SINR algorithm.
It is interesting to note that the values of SNR after which additional
transmit power generates only interference are similar for the three users
four antennas scenario and the four users ve antennas case when the trans-
mitter send two streams, and this value is around twenty dB. Furthermore
for approximately the same value of SNR we also achieve the BER limit of
the infeasible interference alignment scenario of four users equipped with four
antennas sending two streams.62 Chapter 5. Simulation Results
5.3.6 Performances of the closed form expressions of the beam-
forming matrices for the SISO-IC and MIMO-IC
Finally, in Figure 5.8 we compare the performances of the interference align-
ment schemes for which there exist a closed form expression of the beam-
forming matrices. Since the bit error rates are dierent for each user in a
single antenna nodes interference channel, in this case we take the average
of the values of the simulated BERs.
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Figure 5.8: SISO-IC and MIMO-IC: three user closed form expressions.
We highlight that, for the system conguration that we are investigat-
ing, additional antennas used to send multiple streams can sometimes lead
to a degradation of the performances, as it is the case of the three users
interference network by doubling the number of antennas and the number of
transmitted streams, from two to four and from one to two, respectively.
As stated before, in our opinion the higher bit error rate resulting in
the three users four antennas case, is caused by the fact that we are using
the additional antennas to increment the multiplexing gain of the network,5.4. Simulation results with noisy CSI 63
sending two streams instead of one, instead of providing additional diversity
gain to enhance the reliability of the transmission.
5.4 Simulation results with noisy CSI
We investigate in this section the impact of noisy CSI on interference align-
ment systems. We will evidence the results only for the closed form solutions
of the beamforming matrices. We remark that all the parameters of the
system at both sides of the communication are calculated using the noisy
versions e H of the channel matrices.
The results are given as function of the ratio 2
H=2
E, where H indicates
the original channel and E the noise aecting the channel matrices. In all
the following considered schemes simulations have shown that for values of
2
H=2
E approximately larger than twenty or thirty dB these schemes perform
very close to the ideal condition of perfect CSI. We therefore give here the
results only for noise variances below this value.
5.4.1 SISO-IC: three nodes single antenna with n = 0
All the three nodes in the network have shown to be aected by the noisy
CSI in about the same manner so for the sake of clarity we plot in Figure 5.9
the average of the simulated BERs.
5.4.2 MIMO-IC: three nodes with two antennas sending one stream
We obtain the results depicted in Figure 5.10 for the MIMO-IC with three
users equipped with two antennas. The use of two antennas instead of one
at all the nodes make the system less sensitive to noisy channel state infor-
mation. For values of SNR less than twenty dB and a noise variance such
that 2
H=2
E = 15 dB the system still performs very close to the ideal case of
perfect CSI.64 Chapter 5. Simulation Results
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Figure 5.9: SISO-IC with Noisy CSI: three nodes single antenna with n = 0.
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Figure 5.10: MIMO-IC with Noisy CSI: three nodes with two antennas send-
ing one stream, closed form solutions of IA.Chapter 6
Conclusions and Future Work
In our work we have taken into account both closed form solutions of inter-
ference alignment, as well as distributed algorithms that permit to nd the
beamforming matrices iteratively. We have focused our attention on inter-
ference networks with three or four nodes equipped with single or multiple
antennas.
The main contributions given by this work can be summarized as follows
and for each point we brie
y point out the further research directions that
might arise from them.
1. We have extensively simulated the bit error rates of the implemented
interference alignment schemes with three or four users at intermediate
SNR values with perfect or noisy CSI (Chapter 5).
2. We have shown that in the three users SISO-IC the nodes experience
dierent bit error rates and this dierence cannot be simply attribute
to dierent powers of transmit or receive lters. A more advanced anal-
ysis is needed, for instance by careful examining the relation between
6566 Chapter 6. Conclusions and Future Work
the subspaces spanned by the transmitting and the receiving matrices
(Section 5.3.1).
3. In the three users MIMO-IC with four antennas at each node we have
exhibited that using additional antennas can cause more interference in
the desired signal therefore deteriorating the bit error rates if techniques
(e.g. a MMSE receiver) to exploit the additional diversity gain available
are not used (Section 5.3.3).
4. We demonstrate the infeasibility of the MIMO-IC with four nodes
equipped with four antennas sending two data streams by showing that,
using the Max SINR algorithm, the bit error rate saturates at moder-
ate SNR values (Section 5.3.4), conrming the results on the numerical
feasibility of interference alignment (Section 5.2).
5. Comparing the performance of the Max SINR algorithm in the consid-
ered scenarios we infer that in some cases even if the interference align-
ment is feasible, the performances deteriorate when the SNR exceeds a
threshold and further renements (e.g. power control) to the original
algorithm are needed (Section 5.3.5).
6. Based on simulations, we have estimated the sensitivity of certain in-
terference alignment schemes to noisy CSI, showing that in three users
interference networks the presence of two antennas instead on one make
these schemes slightly more robust, however still a lot of research must
be conducted in this direction in order to have interference alignment
systems suciently robust to noisy CSI (Section 5.4).Bibliography
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