The linear stability of the parallel flow & = sin(y) (Kolmogorov flow) is considered, taking into account viscosity, linear friction, and confinement (lateral walls). The computations provide neutral stability curves in the parameter space, wave numbers, and wave speeds, as well as the spatial structure of first unstable modes. Evidence is presented that stability parameters depend nonuniformly on the confinement. It is shown that already weak transverse confinement significantly decreases the longitudinal wavelength of perturbations at instability onset. Strong confinement changes the character of the instability into an oscillatory one instead of a purely exponential growing mode, which is obtained for weakly confined systems. Theoretical predictions of critical parameters are in reasonable agreement with experimental results in electromagnetically driven flows of conducting fluids.
INTRODUCTION AND EXPERIMENTAL BACKGROUND
Two-dimensional flows are powerful tools for the theoretical and experimental study of the transition to turbulence. On the one hand, their theoretical investigation requires less analytical and computational power in comparison with three-dimensional flows. On the other hand, with the advent of liquid metal magnetohydrodynamics it has become possible to create (at least in principle) any prescribed stationary two-dimensional flow and to study the succession of instabilities and bifurcations leading to complex spatiotemporal behavior.
Spatially periodic flows play a central role among twodimensional flows due to their high degree of symmetry. There are three classes of two-dimensional spatially periodic flows with distinct symmetry properties, namely parallel flows, arrays of rectangular or rhombic vortices, and arrays of triangular vortices.
Since the instability of spatially periodic flows is a challenging theoretical problem in itself, the first theoretical studies of the linear stability of the foregoing flows by Meshalkin and Sinai, ' Gotoh and Yamada, ' Takaoka, 3 and Sivashinsky and Yakhot' were performed independently of attempts to realize these flows in laboratory experiments. The studies are based upon the idealized assumption of an unbounded fluid governed by the two-dimensional NavierStokes equation. Parallel flows were found to be unstable against perturbations with a very large scale compared to the periodicity length of the basic flow.'s4 This instability, called negative viscosity instability, was found in rhombic and square eddy lattices too.2*4 No large-scale instability could be detected in the case of triangular vortices. Instead, an oscillatory instability was predicted by Takaoka3 for a class of triangular vortex lattices.
For more than ten years, magnetohydrodynamics enables us to create spatially periodic two-dimensional flows in laboratory experiments. The first successful attempt in this direction is due to Bondarenko et al. ' and Batchaev and Dowzhenko, 6 who realized the Kolmogorov flow v = -cos (y) e, in a layer of an electrically conducting fluid driven by electromagnetic fields. The results of these and more recent experimental studies of arrays of square vortices (Sommeria7) and of a triangular array of vortices (Sommeria et a1. ') did not confirm the theoretical predictions of Refs. l-4. Neither was the critical Reynolds number for the onset of instability in agreement with the theory (Re, z lo3 instead of the theoretical value Re, ti 1 ), nor could the predicted large-scale instability be observed. Bondarenko, ' Sommeria, 7 and Dolzhansky' pointed out that the friction of the fluid layer with the adjacent wall is crucial for the stability and dynamics of the fluid. Furthermore, the observed instabilities appeared to depend heavily on the number of spatial periods comprised by the basic flow, i.e., on the degree of confinement of the system. Despite subsequent theoretical investigations taking into account wall friction and confinement, a comprehensive quantitative view of the instabilities remained lacking.
The aim of the present papers is to systematically reconsider the linear stability of two-dimensional periodic flows in the light of experimental results obtained in electromagnetically driven flows of layers of electrically conducting fluids. The present work is devoted to the stability of the Kolmogorov flow v = -cos(y)e,. In Parts II and III, we investigate the stability of the square eddy lattice and the triangular eddy lattice, respectively. It should be emphasized that the scope of our theoretical investigations is by no means restricted to magnetohydrodynamics. We consider fluids in a bounded or unbounded domain governed by the two-dimensional Navier-Stokes equations with an additional linear friction term. This term can model Hartmann friction in magnetohydrodynamic flows but also external friction in two-dimensional fluid layers of geophysical, astrophysical, or stratified systems. Moreover, the theory covers the important limiting cases of purely viscous and inviscid flows, respectively.
This paper is organized as follows. After having given a short account of previous experimental and theoretical work on Kolmogorov flows, we present in Sec. II the equations governing the dynamics of a two-dimensional fluid with external friction. We formulate the stability problem for Kolmogorov flow taking into account the three relevant aspects: viscous friction, linear (bottom) friction, and lateral walls (confinement), which are characterized by the three dimensionless parameters Y, ,u, and N. Adopting the concept of confinement to the present stability problem, we distinguish between the elementary system, which is a flow consisting of one spatial period (N = 19 of the Kolmogorov flow and being bounded by walls at y = 0 and y = 27r, extended systems, where confining walls are located at y = 0 and y = 27rN (N> l), and the unbounded system extending from y = -CO toy = + CO. Results of the stability of the elementary and extended systems are reported in Sec. III, whereas Sec. IV is devoted to the treatment of the unbounded system. We calculate the precise critical values of parameters at which instability sets in and we discuss the structure of the first unstable modes. Finally, in Sec. V, we relate our results to experimental findings in electromagnetically driven flows and explain the connection between the full magnetohydrodynamic equations and the dimensionless equation, which serves as a basis for our theoretical studies. Figure 1 shows the sequence of instabilities observed by Kolesnikov'"~l' in a series of experiments where one spatial period of a Kolmogorov flow in a straight duct serves as the basic state [ Fig. 1 (a) I. The liquid metal flow is driven by a homogeneous magnetic field interacting with an electric current injected through the bottom of the duct by line electrodes. At a fixed value of the magnetic field, the strength of the electric current lis a measure of the Lorentz force driving the flow and represents, thereby, the control parameter. Above a threshold I,, a traveling wave with fixed wave number is observed [ Fig. 1 (b) 1. For larger 1, when more wave numbers are linearly unstable, the system exhibits processes of wave-number interaction [ Fig. 1 (c In this paper, the notion of guasinormal modes is introduced in order to distinguish the quasiperiodic structure of the unstable modes from the purely periodic normal modes of stability problems possessing continuous translational symmetry. We shall adopt this formulation in the formulation of the stability problems that follow. A different approach to the stability of spatially periodic flows is used by Dubrulle and Frisch" based on the assumption of scale separation between the basic flow and unstable modes. A multiple scale analysis provides an explicit (formal) expression for the eddy viscosity tensor of parity invariant periodic flows. In contrast to the unbounded flows, only one theoretical treatment is known of a wall-bounded flow, namely that of Ponomarjov," who found an increased critical Reynolds number in the elementary purely viscous system. Although nonlinear problems are beyond the scope of this paper, we mention the works ofKlazkin, " Green," Sivashinsksy, '" and SheZ3 devoted to the construction of simplified models describing the nonlinear evolution of the Kolmogorov flow above the instability threshold. A very detailed fully numerical simulation of the purely viscous Kolmogorov flow was performed by She.'4
Consider the two-dimensional flow of an incompressible viscous fluid which is governed by the dimensionless equation a,AII,-a,~a,AtC,-a,~a,AtCI+yA21C,
fw=(al +a334
( 1) for the velocity field. Equation (1) differs from the NavierStokes equation by the appearance of the term -,uA$ describing a frictional force proportional to the velocity and by the last term modeling the forcing of the flow. The two dimensionless parameters Y and ,u represent the control parameters. While yis simply the inverse of the Reynolds number, p is a measure of the strength of the inertial forces in relation to the linear friction force. In magnetohydrodynamics, where the linear friction term models energy dissipation inside the Hartmann boundary layer, Y is much smaller than ,u. This indicates the importance of this term for an adequate description of the experimental results. The forcing function has been chosen such that Eq. (1) obeys the stationary solution
describing the Kolmogorov velocity profile.
To study the stability of the basic flow (2) against infinitesimal perturbations, we decompose the streamfunction into a stationary part and a perturbation with exponential time dependence
Following the usual procedure of linear stability theory, we introduce (3) into the governing equation and linearize it with respect to the perturbation. Using the abbreviation o=R-t-pu, (4) we obtain the stability eigenvalue equation
For given boundary conditions to be specified below, the complex eigenvalues U,(Y) = a,(~) + ia,, (I= 1,2,...) of this equation govern the stability of the basic flow. An advantage of the system, first noted by Dolzhansky," is that the eigenvalues in the presence of linear friction differ from that of the problem without friction only by a shift of the growth rate expressed by
Thus the determination of the dependence of the eigenvalue spectrum on p does not require additional numerical solutions of the eigenvalue problem. This facilitates the evaluation of the neutral stability parameters. Indeed, if for a given viscosity the eigenvalue with the largest real part, say (TV, is known, p = Us,. is the critical parameter for instability.
Moreover, it follows from (6) that linear friction is always stabilizing in contrast to ordinary viscosity. It is remarkable that the investigation of the stability in the presence of linear friction has been reduced to the study of the spectrum of eigenvalues of the purely viscous problem (5) and that each unstable mode of the viscous problem is a neutral mode (and thereby a physically relevant mode) of the problem with linear friction. It should be mentioned that the growth rate A [Eq. (3)] can be written in the.form ikc, which leads to the equivalent Orr-Sommerfeld equation. We shall, however, prefer the first notation since the relation between the growth rate and ,Y [Eq. (6)] is more transparent for this choice.
The further mathematical treatment of the stability equation proceeds in two directions depending on whether the system under consideration is bounded or not. This is expressed by appropriate boundary conditions.
A. Wall-bounded flows
We suppose that two walls y = 0 and y = 2rNenclose N periods (N = 1,2,...) of the Kolmogorov flow such that the flow is confined to the region -CO <x < + CO, 0 <y < 27~N. At the walls, we impose the boundary conditions
and y=2~N, which ensure that the normal velocity component and the tangent vorticity vanish. We chose the perfect slip boundary condition because it is the boundary condition ensuring a nonsingular behavior of the solutions in the inviscid limit Y = 0 upon which our particular attention is focused. Even in the case of finite but small viscosity, the numeridal method would scarcely be capable of resolving boundary layers in the vicinity of the lateral walls, which would occur if we had taken the no-slip boundary condition. An application of the boundary conditions to Eq. (5) yields the generalized boundary conditions
The expansion of the unknown function into a truncated series of the form $1 (x,y) = eik& 5 pn sin -$ n=l ( > automatically satisfies these boundary conditions. Th'e exponential dependence on x and the appearance of the additional parameter k, follows from the invariance of the stability equation with respect to arbitrary translations in the x direction. Here, M denotes the truncation wave number. Upon inserting (8) into (5) and reexpanding, the following algebraic eigenvalue problem for the unknown coefficients is obtained (9) Here, the abbreviation D( a,b) =a* + b ' has been introduced. The surface of neutral stability in the three-dimensional parameter space (v,,u,k, ) is determined by ,u = CT~ ( v,kx ) , where o, denotes the largest real part of the eigenvalues of (9). Throughout the whole paper, we shall omit the eigenvalue index if the eigenvalue with the largest real part is considered. An inspection of the structure of (9) shows that the eigenvalue problem decouples into two systems for even and odd modes with no coupling among them. As a result of preliminary calculations, it was found that the first unstable modes always correspond to the odd subset of the stability equation.
B. Unbounded flow
If we suppose that the fluid occupies the whole x-y plane and require the perturbation to be bounded at infinity, it can be decomposed into quasinormal modes (cf. Frenkel") . Each quasinormal mode is a product of an exponential function with a function having the same periodicity as the basic flow. For the numerical calculations, we approximate this function by a truncated Fourier series of the form
and solve the resulting eigenvalue problem
DbLk, -t-n)
Here, the three-dimensional hypersurface of neutral stability in the four-dimensional parameter space (v,p,k, ,k,, > is determined by p = rr, ( v,kx ,ky ) . The numerical treatment of the stability equations (9) and ( 11) occupies the rest of the paper. The eigenvalues of the stability matrices are calculated using the QR matrix eigenvalue algorithm. The advantage of this method is the accuracy of the eigenvalues. The disadvantage is that the number of operations to obtain the eigenvalue of an M XM matrix scales like M3. Preliminary tests have shown that M = 27Nprovides an accuracy of 1% in the determination of the critical parameters in wall-bounded problems. In the unbounded problem, M = 10 turns out to suffice for a calculation of the eigenvalues with this accuracy in the case of worst convergency v = 0. For fixed v and N (or k, ), the calculation is repeated using a mesh of values of k, until a maximum of,u is found. The actual value maximizing ,LL is then determined by quadratic interpolation.
III. STABILITY OF WALL-BOUNDED FLOWS
A. Stability of the elementary system
The elementary constituent of the class of wall-bounded flows is the system with N = 1 consisting of one transverse period of the Kolmogorov flow. The understanding of it plays a crucial role for the stability of larger systems. It turns out that, for any finite N, the neutral surface has the topological structure depicted in Fig. 2 . The flow is stable against perturbations with wave numbers spectrum of the stability operator, an example of which is given in Fig. 3 , shows that the first unstable mode is an oscillatory one in contrast to the wall-bounded case considered by Ponomarjov,i7 who found a purely exponentially growing mode for the basic flow &, = cos(y). This is also in contrast to the unbounded system, where the principle of exchange of stability is valid (Meshalkin and Sinai') . In Table I , the values of the control parameters, the wave number, and of the oscillation frequency along the critical curve are listed. The projection of this curve onto the ( v,,u), as well' as on the ( v,kx ), plane is drawn in Fig. 4 together with the critical curves of the extended systems and the unbounded system. The function k,, (v, ) is a monotonously decreasing function of the viscosity. It is seen that viscosity lowers the wave number of instability, but k,, does not tend to zero as in the unbounded case. The streamfunction +I and the vorticity CO, = -A$i of the first unstable mode corresponding to the limiting points A (inviscid case) and B (zero linear friction) of the critical curve are shown in Figs. 5 (a) and 5 (b) and 6 (a) and 6(b), respectively. These modes are waves traveling in the x direction and consisting of alternating vortices. An inspection of the Fourier components belonging to the first unstable mode shows that vi is the largest one among them. The corresponding basis function sin(y/2) has twice the wavelength of the basic flow. If it is continued beyond the boundaries, it may be regarded as a spatially subharmonic perturbation. Once the control parameters have crossed the neutral surface, the unstable mode experiences an exponential growth. Eventually, this growth will be altered by the nonlinear terms in the Navier-Stokes equation and the amplitude may settle at a finite value, which, of course, cannot be predicted by linear stability theory. However, the mere existence of such a finite amplitude value suggests to plot a superposition of the form &, + e$r in order to get a first insight about the spatial structure of the secondary flow to be expected. In Figs. 5 (c) and 6 (c), we have arbitrarily chosen E = 1. The fact that 5 (c) is similar to a flow observed by Kolesnikov" reinforces the assumption that basic flow and first unstable mode dominate the dynamics of the weakly supercritical regime.
Stability of extended systems
Extended systems are constructed coupling identical subsystems together. Because of the fact that perturbations can now extend over the whole width of the system, the behavior differs from that of the elementary system. An important property of all systems with N> 1 is that the first unstable mode is purely exponentially growing. This can be explained from the results for the unbounded system in Sec. IV. In Tables II-IV we give the numerical values of the critical instability parameters for extended systems up to N = 4. Figure 4 shows projections of these curves on the (~,,u) and on the Y( k, ) plane. It is interesting that the behavior of the elementary system appears to be singular in two respects. First, the wave number of the unstable modes is significantly below that of the extended systems. Second, it is an oscillatory instability. As N increases; the curves approach that of the unbounded system. Since the exact values of the critical curves for high N are of too limited interest to be evaluated numerically, we shall instead investigate the scaling of the limiting points A and B (cf. Fig. 2 ) with N. Hereto, let us introduce the confinement parameter ae = l/N, which is equal to 1 for the strongest confined system, namely the ele- mentary one, and zero for the unbounded system. In the inviscid limit Y = 0 (point A of the neutral surface), the critical parameters, marked with the index A, are found to be fitted by the expressions pA = 0.2696 -0.7642&, kxA = 0.54 + 12.5&, (14) An inspection of the first unstable modes for N = 4 plotted in Fig. 7 reveals that, for decreasing confinement, the first unstable mode is a function that has a tine structure with the same periodicity as the basic flow but is modulated by a long wave component. The unstable mode for the purely viscous problem (p = 0) has still moderate values of the wave number. This fact is noteworthy since it implies that transverse confinement, even if it is weak, can strongly decrease the longitudinal wavelength of perturbations, although the system is unbounded in the x direction. 
IV. STABILITY OF THE UNBOUNDED KOLMOGOROV FLOW
Before evaluating critical parameter, we shall recover some properties of the eigenvalues associated with the introduction of the Floquet exponent k, in Eq. ( 10) (see Gotoh et al. I6 for a detailed discussion). Obviously, for M = CO the solution (10) remains unchanged if the substitution ky-ky + 1, an-~)n+l (15) is performed. Therefore, the eigenvalues are periodic functions of k,, :
with the periodicity length 1 and the consideration can be restricted to the interval k,,e[ -l/2, + l/2]. Furthermore, (T is symmetric with respect to the line k, 7 0, i.e., ul CwL, -k,) = ar(v,kx,ky) ,
which follows from the symmetry of the basic flow. Analogous relations hold for il, (v,p,k,,k,, ) . We find that the first unstable mode of the unbounded Kolmogorov flow always has the same periodicity as the basic flow, which means k,, = 0. Therefore we can consider the three-dimensional parameter space (v,p,k, ) instead of the full four-dimensional one. For nonzero values of& the neutral surface has the same structure as that of the wallbounded flows shown in Fig. 2 . In contrast to wall-bounded flows, the point B belonging to the limiting case p = 0 is attached to the (Y,P) plane, i.e., k,, = 0, zrB = l/$2. The critical curve (v,,p,,k,,,O> is represented in Fig. 4 and the corresponding numerical values relisted in Table V . The behavior of the purely viscous system near the onset of instability has been studied intensively in the early papers of Meshalkin and Sinai, ' Klazkin," and Green"' and recently by Sivashinsky and Yakhot' and SheZ4 employing the idea of negative viscosity instability.. In what follows, we turn to the analysis of the growth rate and frequency of linearly unstable modes. Each eigenvalue C[ (y,k) (I = 1,2,...) is a periodic complex function of k ,which we shall term dispersion surface. Indeed, the real and imaginary parts of the dispersion surface contain not only information about the growth rate and frequency of perturbations but the gradient and the curvature ofthe latter give the group velocity and the dispersion, respectively, of unstable waves. In Fig. 8 (a) consists of two sheets. The maximum of the higher one describes the tirst unstable mode of the unbounded system, while the lower sheet describes unstable traveling waves. This becomes evident by inspection of the dispersion surface of the imaginary part of (7 in Fig. 8 (b) . Traveling waves in the Kolmo-gorov flow have been detected in the direct numerical simulation of the full nonlinear equations performed by She.'4 It is likely that these states are the result of the nonlinear saturation of the linearly unstable waves. The existence of unstable waves in the unbounded problem is a key for understanding the singular stability behavior of the elementary wall-bounded system in comparison with the extended ones. It can be shown that, from a solution of the unbounded problem ( 10) belonging to the value k, = l/(W), a solution of the wall-bounded problem of the form (8) can be constructed. Obviously, for N= 1, k, = 1/2N intersects the region where a has a nonzero imaginary part, whereas the following values for the extended systems k, = l/4, l/6,... are located in the region where g is real. The streamfunction and the vorticity of the unstable mode of the inviscid problem belonging to the value k, = 0.58, where the growth rate attains a maximum, are shown in Figs. 9 (a) and 9 (b), respectively.
The streamfunction is the eigenfunction corresponding to the only positive eigenvalue in the spec- trum loses its symmetry with respect to the imaginary axis. The real parts of the eigenvalues are monotonously decreasing functions of the viscosity and there is still only one eigenvalue with positive real part. For high-enough values of the viscosity, the imaginary part of the dispersion surface disappears [Figs. 8 (c) and 8 (d) ] and if v exceeds the limit 6, the real parts of all eigenvalues become negative.
V. COMPARISON WlTH EXPERIMENTAL RESULTS IN ELECTROMAGNETICALLY DRIVEN FLOWS
The foregoing theoretical investigations provide a number of results which can be directly tested with experimental findings. There are two different methods to produce twodimensional flows in an electrically conducting fluid. In the first method, used by Kolesnikov,r"~" Sommeria,' and Sommeria et aZ.,8 a layer of liquid metal (thickness a, density p, electrical conductivity u*, kinematic viscosity Y* ) is subjected to a vertical magnetic field B = Bee,. The flow is driven injecting an electric current through a spatially periodic array of electrodes with spacing L /2. In the case of the oneperiod Kolmogorov flow, l",l' the motion of the fluid is governed by the dimensionless equation
with the parameters
The linear friction term can be derived in a systematic manner from the basic equation of liquid metal magnetohydrodynamic (MHD) assuming a high Hartmann number [see Sommeria and Moreau" and ThessZ6 for details of the derivation of ( 18) and ( 19) 1. Thus only the region Y+ of the parameters is accessible to experimental investigation. A straightforward calculation shows that the stability problem following from ( 18) is equivalent to (5) 
following from Table I . While the wave number is in good agreement, the instability threshold is strongly overestimated. This is due to magnetohydrodynamic effects discussed in detail in Refs. 7 and 25. It is instructive to consider the velocity tluctuations associated with the first unstable mode averaged over x and t: u2 _ ah afl lx ay F Yji, [ lvmp,p, """(y) cos(y)] , GW k :fp),rpm sin(y)s .
These quantities are shown in Figs. 11 (a) and 11 (b) together with measurements of the fluctuating part of the velocity of the traveling wave by Kolesnikov. lo The good agreement between both curves gives an aposteriori justification for the assumption underlying the plots in Fig. 5 that the weakly supercritical state is dominated by the basic flow and the first unstable mode. The second experimental method for producing Kolmogorov flow in a fluid layer employs a spatially varying magnetic held of the form B = B, sin(2ny*/L)e, produced by permanent magnets. The field interacts with a horizontal homogeneous electric current j =j,e, and produces a Lorentz force. The fluid is governed by the equation (Bondarenko et aI. ' and Gledser et a1.14) with the dimensionless parameters 
The relation to the control parameter of our theory is given by v= (1 +il)(l/R), /L= (1 +R)(R/R).
(26) The experimental result of Bondarenko' vc = 0.0105, , uu, = 0.21,  k,, = 0.68 f 0.05 (27) appears to be in good agreement with p, =0.2218, k, =0.64 (28) following from Table III. Although our theory does not directly pertain to the experiments of Batchaev,6 since they differ in the basic flow ( $. = cos y with different boundary, conditions) and they comprise odd numbers of n (thereby admitting a net flow in the x direction) our values for the critical wave numbers are in agreement with the results in Ref. 6 .
We have studied the stability of Kolmogorov flow taking into account ordinary viscosity, lateral walls, and bottom friction. In strongly confined systems consisting of only one period of Kolmogorov flow, we have identified oscillatory instability, which distinguishes the behavior in this particular case from that of weakly confined systems, i.e., systems consisting of more periods. The stability of the Kolmogorov flow without boundaries is examined taking into account quasiperiodic perturbations. This view also gives information about stability of Kolmogorov flow in confined systems. The presence of lateral walls tends to decrease the wavelength of perturbations, which is not self-evident. For instance, thermocapillary (Marangoni) instability in a fluid layer with deformable free surface sets in as large-scale instability (Striven and Sternling") even though the layer has a finite thickness. A linear stability analysis is a first step in the understanding of the subsequent nonlinear effects. Future work has to be done to explain secondary flows and associated instabilities.
