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Abstract
Most data science algorithms require complete observa-
tions, yet many datasets contain missing values. Hence miss-
ing value imputation is crucial for real-world data science
workflows. For practical applications, imputation algorithms
should produce imputations that match the true data distri-
bution, handle mixed data containing ordinal, boolean, and
continuous variables, and scale to large datasets. In this work
we develop a new online imputation algorithm for mixed
data using the Gaussian copula. The online Gaussian cop-
ula model produces meets all the desiderata: its imputations
match the data distribution even for mixed data, and it scales
well, achieving up to an order of magnitude speedup over its
offline counterpart. The online algorithm can handle stream-
ing or sequential data and can adapt to a changing data dis-
tribution. By fitting the copula model to online data, we also
provide a new method to detect a change in the correlational
structure of multivariate mixed data with missing values. Ex-
perimental results on synthetic and real world data validate
the performance of the proposed methods.
1 Introduction
Many modern datasets are messy, containing missing values;
yet many machine learning algorithms require completely
observed data. Hence imputation of the missing entries is
an important preprocessing step. The remarkable progress
in low rank matrix completion (LRMC) (Candes and Plan
2010; Recht, Fazel, and Parrilo 2010) has led to widespread
use in diverse applications (Rennie and Srebro 2005; Yang
et al. 2019). LRMC succeeds when the data matrix of inter-
est can be well approximated by a low rank matrix. While
this assumption is reasonable for sufficiently large data ma-
trices from a large class of generative models (Udell and
Townsend 2019), it usually fails when one dimension of the
data matrix is much larger than the other. We refer to such
matrices as long skinny datasets. Recent work has devel-
oped nonlinear imputation methods that improve on LRMC
methods for long skinny datasets (Ongie et al. 2017; Fan
and Udell 2019; Fan, Zhang, and Udell 2020). When a long
skinny dataset consists of a mixture of ordinal, binary, and
continuous (or real-valued) variables, the imputation chal-
lenge is even greater, and successful methods must account
for the different distribution of each column. For example,
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survey dataset may contain millions of respondents but only
dozens of questions. The questions may include both real-
valued responses such as age and weight, and ordinal re-
sponses on a Likert scale measuring how strongly a respon-
dent agrees with certain stated opinions. A Gaussian copula
imputation model, which adapts to the distribution of values
in each column, has recently shown state-of-the-art perfor-
mance on a variety of long skinny mixed datasets (Zhao and
Udell 2020b). Our work builds on the success of this model,
which we describe in greater detail below.
Online data, generated by sensor networks, financial
transactions, or ongoing surveys, also presents a substan-
tial challenge for efficient data analysis, especially when
missing value appears, as sensors fail or survey respondents
fail to respond. In this setting, online (immediate) imputa-
tion for new observations is important to facilitate online
decision-making processes. Online methods usually enjoy
lower space and time complexity and can adapt to changes in
the data, and hence are sometimes preferred even in the of-
fline setting. Online LRMC methods (Balzano, Nowak, and
Recht 2010; Dhanjal, Gaudel, and Cle´menc¸on 2014; Mar-
dani, Mateos, and Giannakis 2015) work poorly for long
skinny mixed-type data, as the low rank assumption gen-
erally fails. The online high rank matrix completion method
(Fan and Udell 2019) works well for long skinny real-valued
data, but underlying continuity assumptions lead to poor per-
formance on mixed-type data. Moreover, all the aforemen-
tioned imputation methods require a few tuning parameters
for their underlying model. Moreover, it is difficult to choose
tuning parameters (such as the rank) for these methods in
the online setting, an estimating a tuning parameter often
requires a separate pass over the data. Worse, the ideal pa-
rameter may vary over time.
Another common interest in online data (or time series)
is change point detection: does the data distribution change
abruptly, and can we pinpoint when the change occurs?
While there are many different types of temporal changes,
we focus on changes in the dependence structure of the
data, a crucial issue for many real world applications. For
example, classic Markowitz portfolio design uses the dy-
namic correlation structure of exchange rates and market in-
dexes to design a portfolio of assets that balances risk and
reward (Markowitz 1991). In practice, the presence of miss-
ing values and mixed-type data handicaps most conventional
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change point detection approaches.
In this paper, we address all these challenges: our online
algorithm can impute missing values and detect changes in
the dependency structure of long skinny mixed-type data.
Our online imputation method builds on the offline Gaus-
sian copula imputation model proposed in (Zhao and Udell
2020b). This model posits that the data is generated by draw-
ing a latent Gaussian vector for each row, with mean zero,
unit variance, and correlation matrix Σ. This latent Gaussian
vector is then transformed to match the marginal distribution
of each observed variable. This is a natural model for mixed
data, as the model posits that ordinals result from threshold-
ing a continuous latent variable. In the case of, say, product
ratings data, we can imagine the observed ordinal values re-
sult from thresholding the customer’s (continuous) affinity
for a given product. Another major advantage of Gaussian
copula imputation is that it uses no model hyperparameters.
Contribution This paper makes three major contribu-
tions: (1) We propose an online algorithm for missing value
imputation using the Gaussian copula model, which incre-
mentally updates model parameters and thus can adapt to a
changing data distribution. (2) We propose an online method
for change point detection that pinpoints changes in the cor-
relation structure. The method tracks the magnitude of the
copula correlation update and reports a change point when
the magnitude exceeds a threshold. (3) We develop a mini-
batch implementation based on incremental model updates
and a parallel implementation that accelerates convergence
of the offline Gaussian copula model. Compared to the orig-
inal algorithm (Zhao and Udell 2020b), our new implemen-
tation can achieve nearly the same imputation accuracy an
order of magnitude faster, which allows the Gaussian copula
model to scale to larger datasets.
Inheriting the advantages of the Gaussian copula model,
all of our proposed methods naturally handle long skinny
mixed-type datasets with missing values, and are free of
model hyperparameters.
Related Work Zhao and Udell (2020b) fits a Gaussian
copula model from incomplete observations using an an ap-
proximate expectation maximization (EM) algorithm. Our
method improves on their by introducing an online EM algo-
rithm, following (Cappe´ and Moulines 2009), to incremen-
tally update the copula correlation matrix, and develop an
online algorithm to estimate the marginals, so that the algo-
rithm does not need to store historical data except for old
parameter estimate.
Change point detection is an important topic with a long
history that encompasses both online and offline approaches.
However, the presence of missing data handicaps most de-
tection methods, especially when the missing ratio is high.
Online methods that address missing data either rely on
a low rank assumption (Xie, Huang, and Willett 2012) or
make even strong assumptions, such as positing that the data
matrix has a Gaussian distribution (Cao et al. 2019). Both as-
sumptions are unsatisfying for long skinny mixed-type data.
2 Methodology
The Gaussian copula model has two parameters: the trans-
formation function and the copula correlation matrix. We
first review Gaussian copula imputation with known model
parameters in Section 2.1. Online imputation differs from
offline imputation only in how we estimate the parameters.
In Section 2.2, we show how to estimate the transformation
function online. Before presenting the online method for es-
timating the copula correlation matrix in Section 2.4, we re-
view offline estimation in Section 2.3 to provide background
and intuition. In Section 2.5, we introduce our online change
point detection method.
Notation Define [p] = {1, . . . , p} for p ∈ Z. We use cap-
ital letters X to denote matrices and lower-case letters x to
denote vectors. For a matrix X, we refer to the i-th row, j-th
column, and (i, j)-th entry as xi,Xj and xij , respectively.
We use columns to represent variables and rows to represent
examples. For a vector x ∈ Rp, we use xI to denote the
subvector of x with entries in subset I ⊂ [p]. For each row
vector xi, we use Oi,Mi ⊂ [p] to denote the observed and
missing locations respectively, and thus xiOi is observed and
xiMi is missing. We denote by E the elliptope (the set of all
correlation matrices).
2.1 Gaussian Copula Imputation
We now formally introduce the Gaussian copula distribution
for mixed data vectors (Hoff et al. 2007; Fan et al. 2017;
Feng and Ning 2019; Zhao and Udell 2020b). We say a ran-
dom variable x ∈ Rp is drawn from the Gaussian copula
x ∼ GC(Σ, f) if x = f(z) := (f1(z1), . . . , fp(zp)) with
z ∼ N(0,Σ), with some correlation matrix Σ ∈ Rp×p and
elementwise monotone f : Rp −→ Rp. In other words, we
generate a Gaussian copula random variable x by first draw-
ing a latent Gaussian vector zwith mean 0 and covariance Σ,
and then applying the elementwise monotone function f to z
to produce x. If the cumulative distribution function (CDF)
for Xj is given by Fj , then the monotone transformation
function is uniquely determined: fj = Fj ◦ Φ−1 where Φ is
the standard Gaussian CDF. We note that for ordinal xj , the
CDF Fj and thus fj are step functions, so f−1j (xj) := {zj :
fj(zj) = xj} is an interval. If x ∼ GC(Σ, f) is observed
at indices O, we map the conditional mean of zM given ob-
servations xO through f to impute the missing values xM,
visualized in Fig. 1. Denote the submatrix of Σ with rows in
I and columns in J by ΣI,J . Specifically,
E[zM|xO,Σ, f ] = ΣM,OΣ−1O,OE[zO|xO,Σ, f ].
The expectation E[zO|xO,Σ, f ] is the mean of a normal
vector z ∼ N (0,Σ) truncated to the region f−1(x) :=∏p
j=1 f
−1
j (xj), with f
−1
j (xj) := R if xj is missing, which
can be estimated efficiently (Zhao and Udell 2020b). For an
incomplete matrix X, we assume the rows are iid samples
from GC(Σ, f) with some f and Σ. The imputation for each
row is conducted separately as described above with f and
Σ replaced by their estimates. We now turn to the problem
of estimating the parameters f and Σ.
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Figure 1: Visualization of the Gaussian copula imputation for a 5 dimensional partially observed mixed-type vector. Curves
indicate the marginal probability density functions (for continuous) or probability mass function (for ordinal). First, compute
the set of the latent normal vector which maps to the observation (x1, x3 and x4) through f . Second, compute the conditional
mean of the latent normal vector at missing locations (zˆ2 and zˆ5) given the copula correlation Σ and that z1, z3 and z4 only take
values from the computed inverse set. Lastly, map the conditional mean through f to obtain the imputations xˆ2 and xˆ5.
2.2 Online Marginal Estimation
In the offline setting, we can estimate the transformation
function based on the observed empirical distribution (Liu,
Lafferty, and Wasserman 2009; Zhao and Udell 2020b,a):
fˆj = Fˆj ◦ Φ−1, fˆ−1j = Φ ◦ Fˆ−1j . (1)
where Fˆj and Fˆ−1j are the empirical CDF and empirical
quantile function for observations in column Xj , j ∈ [p].
In the online setting, we simply update the observation set
as new data comes in for each column Xj . Specifically, we
store a running window matrix X˜ ∈ Rk×p which records the
k most recent observations for each column, and update X˜
as new data comes in at time t. Marginal estimates converge
quickly: indeed, our experiments show a window size of 200
(or even smaller) generally suffices for accurate imputation.
2.3 Offline Correlation Estimation
We review a maximum likelihood estimation (MLE) ap-
proach for the copula correlation matrix Σ in the offline set-
ting as developed by (Zhao and Udell 2020b).
First, if the data matrixX is fully observed with all contin-
uous columns, we can compute exactly the Gaussian latent
variable zi = f−1(xi) ∈ Rp for each row i, and the problem
reduces to the multivariate Gaussian setting with mean zero
and unit variance. The log likelihood of the observed data
with correlation Σ is:
`(Σ;X) = c− log(|Σ|)
2
− 1
2
Tr
(
Σ−1
n∑
i=1
1
n
zi(zi)>
)
,
Clearly, the MLE of the correlation matrix Σ is the em-
pirical correlation matrix PE
(
1
n
∑n
i=1 z
i(zi)>
)
, where PE
scales its argument to output a correlation matrix: for D =
diag(Σ), PE(Σ) = D−1/2ΣD−1/2.
When the data X is partially observed and has both con-
tinuous and ordinal columns, the likelihood given observa-
tion xiOi is the intergral over the latent Gaussian vector z
i
Oi
that maps to xiOi through f : zj ∈ f−1j (xj) for j ∈ Oi and
ziMi ∈ R|Mi|. For simplicity, we write zi ∈ f−1(xi) since
we define f−1j maps missing values to R. Thus we seek to
maximize (over Σ) the observed likelihood:
`(Σ; {xiOi}ni=1) =
1
n
n∑
i=1
log
(∫
zi∈f−1(xi)
φ(zi; 0,Σ)dzi
)
.
where φ(·; Σ) is the PDF of a normal vector with 0 mean and
correlation Σ. This integral is difficult to compute and even
more difficult to optimize. Zhao and Udell (2020b) propose
an EM algorithm to avoid this difficulty. At each iteration,
the EM algorithm updates the covariance estimate Σt as
Σt+1 =
n∑
i=1
1
n
E[zi(zi)>|xiOi ,Σt, fˆ ]. (2)
This update is easy to understand: we estimate covariance
by an “empirical covariance matrix” of latent variables zi.
The expectation weights these zi by their likelihood given
the observations xiOi , the previous estimate Σ
t and the of-
fline marginal estimate fˆ . Using the fact that zi|xiOi ,Σt, fˆ is
a truncated normal vector, Zhao and Udell (2020b) approx-
imate these expectations using a fast iterative algorithm. Fi-
nally, the covariance matrix is ensured to have unit diagonals
through scaling: Σt+1 = PE
(
Σt+1
)
.
Parallelization Noticing the computation in Eq. (2) is sep-
arable over the rows, we have developed a parallel algorithm
to accelerate the offline EM algorithm. For the long skinny
datasets we target, this parallel algorithm allows for faster
imputation by exploiting multiple computational cores.
2.4 Online Correlation Estimation
The key idea of our online estimation is to replace the EM
step update in Eq. (2) with an online EM variant, which in-
crementally updates the expected “empirical covariance ma-
trix” as new data comes i. The M-step in this framework is
unchanged. This approach yields an online algorithm: we do
not need to retain all data to perform updates.
Formally, the M-step at iteration t + 1 maximizes the
expectation of the complete likelihood `(Σ; {zi,xiOi}ni=1),
conditional on xiOi , Σ
t and fˆ . We denote this objective
function as Q(Σ; Σt, {xiOi}ni=1) for simplicity. Cappe´ and
Moulines (2009) propose to update the objective function Q
with new rows St ⊆ {1, . . . , n} observed at time t as:
Qt+1(Σ) = (1− γt)Qt(Σ) + γtQ(Σ; Σt, {xiOi}i∈St), (3)
with Q1(Σ) = Q(Σ; Σ0, {xiOi}i∈S0) given initial estimate
Σ0 and a monotonically decreasing stepsize γt ∈ (0, 1).
The EM algorithm for the Gaussian copula takes a partic-
ularly simple form: maximizing Eq. (3) wrt Σ, we find
Σt+1 = (1−γt)Σt+γt 1|St|
∑
i∈St
E[zi(zi)>|xiOi ,Σt, fˆ ]. (4)
This formulation gives a very natural update rule: in each
step we simply take a weighted average of the previous co-
variance estimate and the estimate we get by applying a sin-
gle EM step on the next batch of data. We then project the re-
sulting matrix to a correlation matrix as in the offline setting.
The computation in Eq. (4) has time complexity O(αp3),
where α is the fraction of missing entries.
Cappe´ and Moulines (2009) proves convergence for such
an online EM algorithm under some regularity conditions,
when the decreasing step size γt satisfies
∑∞
i=1 γi =∞ and∑∞
i=1 γ
2
i < ∞. These conditions are standard for stochas-
tic approximation methods. For example, we can take γi =
γ0i
−α, with α ∈ (.5, 1]. If the true covariance Σ generating
the data evolves over time, a constant stepsize γt can be used
to adapt the estimate to the changing correlation structure.
Online Versus Offline Implementation We can replace fˆ
in Eq. (4) with its online estimate introduced in Section 2.2
to obtain a fully online algorithm. However, this decision
entails some tradeoffs. When the storage limit is the main
concern, as in the streaming data setting, the online marginal
estimate should be applied at every new point. The only stor-
age requirement is a running window and a correlation ma-
trix estimate. When the data marginal distribution is evolv-
ing over time, it is important to use online marginal estimates
to eliminate the influence of old data.
On the other hand, when training time is the main con-
cern but the whole dataset is available, as in the offline data
setting, the online EM algorithm can be implemented as an
offline mini-batch EM algorithm to accelerate convergence.
In that setting, the offline marginals can be used to provide
more accurate and stable estimates as well as to reduce the
time required to estimate the marginals.
To ease the notation, we present the fully online algorithm
in Algorithm 1 when each batch of rows St consists of a
single row at time t. The extension of Algorithm 1 to the
mini-batch setting (|St| > 1) is straightforward. As in the
offline setting, we can also parallelize the online algorithm
over all rows in St to further accelerate it.
Algorithm 1 Online Imputation via Gaussian Copula
Input: Window size k and step size γt for t = 1, . . . , n.
1: Initialize Σ0 and running window matrix X˜ ∈ Rk×p.
2: for t = 1, 2, . . . , n do
3: Obtain xt ∈ Rp, observed atOt and missing atMt.
4: Replace the oldest point in X˜j with xtj for j ∈ Ot.
5: Estimate marginals fˆ , fˆ−1 using X˜ as in Eq. (1).
6: EM step update:
Σt+1 = (1− γt)Σt + γtE[zi(zi)>|xiOi ,Σt, fˆ ].
7: Scale to a correlation matrix: Σt+1 = PE
(
Σt+1
)
.
8: Impute xˆtMt using x
t
Ot ,Σ
t+1 and fˆ as in Fig. 1.
9: end for
Output: Imputation xˆtMt and Σ
t for t ∈ [n].
2.5 Online Correlation Change Point Detection
We first outline the change point detection problem in the
context of the Gaussian copula model. Consider a sequence
of incomplete mixed-type data observations x1, . . . ,xT ∼
GC(Σ, f), where xi is observed at locations Oi for i ∈ [T ].
We wish to identify whether there is a change point t0 — a
time when the copula correlation matrix Σ changes substan-
tially — and if so, when this change occurs. Moreover, in
the online setting we wish to detect the change-point t0 as
early as possible subject to a false alarm constraint. We for-
mulate the change-point detection problem as the following
hypothesis test:
H0 : x1, . . . ,xT ∼ GC(Σ, f),
H1 : x1, . . . ,xt0 ∼ GC(Σ, f), (5)
xt0+1, . . . ,xT ∼ GC(Σ˜, f) for some Σ˜ 6= Σ.
Here, we assume the change only happens to the correlation
matrix and the marginal function f is time-invariant. To de-
tect a change-point, a test statistic is usually computed for
each point to measure the deviation of new points from old
distribution. A change is detected if the test statistic exceeds
a certain threshold.
We restrict ourselves to the detection problem in the on-
line setting instead of a retrospective analysis when all data
are available, although we will discuss how to extend our
method to the retrospective setting. More specifically, to test
whether a change point happens at time t0, we only have ac-
cess to data xt0+1, . . . ,xT for a small window length T − t0
and the fitted model at time t0.
To derive a test statistic, notice that under the null hypoth-
esis Σ−1/2Σ˜Σ−1/2 = Ip. Thus for some matrix norm h, we
can use the distance d(Σ, Σ˜;h) = h(Σ−1/2Σ˜Σ−1/2−Ip) be-
tween Σ−1/2Σ˜Σ−1/2 and Ip to measure the deviation of new
points from old distribution. While Σ and Σ˜ are unknown,
we can replace them with their estimates Σt0 and ΣT from
the EM iteration t0 and iteration T , respectively. Thus we
construct our test statistic as d(Σt0 ,ΣT ;h). Experimentally,
we find that performance is insensitive to the choice of h.
Hence below we report results using the Frobenius norm as
h, to reduce computation.
The change point is detected when d(Σt0 ,ΣT ;h) exceeds
some threshold bα, which is chosen to control the false-
alarm rate α. Calculating a precise bα requires the asymp-
totic behaviour of the statistics under null distribution, which
is generally unknown including our case. We adopt resam-
pling methods to approximate the null distribution of our test
statistic and then select the threshold in a solely data driven.
We present our resampling test in Algorithm 2 for the hy-
pothesis in Eq. (5). Notice comparing d(Σt0 ,ΣT ;h) to bα
is equivalent to comparing the returned p-value with the de-
sired false-alarm rate α.
Algorithm 2 Online change point detection for Gaussian
copula based on resampling
Input: New point {xi}Ti=t0+1, the number of samples B,
model parameters estimate Σt0 ,ΣT and f t0 .
1: Compute the test statistic s = d(Σt0 ,ΣT ).
2: for j = 1, 2, . . . , B do
3: Sample y1, . . . ,yT−t0 ∼ GC(Σt0 , f t0).
4: Mask {yi}T−t0i=1 at where {xi}Ti=t0+1 are missing.
5: Update the model at t0 with new points {yi}T−t0i=1 .
6: Obtain the new updated copula correlation ΣT,j .
7: Compute the test statistic sj = d(Σt0 ,ΣT,j).
8: end for
Output: The empirical p-value #{j : s ≤ sj}/(B + 1).
We can also sequentially detect multiple change points.
First notice if a change point is detected at time t0, it takes
several samples to accurately estimate the new correlation
matrix Σt0 . Thus we set a burn-in period to prevent alarm af-
ter each detected change point that ends when the test statis-
tics first falls back to an insignificant level.
The online change point detection algorithm prioritizes
detecting an abrupt change using a small number of sam-
ples T − t0. In the retrospective setting, where all data are
available, it might also be interesting to test whether there is
change point in some long period, as in Matteson and James
(2014). Algorithm 2 naturally extends to this task, by choos-
ing an appropriate initial time t0 and final time T .
3 Experiments and Conclusion
We evaluate the online imputation performance of our al-
gorithm, with and without parallelism, mini-batch training
and online marginal estimate, as well as our online change
point detection algorithm. In what follows, “Standard EM”
denotes the offline EM algorithm (Zhao and Udell 2020b);
“Online EM” denotes a fully online version of the EM algo-
rithm, which estimates marginals online and incrementally
updates the copula correlation as in Eq. (4); and “Minibatch
EM” also incrementally updates the copula correlation but
uses offline marginal estimates. Finally, “threaded” denotes
the use of 4 cores in parallel to compute the expectations.
For comparison, we also implement the online LRMC al-
gorithm GROUSE (Balzano, Nowak, and Recht 2010) and
the online high rank matrix completion algorithm (Fan and
Udell 2019), denoted as online KFMC with RBF kernel.
All Gaussian copula imputation methods are implemented in
Python, while GROUSE and online KFMC are implemented
using the authors’ provided Matlab codes. The norm of sub-
space fitting residuals for GROUSE can be used to detect
change points; we compare this method with our method for
online change point detection. All experiments use a laptop
with a 3.1 GHz Intel Core i5 processor and 8 GB RAM.
The imputation evaluation is divided into two parts: online
and offline imputation. We use the scaled mean absolute er-
ror (SMAE) for evaluation (Zhao and Udell 2020b), defined
as SMAE := |Xˆj − Xj |/|Xmedj − Xj | where Xˆj are the
imputed values of column i and Xj are the true values, and
Xmedj is the median value in column j, all restricted to the
masked entries in column j. Hence median imputation has
SMAE = 1, and an algorithm that imputes better than the
median has SMAE < 1.
Tuning Parameter Selection Standard EM does not re-
quire parameter tuning. For all other methods, there are two
kinds of the tuning parameters: model hyperparameters and
the algorithm parameters, such as the step size or learning
rate for the online learning scheme. All algorithms incre-
mentally updates the model parameters using a mini batch
at each iteration. For all experiments and all applied meth-
ods, we use a mini batch of size 40. We allow multi passes
over each mini batch for GROUSE (100 passes) and online
KFMC (30 passes), while only allow a single pass over each
mini batch for EM methods. We outline below all tuning pa-
rameters needed for each method.
Minibatch EM does not require model hyperparameter.
We set its step size as γt = c/(t + c) for some c > 0. On-
line EM requires one model hyperparameter window size m
for online marginal estimates. We also set its step size as
γt = c/(t + c) for offline datasets, but use a constant step
size γt = γ0 ∈ (0, 1) for online datasets. We found on-
line EM is not sensitive to γ0 and m, thus we set them as
γ0 = 0.5 and m = 200 unless further specified.
GROUSE requires a model hyperparameter: rank. Fol-
lowing the authors’ suggestion, we set its step size γt = c/t
for some c > 0 in the offline setting and γt = γ0 > 0 in the
online setting. Unlike online EM, GROUSE is very sensitive
to the constant step size γ0 in the online setting, and it needs
to be carefully tuned over different magnitudes.
Online KFMC requires three model hyperparameters: a
rank in a latent space, a regularization parameter on matrix
norm, and the width of the RBF kernel. While the authors
provide a data-driven estimate for the last parameter, the first
two hyperparameters must be carefully tuned. Thus in prac-
tice, it is harder to find the best tuning parameter for online
KFMC compared to the other methods in our comparison.
online KFMC uses a momentum update, for which we take
the author’s suggested value .5.
We use grid search to choose all hyperparameters and al-
gorithm parameters: a 1 dimensional search for EM meth-
ods, and 2 dimensional for GROUSE and online KFM. We
report the selected parameters for each dataset. All imple-
mentation details can be found in the Supplement.
3.1 Offline Synthetic Experiment
We first consider an offline synthetic dataset consisting of
15-dimensional vectors drawn from a Gaussian Copula, with
5 continuous (exponential distribution with parameter 1/3),
5 ordinal with five levels, and 5 binary entries: x1, . . . ,xn ∼
GC(Σ, f) with n = 2000, as in (Zhao and Udell 2020b). We
randomly mask 2 entries as a test set per datatype per row
for evaluation, which yields a 40% missing ratio. The exper-
iment is repeated over 20 repetitions. For each repetition, we
randomly sample the copula correlation matrix and the step
points for generating ordinal columns which controls their
probability mass functions, detailed in the Supplement.
For both mini-batch and online EM, we use γt = c/(t+c)
with c chosen as 5. For GROUSE, we use a decaying step
size c/t with c chosen as 1. Interestingly, the best rank for
GROUSE is 1. For online KFMC, the rank and the regular-
ization chosen are 100 and .001. In Table 1, we report the
runtime, the average SMAE for each datatype, and the cop-
ula correlation estimation error for EM methods, computed
as ||Σˆ− Σ||F /||Σ||F for true correlation Σ and estimate Σˆ.
Shown in Table 1, the parallel, minibatch and online vari-
ants of the EM algorithm converge substantially faster than
the standard method and provide similar imputation accu-
racy. With or without parallelism, the minibatch variant is
three times faster than its counterpart with the same ac-
curacy. All EM implementations outperform online KFMC
and GROUSE, and even median imputation outperforms
GROUSE. The results here show LRMC methods fit poorly
for long skinny datasets, although the selected best rank, 1,
misleadingly indicates the existence of low rank structure.
3.2 Online Synthetic Experiment
We evaluate the ability of online imputation algorithms to
adapt to a changing correlation structure. To do this, we gen-
erate and mask the dataset similar to Section 3.1, but set
two change points at which a new random correlation ma-
trix is chosen: x1, . . . ,xt ∼ GC(Σ1, f), xt+1, . . . ,x2t ∼
GC(Σ2, f) and x2t+1, . . . ,x3t ∼ GC(Σ3, f), with t =
2000. We repeat the experiment 10 times. For each repeti-
tion, we randomly sample Σ1,Σ2 and Σ3 and fix f , as in the
offline experiments.
We implement all online algorithms from a cold start and
make only one pass through the data, to mimic the streaming
data setting. For comparison, we also implement offline EM
with two passes over the whole dataset. For online EM, we
use the constant step size γt = 0.5. For GROUSE and online
KFMC, we choose the best parameters with grid search: for
0 1000 2000 3000 4000 5000 6000
0.
8
1.
0
1.
2
1.
4
Continuous Columns
SM
AE
Offline EM
Online EM
GROUSE
Online KFMC
0 1000 2000 3000 4000 5000 6000
0.
8
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
Ordinal Columns
0 1000 2000 3000 4000 5000 6000
0.
8
1.
0
1.
2
1.
4
Binary Columns
SM
AE
Row Numbers
0 1000 2000 3000 4000 5000 6000
4.
0
5.
0
6.
0
7.
0
Change Point Tracking 
0.
5
0.
6
0.
7
0.
8
0.
9
1.
0
1.
1
G
RO
US
E:
 R
es
id
ua
l N
or
m
O
nl
in
e 
EM
: C
or
re
la
tio
n 
Ch
an
ge
Online EM
GROUSE
Row Numbers
Figure 2: Mean imputation error and change point tracking
statistics over 10 repetitions for online synthetic datasets.
GROUSE, constant step size 10−5 and rank 1; for online
KFMC, rank 200 and regularization .1.
Shown in Fig. 2, online EM clearly outperforms the of-
fline counterpart on average, by learning to the changing cor-
relation structure. The online algorithm has a sharp spike in
error as the correlation abruptly shifts, but the error rapidly
declines as the online algorithm learns the new correlation.
Surprisingly, the online KFMC cannot even outperform the
offline EM algorithm, which is only able to impute using a
single correlation estimate for all of the data. GROUSE per-
forms even worse in that it cannot outperform median im-
putation as in the offline setting. The results indicate online
imputation methods can fail to learn the changing distribu-
tion when their underlying model does not fit the data well.
Our correlation deviation statistic also provides accuracy
prediction for change time points, while the residual norms
from GROUSE remains stable after the burn-in period for
model training, which again verifies GROUSE cannot adapt
to the time-varying correlation changes here. We also show
in Supplement our resampling test, Algorithm 2, success-
fully detects all change points with significance .01 over all
10 repetitions with satisfying false-alarm rate.
3.3 Offline Real Data Experiment
To demonstrate the speed of our minibatch algorithms, we
evaluate on a subset of the MovieLens 1M dataset (Harper
and Konstan 2015) that consists of all movies with more
than 1000 ratings. This subset consists of ordinal ratings on
a scale of 1 to 5 of size 6939 × 207 with over 75% entries
missing. We randomly mask 10% observed entries as test set
and repeat the experiment 10 times.
For both minibatch and online EM, we use γt = c/(t+ c)
with c chosen as 6. For GROUSE, we use step size c/t with
c chosen as .5 and the rank is chosen as 4. For online KFMC,
the rank and the regularization are chosen as 500 and .01.
Table 2 shows that the minibatch and online variants still
Method Threads Runtime (s) Continuous Ordinal Binary Correlation
Standard EM No 65.1(2.6) 0.79(.04) 0.83(.02) 0.78(.06) 0.18(.02)
Standard EM Yes 30.0(1.1) 0.79(.04) 0.83(.02) 0.78(.06) 0.18(.02)
Minibatch EM No 18.8(1.3) 0.79(.04) 0.83(.02) 0.78(.07) 0.18(.02)
Minibatch EM Yes 12.6(0.4) 0.79(.04) 0.83(.02) 0.78(.06) 0.18(.02)
Online EM No 36.7(2.6) 0.80(.04) 0.84(.02) 0.79(.06) 0.19(.02)
Online EM Yes 22.6(2.2) 0.80(.04) 0.84(.02) 0.79(.06) 0.19(.02)
Online KFMC No 82.6(14.3) 0.88(.04) 0.87(.03) 0.82(.06) ∗
GROUSE No 2.7(.4) 1.17(.03) 1.55(.06) 1.26(.16) ∗
Table 1: Runtime, imputation error for each data type and correlation estimation error on synthetic offline dataset over 20 trials.
Method Threads Runtime (s) MAE RMSE
Standard EM No 1759(9) 0.578(.002) 0.878(.003)
Standard EM Yes 831(3) 0.579(.002) 0.879(.003)
Minibatch EM No 330(16 ) 0.581(.002) 0.881(.002)
Minibatch EM Yes 180(6) 0.582(.003) 0.882(.004)
Online EM No 704(2) 0.583(.002) 0.883(.004)
Online EM Yes 392(2)) 0.583(.002) 0.883(.003)
Online KFMC No 1599(140) 0.650(.004) 0.918(.004)
GROUSE No 32(4) 0.625(.003) 0.915(.003)
Table 2: Runtime and imputation error on a subset of Movie-
Lens 1M dataset, reported over 10 repetitions.
obtain comparable accuracy to the standard EM. With paral-
lelism, the minibatch EM is almost 10 times faster than the
standard EM, and is about 6 times faster even without paral-
lelism. Moreover, all EM implementations significantly out-
perform online KFMC and GROUSE. Interestingly, as the
dataset gets wider, online KFMC loses its advantage over
GROUSE. The results here indicate the nonlinear structure
learned by online KFMC fails to provide better imputation
than the linear structure learned by GROUSE. In contrast,
the structural assumptions of our algorithm retain their ad-
vantage over GROUSE even as the data gets wider.
3.4 Online Real Data Experiment
We explore the application to the daily log-returns of 30
stocks currently listed in the Dow Jones Industrial Average
(DJIA) for the period from January 2000 to September 2020
with 5203 days’ data in this section. Among the 30 stocks,
three have missing entries (92.9%, 21.6% and 39.7%). Here
we consider the task of predicting each stock’s (log) returns
today using yesterday’s data.
Online imputation methods naturally lend themselves to
this prediction task. We construct a dataset of size 5202×60,
where the first 30 columns store yesterday’s log-returns and
last 30 columns store today’s. We scan through the rows,
making online imputations. Upon reaching the t-th row, the
first t − 1 rows and the first 30 columns of the t-th row are
completely revealed, while the last 30 columns of the t-th
row are to be predicted and thus masked. Once the prediction
is made and evaluated, the masked entries are revealed to
update the parameters of the model.
We use the first 400 rows to train the model, the next 400
rows as a validation set to choose tuning parameters, and
all remaining rows remain as our test set. For online EM,
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Figure 3: The mean absolute error of imputation (left) and
change point tracking statistics (right) for DJIA data.
the window size for estimating the marginals is selected as
50. For GROUSE, the rank and the constant step size are
selected as 6 and 10−6. For online KFMC, the rank and the
regularization are selected as 400 and .01.
Fig. 3 shows that although all methods have similar per-
formance early on, GROUSE performs much worse as time
evolves while the other two methods have stable perfor-
mance. These results indicate that while asset returns are ap-
proximately low rank until 2013 or so, the low rank model
is a poor approximation thereafter. Online KFMC performs
similarly to online EM, but has slightly higher average error.
Now we consider change point detection: are there sub-
stantial changes to the correlational structure of the DJIA
during this time period? The subspace residual norm of
GROUSE indicates only one clear spike, early on in the
Great Recession of 2008. Subsequently this statistic tends
to increase and does not identify any clear changes, which
also verifies that the dataset is no longer approximately low
rank. In contrast, the correlation deviation statistic we pro-
pose returns to a low level after an initial spike and is able to
identify multiple spikes.
3.5 Conclusion and Future Work
We presented an online missing data imputation algorithm
and change point detection method using the Gaussian cop-
ula model for long skinny mixed-type datasets. One impor-
tant future direction would extend the online Gaussian cop-
ula estimation to wide datasets using low rank structure,
to ensure the computational complexity scales linearly in
the number of observations, as explored in Zhao and Udell
(2020a) using offline methods. Extending our change point
detection method to identify changes in the marginal distri-
bution change also constitutes important future work.
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A Offline Synthetic Experiments
Data Generation Details To generate random correlation
matrices, we firstly random sample Σ ∈ Rp×p with standard
Gaussian samples. The we get Σ ←− ΣΣ> to generate sym-
metric positive definite matrix Σ, which is also a covariance
matrix. At last we take the corresponding correlation matrix
of Σ as our simulated random correlation matrix.
To generate random cutoffs for the step functions used
to generate ordinal data, we randomly sample observations
which lies between its .1 quantile and .9 quantile.
Tuning Parameters Selection Range We generate 20 ad-
ditional independent identical datasets for tuning parameters
selection for all methods.
For minibatch EM, the constant c in the step size γt =
c/(t+ c) is selected as 5 from {3, 5, 7, 9}. We use the same
c for online EM algorithm without further selection.
For GROUSE, the constant c in the step size γt = c/t
and the rank r are selected as 1, 1 from {.1, 1, 5, 10} ×
{1, . . . , 6}.
For online KFMC, the rank and the regulariza-
tion are selected as 100, .001 from {25, 50, 100, 150} ×
{.1, .01, .001, .0001}.
B Online Synthetic Experiments
Tuning Parameters Selection Range We generate 10 ad-
ditional independent identical datasets for tuning parameters
selection for all methods.
For minibatch EM, the constant c in the step size γt =
c/(t+c) is adopted as 5 from the offline experiments without
selection. For online EM, the constant step size is set as .5
without selection.
For GROUSE, the constant step size and the rank r
are selected as 10−5, 1 from {10−6, 10−5, 10−4, 10−3} ×
{1, . . . , 6}.
For online KFMC, the rank and the regularization are se-
lected as 200, .1 from {100, 200, 300} × {1, .1, .01, .001}.
Resampling Test for Correlation Change Detection We
also implemented our proposed resampling test in Algo-
rithm 2 in the main paper. Now we present the results in
Fig. 4. We see at the change point locations 2000 and 4000,
the change points are both detected 10 times over the 10 rep-
etitions. We also see adapting to the changes takes time to
finish and thus there will be alarms lasting following every
change point. In practice, we can prevent such alarm lasting
by setting a burn-in period after each alarm which ends after
the test statistics first fall below insignificant level.
We also notice the false alarms appear at some locations,
although the counts at those locations are mostly below 2.
Although the false alarm rates here exceed the .01 level,
we comment here we’re involved in the multiple hypothesis
tests. The p values should be adjusted before raising alarm
to control the false discovery rate (FDR). Such online FDR
control question is still an active area (Yang et al. 2017) and
is out of our scope for this paper. Thus we report the original
p values instead to show the capacity of our resampling tests
to capture true change points locations.
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Figure 4: Under .01 significance level, the number of de-
tected change points (alarms) at each location for online syn-
thetic experiments.
C Offline Real Data Experiments
Tuning Parameters Selection Range We use the original
dataset for tuning parameters selection for this dataset.
For minibatch EM, the constant c in the step size γt =
c/(t+ c) is selected as 5 from {5, 6, 7, 8}. We use the same
c for online EM algorithm without further selection.
For GROUSE, the constant c in the step size γt = c/t
and the rank r are selected as .5, 4 from {.1, .5, 1, 2} ×
{1, . . . , 6}.
For online KFMC, the rank and the regularization
are selected as 500, .01 from {200, 300, 400, 500} ×
{.1, .01, .001}.
D Online Real Data Experiments
Tuning Parameters Selection Range We use first 400
rows for training and next 400 rows for selecting the tuning
parameter and all remaining rows for evaluation.
For online EM, the constant step size is set as .5 with-
out selection. The window length is selected as 50 from
{25, 50, 100, 200}.
For GROUSE, the constant step size and the rank r are
selected as 10−6, 6 from {10−8, 10−7, 10−6, 10−5, 10−4}×
{3, . . . , 8}.
For online KFMC, the rank and the regularization are se-
lected as 400, .01 from {100, 200, 300, 400} × {1, .1, .01}.
Resampling Test for Correlation Change Detection We
also applied the resampling test in Algorithm 2 here but
found there were too many alarms. We conjecture the reason
is that the estimated marginal functions are also dramatically
changing as time goes, The conjecture is also supported by
the fact a window size of 50 yields better prediction per-
formance than a window size of 100. Extending our change
point detection method to identify changes in the marginal
distribution change constitutes important future work.
