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Abstract
Predicting the evolution of a representative sample of a material with mi-
crostructure is a fundamental problem in homogenization. In this work we
propose a graph convolutional neural network that utilizes the discretized
representation of the initial microstructure directly, without segmentation or
clustering. Compared to feature-based and pixel-based convolutional neural
network models, the proposed method has a number of advantages: (a) it is
deep in that it does not require featurization but can benefit from it, (b) it
has a simple implementation with standard convolutional filters and layers, (c)
it works natively on unstructured and structured grid data without interpo-
lation (unlike pixel-based convolutional neural networks), and (d) it preserves
rotational invariance like other graph-based convolutional neural networks. We
demonstrate the performance of the proposed network and compare it to tradi-
tional pixel-based convolution neural network models and feature-based graph
convolutional neural networks on three large datasets.
1 Introduction
Predicting the evolution of a system with a complex initial state represents a wide
class of physical problems of scientific and technological interest. For instance, sim-
ulating the evolution of materials with complex microstructure is necessary for pre-

























learning for physical applications and the availability of considerable experimental
and high-fidelity simulation data, models and architectures for these and related ap-
plications have begun to arise [7–10]. These models can be used for a number of
tasks such as sub-grid accurate constitutive modeling [7], material design by struc-
ture property exploration [11], and uncertainty quantification of materials with high
intrinsic variability [12]. For this work, we are interested in predicting the evolution
of the physical response of a sample given its initial state and a history of loading.
For this class of problems, we assume the initial state can be represented as a field
or collection of fields captured in a multispectral/multichannel image and this image
is data on a structured grid or an unstructured mesh.
In the ever expanding field of machine learning (ML) [13–15], there are many
methods suitable to the task of supervised learning where the object is to represent
an input-output map to high fidelity. Neural networks (NN) [16,17] are a particularly
versatile sub-class of machine learning techniques suitable for regression tasks. They
can be designed to be smooth, expressive models of physical behavior and have
been shown to be effective in reducing complex processes to low-dimensional latent
spaces [18, 19]. In particular, convolutional neural networks (CNNs) [20–23] are
an efficient version of fully connected networks applied to image data. Their main
advantage is the reduction the weight space needed to encode images to a manageable
size by exploiting spatial correlation, locality, and similarity with a compact kernel
filter. They have been spectacularly successful in a variety of image (and time series)
applications [24–26].
Graph convolutional neural networks (GCNNs) [27, 28] can be seen as counter-
parts to CNNs which operate on topologically related, as opposed to spatially or
temporally related, data. Bruna et al. [27] recognized that many of the properties
that make CNNs effective on gridded data could be translated to graph-based data,
such as data on unstructured meshes. They developed both local (e.g. pooling) and
spectral/global (e.g. convolution in the Fourier domain) operations on graph data.
They made the connection with Fourier bases through the graph Laplacian (of a bi-
nary adjacency matrix) to translate convolution to graphs. In another arena (graph
wavelets/graph signal processing), some of the graph convolution developments were
preceded by Hammond et al. [29] who developed the mathematics of spectral analysis
and filtering on (the more general context of) kernel weighted graphs. In order to
surmount the global and expensive nature of applying filters in the spectral domain,
where an eigen-decomposition is required, Defferrard et al. [30] (ChebNet) intro-
duced (spatially) compact polynomial filters. In particular, they approximated the
action of a general spectral filter with a truncated Chebychev expansion of the eigen-
value matrix of the graph Laplacian, leveraging the fact that repeated application
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of these filters leads to k-hop diffusion of information. Kipf and Welling [31] (Graph
Convolutional Network (GCN)) took these developments to their logical conclusion
and truncated the Chebychev expansion to first order and relied on deep/multi-layer
networks to build expressive representations.1 For a more complete overview of GC-
NNS see reviews by Wu et al. [32]. Zhang et al. [33], and Zhou et al. [34]. Note that
related kernel-based NN methods, such as the work of Trask et al. [35,36] exists and
have been shown to be effective in physical applications. Also, Bronstein et al. [28]
provides an insightful perspective on applications of deep learning to non-Euclidean
data, graphs, and manifolds as well as the relevant mathematics.
One of the issues with using convolutional NNs for physical problems is the need to
preserve fundamental physical relationships such as frame indifference, where scalars
are unchanged (invariant) to rotational changes in observer and tensorial quantities
rotate in a corresponding way (equivariance) with rotation of the observation coor-
dinate frame. The advantages of preserving these spatial symmetries in filter based
NNs was recognized early on [37]. By construction CNNs embed shift/translation
invariance where every local neighborhood is processed in a similar manner. Tradi-
tional convolutional filters operate strictly on structured grids of pixelated images
and generally do not preserve rotational symmetries but provide a richer set of fil-
ters than methods that do. Numerous efforts have been made to endow CNNs with
rotational invariance. Dielemann et al. [38] augmented the layers of a CNN to add
rotations of the image by π/4 and inversions. Cohen and Welling [39] outlined the
mathematics whereby convolutional network will be equivariant with respect to any
group, including rotation and reflections. Worrall et al. [40] developed filters based
on circular harmonics. Chidester et al. [41] used a (discrete) Fourier transform to
embed rotational invariance by filter augmentation. Using concepts from abstract
algebra, Kondor and Trivedi [42] proved that convolutional structure is a necessary
and sufficient condition for equivariance to the action of a compact symmetry group.
This finding serves as a requirement for CNN to be equivariant. Recently, Finzi et
al. [43] provided a significant extension of Cohen and Welling treatment of small,
discrete symmetry groups to continuous (Lie) groups, e.g. rotations in 3D (the spe-
cial orthogonal group SO(3)). In contrast to pixel-based CNNs, the existing graph
based filters can operate on unstructured spatial data by use of user-defined neighbor
attributions but loses some spatial information in the process. Furthermore, graph-
based convolutional networks have an inherent rotational invariance (assuming the
node data is invariant/equivariant) since the representation has been lifted out of its
spatial embedding.
Currently, there are many applications of grid-based CNNs to physics and me-
1App. A provides a brief synopsis of the GCN which we base our developments on.
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chanics problems. Some of the early work focused on classification and simple
property prediction. Chowhury et al. [44] used a CNN to classify microstructures.
Lubbers et al. [45] developed a CNN based method for inferring low-dimensional
microstructure representations and used the model for microstructure generation.
DeCost et al. [46] also applied CNNs to microstructure representations and used
the model to connect processing to structure. Contemporaneous with these de-
velopments, Kondo et al. [47] used a CNN to predict ionic conductivity based on
microstructure. Many publications have followed these initial applications, some
targeted evolution prediction tasks. Frankel and collaborators devised a hybrid be-
tween a CNN and RNN network to predict the elastic-plastic stress response of
polycrystalline samples [7] and have used a convLSTM [48], which integrates CNN
and RNN aspects into a single architecture, to predict the evolution of the stress
field [8]. The later work [8] was based on convLSTM network of Shi et al. [49]
which was developed for atmospheric predictions and provides a framework for rep-
resenting the solutions of time dependent partial differential equations. On the other
hand, we are aware of only a few applications of GCNNs to physics or mechanics
to date. Vlassis et al. [9] employed a feature-based graph neural network to model
the elastic interaction of grains in polycrystalline samples using an adaptation of the
CNN-RNN network in Ref. [7]. Chen et al. [50] employed a GCNN trained to sparse
(and unstructured) diffusion data to model human tissue.
In contrast to these approaches, the proposed graph based convolutional neural
network (GCNN) processes the structured or unstructured microstructural images
directly and in an invariant manner. The adjacency matrix, which conveys/defines
neighbors and spatial information, is based on the topology of the image data itself.
The formulation does not require an obvious segmentation of the microstructure,
which may be occluded by noise in real data. Most importantly it does not require
featurization of the multi-channel/hyperspectral image data. Nevertheless, as we
will show, it can benefit from obvious features but no feature engineering is needed
to obtain good accuracy. The main contributions of the work are: a generalization
of graph/pixel CNNs for predicting homogenized response of samples with complex
microstructure, and a demonstrative comparison of performance relative to existing
methods.
In Sec. 2 we describe the physical problem which is a homogenization of physical
response suitable for sub-grid/multi-scale applications [7]. In particular we apply
the methods to homogenization of the evolution of stress of a sample volume where
internal state determined by microstructure. In Sec.3 we describe the proposed neu-
ral network architecture and relate it to traditional CNNs and feature-engineered
GCNNs. In Sec. 4 we focus on comparing the performance of pixel-based convolu-
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tional neural network (CNN), a feature-based graph convolutional neural network
(rGCNN), and the proposed graph-based convolutional neural network (dGCNN).
The exemplar is the prediction of the stress evolution in a polycrystalline material.
The datasets we employ are: (a) an ensemble of two-dimensional (2D) realizations of
polycrystals, (b) an ensemble of three-dimensional (3D) realizations with low vari-
ance in the grain sizes, and (c) a 3D ensemble with high variance in the grain sizes,
all of which are subjected to a tension deformation process. We exploit the lower
computational cost of the 2D dataset in a deeper exploration of variants and meta
parameters than would be possible with the 3D data. In Sec. 5 we summarize the
findings of exploring data and parameter efficiencies, architecture variations, and
adjacency manipulation, and discuss ongoing work.
2 Physical problem
Predicting the physical response of a sample given a complex initial state is repre-
sentative of a general class of problems in homogenization [51, 52]. In particular,
we focus on the prediction of the evolution of the volume average of stress σ in a





σ (ε(t),φ(X)) d3X , (1)
given a microstructural field φ(X) observed at time t = 0 and a time-dependent,
homogeneous loading determined by the imposed strain ε(t). This class of problems
is the basis for multiscale models [53], material structure optimization [54], and
material variability and uncertainty quantification [12]. The microstructural field
φ(X) characterizes location dependent inhomogeneity that influences the state of the
material, where X is the position vector in the reference configuration of the sample.
Examples of φ include phase in a multiphase composites [55], elastic modulus in a
material with hard inclusions [56] or pores [57], and the local defect density in a
defective material [58].
Rotational equivariance requires




σ (Q  ε(t),Q  φ(X)) d3X (2)
where Q is an orthogonal tensor/rotation and  is the Kronecker product. (The
Kronecker product is Q  A = QAQT =
∑
i,j AijQei ⊗ Qej for a second order
tensor A.) In effect this requirement means that rotation of the inputs by Q must
lead to a corresponding rotation of the output by Q. It has fundamental consequences
for the form that the function σ(ε,φ) is allowed to take [59,60].
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2.1 Exemplar: crystal plasticity
In this work we investigate crystal plasticity (CP) where φ(X) is a field of crystal
orientations associated with grains. The mechanical response is complex since there
is a transition from elasticity to plastic flow with loading. Although each grain has
a relatively simple response, the collective behavior is difficult to predict without a
detailed simulation since each grain influences its neighbors.
The response of each crystal follows an elastic-viscoplastic constitutive relation
based on well-known meso-scale models [61–67]. For the crystal elasticity, we em-
ployed a linear relation
S = C : Ee (3)
where “:” is a double inner product that allows the 4th order elastic modulus ten-
sor C to map the elastic (Lagrange) strain Ee to the (second Piola-Kirchhoff) stress
S. (Note that Ee is distinct from the applied strain ε(t) driving the evolution of
the polycrystalline sample.) Ferrous (face centered) cubic symmetry for C was as-
sumed, and the independent components of the elastic modulus tensor C were those
of steel: C11, C12, C44 = {204.6, 137.7, 126.2} GPa. The overall response reflects the
anisotropy of each grain; however, the response of polycrystals with random orienta-
tions φ(X) was determined by the collective response which tends to isotropy with




γ̇αsα ⊗ nα (4)
could occur on any of the 12 face-centered cubic slip planes, where Lp is the plastic
velocity gradient, γ̇α is the slip rate, sα is the slip direction, and nα is the slip plane
normal. We employed a common power-law form for the slip rate relation
γ̇α = γ̇0
∣∣∣∣ταgα
∣∣∣∣m−1 τα , (5)
driven by the shear stress τα resolved on slip system α. The reference slip rate was
chosen to be γ̇0 = 1.0 s
−1, the rate sensitivity exponent was m = 20, and the slip
resistance gα was given the initial value gα = 122.0 MPa [60]. The slip resistance
evolved according to [68,69]




where the hardening modulus was chosen to be H = 355.0 MPa and the recovery
constant was Rd = 2.9. See Ref. [60] for more details.
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2.2 Data
We created multiple sets of {φ(X), ε(t); σ̄(t)} data to train and exercise the NN
models described in the next section: (a) a 2D dataset consisting of 12,000 realiza-
tions [7], (b) a 3D dataset consisting of 10,000 realizations with low variance in the
grain sizes, and (c) a corresponding 10,000 realization 3D dataset with high variance
in the number of grains per realization. The variance in the grain sizes is directly
related to the variety of grain topologies in the particular ensemble, this aspect will
be used in explorations described in the Results section. All datasets were generated
with the CP model described in Sec. 2.1 and driven in tension where ε11(t) was a
linear function of time t. Each dataset was created with standard, well-documented
software packages [70–72]. We chose structured computational grids to facilitate di-
rect comparison of pixel and graph based methods. Although the graph CNN method
is general enough to work on unstructured grids and complex geometries of different
sizes, the CNN cannot, and so we restrict ourselves to this setting to enable a direct
comparison. The time evolution of each system was observed over a limited number
of time-steps that covered the physics of interest: the transition from elastic to full
plastic flow. The 2D dataset was computed on a 32×32 structured FE mesh and
output over 31 time steps (max strain 0.3%) ; and the two 3D CP datasets used a
25×25×25 mesh and output over 51 steps (max strain 0.4%).
Realizations of the microstructure φ(X) consisted of a crystal orientation vector
field that encodes the rotation of a crystal in a reference orientation to that in the
polycrystal [7]. The orientation vector φ is the unit eigenvector p of the rotation
tensor R, which takes C from a canonical orientation to that of a particular grain
R  C, scaled by the rotation angle θ around that axis
φ = θp | Rp = p, ‖p‖ = 1, (7)
where θ can be obtained from the other eigenvalues of R. Refer to Ref. [7] for more
details. The computational cell for each realization is a cube, as can be seen in
Fig. 1a, which is partitioned into sub-regions, called grains, with distinct φ(X). The
sub-regions evoke a natural topology for a grain-based graph [9]. All polycrystal
realizations where created with Dream3D [70] using spatial correlations to obtain a
reasonable number of grains and angle distribution functions that gave a uniform
texture. See Refs. [60, 73, 74] for further details. The 2D simulations were run with
Albany [71] and 3D simulations were run with Sierra [72].
Each polycrystal realization was subjected to quasi-static uniaxial tension at a
constant engineering strain-rate of ε̇ = 1 s−1 up to 0.4% engineering strain with
minimal Dirichlet boundary conditions (no lateral constraints, uniform displacement
on the ends).
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For simplicity and data storage/memory considerations we focus on the primary
component σ(t) of the volume averaged stress σ̄. We normalize σ(t) by the maximum
over the ensemble and train to the difference of this normalized stress from the
ensemble mean as a function of time ∆σ(t).
2.3 Characterization and response
Fig. 1 illustrates how the microstructure evokes a complex and evolving stress field.
(Note the output of interest is the spatial average of this field as a function of time.)
Some descriptive statistics of the 2D and 3D ensembles are shown in Fig. 2. The dis-
tribution of grain densities of each realization (the reciprocal of the number of grains
in the particular realization) is relatively broad and long-tailed in the high variance
3D dataset compared to that of the low variance 3D dataset. The grain distribution
of the 2D dataset has compact support relative to the high variance 3D ensemble
but is significantly wider than the low variance 3D ensemble, thus representing an
intermediate distribution. The distribution of the individual grain volumes over all
realizations show similar trends. The peak width of the high variance 3D dataset,
however, is relatively narrow compared to the high variance 3D dataset. The 2D data
has a pronounced tail and indistinct peak which indicates a wide variance in grain
sizes across the ensemble. Fig. 3 illustrates how the variance of the inputs φ(X) is
reflected in the variance of the output σ(t).
These datasets are particularly challenging to represent, relative to previous work,
since each realization had a distinct topology/grain assignment and texture. Previ-
ous work [7, 9] employed a limited number of grain topologies with unique texture
assignments. Specifically, here we had on the order of 10,000 unique topologies and
in Refs. [7, 9] there were on the order of 10–100 topologies. It is plausible when
the number of convolutional filters approaches the number of topologies a simpler
learning process results since each filter can be specialized to a particular topology.
In this study this is not the case.
3 Neural network architecture
The overall neural network (NN) architecture to model the problem of interest Eq. (1)
is analogous to the hybrid network from our previous work [7,8] and also used in Ref.
[9]. It is illustrated in Fig. 4 and consists of two main components: (a) a convolutional
neural network (CNN or GCNN, orange) to process the spatially complex initial
state φ(X) and (b) a recurrent neural network (RNN, blue) to evolve the quantity
of interest σ(t,φ) given the time-dependent loading ε(t) as a input. As can be seen
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Figure 1: Polycrystal (a) orientation (colored by the first Euler angle), (b) stress
states: elastic, transition, plastic (colored by σ11 with the same scale for all three
panels [blue: 0 MPa, red: 250 MPa]).
in Fig. 4, the output features of the CNN become inputs to the RNN along with the
time-dependent loading. This hybrid NN has the potential be quite complex with
many meta-parameters, e.g. a different kernel width for each convolution layer and
different number of nodes for each dense layer.
In this work we simplify the NN architecture from that we previously employed
to facilitate exploration and comparison of CNN and GCNN approaches. This is not
particularly constraining since there are redundancies in the approximation power of
such a network. We determine the shape of the network diagrammed in Fig. 4 with
three meta-parameters: (a) the number of filters Nf applied in parallel to node data,
(b) the number of convolutional layers Nc, and (c) the number of densely connected
layers Nd post-convolution used in the reduction of image to (hidden) features. In the
following we will use the abbreviation (Nf:Nc:Nd) to refer to architectures defined by
these three parameters, for instance (4:2:1) is a network with 4 filters, 2 convolutional
layers, and 1 dense layer. Note the global (average) pooling after the convolutional
layers reduces the output of the image processing CNN to Nf outputs and hence
determines with width of the entire convolutional component including the densely
connected layers. (In our previous work [7] we used an encoder for this task (c).)
Also a batch normalization layer (not shown) is inserted between each convolutional
layer to aid in conditioning the output and training [75]. To facilitate comparison
of the CNN and GCNN approaches we fix the kernel width of pixel convolutional
layer to 3 to make an analog of a graph where connections are nearest neighbors
for the physical problem. The particular RNN we employ is the well-known long-
short-term memory unit (LSTM) [76]. In preliminary studies we also tried another
standard RNN, the gated recurrent unit (GRU) [77], which achieved marginally worse
accuracy on average. The RNN used tanh activations and all other layers employ
rectifying linear units (ReLUs) for their nonlinear activation functions. (We also
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Figure 2: Comparative statistics for 2D and 3D high and low variance ensembles.
Grain densities per realization and volumes per grain have been referenced to unit
cell volumes in 2D and 3D, respectively.
tried tanh activations for the entire network but that configuration choice performed
relatively poorly.) Lastly we apply the standard technique of using a linear mixing
layer (no nonlinearity, only affine transformation) just prior to output of interest.
The primary variation in the networks we explore is in the convolutional unit
(yellow) and in particular the construction of the convolution filter, which is our
focus.
3.1 Proposed graph structure
At the level of digitized data in a pixel-based CNN, the microstructural input is
values of φ at pixels (or a cell or an element) that are addressed in a grid-wise fashion.
In general the field φ(X) can be represented as a pixelized image on a structured
grid or on an unstructured mesh. For a graph representation, such as that used
in Vlassis et al. [9], the reduction of a clearly segmentable microstructure, such as
that illustrated in Fig. 1, leads to nodes representing homogeneous regions and graph
edges encoding adjacency between regions. This reduction loses spatial information
such as the shape of the regions in the clustering/aggregation to nodes. Hence, that
































Figure 3: Stress response for 2D (top), 3D low grain size variance (middle), and 3D
high variance (bottom) ensembles. Color distinguishes the 64 realizations shown.
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picking measures/statistics that quantify the information lost in the reduction. In
that approach, the number of nodes Nnodes is variable, and equal to the number of
regions in the particular sample. In this context, and in general, the node data x is
number of nodes Nnodes by number of input features Nf derived from φ(X). Some
features are obvious, such as the value of φ in the clustered region represented by
the node and the volume of the region, and others are not. It is easy to see that
these features can result from preconceived filters and clustering operations applied
to image φ(X). We will refer to this feature-based, reduced graph convolutional
network as a rGCNN.
To avoid nebulous task of featurization, we propose a direct graph CNN (dGCNN)
where x is identically φ(X) at the cell/element centers of the computational grid but
flattened (in an arbitrary order) to fit in the graph convolution layer paradigm.
(The graph convolutions are permutationally invariant so ordering does not affect
output.) In the proposed network Nnodes is the number of pixels in the image and the
edges are derived directly from the mesh topology, i.e. element/pixel neighbors are
graph neighbors. This approach has qualitative advantage of being a graph-based
representation, which has intrinsic invariance properties, while working directly on
the structured or unstructured data φ(X) (not a segmented or clustered version of
it). This representation does not preclude the use of derived, informative features to
boost accuracy by adding them to x.
3.2 Comparison of pixel and graph based convolution
To understand the difference between a pixel-based and a graph-based convolution,
let us examine a single convolutional filter. (Note that the proposed architecture
shown in Fig. 4 has several filters.) In general, a convolutional filter has trainable
weights W and bias b. The weight matrix W effects an affine transform by matrix
multiplication that mixes input features into output features and b provides an offset
to tune activation of the (subsequently applied) nonlinearity y = f(x). In a tradi-
tional grid/pixel convolution (CNN), the node features are addressable by grid index,




x(i+k′,j+l′)W(k′,l′) + b . (8)
where i, j are indices over the pixelated image/discretized field, k′, l′ indices over the
convolution/filter which is Nkernel × Nkernel in size, with Nkernel  Nnodes being the
kernel width. To see the similarities with graph convolution we recast this convolu-
tional multiplication in Eq. (8) by mapping both (i, j) and (k′, l′) to single indices I
and L by imposing an (arbitrary) ordering across the kernel W (refer to Fig. 5). For
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IJ xJWK′ + bK′ (9)
where matrix multiplication by A(K
′) provides a masking operation translating the
global indices to local dependencies. Here A(K
′) is a global Nnodes×Nnodes adjacency-
like matrix for each entry K ′ in the convolutional kernel (i.e. each pixel under the
filter kernel is treated uniquely); and A
(K′)
IJ = 1 if I and J are neighbors (by some
definition e.g. shared face, shared node in the computational mesh or distance) and
0 otherwise. The definition of neighbors determines the direct interactions, in rough
analog to choosing the kernel width in a pixel-based convolutional filter.





AIJxJW + b (10)
the adjacency A plays the same role and an (arbitrary) ordering of the input data x
is necessary to associate the indices I and J with particular cells. Again AIJ = 1 if I
and J are neighbors (by some definition) and 0 otherwise. Based on the derivation of
the GCN, refer to App. A, self-loops are added such that AII = 1. For each filter there
are two trainable parameters, W and b, versus kd for a pixel-based CNN filter (where
d is the spatial dimension and k is the kernel width). These graph-based filters have
permutational invariance since all neighbors have same weight by construction. They
are also typically normalized by the number of neighbors, for instance in a GCN,
A = D−1/2ÃD−1/2 (11)
is normalized by the degree matrix DIJ =
∑
I ÃIJδIJ to convey average neighborhood
information and improve the conditioning of A. Here, Ã is the binary adjacency
matrix.
Finally, in both the pixel and graph convolutional cases an activation function f
is applied element-wise to the resulting node data y
x† = f (y(x)) (12)
to obtain the input x† to the next layer from that of the present layer x.
Clearly the adjacency A plays a crucial role in convolution by defining what con-
stitutes influence between nodes. In physical problems typically influence is local and
decays with distance. For some applications, such as electrostatic interactions the
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interactions do not decay quickly with distance and hence are long-ranged [78]. Most
other applications have relatively short-ranged influence, such as contact/interface
interactions. As mentioned, the source for the microstructure is pixelated image grid
or computational mesh which have their own obvious topology and neighbors. In the
proposed direct graph we define adjacency by the pixel/cell neighbors of the image
grid/mesh not the data φ(X) on it. When reduced to a graph in this fashion, where
nodes are the pixels/cells, the only topologically distinct nearest neighbors are: (a)
those that share an edge with the particular cell or (b) only a vertex. In CNNs
compact kernels are preferable since they limit the number of parameters that need
to be trained. For GCNNs, and in particular the GCN, neighbors are not distinct
and hence there is only a single weight. As in CNNs longer range influence can be
captured by multiple layers applied in sequence.
The Kipf and Welling [31] GCN is well-known to be an effective (non-spectral)
convolutional filter. By comparing it to standard CNNs we employed in our previous
work [73] we devised a few variants based on manipulating the node adjacencies
and associated weights. Fig. 5 shows the variety of rotationally and permutationally
invariant filters we explored. (Note these filters assume that the neighbors are at
equivalent distances from the node at the center.)
The pixel-based filter in a standard CNN treats every pixel in the kernel inde-
pendently (refer to Fig. 5a) and retains a sense of how pixels located relative to the
central pixel. This richness has the side effect of not satisfying the symmetries re-
quired by invariance. To elaborate with a simple illustration, if the data {φ, ε;σ}
is rotated by π/2 around a coordinate axis so that pixels are unique mapped to new
indices (without interpolation), the linear transformation in Eq. (9) applied to the







will not produce a rotated output since image φ(X) rotates but the filter W does not
(refer to Refs. [42,43] for a more formal treatment). Permutational invariance of the
weights W is one means of solving this issue. Strictly speaking all weights of neighbors
of the central pixel are required to be identical for permutational invariance (and for
arbitrary rotations). We implemented variants where edge and vertex weights used
exclusively or given independent weights, such as the “∗” pattern in Fig. 5b. In the
GCN, as designed by Kipf and Welling [31], the weight of the center (shown in gray
in Fig. 5f vs. colored in Fig. 5c) was chosen to be the same as the neighbors (refer
to App. A). In this work we try variants where the self-weight is independent of the
neighbor weight (Fig. 5c vs. Fig. 5f). Note there is some evidence that with sufficient
data CNNs learn rotational invariance [79] but the benefits of a smaller parameter
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Figure 4: Hybrid neural network with CNN (yellow) and RNN (blue) components
to transform the inputs (red): spatially-dependent φ(X) microstructure and time-
dependent loading history ε(t), to the output σ(φ, t) (cyan).
space and a compact representation that satisfies this constraint exactly are clear.
4 Results
Since meta-parameter optimization and other intensive tasks are more feasible with
the 2D dataset, we first explore a variety of meta-parameters and architecture choices
with the 2D dataset. After determining what graph-based filters perform well and
have good accuracy per parameter and dataset size, we demonstrate the proposed
architecture on the two 3D datasets.
The data was conditioned to aid training. The input data φ(X) and ε(t) were
simply normalized by their maximum values since both had lower bounds of zero. The
output data σ(φa, t) was transformed to the difference ∆σ(φa, t) between the data
σ(φa, t) and its mean trend 〈σ〉 = 1N
∑


























Figure 5: Convolutional filters in 2D. (a) CNN where all neighbors have independent
weights (denoted by colors). Alternative GCN-like filters that preserve invariant
outputs: (b) ∗: edges and nodes have separate weights (c) #: all edges have a
single weight. (d) O: all neighbors have a single weight. (e) X: all nodes neighbors
have single weight. (f) +: all edges have a single weight. Edge neighbors share an
edge/face, whereas node neighbors only share a vertex/node. Color: trainable, gray:
determined by trainable, white: not used.
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and normalized by the standard deviation of σ(φa, t) over time t. We chose to train
the model response σ̂(φa, t) to the difference from the mean trend to emphasize the
variation in response between microstructures φa. We evaluated the performance







(σ̂(φa, t)− σ(φa, t))2 (14)
relative to the maximum σ over the dataset, and the (Pearson) correlation coefficient
C(t) =
∑







of the normalized data. In Eq. (14) and Eq. (15) the sum is over all realizations a in
the test set, and the NN model response is denoted as σ̂(φa, t). We used a 80/10/10
train/validation/test split.
Recall the abbreviated architecture naming convention (Nf:Nc:Nd), which will be
used throughout this section.
4.1 Efficacy of the components of hybrid network
In this study we vary the three chosen architecture meta-parameters: Nf, Nc and
Nd for three architectures: (a) a CNN, (b) the proposed dGCNN, and (c) a rGCN-
Nendowed with angle and volume features. Both GCNN architectures employ the
standard GCN filter, with a “+” pattern and dependent center weight in Fig. 5f.
Fig. 6 shows the correlations C(t) and errors ε(t) over time for the three architec-
tures for a range of filters Nf ∈ {1, . . . , 6} for 1 or 2 convolutional layers (Nc = {1, 2})
and one dense layer (Nd = 1). (Note that two dense layers, Nd = 2, produced similar
results.) Generally the correlation of all three hybrid CNN-RNNs is better earlier in
the process, while the error tends to peak early on near the end of the elastic regime
where the response variance is highest. Referring to Fig. 3a, we observe that elastic to
plastic transition occurs around 0.1% and clearly this transition is apparent in Fig. 6
where the correlation appears to transition between two plateaus. All architectures
improve with more filters although there is a clearly a limit to the improvement,
which suggests a small number of relevant features. It is also apparent that more
filters are needed to capture the (later) plastic regime accurately than the initial
elastic regime.
The simplest CNN models (fewest parameters) that have the best performance
are: (4:1:1) with 269 parameters, (3:2:1) with 271 parameters (shown in Fig. 6),
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CNN dGCNN rGCNN
(1:1:1) 41 26 27
(2:1:1) 99 75 71
(4:1:1) 269 209 213
(6:1:1) 511 421 427
(1:2:1) 55 32 33
(2:2:1) 145 69 85
(4:2:1) 433 245 249
(6:2:1) 865 487 493
Table 1: Parameter counts for architectures with GCN filters applied to 2D data
and (3:1:2) with 187 parameters, (2:2:2) with 151 (not shown). This demonstrates
the fungibility of the nodes in the network. The proposed dGCNN with Nc = 1
with either Nd = {1, 2} does well in the elastic regime for Nf > 3 but achieves
no greater than 0.7 correlation for plastic for all cases with Nf < 9; however, with
a second convolutional layer three filters are sufficient to achieve the accuracy of
the best CNN architectures. This indicates that, using the standard GCN filter
in the dGCNN architecture, second nearest neighbors are required to represent the
plastic flow well. This finding will be revisited in Sec. 4.2. Lastly, all the variants of
rGCNN with angle and volume node features gave similar (poor) performance. The
rGCNN clearly require more features for improvement. This finding will be expanded
on in Sec. 4.3.
Table 1 compares the number of trainable parameters for the three types of con-
volutional networks. Clearly, the additional weights in the pixel-based convolutional
layers incur a cost in complexity and training. Also the parameter complexity of the
dGCNN is essentially equivalent to the rGCNN since the same filters are being used
on different data. (The data is certainly different, with the rGCNN storing more
features on a more compact adjacency than the dGCNN. With sparse storage this is
not a significant disadvantage for moderately sized meshes.)
4.2 Comparison of convolutional filters
Motivated by the fact that a CNN can achieve good performance with only one
convolutional layer we tried richer variants of the standard GCN filter (where the
self-weight is set equal to the neighbor weight). Using the patterns shown in Fig. 5,
we explored their relative performance with one convolutional layer (Nc = 1) and four























































































































































































































Figure 6: Architecture comparison (2D data): (a) CNN, (b) dGCNN: GCN applied
directly grid, (c) rGCNN: GCN applied to clustered/segmented data. Left panels: 1
convolutional layer, 1 dense layer; right panels: 2 convolutional layers, 1 dense layer.
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weight and have interactions with edge, vertex-only, and edge+vertex neighbors,
respectively have comparable and less than satisfactory performance. Even the ∗
pattern, where edge and node neighbors are given separate weights (2 independent
weights) has an inferior performance to the CNN (which has 9 independent weights).
Only the #, where the center pixel is given an independent weight from the vertex
neighbors, has performance on par with the CNN. Given this finding we endowed
each of the basic patterns {+, X, O, ∗} with an independent central weight. This was
sufficient to improve the performance of all but the X (vertex only neighbors) to be
comparable with the CNN. Since it is physically plausible that that edge neighbors
have a stronger influence than vertex neighbors, they appear to be required for the
filter to learn predictive interactions.
4.3 Selected features
In Sec. 4.1 we observed that the feature-dependent rGCNN formulation had sub-par
performance especially in the plastic regime that was not improved with a more com-
plex GCNN component. Fig. 8 shows the performance of a (4:2:1) rGCNN network
does improve with an expanded feature set. Here, in addition to the orientation φ
and the volume associated with the clusters/grains represented by the graph nodes
(2 total features) we added the surface area of each grain (3 total features) and the
area of the grain that is on the surface of the cell (4 total features) to the node fea-
tures. The improvement with these additional features is marginal. However, if we
allow for an independent self-weight by changing the standard GCN pattern to the
# pattern, as in the previous section, the performance is dramatically improved and
the improvement with additional features is more distinct. Although these networks
have considerably smaller adjacency matrices due to the clustering of the pixels,
the performance is sub-par, particularly in the plastic regime. This serves as an
illustration of the difficulty of improvement by feature selection, as opposed to deep
learning. (Note only elastic response was modeled in Ref. [9].)
4.4 Data efficiency
As a last trial with the 2D dataset, we investigated how efficient the best networks
are with smaller datasets. Here we compared (a) (4:1:1) CNN with 269 parameters,
(b) (4:2:1) dGCNN with the + pattern (GCNN+) and 317 parameters, and (c)
(4:1:1) dGCNN with the # pattern (GCNN#) and 249 parameters. The training
set was reduced from 80% of the 12,000 realizations (9600) by a fraction that ranged







































































Figure 7: Filter comparison (2D data): (a) patterns illustrated Fig. 5 and (b)


































Figure 8: Comparison of rGCNN with increasing number of features (2D data). Fea-
tures: angle, volume, area, surface area. Graph labels correspond to 2: {angle, vol-
ume}, 3: {angle, volume, area}, and 4: {angle, volume, area, surface area}. Dashed
lines: self-weight equal to neighbor weight; solid lines: self-weight independent of
neighbor weight.
the results where averaged over 9 trials. Fig. 9 shows that the majority of learning
(improvement in accuracy) occurs by the time the training size is approximately
equal to the number of parameters. After the step-down in error (at 0.04 of the
total training set for the CNN, at 0.02 for the GCNN+, and at 0.05 GCNN#) the
improvement is relatively slow but steady. This data demonstrates that these small
networks can be effective at the prediction of the homogenized response task, Eq. (1),
with much smaller data sets.
4.5 Boosting with preconceived features
Now that we have discovered effective adjacencies and guidance on architecture meta-
parameters, we turn to using the 3D datasets. Motivated by the fact that some
features of the image φ(X) have obvious bearing on the output due to physical
reasoning, we boosted the dGCNN with some of the features we employed with
the solely feature-based rGCNN. The proposed architecture can accommodate pre-
selected features by simply augmenting the image/cell microstructural field φ with
additional channels. Fig. 10 shows the effect of adding a channel with the volume
fraction of the associated grain to each pixel. Clearly there is a distinct and uniform
benefit; however, it is somewhat marginal due to the fact that the selected feature is


































Figure 9: 2D data: data efficiency comparison for (4:1:1) CNN with 269 parameters,
(4:2:1) dGCNN+ 317 parameters, and (4:1:1) dGCNN# with 249 parameters. Note
1− C(t) is being plotted in the upper panel.
Additional means of augmenting with more global data, such as the average grain
size or equivalently the grain density, via inputs concatenated to the pooling layer
(gray in Fig. 4) output going to the dense layers (green in Fig. 4) would likely also
prove beneficial.
4.6 Generalizability
Using CNN, GCNN+, and GCNN# with 32 filters, 1 or 2 convolutional layers, and
1 dense layer Fig. 11 shows that the proposed architecture with the # filter with
an independent central weight can outperform a corresponding CNN and GCNN+.
The benefits of the more complex (32:2:1) configuration over the (32:1:1) appear to
be most significant for the two dGCNNs. It is also apparent that all the types of
convolutional neural networks perform better, at least in terms of correlation, on the
higher variance dataset than on the lower variance dataset.
Now focussing on the GCNN#, Fig. 12 shows the distribution of RMSE errors
(Eq. (14)) is approximately Gaussian with some outlier errors above 5% for the high
variance dataset and 3% for the low variance dataset. A direct comparison of the
true and predicted values over a sequence of strains, shown in Fig. 13, indicates that
the GCNN# overpredicts values near the mean which may be due it being harder
to distinguish near mean microstructures from those that produce extreme/outlier
responses.



































Figure 10: The effect of boosting the microstructural input field with with volume
fraction.
ensemble and testing on the high variance ensemble (which also has a different mean)
does relatively poorly compared to the reverse. It appears that the network gener-
alizes well to different distributions of inputs if they are in the span of the training
set i.e. it does well at interpolation and less well at extrapolation to potential out
of distribution samples.
5 Discussion
The response of microstructures for use in multiscale simulations, structure-property
investigations, and uncertainty quantification can be accurately modeled with graphs.
The proposed formulation used the topology of the data discretization directly in-
stead of a segmentation or clustering of the image data. This aspect should have
particular advantages for image data where the segmentation is not obvious, hard to
compute, or is obscured by noise. Furthermore, it has a simple implementation and
avoids the need for feature engineering, but can benefit from it. The architecture
draws on both: purely graph-based networks and permutationally invariant convolu-
tional filters. We demonstrated that endowing the widely-used GCN filter [31] with
an independent self-weight (as suggested by the reduction of the ChebNet) can sig-
nificantly improve accuracy without adding additional layers and their parameters.
The independent self-weight allows for differencing the node data of the self and its
neighbors instead of only averaging. This can be seen as inferring edge features be-








































































Figure 11: 3D data: performance of (32:1:1) and (32:2:1) configurations of a CNN,
dGCNN+, and dGCNN# for the low and high variance datasets (2:GCNN+ denotes
a (32:2:1) direct graph CNN using a “+” pattern).
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Figure 12: 3D data: cumulative distribution of error for various strains ((32:2:1)
dGCNN#).
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Figure 14: 3D data: generalizability results for train:test pairs ((32:2:1) dGCNN#).
this change to the filter is important. We also found that pixel edge neighbors are
more crucial for a predictive model than vertex only neighbors. Lastly we were able
to demonstrate that small, efficient graph convolutional networks can be effective at
the task of predicting the homogenized evolution of complex microstructure. This
has significant applications in sub-grid constitutive models in large scale simulations,
structure-property property investigations, and material uncertainty quantification.
An apparent downside of the proposed approach is the graph and its adjacency
grows with resolution of image (number of pixels/elements). This issue is partially
offset by sparse storage of the adjacency matrix, in general, and largely ameliorated
by data that is on the same discretization, as in this work. In future work we will
investigate low-rank approximations to the adjacency matrix [80–84], dimensionality
reduction techniques [85, 86], and the use of graph auto-encoders [87–90] to reduce
the mesh-based graphs in-line. We are also pursuing the larger topic of processing
image with multi-resolution filters [91], e.g. spanning the pixel to the cluster level.
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[58] M Čekada, P Panjan, D Kek-Merl, M Panjan, and G Kapun. Sem study of
defects in pvd hard coatings. Vacuum, 82(2):252–256, 2007.
[59] Miroslav Silhavy. The mechanics and thermodynamics of continuous media.
Springer Science & Business Media, 2013.
[60] Reese Jones, Jeremy A Templeton, Clay M Sanders, and Jakob T Ostien. Ma-
chine learning models of plastic flow based on representation theory. Computer
Modeling in Engineering & Sciences, pages 309–342, 2018.
[61] Geoffrey Ingram Taylor. The mechanism of plastic deformation of crystals.
Part I. Theoretical. Proceedings of the Royal Society of London. Series A,
145(855):362–387, 1934.
35
[62] E Kroner. On the plastic deformation of polycrystals. Acta Metallurgica,
9(2):155–161, 1961.
[63] JFW Bishop and Rodney Hill. XLVI. A theory of the plastic distortion of
a polycrystalline aggregate under combined stresses. The London, Edinburgh,
and Dublin Philosophical Magazine and Journal of Science, 42(327):414–427,
1951.
[64] JFW Bishop and Rodney Hill. CXXVIII. A theoretical derivation of the plastic
properties of a polycrystalline face-centred metal. The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science, 42(334):1298–1307, 1951.
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A The Graph Convolutional Network
As mentioned in the Introduction, the Kipf and Welling Graph Convolutional Net-
work (GCN) [31] provides an innovative, expressive graph convolutional network built
up in sequentially applied layers with local action. Here we give a brief synopsis of
their development.
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The objective is to efficiently apply a graph filter gθ = diag(θ) where the param-
eter vector θ has Nnodes entries. Convolution of the filter gθ and data x on a graph
can be expressed as [29]
gθ ∗ x = Ugθ UT x (16)
analogous to the classical convolution theorem. This formulation is connected to the
(normalized) graph Laplacian L and its spectral representation
L = I− D−1/2AD−1/2 = UΛUT (17)
where A is the binary adjacency matrix, D is the associated degree matrix, U is the
matrix of eigenvectors and Λ is the diagonal matrix of eigenvalues. The formulation
for graph convolution in Eq. (16), in turn can be approximated by an expansion of
Chebyshev polynomials Tk [30]









where L̃ = 2
λmax
L− I and λmax is the maximum eigenvalue of L.
To this approximation Kipf and Welling make a number of additional simplifica-
tions. First they approximate the maximum eigenvalue λmax ≈ 2 so that L̃ = L − I
i.e. L̃ is the graph Laplacian with added self-loops/interactions. Next, they truncate
the expansion in Eq. (18) at K = 1 so that
gθ ∗ x ≈ ϑ0Ix− ϑ1D−1/2AD−1/2x (19)
This effectively reduces the number of free parameters in the filter from Nnodes to 2.
This has the tremendous advantage of cheap and local action and the expressiveness
of a network built on these layers is controllable by the GCNN depth (number of
layers). Lastly they further collapse the number of free parameters from 2 to 1 by
setting ϑ1 = −ϑ0
