In this paper we discuss the asymptotic entropy for ancient solutions to the Ricci flow. We prove a gap theorem for ancient solutions, which could be regarded as an entropy counterpart of Yokota's work. In addition, we prove that under some assumptions on one time slice of a complete ancient solution with nonnegative curvature operator, finite asymptotic entropy implies κ-noncollapsing on all scales. This provides an evidence for Perelman's more general assertion that on a complete ancient solution with nonnegative curvature operator, bounded entropy is equivalent to κ-noncollapsing.
Introduction
A solution (M n , g(t)) to the Ricci flow ∂ ∂t g(t) = −2Ric(g(t))
is called ancient if g(t) is defined on the time interval (−∞, T ], for some T > −∞. It is convenient to let T = 0. Ancient solutions arise naturally as blow up limits of finite time singular solutions of the Ricci flow, and therefore are of great interest for the study of singularity formation. By analyzing ancient solutions with nonnegative curvature operator, Perelman [16] showed how singularities form in the Ricci flow of dimension three, which paved Perelman's path of solving the geometrization conjuecture via Hamilton's program [11] . However, general ancient solutions in higher dimensions are yet little understood. There are some fundamental results such as [15] , [18] , both of which work with reduced geometry. As to the role played by entropy in Type I ancient solutions, please refer to [3] , [17] .
The entropy formula for the Ricci flow was introduced by Perelman [16] . He used it to prove his noncollapsing and pseudolocality theorems. A Ricci flow (M n , g(t)) is called (weakly) κ-noncollapsed at scale r 0 , if for all (x, t), r ≤ r 0 , an upper bound of curvature |Rm| ≤ r −2 on the parabolic cube B t (x, r) × [t − r 2 , t] implies a lower bound of the volume of the ball Vol(B t (x, r)) ≥ κr n . In this paper, we will always use B t (x, r) to denote the ball of radius r, centered at x, and with respect to the metric g(t). It is well known that for a parabolic cube with a curvature bound as described above, a lower bound of the reduced volume centered at (x, t) evaluated at t − r 2 implies a lower volume bound as given above, where the κ depends only on the reduced volume and the dimension; see [16] . In this paper, we show that the same holds for Perelman's pointed entropy. There is also a notion of strong κ-noncollapsing, which assumes only a scalar curvature upper bound on the ball B t (x, r) (instead of the parabolic cube). In this paper, every noncollapsing notion we will mention means weak noncollapsing. Moreover, when dealing with ancient solutions, we always work with noncollapsing on all scales.
LetW (x, t) denote the asymptotic entropy, i.e, the asymptotic limit of the entropy constructed with fundamental solution to the conjugate heat equation centered at (x, t). All the definitions can be found in the next section. In this paper, we show thatW (x, t) is a quantity that plays an equally important role as the asymptotic reduced volume in the study of ancient solutions.
In Yokota [18] , he proved an important gap theorem for the asymptotic reduced volume of ancient solutions to the Ricci flow: the asymptotic reduced volume of every ancient solution that is not a Gaussian shrinker cannot be as large as some number strictly less than 1 and depending only on the dimension. Where the Gaussian shrinker is the Euclidean space evolving by the diffeomorphism generated by the gradient field of the function |x| 2 4 as well as rescaling. Here we provide an entropy counterpart of Yokota's result, that is, a gap theorem for the asymptotic entropy on ancient solutions: if the asymptotic entropy of an ancient noncollapsed solution with bounded curvature is as large as some negative number, then the ancient solution must be a Gaussian shrinker. Our assumptions are stronger than Yokota's; this is because estimates for heat kernels are more difficult to obtain than estimates for the reduced distance. Our argument, although more complicated, resembles Yokota's in spirit. Moreover, in the special case of type I ancient solutions, according to Xu [17] it holds thatW (x, t) = logV (x, t), whereV (x, t) is the asymptotic reduced volume centered at (x, t), then our gap theorem reduces to Yokota's. Theorem 1.1. There exists ε > 0 depending only on the dimension n such that the following holds. Let (M n , g(t)) t∈(−∞,0] be a complete ancient noncollapsed solution to the Ricci flow such that sup
) is a Gaussian shrinker.
In Perelman [16] , he asserted that on ancient solutions with nonnegative curvature operator, the condition thatW (x, t) > −∞ is equivalent to κ-noncollapsing on all scales. This fact is widely known for the asymptotic reduced volume, but no similar result is known so far for the asymptotic entropy. In the following theorem, we show that under some moderate assumptions for an ancient solution with nonnegative curvature operator, bounded pointed entropy centered at some space-time point indeed implies noncollapsing on all scales at every previous time. This partially confirms Perelman's assertion. The implication in the other direction is proved in [20] . Notice in our argument, we do not assume M is compact. Theorem 1.2. Let (M n , g(t)) t∈(−∞,0] be a complete ancient solution to the Ricci flow with nonnegative curvature operator. Assume sup
where R is the scalar curvature. LetW be the asymptotic entropy defined in (2.4). If there exists a point (x 0 , t 0 ) such thatW (x 0 , t 0 ) ≥ −β, for some β < ∞, then there exists a κ > 0, such that (M, g(t)) t∈(−∞,t 0 ] is κ-noncollapsed on all scales, where κ depends only on β and the dimension n.
In this paper, unless otherwise specified, we always assume the Ricci flow that we work with is complete and has bounded geometry on every compact time interval, that is, the curvature is bounded from above and the volume of unit balls is bounded from below, notice the second assumption actually can be implied by the first and a noncollapsing assumption. For most of the time, we work with ancient solutions (M, g(t)) t∈(−∞,0] to the Ricci flow, on which it is known that the scalar curvature is nonnegative due to Chen [4] . This paper is organized as follows. In section 2, we provide some well known facts and fundamental tools that are necessary in our proof. In section 3, we show another version of Perelman's noncollapsing theorem, which is well suited to our argument. In section 4, we develop important estimates for the asymptotic Nash entropy; one may see the asymptotic Nash entropy has good dependence on its base point. In section 5, we use results from previous sections to complete the proof.
Preliminaries
In this section, we will fix our notations and collect some known results that are very important to our proof. Let
be the fundamental solution to the heat equation coupled with the Ricci flow (M n , g(t)), where (z, T ) is the base point. We may also fix (x, t) and regard H (z,T ) (x, t) as a function of (z, T ), then H becomes the fundamental solution to the conjugate heat equation. The pointed entropy and pointed Nash entropy at time T are defined as
2)
where f = f (z,T ) (x, t), H = H (z,T ) (x, t), and dg T (z) is the volume form for g(T ). The asymptotic entropy and asymptotic Nash entropy are defined as follows
where by monotonicity (see Lemma 2.2 below), unless being negative infinity, these two limits always exist.
We define some notations that are used in our argument. Let
We have that M T 1 ,T 2 is finite, and by maximum principle,
Notice that when applying the maximum principle to the conjugate heat equation, one needs to use the fact that R ≥ 0 on an ancient solution. For s < t and x, y ∈ M , define
Clearly this is a probability measure since M H (y,s) (x, t)dg s (y) is independent of s and lim
The following Hamilton-type [9] gradient estimate for the conjugate heat equation shall provide justification for our work below. 
Assume that the curvature and its first derivatives are bounded, and that
Then there exists a constant C depending only on the curvature and the curvature derivative upper bounds on M × [0, T ], T and dimension n such that
Proof. This lemma follows from Theorem 10 of [7] , where they have established that under the assumptions we make, the following holds
for all x ∈ B τ (x 0 , ρ) and τ ∈ (0, T ], where C is a constant depending on the curvature and the curvature derivative upper bounds and x 0 is a fixed point on M . The conclusion follows easily by taking ρ to infinity.
Under our assumption, that every Ricci flow we work with has bounded geometry on every compact time interval, we may apply the previous lemma to H (z,T ) (x, t) on the interval [T, T +t 2 ] and combine it with a Gaussian lower bound of the heat kernel (c.f. Theorem 26.31 of [6] ) to conclude that
where the constant C depends on the curvature and the curvature derivative upper bounds and on the unit ball volume lower bound on the interval [T, t], as well as on t−T . Moreover, it follows from the Bishop-Gromov comparison theorem that the volume growth is at most exponential. Therefore, we can justify integrability and integration by parts at infinity for all the formulae in Lemma 2.2 below involving entropy that we shall work on. For instance, we can easily check that
To see this, we consider the cut-off function
φ decays smoothly to 0 on [1, 2] with |φ ′ | < 2, and φ = 0 on [2, ∞). It follows from integration by parts that
Taking r tending to infinity, the last term goes to zero because of the exponential volume growth, exponential quadratic decay of the heat kernel, as well as (2.8); whence follows the integration by parts at infinity.
We collect some well-known facts in the following lemma. One may find these results in Hein-Naber [12] . Lemma 2.2. The following hold for T < t:
If there exists a T < t such that W (x,t) (T ) = 0, then the Ricci flow must be a Gaussian shrinker.
The following logarithmic Sobolev inequality and gradient estimate are very important for our arguments.
Lemma 2.3 (Hein-Naber [12] ). Let (M, g(t)) t∈[0,T ] be a complete Ricci flow with bounded geometry on every compact time interval. For any u ∈ C ∞ 0 (M ), the following hold:
10)
, and for the second inequality we also require u ≥ 0. Remark. We will apply (2.9) to the function f as in definition (2.1), and apply (2.10) to the heat kernel. Even if the above inequalities are only proved for compactly supported functions, since at every time slice the heat kernel drops rapidly at infinity by our assumption on the Ricci flow, a cutoff argument easily justifies our work.
The following gradient estimate was first proved by Hamilton [9] on static manifolds; later it was adapted to the Ricci flow on closed manifolds by Zhang [19] and localized in [1] . We will combine these results to obtain a lemma that can be used in our setting. 
Assume the Riemann curvature is uniformly bounded and
Proof. Let C 0 be the bound of the Ricci curvature, that is,
where B is a constant depending only on the dimension of M and O is a fixed point on M .
Taking ρ → ∞, we have
where C is a constant depending on B, C 0 , T and J, and in the last inequality, we have also used the fact that the function −x 1 2 log x is bounded from above and below on the interval (0, J]. Therefore, the subsolution to the heat equation (see [19] )
, is nonpositive at time 0, and we may apply the parabolic weak maximum principle (c.f. Theorem 12.10 of [5] ) to obtain the conclusion.
The following distance distortion estimate is also helpful.
Fundamental noncollapsing theorems
We begin this section by computing the Nash entropy on T k , any flat torus of dimension k ≥ 1. By Ricci-flatness, the Ricci flow on T k is static and the Nash entropy of the Ricci flow coincides that of the linear heat equation. We will show that the Nash entropy cannot stay bounded; this fact has some consequence on the noncollapsing property which is important for our future development. It turns out that any collapsing sequence of parabolic cubes, after rescaling, will necessarily converge to a quotient space of T k × R n−k , where k ≥ 1, whose Nash entropy cannot stay bounded. Therefore, a lower bound of the Nash entropy implies a lower volume bound. In fact, all the properties we need here for T k are the Ricci-flatness and the finiteness of the volume.
Let
H(x, y, t) = 1
be the heat kernel on T k ; H coincides with the conjugate heat kernel coupled with the static backward Ricci flow. Then the Nash entropy centered at (x, 0) is defined as
Proof. From H > 0 and −H log H ≤ 1 e for all t > 0, it follows that
The right-hand side obviously approaches negative infinity as t approaches infinity.
We have the following corollary.
be the Nash entropy of the linear heat equation on the flat manifold
Proof. It is easy to see that, if
are the heat kernels of Riemannian manifolds (M 1 , g 1 ), (M 2 , g 2 ) centered at (x 0 , 0), (y 0 , 0), respectively, then H 1 (x, t)H 2 (y, t) and N (x 0 ,0) (t) + N (y 0 ,0) (t) are the heat kernel and Nash entropy of (M 1 × M 2 , g 1 + g 2 ) centered at ((x 0 , y 0 ), 0), respectively. It follows from Lemma 3.1 that lim are such that |Rm|(x, t) ≤ r
Proof. The statement is invariant under parabolic rescaling, so we may assume r 0 = 1. Suppose the conclusion does not hold. Then we can find a sequence of counterexamples whose injectivity radii at (x 0 , t 0 ) converge to 0, while their curvatures on the parabolic cubes B t 0 (x 0 , 1) × [t 0 − 1, t 0 ] are bounded from above by 1 and the Nash entropies satisfy N (x 0 ,t 0 ) (t) ≥ −β for all t ∈ [t 0 − 1, t 0 ). Further rescale this sequence of parabolic cubes to
so that the injectivity radii at (x k , t k ) all become 1, which implies that the curvature bounds will go to 0 and the "size" r k of the parabolic cubes will go to infinity. Hence by [10] , we can extract a subsequence converging in the pointed smooth Cheeger-Gromov sense to a flat ancient Ricci flow (M n ∞ , g ∞ (t), (x ∞ , t ∞ )) t∈(−∞,t∞] whose injectivity radius at (x ∞ , t ∞ ) is 1. It follows from Bieberbach's theorem (c.f. Theorem 98 of [2] ) that (M ∞ , g ∞ ) ∼ = (T k × R n−k )/Γ, where k ≥ 1, T k is a flat torus, and Γ is a finite group. Proof of Claim 1. For notational simplicity, we let t ∞ = 0. Fix a T < 0 and let
be a compact space-time exhaustion of the limit flow. We assume without loss of generality that T i < T for any i. Let g i (t) and H i (z, t) = 1 (4π(−t)) n 2 exp (−f i (z, t)) be the pull-back metrics and conjugate heat kernels, respectively, via diffeomorphisms given by the pointed Cheeger-Gromov convergence on Ω i × [T i , 0], where all the heat kernels are centered at the base points. According to [14] , by passing to a subsequence the conjugate heat kernels centered at the base points will also converge to the heat kernel on the limit manifold centered at (x ∞ , 0), that is, f i → f ∞ and H i → H ∞ locally smoothly. By the assumption we made on the Nash entropy and Lemma 2.2(6), we have
Notice here we have used the fact that the integrands are nonpositive; hence their contributions to the integration outside Ω i × [−T i , 0] are also nonpositive. Passing this inequality to the limit and using Lemma 2.2(6) again for (M ∞ , g ∞ (t)) completes the proof.
To apply this result, we need another claim.
) be a finite Riemannian cover, so that |Γ| < ∞. Then the Nash entropies defined as (3.1) of the linear heat equation on the cover and base satisfyÑ
Proof of Claim 2. It is well known that
We letM 1 ∈M be a fixed fundamental domain of the coveringM . It follows that
From this claim we deduce that the Nash entropy of T k × R n−k is bounded from below by −β, contradicting Corollary 3.2, thus completes the proof of Proposition 3.3
Remark. Claim 2 in the previous proposition works also for solutions to the Ricci flow in place of static Riemannian manifolds. Note that we have only applied it to the static Ricci flat case.
This proposition has a well-known consequence. , T ] such that the following holds. Let (x 0 , t 0 ) ∈ M ×(0, T ) and 0 < r 0 ≤ √ t 0 be such that |Rm|(x, t) ≤ r
Proof. By items (3) and (5) of Lemma 2.2, we have
The conclusion follows from Proposition 3.3
Estimates on the asymptotic Nash entropy
In this section, we prove that under slightly weaker assumptions than those of the main theorems, the asymptotic Nash entropyN (x, t) not only is independent of the choice of x, but also decreases in t. This fact will be important for the proof of the main theorems.
The estimates corresponding to the two main theorems, although different, are actually parallel to each other. Hence we will group these arguments together in the following development. Moreover, since every estimate constant depends on the dimension, we will suppress this dependance in our argument for simplicity. |Rm| ≤ C 0 and inf
0 , then there exists a constant C > 0 depending only on C 0 such that
(b) If M has nonnegative curvature operator and if there exists
then there exists a constant C > 0 depending only on
for all (x, t) ∈ M × (−∞, 0] and T < t − 1.
Proof. In our argument we let C be a constant depending only on C 0 and which may vary from line to line.
(a) By our assumptions, we may apply a rough upper bound for the fundamental solutions of heat-type equations with respect to an evolving metric (c.f. Lemma 26.17 of [6] ) to conclude that
where M T,T +1 is defined by (2.6). Note that the constant on the right-hand side does not depend on T .
By the maximum principle applied to the heat equation and the conjugate heat equation, we have
Notice here that when applying the maximum principle to the conjugate heat equation, one should use the property that on an ancient solution to the Ricci flow the scalar curvature is always nonnegative. It then follows that
Integrating this inequality against dν T (x,t) (z) = H (z,T ) (x, t)dg T (z), we have
Whence follows the conclusion.
(b) The proof is only a slight modification of part (a). We need to estimate M T,T +1 for this case. According to Hamilton's Harnack [8] , we have sup 
Inserting this inequality into (4.2) completes the proof.
The following lemma is inspired by Hein-Naber's argument (see Theorem 4.5 of [12] ). Proof. In the proof we always assume that T < t − 1. By definition,
and hence
by the Cauchy-Schwarz inequality, where the L 2 norms are taken with respect to dν T (x,t) (z).
By Lemma 2.4 we have
H (z,T ) (x, t) 2
Integrating against the measure dν T (x,t) (z), we have 4) where the last term on the right-hand side is because N (x,t) (T ) ≤ 0.
To estimate f (z,T ) (x, t) 2 , we apply (2.9) to obtain
where the last inequality follows from
which in turn is implied by the fact that W (x,t) (T ) ≤ N (x,t) (T ).
Combining (4.4) and (4.5), we have
Applying Lemma 4.1 as well as (4.1) or (4.3) to (4.6), we have:
.
where C depends only on C 0 . In either case, the right-hand side converges to 0 as T → −∞ whence follows the conclusion. ThenN (x, t) is independent of x.
Proof. It suffices to show that if there exists x ∈ M such thatN (x, t) > −∞, then for any y ∈ M ,N (y, t) =N (x, t). By Lemma 4.2, in either case, it holds that for all ε > 0, there exists T 0 ≪ t such that |∇ y N (y,t) (T )| g(t) < ε for all y ∈ M and T < T 0 . Hence |N (y,t) (T ) − N (x,t) (T )| ≤ εdist g(t) (x, y) for all y ∈ M and T < T 0 . Taking T → −∞, we have |N (y, t) −N (x, t)| ≤ εdist g(t) (x, y). The proposition follows from taking ε → 0.
We have the following surprising integral inequality, which yields the monotonicity of the asymptotic Nash entropy. Then for all x, z ∈ M and s < t ≤ 0 it holds that
HenceN (x, t) is independent of x and is monotonically decreasing in t.
Proof. Let y, z ∈ M and fix a T < 0 such that T + 1 ≪ s < t ≤ 0. Applying (2.10) to
we have
where we have used the fact that
To conclude this section, we remark that Proposition 4.3 holds also for the asymptotic entropy, simply because the asymptotic entropy coincides with the asymptotic Nash entropy. The conclusion follows from first taking T → −∞ and then ε → 0.
Proof of the gap and noncollapsing theorems
In this section, we present two propositions which imply our main theorems immediately via Lemma 2.2 that N (x,t) (T ) ≥ W (x,t) (T ) andN (x, t) ≥W (x, t). where R is the scalar curvature. LetN be the asymptotic Nash entropy defined in (2.5).
If there exists a point (x 0 , t 0 ) such thatN (x 0 , t 0 ) ≥ −β for some β < ∞, then there exists a κ > 0 such that (M, g(t)) t∈(−∞,t 0 ] is κ-noncollapsed on all scales, where κ depends only on β and the dimension n.
Proof. Under the assumption of this proposition, we may apply part (b) of Proposition 4.4 to conclude thatN (x, t) ≥ −β, for all t ≤ t 0 , x ∈ M . Then we may apply Proposition 3.3 to these points. So there exists a κ = κ(n, β) > 0 such that for any r > 0, if |Rm| ≤ r −2 on B t (x, r) × [t − r 2 , t], then Vol(B t (x, r)) ≥ κr n . That is, (M, g(t)) t∈(−∞,t 0 ] is κ-noncollapsed on all scales.
The next corollary follows easily. By [10] , we can extract a subsequence of {(M k ,g k (t), (x k , 0)) t∈(−∞,0] } ∞ k=1 converging in the pointed Cheeger-Gromov sense to an ancient κ-noncollapsed Ricci flow (M ∞ , g ∞ (t), (x ∞ , 0)) t∈(−∞,0] with |Rm ∞ |(x ∞ , 0) = 1, where by [14] the conjugate heat kernels centered at (x k , 0) converge to the conjugate heat kernel centered at (x ∞ , 0). By the same argument as shown in Proposition 3.3, N (x∞,0) (T ) ≡ 0. Moreover, since the Nash entropy is the time average of pointed entropies (see Lemma 2.2), W (x∞,0) (T ) ≡ 0. It follows that (M ∞ , g ∞ (t)) is a Gaussian shrinker, contradicting |Rm ∞ |(x ∞ , 0) = 1.
