Abstract-This paper addresses a problem of finding an optimal dynamic quantizer for nonlinear control subject to discrete-valued signal constraints, i.e., to the condition that some signals must take a value on a discrete and countable set at each time instant. The quantizers to be studied are in the form of a nonlinear difference equation which maps continuous-valued signals into discrete-valued ones. They are evaluated by a performance index expressing the difference between the resulting quantized system and the unquantized system, in terms of the input-output relation. In this paper, we present a closed-form solution, which globally minimizes the performance index. This result shows the performance limitation of a general class of dynamic quantizers. In addition to this, some results on the structure and the stability are given in order to clarify the mechanism of the best dynamic quantization in nonlinear control systems.
So far, this problem has been studied along two directions: the networked control and the command-driven control, as summarized in Table I . In the former, the quantizers play a role of the coder-decoder pair in the communication between a plant and a controller. There, the control designer has flexibility in choosing both the map and the output signal set . Several results have been obtained as the minimum data rates for stabilization and estimation [1] [2] [3] [4] [5] [6] and the (coarsest) quantizers for stabilization and identification [7] [8] [9] [10] [11] [12] [13] [14] . In the latter, on the other hand, the quantizers are required to adapt continuous-valued signals to the command-driven devices, such as discrete-level actuators, where the quantizer input is assumed to take values on a fixed discrete set. So, unlike the former, the map is the design parameter and the set is a given constraint in the problem. From this standpoint, quantizers have been developed in [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . However, the above results have been devoted mainly to linear systems. Namely, except for a few pioneering works, the quantizer design problem has never been studied for nonlinear systems. In fact, in the nonlinear setting, there are some results [26] [27] [28] [29] [30] for the networked control and no result for the command-driven control, as shown in Table I .
This paper thus addresses a quantizer design problem for the command-driven control of a class of nonlinear systems. The quantizers considered here are dynamic, i.e., in the form of a nonlinear difference equation which determines its output depending upon the past input sequence. The discrete-valued signal is restricted to take a value on a uniform and countable set at each time instant. The following problem is then considered: when a nonlinear plant and a nonlinear controller are given for the quantized feedback system in Fig. 1(a) , find a quantizer such that the system in (a) optimally approximates the usual (unquantized) feedback system in Fig. 1(b) , in terms of the input-output relation. This is a nonlinear version of the authors' quantizer design problem for linear systems [22] [23] [24] [25] , and it is much more challenging.
For the problem, the main contributions of this paper are summarized as follows. First, a globally optimal solution is derived as a closed-form expression assuming that the initial state of the system to be quantized is known, even though the problem is nonlinear and nonconvex. The key idea is to analyze the lower and upper bounds of the optimal performance and characterize the dynamic quantizer whose performance is not larger than the lower bound. Second, the structure of the optimal solution is clarified. In particular, it is disclosed that the optimal quantizer is mainly composed of 1) the direct transmission of the input and 2) an approximated inverse of the error system between the quantized and unquantized systems in Fig. 1 . This exhibits the mechanism of the optimal dynamic quantization in nonlinear control systems. Finally, observer-based dynamic quantizers are presented so as to apply our result to the case where the information of the initial state is unavailable. This is provided by fully exploiting the essence of the optimal dynamic quantizers.
It is stressed that, although this paper presents a generalization of the result in [23] and [25] for linear systems, the solution is derived in a different way. In [23] and [25] , an exact expression of the quantizer performance is provided, from which an optimal quantizer is directly derived. In contrast, it is hopeless to obtain such an expression in the nonlinear setting. So, in this paper, we derive an optimal quantizer in an implicit way based on the bound analysis of the optimal performance. Moreover, we have a different result on the optimal structure from the linear case studied in [31] .
Also, it should be noted that, to our best knowledge, there is no result dealing with both nonlinear systems and (behavioral) performance optimality at the same time, on quantizer design for control. For instance, the main interest of the existing results for nonlinear systems [26] [27] [28] [29] [30] (see Table I ) is the relation to the stability of quantized systems. In this paper, to mathematically clarify an essential mechanism of nonlinear optimal quantization, we mainly consider a somewhat limited case, where the plant and controller are input-affine, the initial states of the systems are available to the quantizer, and the set on which the discrete-valued signal takes a value at each time instant is uniform and countable; but it is remarkable that an exact solution for the unexplored problem is analytically derived. In other words, in the research area of quantized control, this paper provides the first result showing that there exists a nonlinear optimal quantization problem whose solution can be analytically and exactly derived, and the rather restrictive case is regarded as a sufficient condition for the problem to be analytically solved. This will be an important first step to solve the problem for more general situations.
Finally, to avoid misunderstanding, we would like to notify again that the target of this paper is not the networked control but the command-driven control, e.g., by discrete-level actuators. This means that typical techniques for networked control may not be applied to our situation. Especially, the zooming/scaling [32] , which is a conventional coding technique, cannot be used for the quantizer in Fig. 1(a) , because the zooming/scaling violates the constraint that the quantizer output set is fixed in advance.
This paper is organized as follows. The quantizer design problem is formulated in Section II. In Section III, a solution, i.e., an optimal quantizer, is presented in an analytical way and is demonstrated by a numerical example. Next, some results on the structure and the stability are given in Section IV. Section V presents observer-based dynamic quantizers and Section VI concludes this paper.
Note that this paper is based on our preliminary version [33] , published in a conference proceedings, and contains full explanations and proofs omitted there.
Notation: 1) General Mathematical Notions: Let , , , and be the real number field, the set of nonnegative real numbers, the set of positive real numbers, and the set of nonnegative integers, respectively. We denote by and (or, for simplicity of notation, 0 and ) the zero matrix and the identity matrix. Let be the minimum integer greater than or equal to the number . The vector inequality represents that each element of is nonpositive. For the infinite vector sequences and , let be the vector sequence . For the vector , the matrix , and the vector sequence , we use , , and to express their -norms. Note that is the induced norm corresponding to (where ), and that . When another kind of norm is used or the use of the -norm has to be emphasized, they are denoted with the subscript, e.g., for the -norm. The set of infinite sequences of -dimensional vectors having finite -norm is denoted by . The function is said to be class-KL if the following two conditions hold: 1) for each , and is strictly increasing with respect to ; 2) for each , and is decreasing with respect to .
2) Notions for Dynamical Systems: Consider the discretetime system where is the state, is the input, is the output, and and are functions. The system is said to be stable if holds for every and . The system is said to be outputstable if for every and . , which is convenient to express the equivalence between interconnected systems. For instance, when and , the relation represents the equivalence between the parallel system in Fig. 2(a) Fig. 3 . The inverse system is denoted by . For example, for the system the inverse for the input is given by This can be confirmed by the definition and the fact that under , , and .
II. PROBLEM FORMULATION
A. System Description Consider the feedback system shown in Fig. 4(a) , which is composed of the discrete-time nonlinear system and the dynamic quantizer .
The system is given by
(1) where is the state, and are the inputs, and are the outputs, and is the time. Further, , , , , , , and are functions. The initial state is given as for . In order to show a general formulation of our quantizer design problem first, specific assumptions for the system will be given at the beginning of Section III, where, for example, and are assumed for constant matrices and . The quantizer is of the form (2) where , , and are the state, the input, and the output, and , , , , are functions. The set is a discrete set specified by the quantization interval . The function is the nearest-neighbor static quantizer toward . More precisely, the th element of the vector is given by where and is the th element of . An example for the case is shown in Fig. 5 . The quantization error of satisfies (3) which will be an important property in this paper. The initial state of is given as . Note that the quantizer determines its output from the past and present inputs (so is dynamic), and is equivalent to the typical static quantizer if and . Note also that includes the self feedback by as seen in the state equation of (2) . In what follows, is often regarded as a tuple of the dimension , the initial state , and the functions , , , , , which will be treated as the design parameters.
The system is a generalized version of the quantized feedback system in Fig. 1(a) . It can be seen that is equivalent to the system in Fig. 1(a) by regarding the part indicated by the dotted line frame [in Fig. 1(a) ] as . Thus, the following discussion holds not only for the feedback system in Fig. 1 (a) but also for various types of quantized systems.
B. Dynamic Quantizer Design Problem
In this paper, the quantizer is evaluated by a performance index expressing the difference between the quantized system and the unquantized system (introduced as an Ideal system) in Fig. 4 . For this, some symbols are prepared. To distinguish the signals of the two systems and , we use the symbols , , , , and , , , , for , , , , . In (with a given ), when the initial state and the external input are fixed to the specific values and , we denote by the output sequence and by the output at time . For , the symbols and are similarly defined. Note here that, though it may look that and do not depend on the initial state of , their subscripts correspond to the all design parameters (including ) and so the dependency on is expressed at and in a proper fashion.
Then the following problem is considered.
1) Problem 1:
For the system , suppose that the system and the quantization interval are given. Then, find a quantizer (that is, a dimension , an initial state , and functions , , , , ) minimizing the performance index (4) In this problem, the performance index corresponds to the difference between the quantized and unquantized systems and in terms of the input-output relation. If is small, we can conclude that the system behaves similarly to the ideal system .
Solving the problem provides us a practical design method of nonlinear control systems with discrete-valued signal constraints. For example, consider the feedback system in Fig. 1(a) , and suppose that the input of is restricted to be a discretevalued signal on . Then, in spite of the severe restriction, would have good performance with:
• a controller achieving desirable performance in the unquantized system in Fig. 1 (b) (where it is supposed that the input of is continuous-valued), • a dynamic quantizer such that is small. Therefore, the combination of the conventional (nonlinear) control theory and the solution to Problem 1 enables us to construct high-performance quantized systems.
Finally, four remarks on Problem 1 are given. First, the system model can represent a combination of an input-affine plant model and input-affine controller in discrete-time. Plants described in include the cart-spring-damper system in [34] and the stirred tank reactor system in [35] for example. The discrete-time models in the literatures are provided by the Euler approximation of the continuous-time models. Second, the quantizer output set is a uniform lattice in , which fits quantized control problems with D/A converters or discrete-level actuators. Even if the quantization intervals are different for each input channels as , the following discussion holds by replacing the input matrix with the scaled matrix [24] . Third, is an ideal system and so should be a stable system in common situations. Meanwhile, the stability of is not assumed in Problem 1 because, with or without the assumption, there exists a solution to Problem 1 such that under a condition not implying the stability of . This fact will be shown in Theorem 1. Fourth, in our setting, the performance is evaluated based on not the 1-or 2-norm but the -norm. This is because the signal is restricted to be a value on the uniform lattice and thus the asymptotic stability of is not always possible, e.g., in the case where is unstable in Fig. 1(a) . More concretely, when is (globally) asymptotically stable and cannot be asymptotically stable with any , we have , i.e., for , under an observability condition (note that and are infinite sequences). In contrast, we may have in the same situation, which means that the index based on the -norm can capture the performance of more precisely.
III. OPTIMAL DYNAMIC QUANTIZERS

A. Assumptions and Outline of Derivation
In this paper, we aim at obtaining an analytical solution to Problem 1 in order to clarify an essential mechanism of optimal quantization. To this end, the problem is considered under the following assumptions: (A1) and for constant matrices and . (A2) The matrix is square and nonsingular for every . (A3) The matrix is square and nonsingular for every , where is given in (A1). The first assumption means that the controlled output is given as a linear combination of and , i.e., . The others are technical assumptions for the existence of the inverses of and , which also imply that , , , and have all the same dimensions. Roughly speaking, in the feedback system in Fig. 1(a) , these two are usually satisfied in the case where and have all the same dimensions and is directly transmitted to in (though it depends on how to get the discrete-time model ).
The idea to find the solution is outlined as follows:
In
Step 1, we derive a lower bound of , which is a function of and is denoted by . In Step 2, it is shown that, if a condition called is satisfied, the lower bound becomes an upper bound of . These steps prove that holds under , from which a solution to Problem 1 is provided.
B. Lower and Upper Bound Analysis of Optimal Performance 1)
Step 1: Lower Bound: For the system , suppose that is given. By the definition of , we have (6) From (1), (2), and (A1), the term is expressed as (7) for (8) In fact, (1) and (2) give and , from which (7) is confirmed. Note that, for the first term of (7), we have from (3). It can be shown by (7) that if otherwise (9) holds under (A1)-(A3) [see Appendix I for the exact proof of (9)]. Equation (6) and (9), which hold for any , establish a lower bound of as (10) This (14) holds, we have (17) This achieves Step 2 in (5).
C. Optimal Dynamic Quantizers
Equation (10) and (17) establish the relation (18) subject to the condition , which presents the following result. Theorem 1: For the system , suppose that and are given and assume (A1)-(A3). Then the following statements hold.
1) A solution to Problem 1 is given by (19) where
, are the first half and the second half of the vector , i.e., , and and are the functions given in (11) and (12) .
2) The minimum value of is given by (27) Proof: We prove that (14) holds for , since this fact implies that is a solution to Problem 1 and (27) holds. Under (A2), the third equation of (1) is rewritten as (28) From this and the first equation of (1), it follows that evolves according to By comparing this equation with the dynamics of in , it turns out that (29) holds for . In a similar way to the above, we also get
Thus, applying (15), (19) , (22), (23), (25), (26), (28), (29) , and (30) to the output equation in (2), we have , which implies that (14) holds for .
Theorem 1 provides an analytical solution to Problem 1 (which is globally optimal) and an expression of the minimum value of . The latter corresponds to the performance limitation of the dynamic quantizers in the form of (2), which shows the relation between the achievable performance and the problem parameters and .
An intuitive interpretation of the optimal quantizer is as follows. As shown in (29) and (30) , the states of and are estimated in the state equation of . They are in general different due to the quantization by . Considering that is equal to the output difference between the two systems, we see that the term expresses the difference expected at the next time (time ). Then if the multiplication by , i.e., , is applied to , the signal completely cancels out the expected difference in . Namely, the quantizer output is the optimal discrete-valued signal to reduce the difference between and . It should be noted that the exact information of the initial state of is required to construct the optimal quantizer , as seen in (21) . So it can be directly applied only to systems whose state is measurable and available to or to systems which operates from a fixed initial state such as robot manipulators for a repetitive work. An extended version of , which do not use the information of , will be provided in Section V.
It is also notified that the optimally quantized system , with , is not always stable in the stability concept defined in Section I. However, it can be shown that is stable under a suitable condition, and even when the condition does not hold, there is a practical method to avoid instability. This will be detailed in Section IV.
Remark 1: Theorem 1 is a generalized version of the authors' previous result [23] , [25] for linear , which has , , ,
In fact, by substituting the linear functions and constant matrices and eliminating redundant states in , we have a solution to Problem 1 as , which is the same as given in [23] , [25] .
Remark 2: Since the optimal quantizer depends on , one may consider that the optimal performance must depend on . However, as seen in (4), the argument of the function , i.e., , specifies the function to be maximized with respect to , that is, . Thus, even if depends on , does not depend on . Remark 3: The solution in Theorem 1 is derived by fully utilizing the fact that is a uniform discrete set. However, even when is not uniform, a similar result can be obtained as long as for some . In fact, it is trivial in this case that, instead of (16), and so (31) for the proposed quantizer in (19) . Although may not be optimal in this case, it will be a practical quantizer in the sense of (31).
D. Example
Consider the quantized system for the feedback system in Fig. 1(a) . The plant and the controller are given the equation shown at the bottom of the page, for , and
The quantizer is of (19) with the quantization interval . Fig. 6 shows the simulation result on the time responses of for and . In the third figure, the output response of the unquantized system in Fig. 4 (b) [ Fig. 1(b) ] is also depicted by the thin line, where the same condition is imposed. Though the coarse discrete-valued signal is applied to , the output behavior of is quite similar to that of . This result is quantified as by (27) (for the worst ) and by the simulation (for the given ). For comparison, we also consider the static quantizer case , i.e., the case of and . Fig. 7 illustrates the responses in the same fashion. We see that the result for the static quantizer case is different from that for the dynamic quantizer case.
This example shows that, even if the control input is restricted to be a coarse signal, high performance, which cannot be achieved by the static quantizer, is obtained by the optimal dynamic quantizer.
It should be remarked that the above system is an academic example selected to show our result more clearly. As stated in Theorem 1, a similar result can be obtained for any systems satisfying (A1)-(A3).
IV. STRUCTURAL ANALYSIS OF OPTIMAL DYNAMIC QUANTIZERS
In this section, we analyze the structure of the optimal quantizer in order to understand the mechanism. Based on this, a stability condition for the optimally quantized system is provided. 
A. Structure of Optimal Dynamic Quantizers
Consider the quantizer in (2) . To express the static quantization error, i.e., produced by the static quantizer , we introduce the new variable (32) which satisfies (33) from (3) . With this variable, is equivalently represented as (34) If (29) is assumed and the third equation of (1) (29), can be formally regarded as a nonlinear system driven by its original input , the static quantization error , and the external input for , though these are (29) (where actually, w is not an exogenous signal but the static quantization error depending on u and ). Fig. 9 . Error system between 6 and 6 under assuming (29) (where note again that w is not exogenous).
not independent each other. Then is expressed as Fig. 8 1 by defining the subsystem (35) Furthermore, the error system between and is illustrated as Fig. 9 . Based on these expressions, the following result is obtained for the structure of . Theorem 2: For the system , suppose that and are given and assume (A1)-(A3). Let denote the system in Fig. 10 , which is a subsystem of the error system in Fig. 9 . Then the optimal quantizer is composed of: 1) the direct transmission of ; 2) a system such that (36) where is the time-shifted system of ; 3) the initial state . Note in (36) that is the inverse of for the input , is the time-varying gain (because of ), and the right-hand side is the system whose inputs are and . Note also that the equivalence and the inverse are introduced in Section I, and the notions are not restricted to the structured initial state in 3).
Proof: Fig. 8 shows that is equivalent to the sum of the direct transmission of and the system , which implies 1). Furthermore, 3) corresponds to (21) . So, in what follows, we prove 2) by showing that the system for satisfies (36) . Consider the system in Fig. 10 and suppose that , are given. Note that we do not restrict the case . From Fig. 10, (A1) , (1), (11), and (12), the output is represented as (37) On the other hand, we consider the system for and . For the state , we can obtain the relations (38) in a similar way to (29) and (30), where and are the states of (for the following ). Moreover, the output is expressed as (39) where the first equality is given by (35) and the second one is done by (1), (22), (23), (25) , and (26) . Applying (38) and (39) to (37) provides (40) This implies (36) (note the definition of the inverse).
Theorem 2 shows the components of the optimal quantizer . Part 1) is the same as the unity feedback in the unquantized system and plays a role to imitate . Part 2) is for minimizing the influence of the static quantization error on the performance index . In fact, Fig. 9 shows that the error system is a cascade system of and (in the form of Fig. 3) , and (36) means that for is a cascade system of the inverse of and the gain . So, in the error system, the signal transfer from to is reduced by as shown in (40). Note that (40) corresponds to (27) by considering that the output error specifies and the quantization error satisfies (33) . Finally, 3) comes from the definition of in (4) . In this way, we have structural interpretation of . The above result is somewhat unexpected due to the following reasons. First, the optimal structure of can be rigorously explained by an approximate inverse of , even though is a continuous-to-discrete map but is a continuous-to-continuous map. Second, Theorem 2 is not the same as the result in [31] given for linear ; it has been shown in [31] that the optimal quantizers for linear include an approximate inverse not of but of given in Fig. 11 .
B. Stability of Optimally Quantized Feedback Systems
Now, a stability condition of the optimally quantized system is given. We employ the stability notion defined in Section I, because the system for some cannot be asymptotically stable with any , as stated at the end of Section II.
Theorem 3: For the system , suppose that and are given and assume (A1)-(A3). Let denote the system in Fig. 11 , which is the unquantized system with the new input . Then the optimally quantized system is stable if , , , , and are continuous functions (on their domains), (i.e., ), and the systems and are stable. Proof: The proof directly follows from the five facts: 1) under the condition (29) is output-stable if is output-stable and , 5) is output-stable if and are stable. These facts are shown as follows. 1) Note that the cascade system in the form of Fig. 3 , where is not necessarily an inverse of , is stable if and are stable and is output-stable. Using this, it is proven by the fact that, under (29) , is a cascade system of and as shown in Fig. 9. 2) It is shown in the proof of Theorem 1.
3) Consider the state of the error system in Fig. 9 where . As can imagine from the figure, is finite if is stable, while is finite if is stable and the output of is finite ( is output-stable). On the other hand, (38) holds between the state of and the state of the error system. These complete the proof. 4) It turns out from (36) that is output-stable if the system in the right-hand side of (36) is output-stable. The system in the right-hand side is the cascade system of and the time-varying gain , and thus it is output-stable if is output-stable and is finite. On the other hand, from (27) , implies that is finite. So 4) holds. 5) From Figs. 10 and 11 , . This and the definition of the inverse system (Section I) give . Namely, is equivalent to the cascade system of and . Then (33) . Therefore, we conclude from Theorem 3 that is stable. Remark 4: In Theorem 3, the stability of is concerned with the minimum phase property of . In particular, in Fig. 1(a) , will be unstable if is non-minimum phase. Meanwhile, even when is non-minimum phase, the following technique is useful to avoid the instability. It is well-known that the parallel connection of a given non-minimum phase system and some compensator could be minimum phase. So by constructing a parallel connection for so as to be minimum phase and regarding it as a new plant, a stable quantized system can be obtained by Theorem 1.
V. OBSERVER-BASED DYNAMIC QUANTIZERS
As seen in Theorem 1, the optimal dynamic quantizer contains the initial state of in its inside. This means that the exact information of is required to construct and so it may be a limitation in practice. In this section, we extend the result of Theorem 1 to the case where the information of is not available.
The idea for the extension is as follows. As shown in (29), the first half of the state equation of corresponds to a perfect state estimator for with the information of . Thus, by replacing the perfect estimator with an asymptotic observer, it can be expected to obtain a suboptimal quantizer without the information of . Now, this idea is formalized. Consider the quantized system in Fig. 12 , which is a modified version of that in Fig. 4(a) . The system is the same as in (1) . The quantizer is an extended version of (2) so that is available and the state equation is of the more general form (41) where , , , and are functions. The quantizers in this form allow us to construct an observer for the system in its inside. The initial state of is given as and , and , , , , , and are the parameters to be designed.
For the system , we employ the performance index (42) where is the time specifying the time interval on which is evaluated, and are the sets of the initial states and the input sequences of interest, and is the upper bound of the initial estimation error , that is, the difference between the true value and the initial guess of the initial state of . The symbols and are similarly defined as before, but note that the former is for the system in Fig. 12 and the latter is for the system in Fig. 4(b) and the initial state . The index represents the maximum output difference on the time interval between the system with and the system with . The time will be related to the settling time of an observer, in order to purely capture the quantization performance without the transient performance of the observer. Note from (42) and (4) that if , , , and . Note also that depends on , , and but which are assumed to be fixed in advance; so the dependence is not explicitly denoted in the symbol "
." In considering the quantizer design problem with , we assume (A1), (A3), and (A4) there exists a such that for every , and the reachable set of the system , i.e., , is bounded; (A5) the function in (15) is differentiable with respect to , and there exists an such that (43) where is the projection of onto the -space; (A6) there exists a function such that is an asymptotic observer for such that is bounded by a class-KL function . Assumption (A4) is concerned with the boundedness of the input sequence set and the reachable set . The condition on may not be easily checked but it holds if and are bounded and is globally exponentially stable. (A5) enables us to estimate the influence of the estimation error of an observer, and (A6) guarantees the existence of an asymptotic observer for (see, e.g., [36] for nonlinear observers).
Then, we obtain the following result. 
where is the estimation error such that This result presents an observer-based quantizer together with the performance evaluation of (51). In (51), expresses the time when the estimation error becomes sufficiently small, and the right-hand side is an upper bound of the output difference after . An interesting point in this result is that the right-hand side of (51) is the triple of the right-hand side of (27) . This means that introducing an observer gives a dynamic quantizer without the information of the initial state but degrades the performance in terms of the time and the three-times larger bound. The former degradation is caused by the transient of the observer and the latter comes from the nonzero estimation error in the steady state, i.e., the fact that will be nearly zero but not be just zero for any . Remark 5: Though the dynamic quantizer in the form of (41) is a generalized version of that in (2), it is a fact under (A1)-(A3) that the right-hand side of (27) is a lower bound of the minimum value of with respect to in the form of (41). This can be proven in the same way as in Section III-B1.
Remark 6: A lower bound of the minimum value of , which holds for any , is given as subject to (A1), (A2), and (A3') and for every . This can be derived by the fact that the right-hand side of (13) is equal to for and for any . Thus, in addition to the above observation, it turns out that, if (A1), (A2), (A3'), and (A4)-(A6) hold and is a constant (i.e., ), the right-hand side of (51) is the triple of a lower bound of .
VI. CONCLUSION
This paper has discussed a dynamic quantizer design problem for command-driven nonlinear control. Based on the bound analysis of the optimal performance, we have obtained an optimal dynamic quantizer in a closed form. This has also shown the performance limitation of a general class of nonlinear dynamic quantizers. Moreover, the structure of the optimal quantizer and the stability of the optimally quantized system have been disclosed. Finally, observer-based dynamic quantizers have been presented so as to be utilized in many practical situations. We expect that the result will be a foundation for the dynamic quantization of nonlinear control systems.
Since this paper has aimed at obtaining analytical results, the problem has been solved in somewhat limited cases. In the future, a method to solve the problem in its full generality should be developed. For such an issue, the idea of numerical optimization, which has been proposed in [24] for linear systems, will be useful.
APPENDIX PROOF OF RELATION (9)
A. Notation
For the vector and the matrix , let and denote the th element of and the th row vector of , respectively. The symbol expresses the vector obtained by elementwisely applying the signum function to the vector .
B. Main Part
The first case of (9) is the direct consequence of the following lemma.
Lemma 1: For the system , suppose that , , and are given. Then the following statements hold. 1) Let be an external input sequence parameterized by a number . Then
2) Let for
and arbitrarily given where is defined by (61) and in the next subsection. If , then
Proof: Statement 1) is trivial, while 2) is proven in Appendix I-C.
The second case of (9) is given by the fact that the right-hand side of (7) is not a bounded function with respect to . Note here that under (A2), (A3), and . 1 2) 1) Preliminary: First, we provide a preliminary result. 
C. Proof of Lemma
