Let T be an adjointable operator between two Hilbert C * -modules and T * be the adjoint operator of T . The polar decomposition of T is characterized as T = U (T * T ) 1 2 and R(U * ) = R(T * ), where U is a partial isometry, R(U * ) and R(T * ) denote the range of U * and the norm closure of the range of T * , respectively. Based on this new characterization of the polar decomposition, an application to the study of centered operators is carried out.
Introduction
Much progress has been made in the study of the polar decomposition for Hilbert space operators [3, 5, 6, 7, 15] . Let H, K be two Hilbert spaces and B(H, K) be the set of bounded linear operators from H to K. For any T ∈ B(H, K), let T * , R(T ) and N (T ) denote the conjugate operator, the range and the null space of T , respectively. It is well-known [6, 7] that every operator T ∈ B(H, K) has the unique polar decomposition T = U|T | and N (T ) = N (U), (1.1) where |T | = (T * T ) 1 2 and U ∈ B(H, K) is a partial isometry. An alternative expression of (1.1) is T = U|T | and R(T * ) = R(U * ), (1.2) since N (T ) ⊥ = R(T * ) and N (U) ⊥ = R(U * ) = R(U * ) in the Hilbert space case. Note that if H = K, then B(H, H) abbreviated to B(H), is a von Neumann algebra. It follows from [14, Proposition 2.2.9] that the polar decomposition also works for elements in a von Neumann algebra. Nevertheless, it may be false for some elements in a general C * -algebra; see [14, Remark 1.4.6] . Both Hilbert spaces and C * -algebras can be regarded as Hilbert C * -modules, so one might study the polar decomposition in the general setting of Hilbert C *modules. An adjointable operator between Hilbert C * -modules may have no polar decomposition unless some additional conditions are satisfied; see Lemma 3.5 below for the details. The polar decomposition for densely defined closed operators and unbounded operators are also considered in some literatures; see [2, 4, 5] for example.
The purpose of this paper is, in the general setting of adjointable operators on Hilbert C * -modules, to provide a new insight into the polar decomposition theory and its applications. We will prove in Lemma 3.6 that five equalities appearing in Lemma 3.5 (iii) can be in fact simplified to two equalities described in (3.2) , which are evidently the same as that in (1.2) when the underlying spaces are Hilbert spaces. It is remarkable that (1.1) is a widely used characterization of the polar decomposition for Hilbert space operators. Nevertheless, Example 3.15 indicates that such a characterization of the polar decomposition is no longer true for adjointable operators on Hilbert C * -modules. This leads us to figure out a modified version of (1.1), which is stated in Theorem 3.13. Note that the verification of the equivalence of Lemma 3.5 (i) and (ii) is trivial, so it is meaningful to give another interpretation of Lemma 3.5 (ii). We have managed to do that in Theorem 3.8 (iii).
One application of the polar decomposition is the study of centered operators on Hilbert spaces, which was initiated in [12] and generalized in [8, 9] . Based on the new characterization (3.2) of the polar decomposition for adjointable operators, some generalizations on centered operators are made in the framework of Hilbert C * -modules.
The paper is organized as follows. Some elementary results on adjointable operators are provided in Section 2. In Section 3, we focus on the study of the polar decomposition for adjointable operators on Hilbert C * -modules. As an application of the polar decomposition, centered operators are studied in Section 4.
Some elementary results on adjointable operators
Hilbert C * -modules are generalizations of Hilbert spaces by allowing inner products to take values in some C * -algebras instead of the complex field. Let A be a C * -algebra. An inner-product A-module is a linear space E which is a right A-module, together with a map (x, y) → x, y : E × E → A such that for any x, y, z ∈ E, α, β ∈ C and a ∈ A, the following conditions hold:
An inner-product A-module E which is complete with respect to the induced norm ( x =
x, x for x ∈ E) is called a (right) Hilbert A-module. Suppose that H and K are two Hilbert A-modules, let L(H, K) be the set of operators T : H → K for which there is an operator T * : K → H such that T x, y = x, T * y for any x ∈ H and y ∈ K.
We call L(H, K) the set of adjointable operators from H to K. For any T ∈ L(H, K), the range and the null space of T are denoted by R(T ) and N (T ), respectively. In case H = K, L(H, H) which is abbreviated to L(H), is a C *algebra. Let L(H) sa and L(H) + be the set of self-adjoint elements and positive elements in L(H), respectively. In this case, the projection from H onto M is denoted by P M .
Throughout the rest of this paper, A is a C * -algebra, E, H and K are three Hilbert A-modules. Note that L(H) is a C * -algebra, so we begin with an elementary result on C * -algebras. Next, we state some elementary results on the commutativity of adjointable operators. For any α > 0, the function f (t) = t α is continuous on [0, +∞), so a direct application of Proposition 2.3 yields the following proposition: The technical result of this section is as follows:
Proof. For each n ∈ N, the continuous function f n associated to the operator T n is given by
where sp(T ) is the spectrum of T . Then for each n ∈ N,
Now, given any x ∈ H and any ε > 0, let x = u + v, where u ∈ R(T ) and v ∈ N (T ) ⊆ N (T n ) for any n ∈ N. Choose h ∈ H and n 0 ∈ N such that
Then for any n ∈ N with n ≥ n 0 , we have
This completes the proof of (2.1).
Based on Proposition 2.5, a result on the commutativity for adjointable operators can be provided as follows:
Proof. Denote P R(T ) simply by P . Since [S, T ] = 0, we have [S, T n ] = 0, where T n (n ∈ N) are given in Proposition 2.5. It follows from (2.1) that
We end this section by stating some range equalities for adjointable operators.
Proof. Let x ∈ E be arbitrary. Since Bx ∈ R(C), there exists a sequence {x n } in E such that Cx n → Bx. Then ACx n → ABx, which means ABx ∈ R(AC), and thus R(AB) ⊆ R(AC) and furthermore R(AB) ⊆ R(AC). Similarly, we have R(AC) ⊆ R(AB).
Proof. In view of Lemma 2.8, we might as well assume that α > 1. Put S = T α . Then S ∈ L(H) + , so from Lemma 2.8 we have
The polar decomposition for adjointable operators
In this section, we study the polar decomposition for adjointable operators on Hilbert C * -modules. 
is orthogonally complemented, and let U ∈ L(H, K) be a partial isometry such that
Then R(T ) is also orthogonally complemented, and all equations in (3.1) are satisfied. Furthermore, the following equations are also valid:
3)
|T * | = U|T |U * and U|T | = |T * |U. 
where U ∈ L(H, K) is a partial isometry. A slight generalization of (3.4) is as follows:
Lemma 3.12. Let T = U|T | be the polar decomposition of T ∈ L(H, K). Then for any α > 0, the following statements are valid:
Proof. (i) Since U * U|T | = |T |, we have U|T |U * n = U|T | n U * for any n ∈ N. 
(iii) Since T * = U * |T * | is the polar decomposition of T * , the conclusion follows immediately from (i) by replacing the pair (U, T ) with (U * , T * ).
Before ending this section, we provide a criteria for the polar decomposition as follows: Unlike the assertion given in [10, P. 3400], the same is not true for general Hilbert C * -modules H and K, since R(T * ) can be not orthogonally complemented for some T ∈ L(H, K). Indeed, there exist a Hilbert C * -module H, and an adjointable T and a partial isometry U on H such that (1.1) is satisfied, whereas T has no polar decomposition. Such an example is as follows:
Example 3.15. Let H be any countably infinite-dimensional Hilbert space, L(H) and C(H) be the set of bounded linear operators and compact operators on H, respectively. Given any orthogonal normalized basis {e n : n ∈ N} for H, let S ∈ C(H) be defined by S(e n ) = 1 n e n , for any n ∈ N.
Clearly, S is a positive element in C(H). Let K = A = L(H). With the inner product given by X, Y = X * Y for any X, Y ∈ K, K is a Hilbert A-module.
Let T : K → K be defined by T (X) = SX for any X ∈ K. Clearly, T ∈ L(K) + and R(T ) ⊆ C(H). Given any n ∈ N, let P n be the projection from H onto the linear subspace spanned by {e 1 , e 2 , · · · , e n }. Let X n ∈ K be defined by
It is obvious that T (X n ) = P n , which implies that R(T ) = C(H), hence R(T ) ⊥ = {0}, therefore R(T ) fails to be orthogonally complemented. By Remark 3.11, we conclude that T has no polar decomposition. Furthermore, given any X ∈ K such that T (X) = SX = 0, then X = 0 since S is injective. It follows that N (T ) = {0}. Now, let U be the identity operator on K. Then since T is positive, we have T = U|T | and N (U) = N (T ), whereas T has no polar decomposition.
Characterizations of centered operators
In this section, we study centered operators in the general setting of Hilbert C * -modules. 
consists of mutually commuting operators.
We began with a cancelation law introduced in [8, Lemma 3.7]. Let T = U|T | be the polar decomposition of T ∈ L(H). Suppose that n ∈ N is given such that U k |T |(U k ) * , |T | = 0 for 1 ≤ k ≤ n.
(4.1)
Then by Proposition 2.6 we have
hence for any s, t ∈ N with 1 ≤ t ≤ s ≤ n + 1, we have
Indeed, by (4.1) and (4.2) we have
Taking * -operation, we get the second equation in (4.3). Now we are ready to state the technical lemma of this section, which is a modification of [8, Lemma 4.2] . Let n ∈ N be given such that U k |T |(U k ) * , |T l | = 0 for any k, l ∈ N with k + l ≤ n + 1.
(4.4)
Then the following statements are equivalent:
Proof. Let s, t ∈ N be such that s + t = n + 2. Put
Then clearly, Note that t = n + 2 − s ≤ n + 1, so if t ≥ 2, then by (4.4),
Assume now that t ≥ 2. Then s + 1 = (n + 2 − t) + 1 ≤ n + 1, hence by (4.5), (4.8), (4.4) with l = 1 and (4.3), we have
Similarly,
It follows from (4.10) and (4.11) that A t = B t whenever A t−1 = B t−1 . Suppose on the contrary that A t = B t . Then by (4.9), (4.7) and (4.5), we have
Furthermore, it can be deduced directly from (4.11) and (4.5) that
As a result, we obtain
Letting t = 2, 3, · · · , n + 1, respectively, we conclude that
In view of (4.6), the proof of the equivalence of (i) and (ii) is complete.
In view of Lemma 4.2, we introduce the terms of restricted sequence and the commutativity of an operator along a restricted sequence as follows:
is called restricted if t n ∈ {1, 2, · · · , n} for each n ∈ N, and an operator T ∈ L(H) is called commutative along this restricted sequence if T has the polar decomposition T = U|T | such that U tn |T | U tn * , T n+1−tn = 0 for any n ∈ N.
A direct application of Lemma 4.2 and Definition 4.3 gives the following corollary: (i) U s |T |(U s ) * , |T t | = 0 for any s, t ∈ N;
(ii) T is commutative along any restricted sequence;
(iii) T is commutative along some restricted sequence. (ii) |T n |, |(T m ) * | = 0 for any m, n ∈ N;
(iii) |T n |, |T * | = 0 for any n ∈ N;
(iv) T is commutative along any restricted sequence;
(v) T is commutative along some restricted sequence;
(vi) U m |T |(U m ) * , |T n | = 0 for any m, n ∈ N;
(vii) U n |T |(U n ) * , |T | = 0 for any n ∈ N;
(viii) |(T n ) * |, |T | = 0 for any n ∈ N;
(ix) (U n ) * |T * |U n , |T * | = 0 for any n ∈ N; (x) (U m ) * |T * |U m , |(T n ) * | = 0 for any m, n ∈ N;
(xi) The operators in {|T |, U|T |U * , U * |T |U, U 2 |T |(U 2 ) * , (U 2 ) * |T |U 2 , · · · } commute with one another.
Proof. The proof of (i)⇐⇒(ii) is the same as that given in [8, Theorem 4.1] . "(ii)=⇒(iii)" is clear by putting m = 1 in (ii). "(iii)⇐⇒(vii)": Putting t n = 1 and s n = n for any n ∈ N. Then T is commutative along {t n } ⇐⇒ (iii) is satisfied, and T is commutative along {s n } ⇐⇒ (vii) is satisfied. The equivalence of (iii)-(vii) then follows from Corollary 4.4.
"(vi)=⇒(ii)": Let m and n be any in N. From (vii) and Lemma 4.5 we know that |(T m ) * | has the form (4.12) with k therein be replaced by m. Now, each term in (4.12) commutes with |T n | by (vi), so |T n |, |(T m ) * | = 0.
The proof of the equivalence of (i)-(vii) is therefore complete. Since T is centered if and only if T * is centered, the equivalent conditions (viii), (ix) and (x) are then obtained by replacing T and U with T * and U * , respectively.
It is obvious that (xi)=⇒(vii). "(vii)+(ix)=⇒(xi)": From (vii), (ix) and Proposition 2.6, we get U k |T |(U k ) * , U * U = (U k ) * |T * |U k , UU * = 0 for any k ∈ N.
We prove that the operators in Ω = |T |, U|T |U * , U * |T |U, U 2 |T |(U 2 ) * , (U 2 ) * |T |U 2 , · · · (4.13) commute with one another. That is, [A, B] = 0 for any A, B ∈ Ω. To this end, four cases are considered as follows: Case 1: A = U t |T |(U t ) * and B = U s |T |(U s ) * with 1 ≤ t < s. In this case, we have AB = U t · |T | · U s−t |T |(U s−t ) * · (U t ) * = U t · U s−t |T |(U s−t ) * · |T | · (U t ) * = BA.
Case 2: A = (U t ) * |T |U t and B = (U s ) * |T |U s with 1 ≤ t < s. In this case, we have [A, B] = 0 as shown in Case 1 by replacing U, T with U * , T * , since A, B can be expressed alternately as A = (U t+1 ) * |T * |U t+1 , B = (U s+1 ) * |T * |U s+1 .
Case 3: A = U t |T |(U t ) * and B = (U s ) * |T |U s with t, s ∈ N. In this case, we have BA = (U s ) * |T |U s+t |T |(U t ) * = (U s ) * · |T | · U s+t |T |(U s+t ) * · U s = (U s ) * · U s+t |T |(U s+t ) * · |T | · U s = U t |T |(U s+t ) * · |T | · U s = AB.
Case 4: A = |T | and B = (U s ) * |T |U s with s ∈ N. In this case, we have AB = U * · U|T |U * · (U s−1 ) * |T |U s−1 · U = U * · (U s−1 ) * |T |U s−1 · U|T |U * · U = (U s ) * |T |U s · |T |U * U = BA.
This completes the proof that any two elements in Ω are commutative.
