In a previously published article in this journal, Vansteeland et al. [Stat Methods Med Res. Epub ahead of print 12 November 2010. DOI: 10.1177/0962280210387717] address confounder selection in the context of causal effect estimation in observational studies. They discuss several selection strategies and propose a procedure whose performance is guided by the quality of the exposure effect estimator. The authors note that when a particular linearity condition is met, consistent estimation of the target parameter can be achieved even under dual misspecification of models for the association of confounders with exposure and outcome and demonstrate the performance of their procedure relative to other estimators when this condition holds. Our earlier published work on collaborative targeted minimum loss based learning provides a general theoretical framework for effective confounder selection that explains the findings of Vansteelandt et al. and underscores the appropriateness of their suggestions that a confounder selection procedure should be concerned with directly targeting the quality of the estimate and that desirable estimators produce valid confidence intervals and are robust to dual misspecification.
Introduction
In a statistical analysis of observational data, a number of events, including differential selection into exposure groups, informative treatment switches, and drop-out over time, can bias causal effect estimates if not appropriately handled. Moreover, unless one is willing to rely on untestable modeling assumptions, there must be experimentation within strata defined by combinations of covariates causally related to both treatment and outcome (confounders) in order to adjust a causal effect estimate in a manner that reduces bias. A finite sample from an observational study may contain borderline-sufficient information for identifying the desired causal effect. An exposure effect estimate from such a dataset will tend to be highly variable and often remains biased. Confounder selection is thus an especially important issue in causal inference when there is sparsity in the data, [1] [2] [3] [4] [5] [6] and estimator performance depends on employing a principled strategy. A theme running through our previous work on targeted minimum loss based learning and targeted maximum likelihood estimation (TMLE) is that estimation procedures should be tailored to provide high-quality answers to questions of scientific interest. From a statistical perspective, this means making a bias variance trade-off that is targeted to yield maximally efficient, unbiased estimation of a parameter of a statistical distribution that provides an answer to the scientific research question.
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2 Collaborative double robust estimation Double robust (DR) estimators solve an estimating equation defined by a gradient of the pathwise derivative of the target parameter viewed as mapping from the statistical model to the parameter space. In particular, if the estimating equation corresponds with the so-called canonical gradient (also called the efficient influence curve), then these DR estimators are also tailored to be asymptotically efficient. These estimators have been shown to be consistent for coarsened at random data structures when either the full data distribution (Q 0 ) or censoring mechanism (g 0 ) is consistently estimated. [12] [13] [14] In a simple binary point treatment (exposure) setting where the data consists of n independent and identically distributed copies of data structure O ¼ (W, A, Y) drawn from joint probability distribution P 0 ¼ (Q 0 , g 0 ), g 0 corresponds to the conditional distribution of treatment indicator A, given baseline covariate vector W, (i.e. the conditional propensity score distribution), and Q 0 factorizes into the conditional distribution of outcome Y, given A and W and the distribution of W, (Q 0 ¼ (Q 0Y , Q 0W ). This observed data can be viewed as a missing data structure
, and one might assume the randomization assumption, A ? X | W, so that target parameters of Q 0 can be interpreted as causal effects.
Consider the additive treatment effect (ATE) target parameter, defined non-parametrically as E 0 (Y(1) À Y(0)). This causal quantity is identified by the statistical mapping
defined on a non-parametric statistical model which maps the probability distribution to a real number. An asymptotically linear estimator has an influence curve that describes the behavior of the estimator under perturbances in the empirical distribution of the data. Among all the influence curves generated by the class of regular asymptotically linear estimators, the one with the minimum variance is known as the efficient influence curve D*(P). The efficient influence curve can be calculated for any given target parameter mapping É: M ! IR and statistical model (i.e. class of probability distributions), M, at any P 2 M. An estimator is efficient at P if and only if it is asymptotically linear with an influence curve equal to D*(P). Continuing our example, the efficient influence curve for the ATE parameter is given by In this setting, a DR estimator is consistent if either the outcome regression " Q 0 ðA, WÞ ¼ E 0 ðY j A, WÞ or the treatment assignment mechanism g 0 (1 | W) ¼ P(A ¼ 1 | W) is consistently estimated. Beyond this, we have previously shown that for estimators satisfying P n D*( n , Q n , g n ) ¼ 0, given a limit Q of Q n , there exist a specified set of possible limits g of g n for which this estimator n remains consistent for 0 . 8, 10 Let G(Q, P 0 ) be the set of all conditional distributions satisfying this condition: that is, for each data distribution P 0 , and Q, we define G(Q, P 0 ) ¼ fg: P 0 D*(Q, g, 0 ) ¼ 0} as the candidate censoring/treatment mechanisms that would result in an unbiased estimating function for the target 0 . At a minimum, this set of conditional distributions, G(Q,
QðA, WÞÞ ¼ f 0 ðA, WðQÞÞ only depends on W through W(Q) and g s (Q) is a conditional distribution of A, given W(Q) (or more), then P 0 D*( 0 , Q, g s (Q)) ¼ 0 and thus g s (Q) 2 G(Q, P 0 ).
In addition, for the ATE parameter E(Y(1) À Y(0)), a conditional distribution of A, given S(W) with
being a function of S(W), is also an element of G(Q, P 0 ). In fact, our general result presented in a paper 8 in 2010 and described below, applied to this example shows that we just need that g solves the single score equation P 0 H g ð " Q À " Q 0 ÞðWÞðA À gð1 j WÞÞ ¼ 0, which would be solved by a logistic regression with offset logit(g) and clever covariate H g ð " Q À " Q 0 Þ. A DR estimator relying on (Q n , g n ) is asymptotically unbiased when g n will converge to an element in G(Q, P 0 ), with Q being the limit of Q n , but the finite sample efficiency of the estimator of 0 varies with the choice of estimator g n . This fundamental collaborative double robustness of the efficient influence curve has important implications for nuisance parameter estimation procedures, which should be tailored for effective estimation of the parameter of scientific interest.
In previous papers inspired by this collaborative double robustness of the efficient influence curve, we presented an estimator within the targeted minimum loss based estimation (TMLE) framework that we refer to as a collaborative targeted maximum likelihood estimator (C-TMLE). 8, 10 We use the term collaborative to draw attention to the fact that the fits for the outcome regression and the propensity score work in tandem to a achieve a full bias reduction for the target parameter. Specifically, candidate updates of a fit of the propensity score (e.g. corresponding with adding a variable to the model for the propensity score) are evaluated by the goodness of fit of the corresponding targeted maximum likelihood update of the current estimator of Q 0 . In this manner, g n is indeed constructed in response to residual bias Q n À Q 0 , so that g n is aimed to converge to an element in G(Q, P 0 ).
In our previous work, we gave a general characterization of G(Q, P 0 ) as follows. 8 In the case where the efficient influence curve D*(P) can be represented as D*( , Q, g), the efficient influence curve estimating equation for at a (Q, g) is given by P 0 D*( 0 , Q, g) ¼ 0. Classical double robustness theory tells us that this equation is solved at the true 0 when Q ¼ Q 0 , at some g 6 ¼ g 0 or if g ¼ g 0 at any Q. For consistency of an estimator n solving 0 ¼ P n D*( n , Q n , g n ), we require that the limits (Q, g) of (Q n , g n ) satisfy P 0 D*( 0 , Q, g) ¼ 0. Equivalently, we can write
Recall that the efficient influence curve can be decomposed as
) in terms of an inverse probability of treatment weighted (IPTW) estimating function and a score D CAR of g in the model that only assumes coarsening at random 12 (see Theorem 1.3 in van der Laan and Robins 14 ). Here, D CAR is a function of O with conditional mean zero, given full data X, and Q ! D CAR (Q, g) is linear in Q. For many statistical models and target parameters, this representation of the efficient influence curve exists. Substituting this representation into equation (1) yields,
and thereby under regularity conditions, any estimator, n , that solves P n D*( n , Q n , g n ) ¼ 0 for (Q n , g n ) converging to (Q, g) satisfying P 0 D CAR (Q À Q 0 , g) ¼ 0 will be consistent for 0 (see Theorem 1 in van der Laan and Gruber 8 ). In particular, we can define G(Q, P 0 ) ¼ fg:
, which in practice is saying that the estimator g n needs to approximately solve the score equation
Causal effect estimation
If we now turn our attention to the estimation of causal effects, knowledge of the collaborative double robustness property helps us to understand why even for non-DR estimators (e.g. estimators that solve the efficient influence curve equation P n D*(Q, g n , n ) ¼ 0 at an intentionally misspecified Q, such as Q ¼ 0), the likelihood for g is not the most relevant guide for selecting confounders into propensity score models. Predictors of treatment are not necessarily strong predictors of the outcome, and because the goal is to achieve an optimal bias/variance trade-off for the target parameter, the mean squared error for the target parameter should factor into confounder selection for any estimation procedure. Other researchers have reached a similar conclusion and suggest propensity score estimators are best evaluated with respect to their effect on estimation of the causal effect of interest, not by metrics such as likelihoods or classification rates. [15] [16] [17] Vansteelandt et al. 18 propose a stabilized propensity score estimator and report a limited set of conditions under which consistent estimation of a marginal treatment effect is possible even when Q and g are both misspecified. We recognize this as a specific instance of collaborative double robustness. Section 3.2 of Vansteelandt et al. 18 focuses on a space of semi-parametric models of the form Y ¼ A + (W) + , E( | A, W) ¼ 0, and a target parameter . If the conditional variance of Y, given A, W, only depends on W, the efficient influence curve for this parameter is upto a standardizing constant given by 7 on TMLE). Thus, G(, P 0 ) contains all conditional distributions g such that P 0 (A À E(AW W)) ( À 0 )(W) ¼ 0. If, for example, g is fitted with logistic regression with covariate À 0 , (with 0 being the truth), then this remains an unbiased estimating function in . In the special case described in Vansteelandt et al. 18 that P 0 is restricted such that (W) ¼ g(W), with g(W) linear, and g is fitted with logistic linear regression using W, the estimated g n is asymptotically a member of G(, P 0 ) for all linear in W, including ¼ 0. This special case of collaborative double robustness corresponds exactly with the insight provided in Section 3.2 of Vansteelandt et al. 18 A general C-TMLE introduced in our earlier papers has been implemented and applied to point treatment and longitudinal data. 21, 22 The development of a targeted forward selection algorithm to select covariates to include in the propensity score model is guided by the theory outlined above and fully presented in our above referenced articles on C-TMLE, which is DR, and inference can be based on bootstrap variance estimates as well as the variance of the efficient influence curve. Results when C-TMLE is applied to data generated as described in Section 3.3 of Vansteelandt et al. 18 were presented at the WNAR 2011 Spring Meeting 23 and are described in a forthcoming paper.
