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Convergence acceleration has changed much these last ten years not only because important 
new results, algorithms and applications have been added to those yet existing but mainly 
because our point of view on the subject completely changed thanks to the deep understanding 
that arose from the illuminating theoretical studies which were carried out. 
It is the purpose of this paper to present a ‘state of the art’ on convergence acceleration 
methods. It has been divided into four main sections. The first one deals with the theory of 
sequence transformations, the second section is devoted to the algorithms for sequence transfor- 
mations. The third section treats the practical problems involved in the use of convergence 
acceleration methods and the fourth section presents some applications to numerical analysis. 
In such a review it is, of course, impossible to analyze all the results which have been obtained 
and thus I had to make a choice among the contributions I know. This choice follows my own 
taste, it is my own responsibility and I am the only one to blame for any omission voluntary or 
not. Pad&type approximation can be, of course, considered as acceleration of the sequence of the 
partial sums of a series, but, due to the limitation of length it has not been included herein. For 
the same reason I also have to assume some knowledge of the field by the reader. I refer him to 
[lo] which gives the state of the subject ten years ago since the main part of the book was in fact 
written around the date. 
To avoid the multiplicity of references I have always quoted when possible synthetical papers 
or books instead of the original references. Finally I apologize for giving so many references from 
people of the University of Lille but we are there quite large a group working on acceleration 
methods. 
1. Theory 
It is not my purpose here to trace an history of convergence acceleration methods but their 
renewal of interest starts with the discovery of Shanks’ transformation [69] and the &-algorithm of 
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Wynn [83]. As usual in the development of any scientific field, the first twenty years where 
devoted to the basic knowledge of the subject that is algorithms for sequence transformations and 
their convergence and acceleration properties. 
After a certain amount of experience had been obtained, it was possible to raise more 
fundamental theoretical questions. One of them is at the same time philosophical and of great 
practical importance: what is it possible to achieve with convergence acceleration methods and 
what is it not? What can be expected and when? In other words what is the information needed 
to know whether a sequence or a set of sequences can be accelerated? 
Obviously a purely numerical information is not sufficient since the behaviour of the sequence 
can fully change repeatedly after some terms. Thus a global information on the sequence, that is 
a property about it, must be known. Of course this property cannot be a very general one since, 
otherwise, no algorithm for accelerating the convergence of all the sequences of the set could 
exist. 
The intuitive ideas on the possibilities of convergence acceleration methods were introduced 
and studied by Delahaye and Germain-Bonne in 1980 [33]. The first step is to define precisely the 
meaning of ‘sequence transformation’ or ‘algorithm for sequences’. The definition given by 
Delahaye and Germain-Bonne is a very general one which has still been generalized later by 
Delahaye [30]. In particular it includes the transformations (S,,) ---) (T,) of the form 
T,=fnL%, L..A+k) 
where f, is a function of n + k + 1 variables without any particular property. 
Let now Y be a set of real convergent sequences. 9 is said to have the property of generalized 
remanence [34] if and only if (abbreviated as iff). 
(1) There exists a convergent sequence (2,) with limit i such that Vn: .t,, # Z? and such that 
(a) there exists (x,“) EY such that (x,“) + .?,,. 
(b) Vm, z 0, 3p,, > m, and(x!,)E.Y such that(x!,)+Ar andVmgpO:xL=xz. 
(c) vmI > PO, Qr 2 m, and (x,‘) EP’ such that (x,‘) + .?* and Vm <p, : xi = xi. 
(2) <x,” ,..., x;(), &+I ,..., $9 X;,+l,...,X;*, X;*+lr...) E.57. 
Using an argument similar to that of diagonalisation, the following result was proved: 
Theorem 1. If the set 9’ has the property of generalized remanence then there is no universal 
algorithm for 9’ (that is no algorithm which accelerates the convergence of every sequence of 9’). 
The theorem does not mean that a particular given sequence of 9 can not be accelerated but 
that all the sequences of 9 cannot be accelerated by the same algorithm. In that case 9 is said 
to be non-accelerable. 
Using this result the following sets were shown to be non-accelerable: 
- sequences of strictly decreasing points of [a, b] (a, b E R, a < b). 
- logarithmically convergent sequences that is sequences (S,,) with limit S such that 
For other sets see [32,33]. As pointed out above the property defining these sets is too general 
and thus they are non-accelerable. The property must be more restrictive that is subsets of the 
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above sets have to be considered. Such a study was carried out by Kowalewski [53,54] for the set 
of logarithmically convergent sequences. She showed that some of its subsets have the remanence 
property and that some others can be accelerated by particular algorithms. 
An efficient method for accelerating the consequence of certain subsets of logarithmic 
sequences consists in extracting a linearly converging sequence and then to accelerate it by 
Aitken’s A* process [23]. (See also [68,81]). 
Other sets of sequences have been shown to be non-accelerable by techniques similar but 
different from remanence. This is the case for the set of sequences uch that 
v’n: 0 d x < (S”,, - S,+,)/(S,+, - S,) < p < 1. 
subsets of which being accelerated by a generalization of Aitken’s process [29,32]. 
The preceding negative results on convergence acceleration can be completed by positive 
results. 
Theorem 2. Let Y*(E) be the set of convergent sequences of elements of a metric space E such that 
Vn: S,, f S (its limit). A necessary and sufficient condition for Y’*(E) to be accelerable is that 
(E’ is the set of the accumulation points of E and E” = (E’)‘). 
Some sets of sequences deduced from an accelerable set are still accelerable as proved by 
Delahaye [31]: 
Theorem 3. Let 9’ be a set of convergent real sequences. Let f.Y= {( f (S,,)) 1 (S,) E 9, f monotonic 
and differentiable, Vx E IR : f’(x) f 0} and ~‘+X={(S,,+X)I(S,,)E~‘, h~lW}. Then .Y is 
accelerable iff f.9 is accelerable and 9 is accelerable iff 9-k X is accelerable. 
Many other results of this type (including results on subsequence extraction) have been 
obtained. 
Since the property of accelerability of a set of sequence seems difficult to get we shall restrict 
our ambition. We shall only ask the transformed sequence (T,) to converge better than (S,,) that 
is 3a E [0, l[ such that 
lim (T,-S)/(S,-S)=a. 
n-C0 
If we only ask a to be different from 1, (T,) is said to be synchronous with (S,,). A set 9 is of 
synchronous type if V( S,,) E ~7, 3 T: (S,,) + (T,), (T,) synchronous with (S,). We have [41]: 
Theorem 4. Let 9~ 9*(R) be a set of non-logarithmic sequences. 9 is of synchronous type iff 9 is 
accelerable. 
Theorem 5. Let 9C L = {(S,) llk~~_~(S~+~ - S)/( S, - S) = l}. 9’ is of synchronous type iff 9 
is accelerable. 
Theorem 6. Let 5% B = {(S,,)[Yq, V n, 3j < q: (S, - S)(Sn+j- S) < 0 and h,,,,(S,+, - 
S)/( S,, - S) # 0). 9’ is of synchronous type iff 9 is accelerable. 
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Thus a better convergence does not seem easier to get than acceleration. 
Many sequence transformations can be written under the form 
T,=s,+Asng n=o, l,.... 
The properties that the function g must have in order to accelerate the convergence of some sets 
of sequences have been studied in details by Germain-Bonne [40, Chapter 11. In particular he 
proved the following: 
Theorem7.Ifgisafunctionofthep-lvariablesx,,...,x,_,,continltousforIx,l<l(i=l,...,p 
- 1) and such that g(x, x,. . . , x) = (1 - x)-l b’x such that 1x1~ 1 then the transformation T: 
(S,,) + (T,) accelerates the convergent of all linearly convergent sequences. 
2. Algorithms 
This section deals with algorithms for sequence transformations. It will be divided into four 
subsections. The first one is devoted to convergence and acceleration properties of known 
algorithms. The second section presents a general extrapolation algorithm, the third one shows 
various procedures for modifying algorithms and section four deals with the vector case. 
2.1. New results 
The point of view developped in this subsection can be considered as complementary of that of 
the first section. In Section 1, starting from a given set of sequences, we asked if it can be 
accelerated. Now, starting from a given algorithm, we shall ask about its properties: which sets of 
sequences does it transform into constant sequences, convergent sequences and finally sequences 
converging faster than the initial one? 
The most popular convergence acceleration method is certainly Aitken’s A2 process. We 
consider the following generalization 
T, = Sri+++ - aAS,AS,,+,/A2S,, = S,,,, + aA(l/AS,). 
Aitken’s process corresponds to a = 1. The first result which is obvious is the following: 
Theorem 8. If lim S = S and lim n-+oc n ,,,,A(l/AS,,) = + co then lim,,,T, = S. 
Another much less trivial result was given by Lubkin [57] (for another proof see [26]): 
Theorem 9. If (S,) and (T,) converge they both have the same limit. 
A well known result on Aitken’s process is that it accelerates the convergence of sequences 
such that 3b # 1: limn_m(S,,+l - S)/( S,, - S) = b [47]. Now if we want to accelerate (T,) again 
by Aitken’s process we have to know if the same property holds for (T,). Results about the 
iteration of sequence transformations and in particular about that of Aitken’s process have been 
obtained by Kateb [52]. Unfortunately none of these results is simple enough to be mentioned in 
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this paper. The case of logarithmic sequences has also been studied. (See also [49]). 
Aitken’s process is optimal in three different meanings [29,32]. It is the simplest algorithm for 
accelerating linearly convergent sequences. Bigger sets of the sequences are not accelerable by 
quite general transformations. Finally it is impossible to accelerate this set with a degree 1 + s > 1 
that is such that lim nA,]T, - S]/lS, - Slltr = 0 for every linearly convergent sequence. 
Another quite simple algorithm is the transformation defined by the second column of the 
so-called B-algorithm [lo]. It is similar to Lubkin’s W algorithm [57] 
T, = (s,+,As,+zA2s, - s,+,AS,A2S,+,)/(AS,+,A2S, - AV2S,+,). 
As showed by a wide range of numerical examples the &algorithm is among the most powerful 
acceleration methods [75,76]. The kernel of this transformation, that is the set of sequences uch 
that Vn: T, = S, has been studied by Cordellier [24] who proved that it is strictly bigger that the 
union of the kernels of Aitken’s process and of the first column of the p-algorithm. This property 
can be one of the explanations for its effectiveness, another one being that it provides an 
approximation of the main term of Euler-Maclaurin’s formula [66]. It also accelerates linearly 
convergent sequences [75]. Cordellier also proved that Theorem 9 holds for Lubkin’s algorithm 
t261. 
Let me now come to one of the most important convergence acceleration method, that is 
Shanks’ transformation [69] or Wynn’s e-algorithm [83]. It consists in transforming the sequence 
(S,) into a set of sequences { ( ek( S,,))} given by 
ek(S~)=H,+,(S,)/H,(A2S,), k, n=O, l,... 
where 
U, U nfl **- U n+k-I 
Hk(u,) = y+* y+2 *** y+k . 
u n+k-1 u,+k ‘** ‘n+2k-2 
This transformation can be implemented by the e-algorithm 
&(_nl) = 0 &Q=S , n=o, l,..., 
&llf!i = &k-l Cn+l)+ (q+:;_ &y-l, k, n=O,l,... 
and we get 
&$=e&), k, n=O, I,.... 
When k = 1, Shanks’ transformation reduces to Aitken’s A2 process. As we shall see in Section 4 
this algorithm has many quite important applications in numerical analysis. Together with its 
acceleration properties, this is the reason for its success. The convergence and acceleration 
theories for the e-algorithm are a difficult subject due to its nonlinearity. Almost complete results 
have been obtained for two classes of sequences only. Let us review them. 
A sequence (S,) is said to be totally monotonic iff Vk z 0, Vn > 0: ( - l)kAkS, 2 0. We shall 
write (S,,) E TM. Another equivalent definition is that there exists (Y bounded and non decreasing 
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in [0, l] such that Vn >, 0 
S,, = jolx”da(x). 
Totally monotonic sequences have many interesting properties [lo], in particular for fixed k, 
(( - l)kA’Sn) E TM and (- l)kPHk(APS,,) >, 0 [86]. Starting from there, inequalities between the 
E(;~)‘s can be deduced and then we get [ll]: 
Theorem 10. If the e-algorithm is applied to a sequence (S,,) converging to S and if two constants 
a # 0 and b exist such that (as, + b) E TM then 
Vkfixed, y;il &(;k) = s, 
Vn fixed, klimm el”k) = S. 
4 
Moreooer if lim, _ ,( S,, 1 - S)/( S,, - S) # 1 then 
Qkfixed, &)-S=O(S,,+~~-S) whenn+ cc 
Vnfixed, ~yk)-S=o(&+~~-S) whenk+cc 
The second class of sequences for which almost complete results have been obtained is the 
class of totally oscillating (TO) sequences: (S,,) E TO iff (( - l)“S,,) E TM. Inequalities of the 
same kind have been obtained and a theorem similar to Theorem 10 holds for TO sequences, the 
assumption on the non-logarithmicity of (S,) been always true. 
According to the numerical tests already quoted a very powerful acceleration method is Levin’s 
transformation [56]. It transforms (S,,) into a set of sequences {(Tk,n)} given by 
T k,n =A”(n “-?S,JR,)/Ak ( n k-1/R,) 
Where (R,) is a given sequence. The transformations t, u and u of Levin correspond respectively 
to R, = a,,,, na, and a,a,+,/Aa, with a0 = So and a,, = AS,,_ 1, n 2 1. The kernel of Levin’s 
transformation consists in sequences of the form S,, = S + pk_l( n)AS,,/R, where p&t is a 
polynomial of degree k - 1. Obviously Levin’s transformation could be generalized to the case 
S,, = S +~~_~(x,)d&/R, where (x,) is an auxiliary given sequence just by replacing the 
operators Ak by Ask-’ where aksl is the divided difference operator of order k - 1. 
The three transformations t, u and u are regular and accelerative for linearly convergent 
sequences when n goes to infinity [75]. The acceleration properties of these transformations have 
been studied in details by Sidi [70,71] in some special cases. 
Let me mention that other new sequence transformations are given in [40, Chapter l] or in 
1781. 
2.2. The E-algorithm 
The idea behind acceleration methods is extrapolation by a sequence of a given form or 
satisfying a given property: Richardson’s process is based on polynomial extrapolation, the 
p-algorithm on rational extrapolation, Shanks’ transformation on a generalized sum of exponen- 
tial functions and so on. 
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In all these cases the members of the transformed sequences are given as ratios of determinants 
and to each particular case it corresponds one or several algorithms for avoiding the computation 
of the determinants: the E-algorithm or some other processes for Shanks’ transformation [9], the 
G-algorithm for the G-transformation [64] and so on (see [13] for various algorithms connected 
with these transformations). 
A general theory of extrapolation methods covering all these particular cases and a general 
extrapolation algorithm avoiding the use of a particular algorithm for each particular case were 
given bv Brezinski 1141 and H&vie 1441. See also Schneider [67]. We consider the sequence 
transformation, called the E-algorithm given by 
1 S” s n+l 
. . . S n+k I 
k, n=o, l)...) 
where the g,‘s are given sequences. When gi( n) = xi this is Richardson process, when gi( n) = 
AS,, +i_ 1 it is Shanks’ transformation and for gi( n) = xi- ‘A&/R,, we recover Levin’s transforma- 
tion, and so on. A related transformation can be found in [40, p. 401. 
By construction of this transformation we have: 
Theorem 11. A necessary and sufficient condition that Vn: Ei”’ = S is that Vn 
S,,=S+algl(n)+ “* +a&g&(n). 
The numbers Ei”’ can be recursively computed by the E-algorithm: 
Ed”’ = S n, gh?‘=giCn)7 n=O,l ,-**, i=l,2 ) . . . . 
Then for k = 1, 2,. . . and n = 0, 1,. . . 
EL”‘= (E&gE;;j - Ei!;‘)gE&( g:“_‘:;; - gpl,&), 
gi:)= (g!“_‘,,igi”_::L - g~~.‘,‘g~“_‘,,& /( gk<:i - gi”_),,&) i 2 k + 1. ) 
Brezinski’s proof is by Sylvester’s determinantal identity while that of Havie makes use of 
Gaussian elimination. This algorithm can be also deduced directly from a generalization of the 
Neville-Aitken scheme for interpolation by a family of functions forming a complete Chebyshev 
system [60]. Particular cases where also studied by Sidi [72,73] and Bjorstad, Dahlquist and 
Grosse [8]. 
The algebraic theory of the E-algorithm gave rise to an abundant literature. A synthesis of the 
various approaches was first given by Havie [45] using the connection between Sylvester’s identity 
and Gaussian elimination (see also [63]). Using a generalization of Sylvester’s identity obtained 
by Gasca, Lopez-Carmona and Ramirez [38] (see another derivation in [62]), Miihlbach gave a 
complete theory of extrapolation methods [61,62] (for other extensions and applications see [58]). 
The following convergence and acceleration results have been proved in [14]: 
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Theorem 12. If lim S = S, if Vi lim n-00 n ,,_,g,(n+l)/g,(n)=b,#l andifVj#ib,#b, then 
Qk lim R _ ,ELn) = S. Moreover if lim, _ ,( El!!: *) - S)/( El”_‘, - S) = b, then Ei”’ - S = o( EL”_‘, 
- S) when n goes to infinity. 
Theorem 13. If tin, S,, = S + a,g,(n) + a,g,(n) + . . . with Vi, lim,,,g,(n) = 0, lim,,,g,(n 
+l)/gi(n)=bi+l, ifVj#ibj#bi andgi+l(n)=o(gi(n))(n+a) then Vk 
EL”)-S=o(Ef”_:-S), n+co. 
This theorem means that if S,, - S has an asymptotic expansion with respect to a scale of 
comparison { gi} then the E-algorithm accelerates the convergence. The practical problem for 
accelerating the convergence thus reduces to that of finding the scale { g,}. Application to 
quadrature methods has been studied in details by Havie [46]. It must be noticed that the 
conditions of Theorems 12 and 13 are only sufficient. 
A subroutine is given in [17]. A detailed study of the E-algorithm and of many other sequence 
transformations can be found in [82] whose reading is recommended as a complement of [lo]. 
The E-algorithm and some other sequence transformations have been extended to multiple 
sequences [3,43,48,77]. 
2.3. New procedures 
Two new procedures for improving the acceleration properties of given sequence transforma- 
tions have been recently introduced. The first one consists in a modification of the rules of an 
algorithm while the second procedure built a new transformation by a nonlinear combination of 
various transformations. 
I previously mentioned the B-algorithm which is a quite powerful acceleration method. It is 
derived as follows. The &-algorithm can be written as 
E$+~ = E&+‘)+ D,‘;;, 
with D& = (AE(;~?~)-’ where A operates on the superscript. The convergence is accelerated, in 
the sense that de@+* = o(Aa1”,+‘) ) when n goes to infinity if and only if 
lim AD$+.,/AE~“,+~)= -1. 
n-rm 
If this condition is not satisfied one can consider the modified algorithm 
E&)+2 = e&+1) + w D’“’ k 2k+l* 
If wk= -lim,,, AE’;+‘)/AD~;!+~ then the convergence is accelerated in the previous sense. Of 
course, in practice, this limit cannot be calculated. We can replace wk by 
win’ = - A &$$+l)/A D;;! 1. 
The algorithm thus obtained is the &algorithm [lo]. 
Since most of the acceleration algorithms and, in particular, the E-algorithm can be written in 
a form similar to the &-algorithm, the same idea can be used to modify the rules of the algorithm 
in order to improve its acceleration properties. This is the so-called &procedure which consists in 
replacing a sequence transformation of the form T, = S,, + D, by another one of the form 
C. Brezinski / Convergence acceleration 27 
B( 7j,) = S,, - D,AS,,/AD, [16]. Since the E-algorithm has two rules, the main rule for computing 
Ei”’ and the auxiliary rule for g,$), the &procedure can be applied only to one of them or to 
both simultaneously at each step (that is for each value of k). 
For example when applied to both rules, the procedure provides us the new following 
algorithm 
where the operator A acts on the superscript n. 
We have the following result which is a slight improvement of Theorem 4 in [16]. 
Theorem 14. If lim,,,S, = S, if limn_rr(S~+l - S)/(S, - S) = CZ 0, 1, if Vi lim,,,g,(n + 
l)/gi(n)=bi#landif Vj#ibj#bithenVklim,,, Tk(“) = S and Tk(“) - S = o( Tk(l\ - S) when 
n goes to infinity. 
This result can be compared with Theorem 12 above. The condition lim, _,( E$lt”- 
S)/( EL!!), - S) = b, has been removed and thus convergence acceleration is more easily obtained. 
As it was the case for Lubkin’s transformation, the kernel of the transformation is enlarged by 
the B-procedure. This procedure can also be used recursively. For applications and examples see 
W’l. 
Let us now consider combinations of sequence transformations. Let ti: (S,) + (tj”‘) be 
sequence transformations. We consider the new transformation T: (S,) + (T,) defined by 
Vn, T, = (1 - a,)tl(“)+ a,t$“). 
It is desired that the kernel of T includes that of t, and t,. Thus a,, must be zero if (S,,) belongs 
to the kernel of t, and it must be one if (S,) belongs to the kernel of t,. A possible choice is 
a, = -At,‘“)/(At$“‘- At,‘“‘) if At,“‘)+ At$“‘, 
a, = 0 otherwise. 
The new transformation obtained in that way is called a composite sequence transformation [22]. 
It can also be derived by the &procedure applied to tin’ = tin’ + (tp’ - ti”‘). We immediately 
have: 
Theorem 15. If (tl”‘) and (t$“‘) converge go S and if 3a -c 1 < p, 3N such that Qn 2 N: 
A t$“‘/A ti”’ @ [a, p] then (T,) converges to S. 
Theorem 16. If lim, _,oo( t, (‘) - S)/( t{“’ - S) = a f 1 and if 3a < 1 < & 3 N such that Vn >, N: 
(t,(“+‘L_ S)/( t{“) - S) 4 [a, /3] then T, - S = o( t{“’ - S). Moreover if a # 0, T, - S = o( tp’ - S). 
Theorem 17. Let (S,) be a non-logarithmic sequence such that lim, _ ,( tj”) - S)/( S, - S) = a and 
lim n + ,( t$“’ - S)/( S,, - S) = b Z a. Then T, - S = o( S,, - S). 
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These three theorems show that a composite sequence transformation can be quite effective since 
the convergence can be accelerated when one of the composing transformation accelerates the 
convergence or not. The idea can be generalized to more than two transformations. We consider 
the transformation iT,: (S,,) --, ( iTk(n)) defined by 
t!“’ I 
At!“’ 
iTk(n)= ’ . 
. 
. . . t!“’ 
t+k 1 
. . . 1 
. . . At!“’ 
t+k 




We have the 
&!“+k-1’ . . . At,!:;“-” At!“+k-1) . . . 
I I 
Atj:;k-‘) 
Theorem 18. A necessary and sufficient condition that Vn 2 N, iTk(n’ = S is that there exist 
a,,..., ak not al! zero such that Vn >/ N 
ao(ti”)-S)+ “’ +ak(ti:!-S)=O. 
This result is a generalization of the corresponding result for Shanks’ transformation which is 
recovered if t!“‘= S n+i. It shows that the kernel of iTk contains the kernels of ti,. .., ti+k. 
If we set gi( n) = t/!“) - t,!!!: then the above determinantal expression for iTk(n) is exactly the 
ratio involved in the E-algorithm. Thus iTk(n) can be recursively computed by the E-algorithm 
when the index i is fixed. If Ei”’ = ti”’ and gh,ni’ =gi+j( n) = tl:: - t,!f)_, for i = 1. 2,. . . and 
n = 0, 1,. . . , then Ei”) =iTk(“) for k, n = 0, 1,. . . . 
Due to this connection with the E-algorithm when i is fixed, it is possible to obtain 
convergence and acceleration results for the composite sequence transformation iTk just by 
rewriting the corresponding theorems for the E-algorithm. We have: 
Theorem 19. If (S,,) and (t,!“‘) converge to S and if Vj > i, lim, _,( ti(“+‘) - tjli”)/( tj”’ - tj!‘l) 
= bj + 1 and Vp Zj, bP # bj then Qk, ( iTk(n)) converges to S when n goes to infinity. 
Theorem 20. If Vn, S, = S + al( tl:‘, - tin’) + a2( t{:‘, - tl:‘,) + . . . , if the conditions of Theorem 
19 hold, if Vj > i (t,!“‘) converges to S and t,!:\ - t/!“‘= o( tj”‘- t,!!!),) when n + x then Vk: 
iTk(n) - S = o( iTk(!!)l - S) (n --, 00). 
2.4. The vector case 
Quite often in numerical analysis one has to accelerate sequences of vectors. Of course it is 
possible to accelerate separately each component by a scalar acceleration method but, for 
theoretical reasons, vector algorithms would be better. The first of such algorithms was the vector 
e-algorithm deduced from the scalar e-algorithm by defining the inverse of a vector [84]. The 
main drawback of such a practice is that the starting point of all the theoretical studies on the 
algorithm is the rule of the algorithm itself. There is no algebraic support and, in particular, no 
determinantal expression on which the theory can lie. To avoid this drawback a way similar to 
that by which Shanks derived his transformation can be followed and we get the vector sequence 





. . . s n+k 1 . . . 
*** (Y~‘=n+,) I (Y, AS,,) a** :h As,+k) . . 
iYv ASn+k-l) -- iY9 Asn+2k-l) iY, As,,+k_l) - - iy, d&,+2k-l) 
where y is an arbitrary vector and where the numerator denotes the vector obtained by using the 
classical rules for expanding a determinant with respect to its first row [lo]. 
By construction we have: 
Theorem 21. If (S,,) is a sequence of vectors and S is a vector such that Vn, a,,( S,, - S) 
+ . + . +a,(&+, - S) = 0, where the ai’s are scalars such that a0ak # 0 and a, + . . . +a, f 0 
then Vy such that the denominators do not vanish and Qn, ek( S,,) = S. 
Contrarily to scalar Shanks’ transformation this condition is only sufficient. This is due to the 
fact that (y, U) = 0 does not imply u = 0. 
A recursive algorithm, called the topological s-algorithm, has been obtained for computing the 
vectors ek(s,) defined above. It is as follows: 
&(_R1) = 0, @= S n, 
E@+ i = $,,:ll) + y/( y , A &’ ) , E&)+~ = &+I)+ Ael”,)/(Ael”,?,, be’;,‘) 
and We get &(;’ = ek( S,,). 
This algorithm as well a Wynn’s vector s-algorithm has interesting properties concerning 
systems of linear equations. If we apply it to the sequence of vectors 
S n+i =A$ + b 
where S,, and b are given vectors and A a matrix such that I-A is regular then Vn, 
EP,) = (I - A)-‘b where m is the degree of the minimal polynomial of A for the vector 
Se - (I- A)-‘b. When th e matrices A or I - A are singular this result can be extended [lo]. If A 
is symmetric and S,, = 0 then the sequence (ek( S,) = .&) obtained by the topological e-algorithm 
with y = b is identical with the sequence given by the conjugate gradient method with x0 = 0. If 
the matrix A is arbitrary (ek(&)) is identical with the sequence produced by the biconjugate 
gradient method [15]. 
One of the main application of the topological (and the vector) e-algorithm is to systems of 
nonlinear equations where they provide a quadratic method without derivatives. Let F: [w p --, Iw p 
and let x be a fixed point of F. One iteration of the method is the following 
4)=x,, ui+1 =F(ui), i=O ,..., 2p-1. 
Then the e-algorithm is applied to the vectors uo,. . . , u2p and we set x,,+~ = e$. It has been 
proved [10,39] that if the matrix I - F’(x) is regular the sequence (x,) converges quadratically to 
X. 
This method is strongly connected with projection and extrapolation methods for vector 
sequences a synthesis of which was recently given by Beuneu [6] (see also [55]). Results on 
nonscalar generalizations of the a-algorithm have been given by Cuyt [28] and Draux [35]. 
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Following the same lines as above for the generalization of Shanks transformation, a vector 
E-algorithm can be derived [14]. It computes recursively the vectors Ei”’ defined by 
Ei”’ = 
S” s,(n) . . . gkw 
(~7 AS,) (.h Adn)) a-- (Y, Add) 
i~Js.,,-,) iy&h+k-1)) --- iy,Ag,(n+k-1)) 
(~3 Agh)) --- (Y, h(n)) 
A - 
. * 
iv, Agh+k-1)) --- [y, Agk(n+k - 1)) 
where y is an arbitrary vector and the g,‘s given vector sequences. A result similar to Theorem 11 
holds with the restriction that the condition is only sufficient. 
Another generalization consists, in the determinantal expression of the E-algorithm, in taking 
the S,,‘s as vectors and the g,‘s as scalar sequences. This ratio of determinants can be recursively 
computed by the E-algorithm where the Ek (“j’s involved in its main rule are vectors and the 
g,$)‘s are scalars. This new generalization, called the H-algorithm, can be used to implement 
Henrici’s method for solving systems of nonlinear equations [l&47]. 
It is also possible to consider the vectors ef) = N,“‘/D$” where 
(Zk, %+,I 1 
and where Of’ is the co-factor of Si E Cp in Nk (i). Two algorithms, the recursive projection 
algorithm (RPA) and the compact recursive projection algorithm (CRPA), have been derived for 
computing recursively the ek (Q [20,21]. These algorithms have many applications and they are 
connected with the conjugate gradient method, Rosen’s and Henrici’s methods, the general 
interpolation problem, extrapolation methods, orthogonal projection on a subspace and Fourier 
expansions. Other connections and applications have been given by Beuneu [6] and Lembarki 
[55]. It can be also included in the general theory of extrapolation methods due to Miihlbach [61]. 
The CRPA is as follows 
e6”= si, i >, 0, 
These two algorithms can be used to implement some vector sequences transformations 
studied in [40, Chapter 21. 
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3. Practice 
In this section we shall deal with the problems raised by the practical use of convergence 
acceleration methods. The first problem consists in the choice of a ‘good’ method for accelerating 
a given sequence. After this choice has been made we have to control the error when possible, 
that is to estimate the precision of the approximate value of the limit given by the algorithm. 
Finally when programming such an algorithm we have to take care of the propagation of 
rounding errors. 
3.1. Selection 
When a given sequence (S,,) has to be accelerated the first practical problem is to choose a 
sequence transformation which will work well. For example if an asymptotic expansion of the 
error with respect to some scale of comparison is known then Theorem 13 applies and the 
E-algorithm will provide an efficient convergence acceleration. Unfortunately this is an ideal case 
and most of the time such an information is not available. 
An idea for avoiding this capital drawback is due to Delahaye [29,32]. It consists in using 
simultaneously several sequence transformations and, at each step, to select automatically one of 
the answers according to some test. 
We consider k sequences transformations ti: (S,) -+ (tj”‘) for i = 1,. . ., k. Let RI”) be a 
relation depending on i and n which can be true or false. We define the following count 
coefficients 
r!“‘=card{q~{O,...,n}]R~~)istrue}. , 
Then we use simultaneously t,, . . . , 
smallest index i such that 
t, and at each step n we set T, = ti’;n’, where i(n) is the 
t-4:; = max r!“’ 
ldj<k’ * 
To settle ideas we can, for example, use RI”‘: IAt~“-“l = mini, jCk)Atjn-l)l. Under certain 
assumptions the transformation T: (S,,) ---) (T,) can be proved to have interesting properties. 
We say that ti is exact for the family Y of convergent sequences if V( S,,) ESP, 3N, V’n 2 N: 
tin’= lim,,,S,. 
We say that tj is semi-regular for the family 5” of convergent sequences if V( S,,) E .Y [3N, 
V’n > N: t!“’ = tj”+‘)] - [3M, V’n >, M: t,f”’ = lim, ,,S,]. I 
Theorem 22. Let 9 ,, . . . , yk be k families of convergent sequences and 9’= Yl U - - - UYk. If 
ViE {l,... , k}, ti is exact for x. and semi-regular for 9’ then T is exact for 9’. 
Let us now assume that Vn, S,, f S,, I and S, # S (its limit). We say that ti is accelerative for 
9 if V(S,) EY: lim .__,(tj”‘- S)/(S, - S)= lim n _,Atj”‘/AS, = 0. We say that t, is fair for Y 
if either ti is accelerative for 9 or V(S,) EP’, 3~ > 0, 3N, Vn 2 N: Atj”)/AS, 2 E. 
Theorem 23. If ViE {l,..., k }, ti is accelerative for Yi and fair for 9” 9, U - * . Uyk, then 
V( S,) E Y: lim ..+,(T,-S)/(S,-S)=O. 
As we see from these theorems the transformation T combines the interesting properties of all 
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the transformations t,, . . . , t, under some assumptions. For more informations and other rela- 
tions and count coefficients see [29,32]. For further developments consult [37]. For another 
particular selection method see [50]; the same idea is used in [51] to decide when Aitken’s process 
can be efficiently applied. 
3.2. Error control 
The aim of sequence transformations is to provide estimates for the limit of a convergent 
sequence. Thus it is important, form the practical point of view, to check the quality of these 
estimates. A possible achievement of this goal consists, instead of giving one estimate of the limit 
at each step, in building a sequence of intervals containing the unknown limit [19]. 
As we previously saw all the sequence transformations can be written as 
T,=S,,+D,,, n=O,l,.... 
For b Z 0 we consider the new transformation defined by 
T,(b)=S,,+(l-b)D,=T,-b(T,-S,), n=O,l,.... 
Let I,(b) = [min(T,(b), T,( -b)), max(T,(b), T,( -b))J. We have: 
Theorem 24. If T,, - S = o(S,, - S) then Vb + 0, 3N such that Vn 2 N: S E I,,(b). 
Thus it is very easy to construct a sequence of intervals asymptotically containing S. But, in 
doing this, we loose the acceleration property since the sequences (T,( f b)) do not converge 
faster than (S,,). This drawback can be avoided by using a sequence (b,,) instead of a constant b 
but the choice of (b,) is a difficult problem except in some particular cases. This new 
inconvenience can be escaped by using two sequences transformations T: (S,) + (T,) and V: 
(S,) + (V,). We set 
V,(b)= v,-b(V,--T,), n=O, l,... 
and 
J,,(b) = [min(K,(b), CC--b)), max(K(b), C&-b))]. 
We have: 
Theorem 25. If c - S=o(S,-S) and V,- S = o(T, - S) then Vb # 0, VN such that Vn 2 N: 
S E J,(b). Moreover V,( f b) - S = o( S,, - S) and Vn 2 N: J,,(b) E I,(b). 
Automatic selection procedures as described in the previous subsection can be built from the 
lengths of the intervals J,(b) obtained from k pairs of transformations. Under certain assump- 
tions the pair of new transformations defined by the selection procedure can be proved to 
accelerate the convergence ‘in series’ (that is as T and V in Theorem 25) and thus a new error 
control can be obtained from them whose bounds converge faster than the initial sequence. 
The main drawback of the preceding methods for checking the error is that S only belongs 
asymptotically to the intervals defined. In some cases the index N appearing in Theorems 24 and 
25 can be determined [5]. Extension to the vector case is under study. 
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3.3. Implementation 
The main problem when implementing a convergence acceleration method on a computer is 
that of the propagation of rounding errors. This is in particular the case for the &-algorithm when 
&) and &2k (n+‘) have approximately the same value. A cancellation error arises and &yk)+t is large 
and poorly computed. Particular rules, completely equivalent to the ordinary rule of the 
&-algorithm from the algebraic point of view but more stable, are known for a long time [85]. 
These rules are only valid when no more than two adjacent quantities are almost equal. 
Using the homographic invariance of the E-algorithm (and of some algorithms of the same 
type) Cordellier was able to define particular rules in the case of more than two almost equal 
adjacent quantities [27]. He proposed several strategies for avoiding the propagation of rounding 
errors. 
For the vector &-algorithm this problem is still more crucial. Using a geometrical interpretation 
of this algorithm Cordellier gave a particular rule for the vector E-algorithm in the case of two 
nearly equal adjacent vectors in a column [25]. 
Subroutines corresponding to most of the acceleration methods can be found in [12]. When 
available, particular rules have been included. 
For some applications even these particular rules are unable to avoid numerical instability and 
an exact (that is rational) arithmetic has to be used [3]. 
4. Applications 
Since many methods of numerical analysis have an iterative character or depend on a 
parameter h (the step in methods for differential equations) acceleration and extrapolation 
methods have a fundamental role to play. For example Richardson’s extrapolation is widely used 
in quadrature and in difference methods [59]. 
But algorithms for sequence transformations have also many interesting applications outside 
the domain of convergence acceleration. We already saw the quadratic method for solving 
systems of nonlinear equations which is based on the vector (or the topological) E-algorithm. I 
also mentioned that the CRPA can be used for the implementation of Henrici’s method whose 
convergence is also quadratic under the same assumption. Convergence acceleration methods are 
very much connected with fixed point methods: fixed point iterations can be built from 
acceleration methods (as Steffensen’s method from Aitken’s process) and reciprocally new 
acceleration procedures can be obtained from fixed point algorithms. This point of view has been 
fully developped in [l]. 
Most of the applications actually known involve the e-algorithm and, thanks to its fundamen- 
tal algebraic property, concern linear algebra. The e-algorithm is a direct method for solving 
systems of linear equations. As it is the case for other direct methods such as Gaussian 
elimination or Householder’s method, it gives rise to an iterative method for computing 
simultaneously the eigenvalues of a matrix. 
Let A be a matrix whose eigenvalues X,, . . . , A, have to be computed. We form the sequence of 
vectors u, + 1 =Aun for n=O, l,... starting from a given vector uO. Let us assume that 
l%l ’ I&I ’ *. . > IX,] > 0, that the eigenvectors x1,. . . , xp are linearly independent and that 
(u,, x,)#O for i=l,..., p. Let y be a vector such that (y, xi) # 0 for i = 1,. . . , p_ We set 
S, = ( y, u,,) and we apply the scalar E-algorithm to the sequence (S,,). Then we get the [lo] 
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Theorem 26. Under the preceding assumptions, for k = 0,. . . , p - 1 
&+1)/&)= &+I + 0[(&+2/h+Jl whenn+ 00. 
This method, which is a generalization of the power method, provides us the eigenvalues in 
decreasing order of magnitudes and thus is very interesting. Unfortunately it is very much 
numerically unstable and the assumptions on the eigenelements of A seem difficult to avoid [65]. 
Another promising application of sequence transformations is the following. Usually such 
transformations are used to obtain an approximation of the limit of (S,,) from some of its terms 
say&, St,..., S, if the transformation is normal. Thus the limit of the sequence is predicted. One 
can use the same idea to predict the unknown terms of the sequence: S,,, t, S,,+*, . . . . This idea 
has been used by Sidi and Levin [74] in connection with Levin’s t-transformation but it goes back 
to Gilewicz 1421 who made use of Pad6 approximants to predict the missing coefficients of a 
formal power series. Sidi and Levin showed that the t-transformation provides, under certain 
assumptions, estimates of the unknown coefficients of a power series with increasing accuracy. 
They proved some theoretical results and gave numerical examples. 
This application is actually under development for other sequence transformations. To end this 
section let me mention that the vector e-algorithm has a new application in the so-called ARMA 
models used in statistics [7]. 
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