Abstract-Recently, a digital baseband receiver called zerointermediate frequency zero-crossing demodulator (ZIFZCD) was developed for digital FM signal detection. ZIFZCD is applicable to many worldwide mobile and personal communications systems. In addition, ZIFZCD offers lower power consumption and simpler implementation, compared to the conventional analog implementation [e.g., a limiter-discriminator integrator and dump (LDI)] and the conventional digital implementation [e.g., the cross-differentiate-multiply demodulator (CDM)]. An objective of this paper is to introduce the ZIFZCD and report the biterror rate (BER) of the ZIFZCD under both static and fading environments. The analyzed and simulated BER results show that the ZIFZCD is comparable to the conventional CDM for a narrowband digital FM with modulation index 0.5, and the ZIFZCD is significantly better than the CDM for a wideband digital FM with modulation index larger than 1.5.
portable communication applications. Yet another approach employs the arc-tangent operation like tan-l(q(t)/z(t)} with digitized in-phase i ( t ) and quadrature-phase q ( t ) signals [4] .
This technique requires two multibit analog-to-digital (AD)
converters and a multibit processor. Once again the current drain is undesirable, particularly in portable applications.
Another conventional digital FM demodulator has been developed for satellite application [5] . A nonzero-IF digital FM signal is directly one-bit A/D sampled at the receiver front end.
The FM discriminator function is approximated by observing the difference between the one-bit A/D converted samples.
Whenever the sign of the sample value changes from +I to -1 (or from -1 to fl), a zero crossing pulse is generated. Then a counter sums the total number of zero-crossings per symbol time. A symbol-by-symbol decision is made by comparing the counter output with thresholds. Unfortunately, this receiver employs a single phase axis generator, Le., only i ( t ) , and works for only a wideband digital FM signal with modulation index larger than 1 (because there may be no zero-crossings for a symbol interval when FM modulation index is small, such as U2). In other words, this scheme does not work for many world-wide mobile communication systems because the ~/4-differential quadrature phase shift keying (DQPSK) and the GMSK employ modulation indices less than or equal to 1/2. The narrowband digital FM and T/~-DQPSK receivers require more than two phase components.
Recently, an efficient baseband receiver, called zerointermediate frequency zero-crossing demodulator (ZIFZCD), was developed for implementation of a digital-FM receiver [6] , [7] . This ZIFZCD can easily generate multiple phase components and detect the zero-crossings of each phase component. Thus, this ZIFZCD can demodulate both narrowband and wideband digital FM signals, and is applicable to many world-wide mobile communication systems. Another advantage of the ZIFZCD is that its complexity is much lower, implementation is simpler, and power consumption is smaller than those of the conventional schemes. Furthermore, the spurious components can be significantly reduced by employing a direct zero-IF conversion, and receivers based on the zero-IF potentially offer easy integration of receiver components and programmable bandwidth benefits, compared to receivers based on nonzero-IF [8] . No analysis was performed in [7] and only simulation results under a static environment were presented for a narrowband digital FM signal.
An objective of this paper is to introduce the ZIFZCD and to analyze and simulate the BER performance of this ZIFZCD under both static and fading environments. In addition, in this " Publisher Item Identifier S 0090-6778(96)08592-3 paper both narrowband and wideband digital FM signals will 0090-6778/96$05.00 0 1996 IEEE be applied to the ZIFZCD, and performance of the ZIFZCD will be compared with that of the conventional CDM.
Section I1 describes the system model and Section I11 presents the ZIFZCD. Section IV analyzes the performance of the ZIFZCD under static and fading environments. Section V presents numerical results. Finally, Section VI presents conclusions.
SYSTEM MODEL
The transmitted digital FM signal s ( t ) can be written as where P is the signal power, f c the carrier frequency, f d the frequency deviation, an = f l binary data, and d ( t ) the rectangular pulse over a symbol (or bit) time T, , 0 5 t 5 T,.
Both additive white Gaussian noise (AWGN), i.e., static, and Rayleigh Doppler frequency shifted fading environments are considered. The carrier recovery, required for coherent detection, is difficult in mobile, fading environments. A noncoherent scheme provides superior performance in Rayleigh fading environments, compared to coherent detection. This paper assumes a noncoherent digital FM receiver. The receiver employs a Gaussian intermediate frequency (IF) filter of bandwidth time product B,T. The FM modulation index (the peak-to-peak frequency deviation 2 fd normalized by the symbol rate l/T,) is denoted by h = 2fdTs. The CPFSK signal becomes an MSK when h is 112.
The received signal at the input to the IF filter in a conventional LDI receiver is written as
under Rayleigh fading and static environments where R(t) is the received Rayleigh fading envelope, 6 ( t ) the Rayleigh fading phase, IF the center frequency of the IF filter, nw(t) the AWGN with one-sided spectral density No, and O(t) the data phase after FM modulation given by
The Rayleigh fading envelope R(t) and phase S ( t ) are assumed to vary slowly compared to the data rate. The complex equivalent low-pass Rayleigh fading process can be written as R(t)e36(t) = zfade(t) f jYfade(t) where xfade(t) and Yfade(t) are the in-phase and quadrature-phase components of the fading process, respectively. The x f a d e ( t ) and Yfade(t) 
where the variance of the nc(t) and ns(t) are equal to the NoB where B is the low-pass equivalent two-sided noise bandwidth. The output of the bandpass limiter can be written as and sin(2nf1~t), can be written as 
ZIFZCD
The ZIFZCD's consist of four parts, as shown in Fig. 1 ; phase axis generators, zero-crossing detectors, zero-crossing counter, and symbol decision device.
A. Phase Axis Generator
and quadrature-phase q ( t ) components of a downconverted CPFSK signal. The phase trajectory in a phasor domain crosses I and Q phase axes whenever the ~( t ) and q ( t ) signals cross the zero axis in the time domain, respectively. The additional phase axes I1 and Q1 can be easily generated by employing only I and &. For example, the signal zl(t), which is associated with I 1 phase axis, is a sum Of z(t) and q ( t ) with scaling 1/&, and can be written as
where J o ( z ) is the zeroth-order function Of the first
The inputs to the phase axis generator are the in-phase z(t)
and p is the SNR of the multipath signal power 0," Over the Gaussian noise power 0 : at the IF filter output. The SNR p can be written as
for the binary system where Eb is the average received multipath signal bit energy at the receiver input.
quadrature-phase signal q(t), which are created by either Similarly the ql(t) can be written as Two baseband signals, the in-phase signal z(t) and the The phase axis generator using (19) and (20) requires only two summers and two scalers with i ( t ) and q ( t ) inputs while the conventional phase axes generator needs phase splitters and additional mixers, which is much more complicated than the new scheme. See Fig. 2 
B. Zero-Crossing Detector
Each zero-crossing detector (ZCD) takes a pair of signals, i,(t) and qm(t), from the phase axis generator output, and detects zero-crossings (i.e., phase axis-crossing time points) and the phase-rotation directions of each signal. So, M / 2 ZCD's are necessary for the detection of zero-crossing points from all M signals. If the im(t) signal changes its value from positive to negative and the value of q, ( t ) at the crossing time is negative, then the i, (t)-zero-crossing detector generates a negative pulse at the crossing time in order to indicate that the estimated phase rotation is in a clockwise direction, and viceversa. The output of the ZCD employing i,(t) and q,(t), denoted by . z~~~~( k ) , can be written as Fig. 3 for comparisons.
C. Symbol Synchronization for ZCD
In practical applications, the local clock, which generates the reference times, exhibits time-jittering phenomena. Therefore, the clock reference time should be updated. In other words, symbol synchronization before symbol decision should be acquired and updated accurately. A simple symbol synchronization algorithm has been simulated under static environment by the authors [ 111. It was observed that the symbol synchronization loss is insignificant, e.g., less than 0.2 dB for Eb/No from 0 dB to 14 dl3. Thus, perfect symbol synchronization will be assumed in this paper.
D. Zero-Crossing Counter
The zero-crossing counter sums the total number of positive (n+) and negative ( n -) binary pulses with signs coming from M / 2 ZCD's over one symbol time, i.e., n = nt -n-, which The number of net zero-crossings, n, is linearly proportional to the total phase rotation
The symbol decision device measures the magnitude and the sign of the zero crossing counter output and compares =-(F(-q50-Aq5)+F($-q5o-Aq5)). 1 (29) 2 them with the thresholds to make a symbol decision. Binarylevel transmission employs one threshold which is zero. A hard decision rule for a binary transmission can be written as For a narrowband CPFSK, the overall bit error probability, including click noise, can be written as
where N is the average number of clicks over a symbol duration, which can be written as The decision rule given by (25) can be easily modified for multilevel transmission.
IV. BER ANALYSIS

A. BER of ZIFZCD for Narrowband FM Under Fading Environment
Let 40 denote the phase angle between a symbol starting point and the nearest phase axis in the opposite direction to the rotation, 0 5 q50 5 7r/M (see Fig. 1 ). Let N denote the number of "clicks" in the time interval (t-T,, t ) [ 
Suppose
that there is no click during a symbol time, i.e., N = 0, and "1" b was transmitted. When the overall phase rotation over one symbol time, A@, is less than -40, then the net number of zero-crossings is negative and a bit error occurs.
When A@ is larger than -40 and less than ( T / M -do), the net number of zero-crossings is zero and a bit error may occur with 112 probability due to a random bit decision.
Let Pcont(e I 40, N = 0) denote the conditional bit error probability given 40 and no clicks. 
B. BER of ZtFZCD for Narrowband FM Under Static Environment
If the channel is under only static environment, the BER can be derived from that of the fading case by replacing R(t) and S ( t ) in (2) with &% and 0, respectively. By defining $ to be the principle angle of the A@, Le., The conditional bit error probability in (34), given $0 and no clicks, can be rewritten as
The conditional bit error probability, given $0 including click noise, can be written as in (30) where fl is the average number of positive clicks over a symbol duration which is given by [lo, eqs. (21), (22), (24), (31)]. The overall bit error probability of the ZIFZCD is found as in (32).
C. BER of ZIFZCD for Wideband Digital FA4 With h = 1.5 Under Static Environment
The F+(x) given by [12, (9) ] has been used for the narrowband CPFSK BER analysis, and note that F+(z) is an approximation for the modulation index h less than 1.5. If h is less than one, the approximation is accurate. If h is larger than one, then the approximation becomes less accurate. For large h, the closed form of the BER expression has not been available in the literature to the authors' knowledge. In this paper F+ (x) is employed for the ZIFZCD BER analysis even though Fd~(x) is not accurate with h = 1.5.
The shaded and dotted areas in Fig. 4(a) show the two ZIFZCD error events for n < 0 and n = 0, respectively, for "1" b transmission in "111" data pattern and initial phase 4 0 , 0 5 $0 5 T I M . The A4 is 7rh (= 1.57r), and A$ -7r (= 0 . 5~) is positive and larger than T I M -do for M 2 4 when data pattern is "1 11 ." The conditional probabilities that n < 0 and n = 0, respectively, given "111" pattern and initial phase 4 0 , can be written as
The conditional BER of the LDI, given data pattern "1 11,"
is that of the ZIFZCD with 40 = 0 and M = 00 in (40).
The error event area for the LDI, i.e., --oo < A@ 5 0 region in Fig. 4(a) , can be larger than that for the ZIFZCD from the convex property of the probability distribution when h is large such as 1.5 and "1 11" data pattern is transmitted. It is assumed that p $ ( x ) is in a bell shape in Fig. 4(a) . This is an unexpected result because the ZIFZCD can be regarded as a quantized version of the LDI from the rotation angle estimation point of view, and the, quantized version is in general expected to be worse than the unquantized one. For this case, the quantization error results in the ZIFZCD superior to the LDI when the phase change A@ is less than (A4 -T) and larger than (A4 + 7r).
Some simulation results in the next section also verify that the ZIFZCD can be better than the LDI if the modulation index is large such as h 2. 1.5. and and
In (38) and (39), it is assumed that the probability density The conditional BER, given a "010" data pattern, can be written as
The conditional BER of the LDI, given a "010" data pattern, is given by (42) with $0 = 0. The conditional BER of the ZIFZCD, given a "110' data pattern, is a mixed case of the "111" and "010" The integral interval with respect to 4 0 for the average BER computation is not necessary to be divided into two parts. The BER for M 2 8 can be given by (41) with replacement of A4111 and N111 by Ad110 and NIlo, respectively.
Using (40), (48), and (49), the overall bit error probability can be written as 1
4
Pb(E) = -{&(E I '111')+Pb(E I '010')+2P@ I '110')}. ZIFZCD is only 1 dB worse than the CDM at BER. The implementation of the ZIFZCD with M = 8 is still simpler than that of the CDM. Fig. 6 shows the corresponding simulated BER results for the ZIFZCD under a static environment when M = 4, h = 3 and B,T = 5 . The simulated results indicate that the ZIFZCD can be 1.4 dB better than the CDM at lop2 BER. This result is significant because the complexity of the ZIFZCD is simpler and BER performance is better than the CDM.
For BER demonstration under a fading environment, it is assumed that the data rate ( R b ) is 11.52 kbps, carrier frequency fc = 1.8 GHz, velocity of a mobile unit u = 2.5 mph (= 4 km/h), 35 mph (= 56 km/h), and 65 mph (= 104 km/h). The maximum Doppler frequency shift fo = u fc/c would be 173 Hz when u = 65 mph, where c is the light velocity. index is being employed in many systems, e.g., a paging [13] and a Motorola ALTAR in high-speed (15 Mbps) wireless local-area networks service [14] . It is a future topic to show theoretically why the ZIFZCD can be better than the CDM when digital FM modulation index is larger than 1.5 under both static and fading environments. The relative BER degradation due to the presence of phase and gain imbalance between the I and Q phase axes was also analytically studied. The numerical results indicate that the relative degradation due to the I and Q phase imbalance is insignificant, e.g., 0.27 dB, if the phase imbalance is less than 5" for M = 8 axes and u = 65 mph. It was also observed that the relative BER degradation due to the presence of both phase and gain imbalance is insignificant, e.g., 0.5 dB if the I and Q phase imbalance is less than 5' and the I and Q gain imbalance is less than 5% for M = 8 axes and u = 65 mph. In addition, the relative BER degradation due to the presence of a frequency offset was analytically studied. It was observed that the relative degradation due to the frequency offset is 1.45 dB and 4.8 dB when the frequency offset is 3% and 6% of the data rate, respectively. If a frequency offset is less than 3% of the data rate, the relative degradation is insignificant. A device which can reduce the frequency offset effects is required if the frequency offset is larger than 3%. One simple frequency offset compensation scheme is to estimate the frequency offset by measuring a d.c. value of the zero-crossing counter outputs, and to subtract the estimated d.c. value from the zero-crossing counter output. This function is similar to that of the d.c. block scheme in the conventional LDI in order to reduce the effects of the frequency offset.
VI. CONCLUSION
A novel digital FM receiver, called ZIFZCD, was introduced. The implementation of the ZIFZCD is significantly simpler than that of the conventional CDM because the ZIFZCD is based on binary addition and binary multiplication while that of the CDM on real addition, multiplication, differentiation, and division. Therefore, the ZIFZCD scheme meets the digital IC implementation requirements much better than the CDM for wireless communication systems.
It was observed that the BER performance of the ZIFZCD under both static and fading environments is comparable to that of the CDM for a narrowband digital FM with modulation index 0.5. For example, when M = 4 and 8 phase axes are employed, the ZIFZCD is only 1 dB and 0.5 dB worse than the CDM at lop2 BER under static and fading environments, respectively.
In addition, it was observed that the BER performance of the ZlFZCD with even a small number of phase axes, such as M = 4, can be significantly better than that of the conventional CDM when a wideband digital FM signal with modulation index larger than 1.5 is employed. These results indicate that the ZIFZCD may be well suited for paging systems or high-speed wireless local-area networks with high digital FM modulation indices.
Finally, it was also observed that the relative BER degradation due to the frequency offset, the I-Q phase, and I-& gain imbalances, are insignificant when the frequency offset and imbalances are within practical ranges.
