Absbaet-In this note, the approximation capability of a class of discrete-time dynamic locurrent neural networks @RN"s) is studied. Analytieal lpsufts presented show that some of the states of sucb a D R " described by a set of dMerence equatbms may be used to approximate uniformly a ate-space trqjectmy pradufed by either a dismte-time nonlinear system or a c o n t i " fhnctkon on a closed disente-tbme interval. This a p p r o x i " pro", however, bas to be d c d out by an adaptive learning process. This E.lwBltity provides the potcntiol for applications such as klenti$catioa and adaptive eontrd.
I. INTRODUCTION
Recently, much success has been achieved in the use of feedforward neural networks for identification and control. It has been shown that this type of neural networks, which describes the static input-output mapping. is capable of approximating not only a continuous function but also its derivatives to an arbitrary degree of accuracy. There is, however, increasingly interest in studying the approximation capability of dynamic recurrent neural networks (DR"'s) which are represented by nonlinear dynamic systems, so that they are applicable for control, robotics, and pattem recognition.
A dynamic recurrent neural network ( D R " ) contains both a huge number of feedforward and feedback synaptic connections and has complex dynamics [4], [5] , [17] , [18]. The power of the D W ' s for dealing with the problem of associative memories is well known. Also, the DRN"s have been proved to be capable of processing timevarying spatio-temporal information. From the computational point of view, a dynamic neural structure which contains a state feedback may provide more computational advantages than that of a purely feedforward neural structure. For some problems, a small feedback system is equivalent to a large and possibly infinite feedforward system [9]. A well-known example is that an infinite number of feedforward logic gates are required to emulate an arbitrary finitestate machine. Also, an infinite-order finite impulse response (FIR) filter is required to emulate a single-pole infinite impulse response (IIR) filter [9].
Most theoretical studies on D W ' s have been mainly concentrated on the stability and convergence of the network trajectory to the equilibria. It is worth mentioning, however, some reported studies on the approximation theory using DRN"s. Funahashi and Nakamura [3] studied the approximation of continuous-time dynamic systems using a Hopfield-type DR". Li [13] studied the problem in the discrete-time domain and showed that a discrete-time trajectory on a closed finite interval may be represented exactly using a discrete-time D R " . He also proved the approximation capability of a class of continuous-time DRNN's. To implement such a neural approximation process, dynamic learning algorithms for updating the weights of the D R " ' s have been proposed by Williams which has a feedforward complexity. The successful applications of identification, control, and filtering using the D R N " s are closely related to the approximation capability of the DR"'s.
The main objective of this note is to exploit the approximation capability of a class of discrete-time DRNN's. The proofs used in this note are based on the well-known results of the universal approximation of multilayered feedforward neural networks provided by Cybenko [I], Funahashi [2] and Homik, Stinchcombe, and White [6], [7] . The model of a discrete-time D R " is given in Section 11. Section 111 presents some preliminaries and a method of embedding approximately a special class of discrete-time nonlinear systems into the higher dimensional DRN"s. Section IV shows that such a discrete-time DRNN is capable of uniformly approximating a discrete-time state-space trajectory which is defined on a closed interval and produced by either a nonlinear dynamic system or a continuous function to an arbitrary precision. Section V contains some conclusions.
DYNAMIC RECURRENT NEURAL NETWORKS
A dynamic recurrent neural network ( D R " ) is a complex nonlinear dynamic system described by a set of nonlinear differential In this note, however, one assumes that the sigmoidal function is the hyperbolic tangent function; that is, ~( z ) = tanh ( x ) .
These dynamic neural structures incorporated with some adaptive learning processes have been used effectively to solve the problems of identification and control [lo], [12], [14] . A basic question often arising from these applications, however, is the approximation capability of such neural models. fact, this capability not only defines the suitability of the models but it is also essential to ensure the success of the applications. In this note, a discrete-time D R " is proposed as follows
I which may be viewed as a dynamic neural network with single hidden layer which contains JV dynamic neurons as basic information processing units. In the following discussions, the issue of approximation capability of such a dynamic neural system will be studied extensively.
111. EMBEDDING THE NONLINEAR SYSTEMS WTO THE D R " ' S To exploit the approximation problem of the D R " (2), some preliminaries will be provided in this section. Let both S C R" and U C 92" be open subsets. A mapping f: S x U -+ 3" is said to be Lipschitz in z on S x U if there exists a constant L > 0 such that
for all 2 1 , 2 2 E S, and any U E U , and L is a Lipschitz constant 
If z( k) and z( A-) are, respectively, solutions of the following difference equations
and with an initial condition z(0) = z ( 0 ) E S, then
Proof: First, one shows that (3) is true when k = 1 since
Let (3) be true for (k. -1); thst is
Next, one needs to show that (3) is true for k. In fact
Note that for an arbitrary z(0) = z(0) E S, one has z(k) E S and z(k) E S, and is Lipschitz in z for all z E S and U E U, thus
Thus the lemma is proved. U Next, a method of embedding approximately a special class of discrete-time nonlinear systems into the higher dimensional systems with the form of the DRN"s will be provided. First, the following lemma presents a basic m e t h d of approximating a constant vector using a DR" with an appropriate initial condition. where the weight matrices are given by
where the weight matrices are given by and an initial condition is given bv
If an output equation
lo w 4 w2w1
and an initial condition for the above system is given by
22(0)
Wz'I(0) + 2 1 (0)
If an output y E %'A is produced at the instant k as follows is employed, one may see
In the case of -1 < Q 5 1, one denotes that a0 = 0 and U k g 1 + l (~l l l , / X a k -~.~h e n a k f o r k 2 0 . U s i n g h m m a 3, it can be seen that there exists a dynamic system of the form = -a ! z l ( k ) + W 4 u ( 5 1 ( k ) ) ' z1 E ' *' 
U
The above proof shows that if the self-feedback coefficient a! = -1, the embedding procedure discussed in Lemma 4 may be exactly
Iv. APPROXIMATION OF STATE-SPACE TRAJECTORIES USING
Next, consider an nth-order dynamic system of the form In this section, the approximation capability of the D R " for the state trajectories of the discrete-time nonlinear systems will be studied. The main results will be presented in the following two 
with an initial state z( 0) E 2, whose solution z( k) E D,, then, for an arbitrary E > 0 and an integer 0 < I < +cc, there exist an integer N and a D R " of the form (2) with an appropriate initial state z ( 0) such that for any bounded input U:
O s k s l
Proofi Using Lemma 1, one knows that f(z, U ) is Lipschitz in Proof: Since the vector-valued function f of the system (2) is continuous, for any initial condition z(O), the set of discrete-time trajectories of the nonlinear dynamic system (19) defined as
Obviously, ak # 0 and U k 5 U k + l for k 2 1. Given an arbitrary number F > 0, define is a compact subset of S. Thus from Theorem 1, one obtains the 0 results. 
with an initial condition z(0) = 9(0) = z0 E 2. By the assumption, all solutions z( k) E D,. Thus, by using Lemma 2
for any 0 5 k 5 I . Next, one considers the following dynamic system:
(18)
The remaining part of the proof is easily obtained by using Lemma 4. U From the above proof, it can be seen that the conditions required in Theorem 1 emphasize the following two points: i) the approximation takes place only on a finite closed interval [O. I ] , and ii) the trajectory of the nonlinear dynamic system must be constrained on a compact set. Moreover, note that the confinuity and boundedness of the discrete-time trajectories of the nonlinear dynamic system (12) for an initial condition z ( 0 ) E D,, the restriction on the trajectories z(k) E D, in the above theorem may be further removed, thus one has the following more relaxed result. 
The above proofs reflect a constructive way to form a discretetime D R " with the form (2) which has universal approximation capability for state-space trajectories of discrete-time nonlinear dynamic systems. There is no information, however, regarding the exact number of hidden neural units which is needed to achieve such a task of approximation. If the state equation of the D R " (2) is decomposed as follows
where 21 E IR'". zz E YZN-", and
Then, the approximation (20) in Theorem 2 may be rewritten as
that is, the first n states of the D R " (21) may be used to uniformly approximate the state-space trajectory z(E) of the dynamic system (19). On the other hand, the weight matrices A and B involved such a D R " have to be determined through an adaptive learning process according to the target dynamic system. Next, some consequences of the above theorem will be discussed.
Corolhry I : Let S C R" be an open set, D, c S be a compact set, and f: S x % --t CR" be a continuous u-ctor-valued function which defines the following nonautonomous nonlinear system
with an initial state r(0) E D,. Then, for an arbitrary number e > 0 and an integer 0 < I < +xj, there exist an integer IV and a D R " of the form
with an appropriate initial state z(0) such that 
where with an initial state z ( 0 ) E D,. Then, for an arbitrary number F > 0 and an integer 0 < I < cc, there exist an integer N and a D R " of with an initial condition ZT(0) = [z'(O) ,O]. Also, it is obviously that for 0 < I < +oc, the set of trajectories defined as the form (2) with an appropriate initial state z(0) such that for any bounded input U: Next, one may apply the same method used in the proof for Corollary 0
Corollaries 1 and 2 indicate that a D R " with the form of (23) is capable of uniformly approximating a discrete-time trajectory which is produced from either a discrete-time system or a continuous function. This fact is useful for practical applications such as robot trajectory generation or data fit problem.
1 to obtain the corollary.
V. CONCLUSION It has been have proved in this note that a discrete-time D R " may be used to uniformly approximate a discrete-time state-space trajectory which is produced by either a dynamic system or a continuous-time function to any degree of precision. The analytical results show that some of hidden units of such a DR" may be selected as output units of the network and the states of these output units may be used to uniformly approximate a desired state-space trajectory. The proof used in this note is constructive and may be. extended to study the approximation issue for other types of DR"'s. Also, it has been indicated that this approximation process has to be carried out by an adaptive learning process. A successful approximation procedure contains the following three important steps: i) determining the appropriate numbers of the hidden units, ii) choosing the adequate weight l i m i n g algorithms, and iii) using the learning signals which contain sufficient information.
