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Abstract: - This paper addresses the most relevant aspects of lossy image coding techniques, and presents an 
evaluation study on this subject, using several transforms and different methods in the transform domain. We 
developed different transform based image coders/decoders (codecs) using different transforms, such as the 
discrete cosine transform, the discrete wavelet transform and the S transform. Besides JPEG Baseline, we also 
use other techniques and methods in the transform domain such as a DWT based JPEG-like (JPEG DWT), a 
JPEG DWT with visual threshold (JPEG-VT), a JPEG–like coder based on the ST, and an EZW coder. The 
codecs were programmed in MATLAB™, using custom and built-in functions. The structures of the codecs 
are presented, also as some experimental results which allow us evaluate them, and support this study. 
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1   Introduction 
 
Data coding (or data compression) is a key issue in 
both: data storage and data transmission purposes, 
especially in multimedia applications [1,2]. Several 
techniques have been proposed in order to improve 
results and performance. Image coding is one of the 
areas that registered a high interest during the 
recently past years [3–6]. It is well known that data 
information in image signals is highly spatially 
correlated. In order to exploit this correlation one 
normally uses transforms to decorrelate data, by 
adopting lossy compression techniques. Amongst 
the various transforms we refer in particular the 
discrete cosine transform (DCT) [7], the discrete 
wavelet transform (DWT) [8], and the S transform 
(ST) [9]. 
   It is well known that the Human Visual System 
(HVS) is more sensitive to brightness variations 
then to color variations [5,10]. This characteristic 
allows one to apply also visual threshold techniques 
to image coding, in order to reach imperceptible 
degradation levels from a subjective point of view. 
This requires appropriate models and a good set of 
sample experimental results. These visual threshold 
techniques can also be combined with transform 
appliance, by thresolding the transform coefficients.  
   The JPEG standard [11] uses the DCT to exploit 
spatial redundancies, normally applied at blocks of 
pixels with fixed size, usually of 8x8. However, 
although efficient, this scheme does not exploit the 
correlation among pixels at the bound regions of 
adjacent blocks and, therefore, artificial frontiers 
arise, causing an annoying visual effect known as 
“blocking effect”, which is particularly noticeable at 
higher compression ratios. The DWT is another type 
of orthogonal transform used to decorrelate signals 
that registered a growing interest in the past few 
years, which has good localization properties in the 
time-frequency plan. However, unlike in the DCT 
case, the DWT is normally applied to the all image 
region, thus preventing from blocking artifacts, and 
allowing better subjective image quality, even at 
high compression ratios. On the other hand, like in 
the DCT case, and by choosing the right technique, 
the DWT can also produce integer valued 
coefficients. Another interesting feature of the 
DWT, and perhaps one of its most important ones, 
is its relation to signal multiresolution analysis and 
filter banks, which allows the construction of highly 
efficient embedded coding schemes [12] like EZW, 
SPIHT and EBCOT [13–15]; the later is used in 
JPEG2000 [16,17]. Finally, the S Transform is 
another real valued transform, which is very simple: 
it is similar with the DWT when using the Haar 
wavelet. The S transform can be used to decorrelate 
signals, also avoiding from blocking artifacts. 
   This paper presents a evaluation and comparative 
study on lossy image compression, using the DCT, 
the DWT, and the ST, also as several techniques in 
the transform domain, such as visual threshold, 
embedded coefficients coding and DWT based 
JPEG like image coding. In this later case, the 
structure of the coder is JPEG based, but the DCT is 
replaced by the DWT, with a modified zig-zag 
coefficients scan, as we will show in section 3. 
   The paper is organized as follows. In section 2 we 
refer the main aspects of the transforms considered 
here, i.e. the DCT, the DWT and the ST. Section 3 
presents the structure of the codecs evaluated, also 
as some of their relevant aspects. Experimental 
results, analysis and comments are presented in 
section 4, and finally the main conclusions are 
presented in the last section. 
 
2   Image and Transforms Background 
 
Several transforms have been proposed in order to 
decorrelate data in discrete time sequences. 
Examples of these transforms are the Discrete 
Fourier Transform (DFT), the Short-Time Fourier 
Transform (STFT), the DCT, the DWT, etc. In 
image coding schemes the most popular of them 
seems to be the DCT. However in the recent past 
few years there have been a growing interest in 
using the DWT, which also produces real-valued 
transform coefficients. Another transform that also 
have been used for image coding is the S transform. 
An image is a matrix representation of pixels in the 
space domain, i.e. a two dimensional signal. Here in 
this section we only present the 1D version of the 
transforms. For the 2D case the transforms in the 1D 
case can be applied independently, first through the 
lines direction and than trough the columns 
direction, or vice versa. This corresponds to an 
extension of the 1D case applied to separable 
sequences. Due to space reasons, the equations for 
the 2D version of the transforms are not presented in 
this paper.   
 
2.1 The Discrete Cosine Transform 
 
The DCT 1D is defined by equation (1). 
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In image coding, the DCT is normally applied to 
regions of 8x8 pixels. Due to its characteristics the 
DCT tends to concentrate energy at lower 
frequencies. As a result of this, taking the example 
of a high correlated data structure, the lower the 
spatial coordinates, the more significant the DCT 
coefficients are, i.e, the DCT tends to concentrate 
energy in the coefficients with lower coordinates. 
 
2.2 The Discrete Wavelet Transform 
 
A wavelet is a function in 2 ( )L \  defined as: 
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where ,a b  are the scaling and dilation factors, 
respectively, and 
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 is a normalizing energy 
parameter along the different scales. 
The continuous wavelet transform (CWT) of a 
funtion ( )f x  relative to the analisys wavelet in (2) 
is defined as 
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Where ⋅ψ()  is the complex conjugated of ⋅ψ() .  
Developing equation (3) in wavelet series, 
restricting a  to positive values, and taking discrete 
values of the scaling and dilation parameters, we get 
the DWT defined in equation (4): 
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The DWT has strong relations to multiresolution 
analysis (MRA) and filter banks [18], which 
corresponds to splitting a sequence in two subsets of 
its even and odd ordered coefficients, followed by a 
pair of low-pass and high-pass filters, ,k kh g  , 
respectively, with decimation by a factor of 2. In a 
multilevel decomposition scheme, the output of each 
low-pass filter feeds the new pair of filters in the 
next level of decomposition, as shown in figure 1. 
 
 
Fig. 1 – Signal decomposition by wavelet filter banks. 
 
The result of applying the DWT to a 1D sequence is 
a subset of aproximation coefficients and a subset of 
detail coefficients, thus corresponding to the low 
and high frequency components, respectively. This 
process can be applied recursively to the low 
frequency components, at higher MRA stages, thus 
leading to an approximation signal with different 
levels of detail. After L  stages of decomposition 
this scheme provides an approximation signal [ ]La n  
with resolution reduced by a factor of 2L , and detail 
signals 1[ ], , [ ]Ld n d n… .  
   The DWT, like the DCT, produces real valued 
coefficients. However, in image coding applications 
it is common to use the integer-to-integer mappings 
of the transforms, which can be done by rounding 
and truncating the transform coefficients [19]. In 
image coding, the DWT is applied to the all image 
region. The one level image analysis with DWT 
provides four subsets of coefficients organized in 
sub-bands, as presented in figure 2. Sub-band LL  
corresponds to the lower frequencies (approximation 
coefficients), and sub-band HH  corresponds to the 
higher frequencies (detail coefficients); the other 
sub-bands are intermediate frequency sub-bands. 
 
 
Fig. 2 – One level image analysis with the DWT 2D. 
 
In a multilevel image decomposition scheme there 
are hierarchical dependencies for each sub-band that 
must be taken into account to the scanning order of 
the coefficients. Figure 3 shows the dependencies of 
the DWT coefficients for a 3 level decomposition 
scheme. 
 
 
Fig. 3 – Hierarchical sub-band relations of the DWT 
coefficients in a 3 level ( 3L = ) image analysis scheme. 
 
2.3 The S Transform 
 
  The S transform is one of the simplest and 
reversible transforms, also well known as the basic 
building block for the reversible integer-to-integer 
version of the DWT when using the Haar wavelet 
[9]. The appliance of the S transform to sequences is 
much like the DWT, with the particularity that it 
applies to pairs of pixels/coefficients: the even and 
odd ordered ones. The forward S transform maps a 
vector [ ]0 1, Tx x  to another vector [ ]0 1, Ty y  and is 
defined as 
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As in the DWT case, the direct S transform also has 
an integer-to-integer version, which is defined in 
equation (6), and achieved in a very simple way, by 
simple rounding and truncation operations after 
choosing the appropriate rounding operator [9]. 
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The corresponding inverse transform is defined by 
 
0 1 1
0
1
, where
2
x y s ys y
x s
+     = = −        
 (7) 
 
The appliance of the S transform to image analysis 
is similar to the DWT case and, therefore, there is no 
need on further comments. 
 
2.4 Measures for Coding Efficiency and Image 
Quality Evaluation 
   
In this paper, in order to evaluate coding efficiency 
and image quality, we use the common parameters 
used for that purpose such as the compression ratio, 
the bit rate needed, and the peak signal to noise ratio 
(PSNR) obtained for the luminance component of 
the coded images. We also use other subjective 
evaluation criteria, by observing the coded images 
and comparing them with the original ones. The 
later criteria, due to its subjective dependence, 
should be done with a significant number of 
observers with different eye characteristics, in order 
to create a robust model. However, this task 
involves some requirements and logistics that we 
could not handle easily. Therefore, in this particular 
method, we simply consider the information 
provided by three different observers with different 
vision characteristics.  
   To evaluate the coding efficiency, we use the 
compression ratio defined as the ratio between the 
size of the original image file (the original signal) 
and the coded image file, as shown in equation (8). 
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In image coding one also uses to measure the coding 
efficiency through the number of bits required for 
image transmission, considering the image size, 
usually expressed in bits per pixel (bpp). 
   The PSNR is defined by equation (9) where A  
represents the maximum pixel magnitude, (e.g. 
255A =  for images with pixels represented by 8 
bits), and MSE stands for the mean square error, 
defined in equation (10). 
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In equation (10) ,M N  are the image dimensions, 
( , )I m n  refers to the pixel at position ( , )m n  in the 
original image, and ( , )I m n∗  to the pixel with the 
same spatial coordinates in the coded image. 
 
3   Structures of the Codecs Evaluated 
 
  This section presents the structures and describes 
the Codecs evaluated in this paper. We developed 
and evaluated five transform based image codecs: 
four JPEG-like image codecs and a EZW image 
coder. Due to its similarity in terms of structure 
(JPEG-like), in the first four codecs we group the 
following: a JPEG Baseline (DCT based), a JPEG 
DWT based [20], a JPEG DWT with Visual 
Threshold [21] and a JPEG ST based codec. The 
EZW image codec, which is DWT based, is 
presented separately due to its characteristics and 
also due to its differences to JPEG like codecs. 
   Among the various studies concerning the use of 
DWT to image coding we refer in particular the 
work from Antonini et. al. [22], concluding that 
biorthogonal wavelet (4.4), also known as 9/7 filter 
pair, leads to the best results in image coding. The 
9/7 wavelet filter pair is widely used in wavelet 
based image coding, mainly because of its good 
characteristics in minimizing phase distortion. The 
9/7 filter pair is also used in all DWT based image 
codecs considered in this work. 
   For all the JPEG-like coders considered in this 
paper, i. e., JPEG Baseline, JPEG–DWT, JPEG–VT 
and JPEG–ST, the entropy coding block is Huffman 
coding. The Huffman tables used in all JPEG–like 
coders are those of JPEG Baseline Codec. For the 
EZW coder we use arithmetic coding in the entropy 
coding block.     
 
3.1 JPEG Baseline 
 
  The structure of the transform based image coders 
is well known. Although the transform application, 
it also includes coefficient scanning, quantization 
and entropy coding. In this kind of image coders the 
JPEG Baseline is the simplest and the most popular, 
whose functional diagram is presented in figure 4. 
 
 
 
Fig. 4 – Functional diagram of JPEG Baseline encoding. 
 
  The DCT is applied to blocks of 8x8 pixels in non-
interlaced raster mode. According to the spatial 
organization of the DCT coefficients, its scanning 
order must take into account its significance. In 
DCT based image coding schemes, e.g JPEG 
Baseline, the scanning order of the transform 
coefficients is made in zig-zag, like it is shown in 
figure 5. The first coefficient is the lowest frequency 
coefficient, i.e. DC coefficient, and is scanned and 
quantized alone. 
 
Fig. 5 – Scanning order of the DCT coefficients inside the 
block of 8x8 pixels. 
 
  The DCT coefficients are quantized using the 
quantization tables 1 and 2, for the luminance and 
chrominance components, respectively, as defined 
for JPEG standard. 
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Tab. 1 – Luminance coefficients quantization table. 
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Tab. 2 – Chrominance coefficients quantization table. 
 
The Huffman coding [23] block is an entropy coding 
process, which is based on tables that respect the 
probabilities of occurrence of the coefficients, and 
that are also linked to the nature of the coefficients, 
i.e., the low and high frequencies coefficients of the 
luminance and the chrominance components, etc. 
 
3.2 JPEG–DWT 
 
  More recently there has been a growing interest on 
the use of wavelets in image coding schemes. 
Several authors have studied the application of the 
DWT to image coding. However, although the 
superior performance achieved with relation to most 
of JPEG coders, the application of the DWT often 
leads to higher complexity coding schemes. In order 
to minimize the coding complexity when using the 
DWT, Queiroz et. al. proposed a JPEG-like image 
coder based on the DWT [20]: the JPEG-DWT  
coder, which structure is presented in figure 6.  
 
 
Fig. 6 – Structure of the JPEG–DWT coder (based on the 
typical JPEG structure). 
 
  As one can observe, the structure of the JPEG–
DWT coder is very similar to that of the JPEG 
Baseline. As a main difference one has to mention 
the use of the DWT instead of the DCT; the DWT is 
applied to the all image region with 3 levels of 
decomposition.  
   Regarding the hierarchical relations of the 
coefficients of the DWT (see fig. 3), one has to 
consider modifications to the scanning order of the 
block of 8x8 coefficients, respecting its locations in 
the frequency bands, and its dependencies. To do 
this one has to form blocks of 8x8 coefficients (like 
as in the JPEG coder), whose coefficients are 
organized as depicted in figure 7.  
   After the formation of each 8x8 block, one must 
perform a modified scanning order of the block 
coefficients as depicted in figure 8. The coefficients 
in the same relative location, in different sub-bands, 
are grouped together in the same block. 
 
 
 
Fig. 7 – Procedure for the block construction of 3-level 
DWT coefficients, for the JPEG–DWT coder. 
 
For a 3 level DWT decomposition, this scheme fits 
perfectly into a block of 8x8 coefficients 3(2 8)= .   
 
 
 
Fig. 8 – Modified scanning order in the constructed block 
of 8x8 coefficients of the 3 level DWT. 
 
   In JPEG Baseline the quantization table has 64 
entries representing uniform quantization steps. For 
the JPEG–DWT coder with 3 levels of 
decomposition ( 3L = ), we consider the model 
defined in [20] to average the quantizer steps for all 
the coefficients in the same subband, with respect to 
a variable A  to control the bit rate.  
   For 6.7A = , and 3 levels of decomposition, one 
obtains the quantization matrix in table 3 [20]. 
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Tab. 3 – Quantization table for the 3 analysis levels. 
 
3.3 JPEG–DWT with Visual Threshold 
 
  Often, to achieve better compression results, one 
leads to higher loss values and also on a significant 
increase on computational complexity, thus 
sacrificing performance. In order to get good 
compression results without having great losses and 
avoiding poor performance, some special coding 
techniques were developed, based on the perceptual 
characteristics of the HVS, also known as 
“perceptual compression techniques”. The JPEG – 
DWT coder with Visual Threshold (JPEG VT) has a 
structure similar to that of the JPEG-DWT 
mentioned in the previous section, and is based on 
visual measures with different threshold values. The 
measures were taken for different observers, 
according to models in the YCbCr space [21].  
   According to [21], the quantization steps in JPEG-
DWT coder with visual thresholds depends on the 
spatial localization of the coefficients, on the 
number of decomposition levels of the DWT, and 
also on the image component (Y,Cb,Cr) and the 
observing angle. Also as established in [21], the 
quantization of the transform coefficients is 
supported in a mathematical model based on 
experimental results with various observers, whose 
results are shown in table 4. 
 
        Level of Analysis Image Comp. Sub-band 
    1       2      3 
    LL 14.049 11.106 11.363 
    HL 23.028 14.685 12.707 
    LH 23.028 14.685 12.707       Y 
    HH 58.756 28.408 19.540 
    LL 55.249 46.559 48.450 
    HL 86.789 60.485 54.571 
    LH 86.789 60.485 54.571       Cb 
    HH 215.84 117.45 86.737 
    LL 25.044 19.282 19.665 
    HL 60.019 34.335 27.276 
    LH 60.019 34.335 27.276       Cr 
    HH 184.64 77.569 47.441 
Tab. 4 – Quantization factors for the DWT with 9/7 filter 
pair, with 3 analysis levels, according to the image 
components and sub-band location of the coefficients 
(extracted from [21]). 
3.4 JPEG – ST 
 
  The structure of the JPEG–ST coder is also similar 
to the structure of the simple JPEG-DWT. The main 
difference is the type of transform used; all the other 
coding blocks remain unchanged, i. e., the formation 
of the blocks, the quantization process, and the 
Huffman coding are similar to those of JPEG –DWT 
coder. 
 
3.5 EZW Coder 
 
  One knows that information in natural images is 
predominant at low frequency components. On the 
other hand, the DWT characteristics in image 
analysis tends to concentrate energy in lower bands 
(higher levels), thus, the coefficients located at the 
higher levels of decomposition are more significant 
than those located in lower levels. The significance 
of the coefficients decreases as the level decreases 
inside the transformed image. 
   The EZW coding scheme [13] is strongly based in 
the high probability that the coefficients of the 2D 
structure of the decomposed image, at the higher 
levels (lower bands), are more significant than those 
located at lower levels (higher bands). The 
significance of the coefficients decreases as the level 
decreases inside the image. The scanning order of 
the coefficients is fixed, assuring that the 
coefficients located in the higher levels are scanned 
prior to those located at the lower levels. This is 
performed form higher to lower levels, taking into 
account the dependencies of the coefficients in the 
tree, as depicted in figure 9. 
 
 
Fig. 9 – Scanning order of the DWT coefficients in EZW 
 
   In two dimensions, a node at the first level of the 
pyramid, also called root of the tree, or root node, 
has three children nodes, a node at the middle level 
or, intermediate level, has four children while a node 
at the bottom of the tree (leaf node) has no children. 
For images with dimension M N× , with p  levels of 
decomposition, the dimensions of the tree root 
region are defined by h hM N× , where 2h p
MM =  and 
2h p
NN = . We refer the subsets of DWT coefficients 
in the tree-root, in an intermediate level and the 
coefficients located in the bottom level by, R, I  and 
B, respectively. Referencing each coefficient by its 
coordinates ( , )m n , one can state the parent-children 
linkage [24], or hierarchical dependencies of the tree 
structure as, 
 
{ }h h h hm n m M n m n N m M n N m n→ + + + + ∈( , ) ( , ), ( , ), ( , ) if ( , ) R
{ }m n m n m n m n m n l m n→ + + + + ∈( , ) (2 , 2 ),(2 1,2 ),(2 , 2 1),(2 1,2 1)  if ( , , ) I
{ }m n m n→ ∈( , ) if ( , ) B  
    
   With reference to a threshold, four symbols are 
used: positive or POS (if the coefficient is found 
significant and positive); negative or NEG (if the 
coefficient is found significant and negative); zero-
tree-root, or ZTR (if the coefficient is found 
insignificant, also as all its dependents) and isolated 
zero or IZ (if the coefficient is insignificant but 
there are coefficients dependents that are 
significant). The initial threshold value, 0T , is set to 
a power of 2, not greater neither equal to the 
maximum absolute value of the coefficients in the 
matrix, as defined in equation (11). 
( )( )( )2log max ,
0 2
x y
T
γ    =  (11)
 
   During EZW coding two lists are maintained: a 
dominant list, which is of first-in first-out type 
(FIFO), and a subordinate list. In the dominant pass, 
the coefficients are scanned, and significant 
coefficients are coded, which corresponds to add 
their value and coordinates to the dominant list, and 
to fill with zero the corresponding position in the 
matrix (preventing from coding in a future dominant 
pass), otherwise it remains unchanged to the next 
dominant pass. After the dominant pass a 
subordinate pass is performed in order to refine the 
coding, using a threshold value that is half of the one 
used in the dominant pass. After completing each 
pair of dominant and subordinate passes, the 
threshold is halved, and a new scanning and coding 
process restarts. 
  Due to the unavailability of Huffman tables best 
suited for this type of coder, we use arithmetic 
coding in the entropy coding block. 
    
4   Evaluation Results and Comments 
 
  The codecs described in the previous sections were 
implemented in MATLAB™. Test images such as 
“Lena”, “Airplane” and “Baboon” with spatial 
resolutions of 128x128, 256x256 and 512x512 were 
coded, in order to evaluate the performance of the 
codecs and the quality of the coded images. To 
avoid degradation at the bound regions of the 
images due to the zero fill of initial conditions, in 
DWT calculations, the sequences were 
symmetrically extended [25], and the extended 
coefficients are finally discharged, in order to 
maintain in-place computation. To evaluate of the 
quality of the coded images we consider the 
compression ratio, the bit-rate, and PSNR. We also 
consider subjective quality evaluation by visual 
inspection. 
   Figures 10 to 13 show compression ratios and bit 
rates obtained for JPEG-like coders, and for EZW 
coders. For JPEG–like coders, compression ratios 
vary from approximately 2 to 27, and bit rates vary 
from 0.11 to 1.5 bpp. The best results are obtained 
for JPEG Baseline; similar results ate obtained for 
JPEG DWT and for JPEG VT, and the worst results 
are obtained for JPEG–ST. However, is this last 
case, although the poor results obtained for 
compression ratio and bit rate, we must refer its 
simplicity of implementation. For the EZW coders, 
compression ratios vary from 5 to 185, 
approximately and bit rates vary form 0.02 to 1.46 
bpp, depending on the threshold used. The best 
results are obtained for “Lena” image and the worst 
results for “Baboon”. This is due to the 
characteristics of these images, as “Baboon” has too 
many details, rather than “Lena”. 
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Fig. 10 – Compression ratios for JPEG-like coders  
EZW Coding: Compression Ratio vs. Threshold
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Fig. 11 – Compression ratios for EZW coding 
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Fig. 12 – Bitrate (in bits per pixel), for JPEG-like coders 
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Fig. 13 – Bitrate (in bits per pixel), for EZW coding 
   
Figures 14 and 15 show PSNR results for JPEG-like 
for EZW coders. For the same image similar PSNR 
results are obtained with the various JPEG–like 
coders, with maximum differences of 2 to 3 dB 
approximately. For EZW coders we obtain values of 
PSNR from 17 to 34 dB (approx.). PSNR varies 3 to 
4 dB when the threshold is halved. However, for 
threshold 128, although the coded images can 
maintain some intelligibility, the visual quality is in 
general very poor, and therefore, due to the high 
losses registered we do not consider it so efficient. 
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Fig. 14 – Curves of PSNR for the JPEG-like coders 
 
EZW Coding: PSNR  vs . Threshold
19
17
23.78
28.1
31.86
35.18
39.37
20.3
23.3
26.630.12
34.19
10
15
20
25
30
35
40
45
4 8 16 32 64 128
EZW Threshold
PS
N
R
 [d
B]
Lena
Airplane
Baboon
 
Fig. 15 – Curves of PSNR for EZW coding with different 
threshold values. 
In figures 16 and 17 we show the variations of 
PSNR and bit rate for different coders, considering 
“Lena” and “Airplane” images, respectively. From 
this figures one can observe that JPEG DWT and 
JPEG DWT with Visual Thresholds perform similar, 
that JPEG Baseline performs similar than EZW 
coder with threshold 16, and that EZW with 
thresholds 32 and 64 perform considerably better 
than the other coders, considering a reasonable 
degree of intelligibility in the coded images, taken 
by observation. 
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Fig. 16 –Performance of JPEG-like coders for “Lena” 
Evaluation for bitrate and PSNR vs. Coding Scheme for 
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Fig. 17 – Performance of JPEG-like coders for “Airplane” 
 
5   Conclusions 
 
 This paper addresses the evaluation of image 
coding schemes, with particular interest in image 
coding schemes that use other transforms rather than 
DCT, namely the wavelet transform and the S 
transform. The DWT and the ST are applied in the 
space domain using, using the 9/7 wavelet filter pair 
in the case of DWT based coders. Compression 
ratios, bit rate values and PSNR were presented in 
order to allow codec evaluation in performance, and 
quality analysis of the coded images. From the 
experimental results obtained, and also from 
subjective information taken by observation, one can 
conclude that in general the DWT based coders 
perform better than JPEG Baseline. The JPEG coder 
with Visual Threshold technique, in general, has no 
relevant differences to the simple JPEG DWT, so we 
conclude that although the subjective dependencies 
of the Visual Threshold technique, there are no 
significant benefits and therefore it is not so 
important. For similar compression ratios, the EZW 
coder outperforms all the other codecs in terms of 
compression ration, bit rate and PSNR. However, 
the EZW coder is the most complex in terms of 
implementation, while the DWT ST is the simplest. 
Also one must notice the scalability properties of the 
EZW coding scheme, which has particular interest 
in image transmission. 
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