Out of vocabulary (OOV) words are problematic for cross language information retrieval. One way to deal with OOV words when the two languages have different alphabets, is to transliterate the unknown words, that is, to render them in the orthography of the second language. In the present study, we present a simple statistical technique to train an English to Arabic transliteration model from pairs of names. We call this a selected n-gram model because a two-stage training procedure first learns which n-gram segments should be added to the unigram inventory for the source language, and then a second stage learns the translation model over this inventory. This technique requires no heuristics or linguistic knowledge of either language. We evaluate the statistically-trained model and a simpler hand-crafted model on a test set of named entities from the Arabic AFP corpus and demonstrate that they perform better than two online translation sources. We also explore the effectiveness of these systems on the TREC 2002 cross language IR task. We find that transliteration either of OOV named entities or of all OOV words is an effective approach for cross language IR.
INTRODUCTION
Out of vocabulary (OOV) words are a common source of errors in cross language information retrieval (CLIR). Bilingual dictionaries are often limited in their coverage of named-entities, numbers, technical terms and acronyms. There is a need to generate translations for these "on-the-fly" or at query time.
A significant proportion of OOV words are named entities and technical terms. Typical analyses find around 50% of OOV words to be named entities [6] [8] . Yet these can be the most important words in the queries. Larkey et al [16] showed that cross language retrieval performance (average precision) reduced more than 50% when named entities in the queries were not translated.
Variability in the English spelling of words of foreign origin may contribute to OOV errors. Whitaker [21] , for example, identifies 32 different English spellings for the name of the Libyan leader Muammar Gaddafi.
When the query language and the document language share the same alphabet it may be sufficient to use the OOV word as its own translation. However, when the two languages have different alphabets, the query term must somehow be rendered in the orthography of the other language. The process of converting a word from one orthography into another is called transliteration.
Foreign words often occur in Arabic text as transliterations. This is the case for many categories of foreign words, not just proper names but also technical terms such as disease names like Bilharzia and common words such as caviar, telephone, television, computer and internet. Words of foreign origin are often transliterated into English as well. Examples of these are Arabic proper names and words like hummus and hookah.
There is great variability in the Arabic rendering of foreign words, especially named entities. Although there are spelling conventions, there isn't one "correct" spelling. We have observed multiple spellings for a word even within the same document. Listed below are 6 different spellings for the name Milosevic found in one collection of news articles.
Milosevic

‫ﻣﻴﻠﻮﺳﻴﻔﻴﺘﺶ‬ Mylwsyfytsh ‫ﻣﻴﻠﻮﺳﻔﻴﺘﺶ‬
Mylwsfytsh
‫ﻣﻴﻠﻮزﻓﻴﺘﺶ‬
Mylwzfytsh
‫ﻣﻴﻠﻮزﻳﻔﻴﺘﺶ‬ mylwzyfytsh ‫ﻣﻴﻠﺴﻴﻔﻴﺘﺶ‬ mylsyfytsh ‫ﻣﻴﻠﻮﺳﻴﻔﺘﺶ‬ mylwsyftsh This variation in spelling implies that a translation source that generates multiple Arabic spellings would be useful for CLIR.
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The transliteration problem is amenable to standard statistical translation model approaches. Statistical transliteration is a special case of statistical translation, in which the words are individual characters.
In the present study, we present a simple statistical technique for English to Arabic transliteration. This technique requires no heuristics or linguistic knowledge of either language. We evaluate the transliteration system on a test set of proper names from the Arabic AFP corpus used in the CLIR track for TREC 2001 and 2002 [11] . We also compare several available sources of namedentity translations from English to Arabic with the output of our transliterator and demonstrate that our system performs better. We explore the effectiveness of hand-crafted and automaticallytrained transliteration models on the TREC2002 CLIR task. We compare three approaches to using transliterations in CLIR: adding transliterations of all named entities, adding transliterations of OOV named entities, and adding transliterations of all OOV query words.
PREVIOUS WORK
Although organizations that provide online translation from English to Arabic appear to include English/Arabic transliteration systems, little is published about them. [1] [2] . No information is available about how they generate transliterations, or how well they work. Darwish et al. [9] described a transliterator used for TREC-2001, but provided no evaluation of it effectiveness.
Most prior work in Arabic-related transliteration has been for the purpose of machine translation, and for Arabic/English transliteration. Arbabi et al. [5] developed a hybrid neural network and knowledge-based system to generate multiple English spellings for Arabic person names. Knight and Graehl [13] developed a five stage statistical model to do back transliteration, that is, recover the original English name from its transliteration into Japanese Katakana. Stalls and Knight [20] adapted this approach for back transliteration from Arabic to English of English names. These systems are very complex, involving a great deal of human design, probably because they were dealing with a more difficult problem than that of forward transliteration. However, as the Milosevic example reveals, forward transliteration for information retrieval is not as simple as the problem of forward transliteration for machine translation, in which one reasonable transliteration is good enough. Al-Onaizan and Knight [3] have produced a simpler Arabic/English transliterator and evaluates how well their system can match a source spelling. Their work includes an evaluation of the transliterations in terms of their reasonableness according to human judges. None of these studies measures their performance on a retrieval task or on other NLP tasks.
Fujii and Ishikawa [10] describe a transliteration system for English-Japanese cross language IR that requires some linguistic knowledge. They evaluate the effectiveness of their system on an English-Japanese cross language IR task. The problem they look at is somewhat different from the one we address, as they only attempted to produce one acceptable translation per word. In Japanese, foreign words are written in a special orthography so it is easy to select which words to transliterate. Our research differs in that our system requires no linguistic knowledge or heuristics. We perform a similar evaluation of our system on the retrieval task and also compare our system with other bilingual resources.
TRANSLITERATION METHODS
The selected n-gram transliteration model is a generative statistical model that produces a string of Arabic characters from a string of English characters. The model is a set of conditional probability distributions over Arabic characters and NULL, conditioned on English unigrams and selected n-grams. Each English character n-gram e i can be mapped to an Arabic character or sequence a i with probability P(a i |e i ). In practice, most of the probabilities are zero. For example, the probability distribution for the English character s might be: P(‫|س‬s ) = .61, P(‫|ز‬s ) = .19, P(‫|ص‬s ) =.10.
In addition to the individual letters of the alphabet (unigrams), the source language (English) symbol inventory includes begin and end symbols and some n-grams, for example, sh, bb, and eE (e at the end of a word).
The model is trained from lists of proper name pairs in English and Arabic, via two alignment stages, the first of which is used to select n-grams for the model, and the second which determines the translation probabilities for the n-grams. For the alignments, we used GIZA++ [12] , an extension of the program GIZA, which is part of the Statistical Machine Translation toolkit EGYPT. Its operation is described by Och and Ney [17] .
GIZA++ was designed for word alignment of sentence-aligned parallel corpora. We used it to do character-level alignment of word pairs, treating n-grams as words. GIZA++ performed well on this task. A small sample of alignments was examined manually. All of the word-pairs in this sample were correctly aligned. It was able to align with NULL such silent English characters as final e, and short vowels that are not always rendered in Arabic. It was also able to align an English symbol with a sequence of Arabic characters when necessary (as in x → ‫آﺲ‬ ). We used GIZA++ only for alignment, not for building the model.
For training, we started with a list of 125,000 English proper nouns and their Arabic translations from NMSU [4] . English words and their translations were retained only if the English word occurred in a corpus of AP News Articles from 1994-1998. There were 37,000 such names. Arabic translations of these 37,000 names were also obtained from the online bilingual translation systems, Almisbar [2] and Tarjim [1] . The training sets thus obtained are called nmsu37k, almisbar37k and tarjim37k. We also trained on a combination of all three lists.
Note that the training sets were not cleaned up to contain only transliterations, but in some cases, the lowest scoring alignments were dropped from the training set.
The models were built by executing the following sequence of steps on each training set:
1. The training list was normalized. English words were normalized to lower case, and Arabic words were normalized by removing diacritics, replacing ‫,أ‬ ‫إ‬ and ‫ﺁ‬ with bare alif ‫,ا‬ replacing final ‫ى‬ with ‫,ي‬ and replacing final ‫ة‬ with ‫.ﻩ‬ The first character of a word was prefixed with a Begin symbol, B, and the last character was suffixed with an End symbol, E.
2. The training words were segmented into unigrams and the Arabic-English word pairs were aligned using GIZA++, with Arabic as the source language and English as the target language.
3. The instances in which GIZA++ aligned a sequence of English characters to a single Arabic character were counted.
(The reverse, many Arabic characters mapped to a single English character, hardly ever occurred.). The 50 most frequent of these character sequences, or n-grams, were added to the English symbol inventory.
4. The English training words were resegmented based on the new symbol inventory, that is, if a character was part of an ngram, it was grouped with the other characters in the n-gram. If not, it was rendered separately. For example:
Ashworth A sh w o r th 5. GIZA++ was used to align the above English and Arabic training word-pairs, with English as the source language and Arabic as the target language.
6. The transliteration model was built by counting up alignments from the GIZA++ output and converting the counts to conditional probabilities. Alignments below a probability threshold of 0.01 were removed and the probabilities were renormalized.
To generate Arabic transliterations for an English word, w e , the word is first segmented according to the n-gram inventory. For each segment, all possible transliterations, w a , are generated. Each word transliteration receives a score as follows which allows the transliterations to be ranked:
is the probability of the word, w a conforming to the spelling patterns in our sample of Arabic names. It is computed using a letter bigram model of general Arabic as the product of the probabilities of each letter bigram in w a .
A hand-crafted model was developed to provide a high-quality benchmark against which to measure the performance of the automatically trained transliteration models. This model included most commonly occurring English character n-grams that function as units, such as ll, ch, sh, tio etc. The handcrafted model can be seen in the Appendix. The automatically trained model can be seen at [6] .
EXPERIMENTS
The output of the transliteration models were evaluated in two different ways. The first evaluation uses a measure of translation accuracy described below, which measures the correctness of transliterations generated by the models, using the spellings found in the AFP corpus as the standard for correct spelling. The second kind of evaluation uses a cross language information retrieval task and looks at how retrieval performance changes as a result of including transliterations in query translations.
Translation Accuracy
This evaluation was performed on a test list of 815 words. The test list was built by selecting documents at random from the AFP Arabic corpus, and taking all the named entities from those documents that could be translated by transliteration and which did not occur in the training set. English translations were obtained for these by hand.
There is more than one Arabic translation in the test set for some English test words. However, the test list is not exhaustive in its coverage of translations for the test words. There may be more translations for these words in the corpus that are not included in the test set.
For each test word, all possible transliterations were generated and ranked by the model. Only words that occurred in the reference AFP corpus were retained. From this ranked list we computed a translation accuracy measure relative to a ranked list of the n highest scoring transliterations for each English word. The translation accuracy is the number of test words for which a correct translation appeared within the top n transliterations. This is appropriate for an IR task, because it is often sufficient to simply get one correct translation for a word. Translation accuracy differences were tested for significance using a twotailed sign test with a cutoff of 0.05.
In what follows we present the results of transliterating the test words using the selected n-gram model, trained using a large number of training pairs from a mixture of sources. We explore the effect of the training corpus by comparing these results with models obtained by training on single sources. We also compare the selected n-gram model with a hand-crafted model. We compare the performance of these two models with translations obtained from various online sources. We look at the effect of using n-grams vs. unigrams. Finally, we investigate how large a training set is required to train this model.
Comparison of training data sources
We have found that different English Arabic text sources and resources follow different spelling conventions, so that training on different sources results in models that generate different transliterations. We started with the assumption that it was best to use a variety of sources for training, so that more spelling variations might be covered. Table 1 shows translation accuracy for ranked lists of 1, 5, and 20 transliterations, using models derived from different sources of training data. For comparison, the accuracy of the hand-crafted model described in Section 3 is included. 
Comparison of different translation sources
Given that online translation sources like Almisbar and Tarjim exist and are available, why not use them directly, rather than training models from them? First, they are difficult to access within a CLIR system. Second, they provide only one translation for each word, and we have found it advantageous to use multiple translations. Finally, our model gives better translations, as can be seen in Table 2 . 
multiple translations not available for online sources
The online translation engines, Almisbar and Tarjim, were queried for translations of the 815 English test words. NMSU's translations were obtained for those words that existed on the list. Each of these sources provided only one translation for most words. The selected n-gram model performed significantly better than any of the online sources, even when considering only the top-scoring transliteration.
It is informative to look at an example that illustrates the spelling variations found in these sources. The rows of Table 3 list 6 distinct Arabic spellings of the name Clinton. Each column indicates a source of translations. An x in a cell means that the indicated source used that spelling. 
Selected n-grams vs. unigrams
In this section we evaluate the contribution of the selected n-gram segments by comparing the selected n-gram model with a unigram model. The training of the unigram model was carried out like that of the selected n-gram model, except that the first stage alignment (whose purpose was to find n-grams) was skipped. The second stage alignment was carried out using unigrams as segments. The results in Table 4 illustrate the importance of including context provided by n-grams for English-Arabic transliteration. As expected, performance degrades when n-grams are not used in the model.
Training Set Sizes
The models above were trained with 37,000 word pairs, far more than is probably necessary. In this section we investigate training set sizes to see how large a training set is required. Training examples were randomly selected to fill sets of sizes 50, 100, 200, 500, 1000, 2000, 3000, 4000, and 5,000. Since the curve was so obviously flat, we did not include larger training sets. Figure 1 shows the translation accuracy obtained by models trained with this range of training set sizes. Translation accuracy was found to increase with training set size for models trained on data sets of 50 to 500 words, and then levels off after that point.
The performance of the model trained on 500 words is similar to that of the model trained on the full training set of 37,000 words. This indicates that good quality transliteration models can be trained from small data sets using the selected n-gram model approach.
IR Evaluation
In this section we assess how well the translations generated by the transliteration models work in the context of information retrieval, the task for which the models were developed. The work in the previous sections showed that when large numbers of transliterations were generated, the sets usually include the correct translations. There is a danger, however, that the large number of other, incorrect translations included in a query can have a deleterious effect on retrieval performance. In order to address this issue, we carried out retrieval experiments using translations from a baseline dictionary, described below, and experimented with several ways of including transliterations into the query translations:
1. Transliterate all the named entities in the query, whether or not they were found in the dictionary.
Transliterate only named entities for which translations
were not found in the dictionary.
3. Transliterate any words for which translations were not found in the dictionary.
These experiments compare two sources of transliteration -the hand crafted transliteration model, and the automatically trained selected n-gram model evaluated above. In all cases, the top 20 transliterations were included. However, on average, only around 5 of these occurred in the corpus, so the others would have no effect on retrieval.
Baseline Dictionary
The baseline dictionary is an English-Arabic bilingual lexicon used for our TREC2001 work [15] . Most of the words in this baseline dictionary were obtained by querying an online bilingual dictionary [19] using a cgi script that requested an Arabic to English dictionary entry for each Arabic word in the AFP corpus. Each of these entries contained many translations for each word. This online dictionary had very few entries for named entities. We supplemented it with a small bilingual lexicon derived from an English list of world cities and countries found on the web [22] . The list included the names of most countries, their capitals, and a few other major cities. To get the Arabic translations, we used an online machine translation engine, Sakhr SET, an older version of Tarjim [1] that was available at that time. This list of place names (and only this list, which was made independently of the queries) was hand corrected by an Arabic speaking consultant. Aside from these place names, the dictionary had very few names, but was otherwise adequate. Used in conjunction with good normalization and stemming, this dictionary allowed us to perform well on the TREC 2001 evaluation [15] , in which queries contained few named entities and no person names.
Cross Language IR Method
All experiments were carried out using the TREC collection of 383,872 Arabic newspaper articles from the Agence France Presse (AFP), and the 50 TREC 2002 topics, 26-75. Unlike TREC 2001, these queries contain many place and person names, and therefore provide an appropriate test for the transliteration of OOV words.
Queries were formed from the title and description fields of the English version of the topics.
For cross language querying of the Arabic collection, we used structural query translation [6] , sometimes called the Pirkola method [18] , a dictionary-based query translation method in which multiple translations of a term are treated as synonyms. This has the effect of treating the set of translations as a single term in retrieval, whose term frequency is the sum of frequencies of all the different translations, and whose document frequency is the number of documents in the union of the sets of documents containing each translation.
A detailed description of how we performed cross language retrieval experiments with structural query translation can be found in [14] . Here, we include only an overview, with details relevant to the present research.
Basic retrieval experiments contained the following steps:
• English queries were tokenized, lower cased, and stop words were removed.
• Query translation: Each English word was looked up in the baseline dictionary. All the alternative translations for each word were added to the query as synonyms.
• The translated Arabic query was submitted to the AFP collection.
• Standard recall/precision measures were calculated on the ranked list of 1000 retrieved documents. We report uninterpolated average precision, and precision at 10, 20, and 30 documents.
Results of IR Experiments
In this section we investigate retrieval performance when translations for query words are obtained via transliteration. The results for the hand crafted model can be seen in Table 5 and the results for the automatically trained model can be seen in Table 6 . The tables show average precision and precision at 10, 20, and 30 documents, using the baseline dictionary, and adding transliterations for query words under three different strategies. The heading +names indicates that transliterations were added for all named entities in the queries, whether or not they were found in the dictionary. The heading +OOV names indicates that transliterations were added for those named entities in the queries which had no translation in the dictionary. The heading +OOV words indicates that transliterations were added for any query words which had no translation in the dictionary, regardless of whether they were named entities or not. The numbers in italics indicate the percent change relative to the baseline in the same row. If the percent change is grayed out, the difference is not statistically significant. If the percent change is shown in black, then it is significant according to the Wilcoxon signed ranks test with p < .05.
For the hand-crafted model, adding transliterations produces a significant increase in precision at 10, 20, and 30 docs under any of the three strategies. Average precision shows a significant increase under the two strategies that add transliterations only for items that do not have entries in the dictionary, that is, adding OOV names or adding OOV words. The results for the automatically-trained model show more clearly that it is better to add transliterations only for words or names which do not already have translations in the dictionary. Readers who are familiar with the TREC CLIR evaluation may notice that our average precision values are low. This is due to two factors. The first factor is the dictionary. NIST provided a dictionary derived from a huge parallel UN corpus, which covered most query terms, including large numbers of names. In order to distinguish our three strategies we required a dictionary with less complete coverage. As mentioned above, this is not an artificially impoverished dictionary. Rather it is typical of a dictionary not derived from a parallel corpus.
The second factor is query expansion. The results above did not include query expansion, which improves retrieval performance greatly on these queries. We repeated these experiments with query expansion, using a collection of news articles from 1994 through 1998 in the Linguistic Data consortium's NA News corpus to expand the English queries, and the AFP corpus to expand the Arabic queries.
The results did indeed show higher overall levels of precision when queries were expanded. However, the pattern of results did not change. Adding transliterations for OOV names or words improved performance. Adding transliterations for all names did not significantly improve performance.
DISCUSSION
The automatically trained models sometimes generated transliterations with common spelling errors like missing letters. These actually occur in the corpus but would not be found in a dictionary and would not be generated by the hand-crafted model. A few examples are shown below, with the missing letters in parenthesis:
These translations would occasionally allow the retrieval of documents that would be missed by more "accurate" methods. One source of retrieval errors is false hits, when transliterations match the wrong word. False hits were more common for short words than for long words, thus in the future one might want to generate more alternatives for long words, or avoid transliterations for very short (e.g. 3 letter) words.
Another possible direction for the future would be to train separate models for words of Arabic origin and words of other origin.
One could also train a back-transliteration model based on an approach similar to the selected n-gram model.
For Arabic, the hand-crafted model performed better than the automatically-trained model, and could be further improved via some error analysis and automatic tuning of weights. However, the automatic selected n-gram approach would be useful when dealing with a new, unfamiliar language.
CONCLUSIONS
We have demonstrated a simple technique for statistical transliteration that works well for cross-language IR, in terms of accuracy and retrieval effectiveness. The results of our experiments support the following generalizations:
• Good quality transliteration models can be generated automatically from reasonably small data sets.
• A hand-crafted model performs slightly better than the automatically-trained model
•
The quality of the source of training data affects the accuracy of the model.
• Context dependency is important for the transliteration of English words. The selected n-gram model is more accurate than the unigram model.
• Results of the IR evaluation confirm that transliteration can improve cross-language IR. Further, it is a reasonable strategy to transliterate out-of-vocabulary named entities, or to transliterate out-of-vocabulary words, without requiring any knowledge of which words are named entities. These results do not suggest either alternative as a better choice. However, it is not a good strategy to transliterate names that are already translated in the dictionary.
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APPENDIX
Hand-crafted Transliteration Model. Each line shows an English segment, and the Arabic segments which can replace it, along with their probabilities. B is a begin marker, E is an end marker. To save space, some segments with the same transliteration probability distribution (e.g. b and bb) are shown on the same line. A transliteration of 0 represents a null transliteration. 
