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Abstract
We describe a method for predicting disease progression in amyotrophic lateral scle-
rosis (ALS) patients. The method was developed as a submission to the DREAM Phil
Bowen ALS Prediction Prize4Life Challenge of summer 2012. Based on repeated patient
examinations over a three month period, we used a random forest algorithm to predict
future disease progression. The procedure was set up and internally evaluated using data
from 1197 ALS patients. External validation by an expert jury was based on undisclosed
information of an additional 625 patients; all patient data were obtained from the PRO-
ACT database.
In terms of prediction accuracy, the approach described here ranked third best. Our
interpretation of the prediction model confirmed previous reports suggesting that past
disease progression is a strong predictor of future disease progression measured on the
ALS functional rating scale (ALSFRS). We also found that larger variability in initial
ALSFRS scores is linked to faster future disease progression. The results reported here
furthermore suggested that approaches taking the multidimensionality of the ALSFRS
into account promise some potential for improved ALS disease prediction.
Keywords: ALSFRS, ALSFRS-R, slope, score ratio, prognostic factors, PRO-ACT, Prize4Life.
1. Introduction
The identification of prognostic factors and the subsequent development of models for pre-
dicting the disease progression of amyotrophic lateral sclerosis (ALS) is a long-standing and
difficult, yet very important problem. The availability of such an instrument would, for
example, allow the planning of more powerful clinical trials by means of efficient patient
stratification (Chio` et al. 2009). Two approaches have been used in the past, namely the
search for prognostic factors for the overall survival time after diagnosis (Kimura et al. 2006;
Zoccolella et al. 2008; Fujimura-Kiyono et al. 2011, among many others) and the prognosis
of a functional assessment of patients via the ALSFRS (ALS functional rating scale; Brooks
et al. 1996) and ALSFRS-R scores (Cedarbaum et al. 1999). Among the published prognostic
factors for ALS disease progression are bulbar rather than limb onset (Qureshi et al. 2006;
Gordon et al. 2010), body mass index (Reich-Slotky et al. 2013), early disease progression
(Kimura et al. 2006; Kollewe et al. 2008), age at onset (Gordon et al. 2010), uric acid level
(Paganoni et al. 2012), and amount of repeat expansion in gene C9ORF72 (Brettschneider
et al. 2012).
To stimulate collaborative research efforts that eventually will lead to improved prediction
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models that can be applied in an early stage of the disease, the DREAM project (Dialogue
for Reverse Engineering Assessments and Methods, sponsored by IBM, Columbia Univer-
sity, NIH Roadmap Initiative, and The New York Academy of Sciences, DREAM Project
2013) and Prize4Life (a non-profit organisation whose mission is to accelerate the discovery
of treatments and a cure for ALS, Prize4Life 2013) jointly launched the DREAM Phil Bowen
ALS Prediction Prize4Life Challenge (hereafter referred to as “the challenge”) on the crowd-
sourcing platform InnoCentive (InnoCentive 2013) on 10 July 2012. The challenge asked for
submissions describing a prediction model for ALS disease progression (Ku¨ffner et al. 2013).
Participants in this challenge were given anonymised records of 1197 patients diagnosed with
ALS, a subset of the 8500 patients documented in the PRO-ACT (Pooled Resource Open-
Access ALS Clinical Trials) database (Prize4Life and Neurological Clinical Research Institute,
Massachusetts General Hospital 2013b). Based on data of these patients, the challenge asked
the participating solvers to develop algorithms able to predict ALS disease progression in
an independent undisclosed sample of 625 patients from the same database using potentially
prognostic factors measured in an initial observation period of three months. In particular,
the challenge aimed at the development of prediction models based on known and unknown
prognostic factors and their interactions. More than 1000 persons or teams registered for
this challenge, and solvers of three winning algorithms were awarded a total of $50000 after
evaluation of their predictive performance by an expert jury in November 2012. In this paper,
we describe our approach, whose prediction performance won third place in this challenge.
2. Material and Methods
2.1. PRO-ACT database and Prize4Life prediction challenge
The PRO-ACT (Pooled Resource Open-Access ALS Clinical Trials, Prize4Life and Neurolog-
ical Clinical Research Institute, Massachusetts General Hospital 2013b) database is a large
ALS clinical trials dataset. PRO-ACT contains records of over 8500 ALS patients from mul-
tiple completed clinical trials. The PRO-ACT initiative merged data from existing publicly-
and privately-conducted ALS clinical trials (donated by Northeast ALS Consortium, Novar-
tis, Regeneron Pharmaceuticals Inc., Sanofi, and Teva Pharmaceutical Industries Ltd.) to
generate a data pool for ALS-related research. The challenge and the results reported here
are based on three subsets of patients from the PRO-ACT database defined by Prize4Life: a
training sample (N = 918), a test sample (N = 279), and a validation sample (N = 625).
The latter subset of patients was not available to the solvers during the challenge and was
used to rank the quality of the submitted prediction models.
In all of the trials that generated data included in the PRO-ACT database, study protocols
were approved by the participating medical centres, and all participating patients gave in-
formed consent. De-identified data from these trials were donated to the PRO-ACT database
for research purposes only and under the explicit conditions that Prize4Life and all users of
the data would maintain the anonymity of subjects and not attempt to discover the identity
of any subject. In the rare cases where donated data was not already completely anonymised,
the data was further anonymised following the HIPAA de-identification conventions for per-
sonal health information: variables for patient initials and date of birth were removed, new
randomised subject numbers were created, and wherever possible, trial-specific information
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was removed in the merging of datasets, including trial centre identity or location, dates and
other identifying information (personal communication, Neta Zach, Prize4Life).
The challenge sought a prediction for the standardised difference between the ALSFRS read-
ings taken approximately at three and twelve months after study entry of each patient. This
measure of disease progression over a nine month period should be predicted for the 625 pa-
tients in the validation sample based on patient information recorded in the first three months
in which each patient participated in one of the studies. Technically, the target variable was
defined as the slope of a straight line connecting the three and twelve month ALSFRS scores.
Kollewe et al. Kollewe et al. (2008) introduced this measure under the name “ALSFRS score
ratio”; a similar approach describing the trajectory of several disease-related variables over
time by a patient-specific linear regression was used by Brooks at al. Brooks et al. (1994).
The definition of the ALSFRS score ratio implies that the ALSFRS scores change linearly in
time between three and twelve months for each patient. Consequently, the ALSFRS score
ratio is an estimator not only for the slope between months three and twelve since study
entry but also for the slope of a linear function approximating the ALSFRS score function of
this patient since disease onset. In our challenge submission, we first defined an alternative
functional measure of ALS disease progression and then applied a machine-learning approach
to predict this measure.
2.2. Definition of ALSFRS slope
We write Ait ∈ {0, . . . , 40} to denote the ALSFRS score of patient i (for the training and
test samples i = 1, . . . , N = 918 + 279 = 1197) read at some time t after disease onset. We
assumed that the ALSFRS score trajectory for each patient can be described by a linear
function in time:
E(Ait) = 40 + αi + (β1 + γi)t, (1)
where the expected ALSFRS score for patient i is a linear function of time since onset t with
intercept 40 + αi and slope β1 + γi. The patient-specific parameter γi can be interpreted as
the deviation of the slope for patient i from the mean slope β1 that applies to all patients. At
onset (t = 0), the model assumes that the patients do not show any measureable symptoms
of the disease and thus that the ALSFRS score is at its maximum of 40. We relaxed this
assumption and include a patient-specific intercept αi that allows nonlinearities before the first
examination or onset times other than t = 0. We fitted the model (1) as a linear mixed-model
for longitudinal data (see, for example, Diggle et al. 2002)
Ait = 40 + αi + β1t+ γit+ εi (2)
under the normal distribution assumptions for the residuals εi ∼ N(0, σ2), the patient-specific
random intercepts αi ∼ N(0, τ21 ), and the patient-specific random slopes γi ∼ N(0, τ22 ). The
patient-specific parameter β1 + γi can be interpreted as the slope of the linear ALSFRS
function for patient i, and we used this “ALSFRS slope” as our new target variable for the
prediction algorithm.
2.3. Prediction of ALSFRS slope
We refined our model (2) allowing the ALSFRS slope to depend on patient-specific predictor
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variables x in the following way:
E(Ait|Xi = xi) = 40 + αi + f(xi)t+ γit. (3)
The model describes the conditional expectation of ALSFRS scores Ait at time since onset
t given time-constant predictor variables xi by a universal slope function f . The patient-
specific slope f(xi) + γi now has a “deterministic” part f(xi) that depends on potentially
prognostic factors or predictor variables xi and a random part γi. The estimation of a linear
slope function in the mixed-model framework is possible (Qureshi et al. 2006). Technical
difficulties arise when some predictor variables are missing, as is the case here, and when f
should also capture nonlinear and interaction effects. We therefore adopted a derived variables
approach (Wishart 1938; Rowell and Walters 1976; Diggle et al. 2002) and first fitted model (2)
to the training and test data, obtained the estimated ALSFRS slopes βˆ1 + γˆi for each patient,
and used these ALSFRS slopes as a target variable for prediction (the hat notation refers to
estimated parameters from model (2)).
For ALSFRS slope prediction, we fitted a conditional random forest (Hothorn et al. 2006;
Strobl et al. 2007) to the training and test data. All predictor variables where computed on
measurements observed not later than 92 days after study entry. Random forest (Breiman
2001) is a popular machine-learning algorithm for solving prediction problems and has shown
superior performance in many applications. Conditional random forests allow unbiased vari-
able selection and model inspection by so-called permutation variable importances in the
presence of missing values (Hapfelmeier et al. 2012). For a selection of important predictor
variables, we visualised the association between each variable and the predicted ALSFRS
slope by means of partial-dependency plots. Here the mean of the conditional random forest
predictions for the N training and test samples was computed after fixing the predictor vari-
able of interest to a specific value, which was then varied over the range of this variable. The
importance of variables that received a variable importance smaller than the absolute value
of the minimal variable importance are most likely zero and the corresponding variables are
not discussed further in Section 3. For an introduction to conditional random forests and
random forests in general, we refer the reader to Strobl et al. Strobl et al. (2009).
Models were evaluated internally using subsampling of the N = 918 + 279 training and test
samples. The conditional random forest was fitted to a random sample of 918 patients, and
the root-mean-squared errors (RMSE) against the ALSFRS slope and the ALSFRS score ratio
were computed for the remaining samples. Because a direct comparison of these two errors
would be unfair since the marginal distributions are not the same, we in addition report the
Pearson correlation coefficient between the predicted slope and the two slope estimates of the
test samples. The procedure was repeated 100 times to get a realistic idea of the out-of-sample
prediction error.
The model was externally evaluated and the final challenge was ranked by a team of challenge
judges. From the validation data, 10000 bootstrap samples were drawn. The judges exam-
ined which of the submitted models exhibited the best performance in each of the bootstrap
samples. Performance was measured by the RMSE and Pearson correlation of the predicted
slopes against the ALSFRS score ratios of the patients in the validation sample.
2.4. Data Preprocessing
For the conditional random forest prediction algorithm, we used the following variables mea-
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sured at baseline as potential predictor variables:
Demographics: age, sex, race, height, affected region at onset (onset site), and time since
onset, see Table 1 for basic summary statistics.
Family history: family members affected by ALS (all binary variables): aunt, aunt (mater-
nal), cousin, father, grandfather, grandfather (maternal), grandfather (paternal), grand-
mother, grandmother (maternal), grandmother (paternal), mother, niece, uncle, uncle
(maternal), uncle (paternal), son, daughter, sister, brother.
Medical history: previously diagnosed neurological diseases (all binary variables): atro-
phy, cramps, fasciculations, gait changes, sensory changes, stiffness, speech, swallowing,
weakness, others.
For the baseline variables, missing values were not imputed but handled by so-called surrogate
splits in the random forest algorithm (Hapfelmeier et al. 2012).
In addition to the baseline variables, the following time-varying variables were measured at
follow-up examinations:
ALSFRS(-R): all ALSFRS and ALSFRS-R items, i.e., speech, salivation, swallowing, hand-
writing, cutting, dressing and hygiene, turning in bed, walking, climbing stairs, respi-
ratory (ALSFRS only), dyspnea (ALSFRS-R only), orthopnea (ALSFRS-R only), res-
piratory insufficiency (ALSFRS-R only) and the corresponding sum scores.
Physiological parameters: patient weight, blood pressure (systolic and diastolic), pulse
rate, respiratory rate, slow and forced vital capacity.
Laboratory parameters: alkaline phosphatase (11% mean proportion of missing values
over all patients), chloride (20%), creatinine (11%), ASTSGOT (11%), neutrophils
(12%), protein (11%), calcium (11%), glucose (11%), blood urea nitrogen (11%), bicar-
bonate (26%), bilirubin total (11%), phosphorus (11%), ALTSGPT (11%), triglycerides
(20%), hematocrit (12%), creatine kinase (20%), eosinophils (12%), lymphocytes (12%),
albumin (11%), white blood cells (18%), red blood cells (18%), absolute basophil count
(86%), HbA1c glycated hemoglobin (26%), platelets (12%), total cholesterol (11%),
sodium (11%), monocytes (12%), gamma glutamyltransferase (11%), hemoglobin (12%),
potassium (11%), basophils (12%), urine glucose (87%), urine protein (87%), urine pH
(15%).
For a detailed description of these variables, we refer the reader to reference Prize4Life and
Neurological Clinical Research Institute, Massachusetts General Hospital (2013a).
[Table 1 about here.]
Except for the ALSFRS(-R) measurements, we computed the mean of these time-varying
variables after patient-specific regression imputation of missing values for all follow-up exam-
inations that took place within three months after study entry. Since ALSFRS tests were
performed for one set of patients and ALSFRS-R tests were performed for the remaining pa-
tients, we first converted ALSFRS-R scores to ALSFRS scores by removing the dyspnea and
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orthopnea items and merging the respiratory and respiratory insufficiency items. We then
calculated the ALSFRS slope based on our mixed-model formulation (2) for the sum score
and each of the ten items based on ALSFRS readings of the initial three-month period. In
addition, we used the range of the ALSFRS sum score in these three months as a measure of
variability.
2.5. Computational Details
All computations were performed using the R system for statistical computing (version 3.0.1,
R Core Team 2013) and the R add-on packages lme4 (Bates et al. 2013) and party (Hothorn
et al. 2013). Because the algorithmic details of data preprocessing and model fitting cannot
be described in sufficient detail here, we made the complete source code for our analysis
available as supplementary material so that interested readers can reproduce and elaborate
on our results. The challenge data are available to registered PRO-ACT users from Prize4Life
and Neurological Clinical Research Institute, Massachusetts General Hospital (2013c).
3. Results
We illustrate the schedule of one patient in Figure 1 and for all patients in Figure 2. All data
recorded in the first three months after study entry were used as input for fitting the models
later used to predict the ALSFRS disease progression up to twelve months after study entry.
The ALSFRS score ratio for the patient in Figure 1 was computed from the two ALSFRS
scores read at approximately three and twelve months. In contrast, the ALSFRS slope was
derived from the mixed-model, which takes all ALSFRS readings into account. The ALSFRS
slope line described the ALSFRS score trajectory for this patient better than the ALSFRS
score ratio, which underestimated disease progression.
[Figure 1 about here.]
[Figure 2 about here.]
3.1. ALSFRS slope describes ALSFRS score trajectory
The empirical cumulative distribution function (ECDF) of the ALSFRS score ratio for all
patients in the training and test samples is depicted in Figure 3. The large step at zero
indicated that a number of patients had no change at all in ALSFRS and thus corresponded
to an ALSFRS score ratio of zero. Furthermore, a number of subjects seemed to have improved
(ALSFRS score ratio > 0) between months three and twelve since study entry. These two
issues are associated with the actual time elapsed between the two time points on which
the ALSFRS score ratio definition was based. In fact, “three months” was defined as the
earliest reading after 92 days since study entry. Furthermore, “twelve months” was defined
as the earliest reading after 364.24 days since study entry. The number of days between
these two examinations differed considerably from the nominal nine month examination (see
Table 1). As a consequence, the variance of the ALSFRS score ratio not only depended on
the ALSFRS score of the patient, but also on the examination schedule. Large variance in
the target variable of a prediction algorithm is problematic because it will mask potentially
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useful effects in predictor variables and therefore makes the prediction more difficult. We
also note here that the definition of the ALSFRS score ratio, and thus the target variable of
the challenge, only depends on two ALSFRS score readings, although much more information
about the disease progression over time was contained in the data with a median of 12 ALSFRS
readings per patient.
[Figure 3 about here.]
[Figure 4 about here.]
The fitted model parameters for model (2) obtained from the training and test samples were
βˆ1 = −0.55 with 95% confidence interval (−0.57,−0.53); i.e., the average patient lost approx-
imately 0.5 ALSFRS points per month. The variance of the random slope γi was τˆ2 = 0.23,
and the residual variance σˆ2 = 2.88. The model fitted the ALSFRS trajectories well, as can
be seen from the fitted and residual plots in Figure 4. The scatterplot of fitted vs. observed
ALSFRS scores showed that only a small proportion of the fitted ALSFRS scores deviated
more than four points from the observed scores, and that the observed ALSFRS trajectories
closely followed patient-specific linear functions. The scatterplot of the ALSFRS slope derived
from the mixed-model (2) and the ALSFRS score ratio (Figure 4) showed that the ALSFRS
slope βˆ1 + γˆi is highly correlated with the ALSFRS score ratio but does not show many
exactly-zero slopes, has a smaller number of positive slopes, and seems to be less variable.
A direct comparison of the empirical cumulative distribution functions of the two slopes in
Figure 3 also led to these conclusions.
Gordon et al. Gordon et al. (2010) reported that the mean ALSFRS trajectory over time
is nonlinear. We also modelled deviations from a linear ALSFRS trajectory by allowing an
additional fixed effect in quadratic time β2t
2 in model (2). This model depicted in the left
part of Figure 5 (A) indeed suggested a nonlinear ALSFRS trajectory; however, we found
a faster instead of a slower disease progression, as reported earlier (cf. Figure 1 in Gordon
et al. 2010). The random slope parameters necessary for the definition of the ALSFRS slope
between the linear and the quadratic model were highly correlated. The specific functional
form of the mean ALSFRS trajectory therefore did not seem to be important for measuring
the individual ALSFRS slopes, and we therefore obtained the ALSFRS slope for prediction
purposes from the linear model (2).
[Figure 5 about here.]
Our results indicated that the ALSFRS score ratio suffers a high variability. Furthermore,
the ALSFRS score ratio cannot be treated as a continuous variable, mainly because of some
patients with a zero ALSFRS score ratio, which induces conceptual problems in many learn-
ing algorithms. With the ALSFRS slope, we defined an alternative estimator for the same
theoretical slope parameter that describes the medical condition we are actually interested in
and which is continuous and less variable, does not depend on the examination schedule of
the patient, and can be fitted using a standard random intercept-random slope linear mixed-
model for longitudinal data. Furthermore, the ALSFRS slope does not depend on the nine
month prediction period but measures disease progression independently of time, taking all
available information into account.
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3.2. Prediction
The conditional random forest approach to ALSFRS slope prediction described here was
ranked third out of 37 unique approaches submitted in the challenge. The mean RMSE
and Pearson correlation of our conditional random forest predictions for the ALSFRS score
ratio for the bootstrapped validation samples were 0.5208 and 0.4041, respectively. The first
and second place winning teams performed better on average (RMSE of 0.5113 and 0.5152,
DREAM and Prize4Life 2012). These numbers are conditional on the model being estimated
on the fixed training and test samples. For the internal validation, we resampled from all
patients available to the solvers and re-fitted the conditional inference forest 100 times, also
capturing the variability of the fitted model (Hothorn et al. 2005). With the estimated
variability from our simulation experiments, the differences in RMSE are most probably due
to random error and not to significantly different prediction accuracies in an unconditional
way (Figure 6).
[Figure 6 about here.]
From a conditional random forest fitted to all patients in the training and test data sets, we
computed variable importances to guide model interpretation; the results are displayed in
Figure 7. The most important variable was the ALSFRS slope up to 92 days, i.e., the lagged
target variable. This is not surprising for longitudinal data under a linearity assumption.
In addition, all ten ALSFRS-item-specific slopes received a high variable importance, which
indicated that the ALSFRS sum score might not contain all that is to be known about the
disease progression. Also the region of disease onset seemed to play an important role in
the model. It should be noted that the onset variable itself was important, but this was an
artefact of the data because the data contain almost no information about patients with very
slow progression that were included very early (i.e., with small onset values); therefore, large
absolute onset corresponded to slow progression. The remaining variables seemed to be only
of marginal or even zero importance for the accuracy of this prediction model.
The association between the most important variables and the predicted ALSFRS slope is
depicted by means of partial dependency plots in Figure 8. Positive ALSFRS slopes in the first
three months, i.e., no measureable disease progression, was associated with smaller predicted
slopes. A large variability of the ALSFRS scores in the first three months led to larger
predicted slopes. Bulbar onset was associated with steeper slopes compared to limb onset;
this confirms findings reported on earlier (Qureshi et al. 2006; Gordon et al. 2010).
[Figure 7 about here.]
[Figure 8 about here.]
4. Discussion
Given the high expectations the challenge organisers might have had, the conclusion we can
draw from our approach to ALSFRS slope prediction is somewhat limited: at least with the
data on which this challenge was based, the best predictor for future ALSFRS slope is the
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past ALSFRS slope, a fact already well known (e.g. Kimura et al. 2006). Except for onset
site, we could not find any baseline characteristics or any other variable that promises to be
a strong candidate for predicting ALS disease progression. However, two interesting findings
are worth further investigation. First, in addition to the initial ALSFRS slope, the range of
the ALSFRS scores read in the first three months after study entry was also a strong predictor
variable, with larger ALSFRS score variability being linked to a faster disease progression.
In itself, the variability might not be important but our interpretation is that the increased
variability might be associated with an unknown factor that has quite a substantial impact on
disease progression. Second, the item-specific slopes of all ten items that define the ALSFRS
score had a high variable importance and therefore help to improve the prediction quality.
Especially the item “speech” seemed to offer additional information about ALSFRS disease
progression. This finding is in line with a recent report on the multidimensionality of the
ALSFRS-R score (Franchignoni et al. 2013).
As a consequence, a possible improvement of our model would be the application of a poly-
tomous Rasch model for longitudinal observations, in which a latent parameter describing
disease progression can be directly modelled for all ALSFRS items. This model would also
overcome the rather unrealistic normal assumption on the residuals on which our analysis is
based. One conceptual problem ignored in our analysis was that we cannot assume the inde-
pendence of loss of follow-up and unobserved ALSFRS scores. Thus, the missing at random
(MAR) assumption is not justified, and the mixed-model results may be biased.
Beside these more technical shortcomings of our approach, the generalisability of our findings
and also the clinical relevance might be limited due to experimental design and data collection.
The models discussed here try to predict ALSFRS score trajectories, which only partially
describe disease progression. Furthermore, due to confidentiality issues, the names of the
studies the patients participated in were not published and thus we have to assume that the
study population is quite difference from the general ALS population (Chio´ et al. 2011). This
might explain why known prognostic factors, such as age and forced vital capacity, do not
play an important role in our models.
After the challenge was closed on 20 October 2012, the PRO-ACT database was made available
for interested researchers, now also including records of more than 6000 additional patients.
According to the sample sizes of the studies reported on in (Chio` et al. 2009), this is the
largest collection of ALS patient data available for the identification of prognostic factors and
the development of prediction models. The analysis of this database with methods similar to
the approach discussed here thus promises to lead to further insights into how we can come
up with better prognostic models for ALS disease progression.
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1 ALSFRS trajectory and schedule for patient number 29253. All information
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area) was available for computing predictions for the ALSFRS trajectory be-
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2 Patient data overview. For the three samples the challenge was based on (train-
ing, test, and validation), the examination dates for each patient (in months
since study entry) are visualised by dots in one row. Data obtained during
the first three months (learning period, dashed vertical line) for patients in
the training and test samples was used as input for fitting the models whereas
the disease progression up to 12 month (prediction period, dotted line) defined
the outcome. The aim of the challenge was to predict the undisclosed ALS-
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Figure 1: ALSFRS trajectory and schedule for patient number 29253. All information gath-
ered in the three month period after study entry (learning period; shaded area) was available
for computing predictions for the ALSFRS trajectory between three and twelve months (pre-
diction period; grey hatched area). The filled triangle and square symbols indicate the two
ALSFRS readings that define the ALSFRS score ratio (dashed line). The ALSFRS slope
(solid line) was obtained from the linear mixed-model (2). The ALSFRS range was computed
for the ALSFRS examinations in the first three months.
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Figure 2: Patient data overview. For the three samples the challenge was based on (training,
test, and validation), the examination dates for each patient (in months since study entry) are
visualised by dots in one row. Data obtained during the first three months (learning period,
dashed vertical line) for patients in the training and test samples was used as input for fitting
the models whereas the disease progression up to 12 month (prediction period, dotted line)
defined the outcome. The aim of the challenge was to predict the undisclosed ALSFRS score
trajectories between three and 12 months for the patients in the validation sample.
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Figure 3: Empirical distribution function of the ALSFRS slope (black line) and ALSFRS
score ratio (grey line) for the 1197 patients in the training and test samples.
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Figure 4: A) Comparison of fitted and observed ALSFRS scores based on the linear mixed-
model (2). Lines indicate ±4 ALSFRS scores. B) Scatterplot of the ALSFRS score ratio and
the ALSFRS slope obtained from the mixed-model.
FIGURES 19
0 20 40 60 80
0
10
20
30
40
A
Time since onset (months)
AL
SF
RS
Linear
Quadratic
−2.5 −1.0 0.0 1.0
−
2.
5
−
1.
5
−
0.
5
0.
5
B
ALSFRS slope linear
AL
SF
RS
 s
lo
pe
 q
ua
dr
a
tic
Figure 5: Comparison of A) linear and quadratic models for the mean ALSFRS trajectory over
time. Confidence bands for the expected ALSFRS over time obtained from the two models
are displayed. Rugs indicate times of patient examinations. B) Random slopes obtained from
the linear and quadratic model.
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Figure 6: A) Root-mean-squared error and B) correlation of conditional random forest fitted to
the ALSFRS slope for predicting the ALSFRS slope (left boxplots), and conditional random
forest fitted to the ALSFRS slope for predicting the ALSFRS score ratio (right boxplots).
The black horizontal lines indicate the validation sample prediction performance of the three
winning teams: 3 corresponds to our method described here.
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Figure 7: Permutation variable importances of conditional random forest fitted to the ALS-
FRS slopes on the training and test samples. The longer the bar, the more important the
corresponding variable. The remaining variables not shown here, especially the large set of
laboratory parameters, received a very low permutation importance that indicates a very
small or even nonexistent impact on disease progression. (0-3 ms) refers to the initial month
observation period.
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Figure 8: Partial dependency plots for selected important variables. On the ordinate, partial
dependencies as mean predicted ALSFRS slopes are given.
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1 Patient characteristics of the three patient samples. For numeric variables, the
median along with the 1st and 3rd quartile (in parentheses) are given. Number
of visits refers to the number of patient examinations, and 3-12-month period is
the actual length of the prediction period defining the ALSFRS score ratio. For
the validation data, examinations up to 92 days after study entry were made
available to participating solvers after the challenge was closed; data from three
months onwards was not published. . . . . . . . . . . . . . . . . . . . . . . . . 24
24 TABLES
Training Test Validation
Sex
Female 53 182 107
Male 91 303 222
na 135 433 296
Race
Caucasian 0 8 5
Asian 4 14 9
Black/African Am. 272 886 598
na 3 10 13
Onset site
Bulbar 59 203 121
Limb 218 711 500
Limb and bulbar 2 4 4
Age (years)
53 (44–62) 55 (47–64) 56 (47–64)
Height (cm)
170 (164–178) 170 (163–178) 172 (165–179)
Weight (kg)
74 (63–86) 73 (60–85) 71 (60–84)
Number of visits
12 (11–12) 12 (11–12) 4 (3–4)
3-12 month
period (days) 277 (258–305) 279 (260–303) na
Table 1: Patient characteristics of the three patient samples. For numeric variables, the
median along with the 1st and 3rd quartile (in parentheses) are given. Number of visits refers
to the number of patient examinations, and 3-12-month period is the actual length of the
prediction period defining the ALSFRS score ratio. For the validation data, examinations up
to 92 days after study entry were made available to participating solvers after the challenge
was closed; data from three months onwards was not published.
