Observations of helicon wave resonances in some metals have been interpreted by various investigators as implying values for the Hall coefficients of these metals which a re significantly higher than the theoretical values . This interpretation resulted from using an approximate solution to the relevant boundary-value problem, without a full appreciation of the extent of the errors which were thereby incurred . In 1961, Legendy critically discussed the boundary conditions and gave several solutions . His solution for an infinite cylinder parallel to the. static magnetic held is particularly interesting in that it predicts the existence of a surface mode whose total power dissipation is virtually independent of the resistivity of the material . This paper presents a detailed quantitative experimental confirmation of the accuracy of this solution, thus validating the boundary condition used . The observations also yield values for the Hall coefficients of aluminum, indium, sodium, and potassium which are equal to the theoretical values to within the experimental accuracy of about 1/2 %.
I . INTRODUCTION
In 1962, Chambers and Jones showed that the helicon-wave (magnetoplasma) resonance frequencies a n d line shapes which occur for a sample could be predicted from a knowledge of its Hall coefficient, resistivity, and shape, and from the geometry of the excitation and detection coil system . They suggested that the observation of helicon resonances could therefore be used to measure the Hall coefficients of a wide v a r i e t y o f m a t e r i a l s , i n p a r t i c u l a r , t h e s i m p l e m e t a l s a t low temperatures . Since this method differs from the conventional one in permitting rather larger sample dimensions and in substituting a frequency measurement for voltage and current measurements, it would appear to be capable of substantially higher accuracy . They also pointed out that the theory of metals makes a clear prediction for the high-field linm.iting value of the Hall coeffilcient in metals with a closed Fermi s~,rfice . \'; en they attempted to interpret their helicon-resonance observations on samples of lithium, SOdlii_'27, p ; iaSSii'L? . allmiinuni, and indium in terms of the sample materials' Hall coefficients, however, they obtained values htc_t were svsternaticallv about 5% high with an experimental uncertainty of only about 1% .
Since the resonance is evidence of a standing wave pattern in the sample, its frequency can be used to determine the sample material's Hall coefficient only one has a sufficiently accurate solution to the heliconwave-boundary-value problem relevant to the partir-alar sample and coil geometry used . Chambers and Jones analyzed the case of a thin slab perpendicular to static magnetec field, assuming no variation of the wave fields in the transverse directions could occur only in a plate whose transverse dimensions were infinite). Their principal conclusion was that resonance occurs when the sample thickness is an integral number of half-wavelengths. They calculated an approximate correction to be applied for a finite sample, but it was not sufficient to remove the discrepancy in the Hall coefficients .
Guided by the theoretical result of Chambers and Jones and by the analogy to a microwave cavity, Rose, Taylor, and Bowers' calculated the Hall coefficient of sodium from experimental data on variously proportioned rectangular samples, using the infinite-medium helicon-wave dispersion relation and assuming integral half-wavelengths in each of the sample dimensions at resonance. This ad hoc assumption about the form of the solution to the boundary-value problem led to very accurate predictions of the relative frequencies of the various helicon-wave modes, as was more accurately demonstrated by Merrill, Taylor, and Goodman, 3 but the absolute value of the Hall coefficient again came out about 5 o higher than the theoretical value .
In several attempts to solve the boundary-value problem, the assumption was made that a linear combination of plane-wave solutions for the infinite ,medium which resulted in no current flow across the boundaries of the finite sample represented an adequate approximation to the true solution . In 1964, Legendys gave a critical discussion of this and other proposed boundary conditions, concluding that the appropriate boundary condition was simply the continuity of all components of the magnetic field at the boundary (for low enough frequencies that the external wave fields could be considered quasistatic) . He also gave exact solutions to the boundary-value problem for several simple semi-infinite geometries .
In this paper, we shall be particularly concerned with Legendy's solution for an infinite cylindrical sample parallel to the static magnetic field and subjected to a driving field which is periodic in both time and space . In this situation two helicon modes with strikingly different properties are excited in the material . One is the familiar helicon wave which propagates freely inside the material in the limit of infinite conductivity . This mode is responsible for the standing-wave phenomena observable in this case . The other mode decays exponentially away from the surface with a damping length which is inversely proportional to the conductivity . A surprising consequence of this dependence on distance and resistivity is that the total power dissipation in this mode is independent of the resistivity of the sample within broad limits .
This result can most easily be seen by the following simple order-of-magnitude calculation . The total power loss per unit area can be estimated by its magnitude at the surface, j 2p, times the effective skin depth 5, in which the fields and currents fall to e -1 of their surface values . But the current density is just the c rrl of the 2 F . F . Rose, M . T . Taylor, and R . Bowers . Phvs . Rev. 127, 1122 (1962 . 3 J . R Merrill, M. T . Taylor, and J . M. Goodman, Phys . Rev . 131, 2499 (1963 . 4 C. R. Legendy, Phys. Rev. 135, A1713 (1964 .
JOHN IM . GOODMAN 171 magnetic field of the wave, which, for a mode exhibiting a simple exponential decay, is siripl equal to the amplitude of the wave's magnetic field divided by the skin depth . Thus, in this case, the total loS .s is just proportional to the square of the wave field amplitude times p,.'5 . In the ordinary skin effect, S is proportional to pi/ 2 , so that the total power loss is also proportional to pr" 2 , but for this mode, with o w p, the loss is independent of the resistivity . The first observations of this surface loss were reported by Goodman'' and by Harding and Thonemanns in 1965 . The former was a. preliminary report of the work described in this paper ; the latter reported the observation of the surface loss in a slightly different experiment . Klozenherg, McNamara, and Thonemann' calculated the properties of a cylindrical sample parallel to the static magnetic field considered as a helicon waveguide, using continuity of the magnetic field of the wave as the boundary condition . (This differs from Le' D g6ndy's work only in the absence of a driving field along the surface .) They also noted the existence and properties of the surface mode . Harding and Thonemamn .reported experimental measurements on the phase shift and amplitude as a function of distance of a helicon wave launched down an indium bar from one end . They also noted that the observed phase velocity could be interpreted to yield a . value for the Hall coefficient of indium which was equal to the theoretical value to within their accuracy of about 1 .5 , 70.
Recently, Baraff and Buchsbaum have shown theoretically that the corresponding helicon surface mode in certain multilayered structures can cause a net power gain for a sufficiently large drift current . This amplifier potential makes an experimental confirmation of the surface-mode properties even more interesting .
In this paper, a detailed experimental test of the accuracy of Legendy's cylinder solution is described . The results demonstrate all of the basic properties of the solution, including quantitative agreement with the amount of power disipation predicted in cases where virtually all of the loss is in the surface mode, thus clearly confirming its existence and major characteristics . The results also indicate that the Hall coefficients of the sample materials, sodium, potassium, aluminum, and indium, are equal to the theoretical values to within the accuracy with which they could be determined in this experiment, with the possible exception of sodium .
A related piece of work which should be mentioned was published recently by Amundsen .' He studied the 5 J. M. Goodman, Bull. Am. Phys. Soc. 10, 111 (1965) . 6 G . N . Harding and P . C . Thonemann, Proc. Phys. Soc . (London) 85, 317 (1965) . 7 J . P . Klozenbcrg, B . McNamara, and P . C . Thonemann, J . Fluid Mech . 21, 545 (1965) . 8 . G . A . B a r a f f a n d S . J . B u e h s b a u m , A p p l . P h y s . L e t t e r s 6 , 219 (1965) Phys . Rev . 111,. 266 (1966) ; see also L . M. Saunders, G . A . Baraff, and S . J . Buchsbaum, J, Appl . Phys . 37, 2935 (1966) .
9T. Amundsen, Proc. Phys. Soc. (London) 58, 757 (1966) .
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I-IALL COEFFICIENTS OF A1, In, Na, AND K 6 43 dependence of the resonant frequencies of a sequence of thin indium slabs placed perpendicular to the static magnetic field on the ratio of their lateral to axial dimensions . He demonstrated agreement with the dependence derived from Legendy's solution for this case, and by extrapolating his results to infinite lateral dimensions and using the theory of Chambers and Jones, he obtained a value for the high-field limit of the Hall coefficient of indium which is equal to the theoretical value to within his accuracy of about 1 .5% . In Sec . II, the experimental arrangement is described and the nature of the phenomena to be expected is discussed . In Sec . III, the theoretical calculations are outlined, the physical assumptions briefly discussed, and a useful approximate model described . These are followed by sections dealing with the experimental apparatus and samples used . The observations and the fitting of the theory to them are discussed in the final sections . The detailed development of the theoretical model is given in the Appendix .
II . NATURE OF THE EXPERIMENT
The experimental arrangement to be discussed is incated in Fig . 1 . A cylindrical metal sample of radius is aligned parallel to the static magnetic field B 0. It is surrounded by two coaxial coils of radii d and D, each consisting of 20 sections . The direction of the windings in each section is opposite to that in the neighboring sections . A sinusoidal current A coswi in one of the coils sets up a magnetic field which can be thought of as the sum of two waves of wavelength a traveling in opposite directions along the sample with velocity wX/2 ;r . With this particular coil geometry, the linear dimension which is most important in determining the frequency of the standing helicon-wave resonances is the wavelength of the coil rather than a sample dimension . The penetration of this wave field into the sample can be observed by measuring the mutual inductance between the coils . Measurements of the loss part of this inductance, called the mutual resistance, will reflect the power dissipation in the sample . If the secondary-coil voltage is V(1) and the primary current is A coswt, the mutual Fir . 2 . 'Mutual inductance and resistance versus drive-current frequency for a potassium sample K(1) . B, )=35 k0 . The experimental data are represented by plus signs . The solid curve is calculated from Eq . (A17) . The dashed curve is the theoretical prediction for an infinitely long coil systern. . :lfo is the calculated inductance of the coil without a sample . This and the ether graphs are photoreproductions of the computer output .
inductance M and mutual resistance R are defined by V(t)=A(R coswt+w lj' sinwi) .
(2 .1)
The experiment consists of the measurement of M and R as functions of the frequency v (=w/2a-) for a number of different static-magnetic-field strengths and sample materials and sizes . The measurements could, of course, be made by observing the inductance and resistance of the driving coil . The principal objection to this procedure is that the resistance would then include the direct Ohmic power loss in the copper of the coil windings, and this loss is many times larger than the power loss in the sample and varies appreciably with both field and frequency because of the classical skin effect and the magnetoresistance of the copper . Typical data are shown in Fig . 2 , in this case for a sample of potassium at 4°K in a static magnetic field of 35 kG . The sample dimensions and resistivity are given in Tables I and III . There are three features to notice in this graph . First is the absence of any significant variation in the inductance or resistance at low frequencies ; second is the oscillations in both curves at higher frequencies ; and third is the decay of these oscillations at the highest frequencies . The. t h e o r e t i c a l c u r v e s plotted there will be discussed below .
In order to explain these features, two properties of of helicon waves must be used . One is the fact that the velocity of a helicon wave is proportional to the square root of its frequency ; the other is that its damping length is equal to (u/2x) times its wavelength . The dimensionless parameter u is defined as the tangent of the Hall angle (-RNB 5/p), where Ru is the Hall coefficient of the material (not to be confused with the mutual resistance R defined above) and p is its resistivity . In the free-electron approximation, us is equal to the charge carriers' cyclotron frequency times their mean scattering time w a r .
The lack of any periodic variations in M and R at low frequencies can be understood as evidence that the incident wave field is totally reflected from the sample because its velocity is smaller than that of a helicon wave at that frequency . This leads to a natural scale frequency PO for the problem at which the two velocities are just equal . At higher frequencies the incident wave is refracted into the sample at an angle whose cosine equals the ratio of the two velocities . The reduced frequency indicated in the figures is the actual frequency divided by this scale frequency .
The oscillations in A1 and R at intermediate frequencies are evidence of standing helicon-wave patterns in the sample . In this frequency range, the radial wavelength of the hell con-wa.v e field is approximately equal to the coil wavelength times the scale frequency divided by the frequency (=Xvo/v) . Combining this with the condition for constructive interference, i .e ., that the sample radius shall be a particular multiple of the radial wavelength, we see that the oscillation's period in frequency should be approximately proportional to v oA/a . Since we are dealing with a cylindrical geometry, the particular multiples are related to roots of Bessel functions and are not simply integers .
At very high frequencies, where the incident wave is refracted into the sample at a large angle, the sample radius can contain many helicon wavelengths . When it is of the order of (u/2vr) wavelengths, the helicon waves will be too severely damped for any appreciable interference and the oscillations will disappear .
Since nearly all of the loss which is being measured takes place in a very thin layer (of thickness approximately h/u) near the surface, it might seem that the experimental results would be sensitive to the surface condition of the sample . In particular, it might appear that the value of a which one obtains from fitting the data would only be a measure of the resistivity of the sample near the surface . This is, however, not the case . As Ion, as the surface has no roughness greater than a fraction of X/u, the loss will occur almost entirely in the surface layer. The thickness of the surface layer will be proportional to the resistivity of the metal near the surface . The magnitude of the loss will, however, be essentially independent of the exact value of u, provided only that it is much larger than 1 . On the other hand, the loss does depend upon the amplitude of excitation of the This is Ohm's law with a Hall term . This relation differs from the true constitutive relation for a metal with a closed Fermi surface in a strong magnetic field in two ways, neither of which is believed to be experimentally s i g n i f i c a n t . L i f s h i t z a n d K a g a n o v1 0 h a v e s h o w n t h a t 10 I. M . Lifshitz and M. I . Kaganov, Usp . Fiz . Nauk 87, 389 (1965) [English transl . : Soviet Phys .-Usp . 8, 805 (1966) ] .
surface mode, and this in turn depends upon the amplitude of the standing helicon wave through the requirement that they add up together to equal the driving field amplitude . This is why the oscillations in Al and R, which were referred to above as evidence for standinghelicon-wave resonances, appear in the R data even though the loss which is being measured by R occurs almost entirely in the surface mode . The sharpness of the standing-helicon-wave resonances, and hence the shape of both the M and R curves, will depend upon the average damping of the helicon wave over the entire volume of the sample . Since for all the experiments to be discussed in this paper u was at least large as 25, the resistivity near the surface would have to have been very much higher (and hence the value of a locally much lower) than in the bulk to cause any perceptible change in the phenomena .
In Sec. III and in the Appendix, these ideas are worked out in detail . Also the variations in AT and R, including the smaller bumps on the curves at low frequencies, where nothing should be happening according to the model described above, are shown to be caused by the finite length of the coils .
III . THEORY
In order to solve the boundary-value problem appropriate to this experiment, one must use, in addition to Maxwell's equations, a constitutive relation between the electric field E(r,t) and the current density j(r,t), and appropriate boundary conditions . Since the best choices for both the constitutive relation and the boundary conditions have been the subject of some controversy, the choices used here will be described and briefly justified . The most general constitutive relation would be nonlocal . That is, E at any point in the metal would depend on the value of j at every point in the metal through an integral operator . If, however, the characteristic distances and times in which the electric field changes by a large fraction of its value are much greater than the mean free path and relaxation time of the charge carriers responsible for j, then the nonloca .l relation may be replaced by a local one in which E at each point is only a function of j at that point . That this simplification is valid for the experiments to be described here is shown in Sec . VIII .
The simplest local constitutive relation for a metal and the one used in this paper is 644 JOHN M . GOODMAN 171 HALL COEFFICIENTS OF Al, In, Na, AND K 645 condition that b must be continuous on the boundary, as suggested by Legendy. The rest of the calculation of the wave fields everv-where, the voltage induced in the secondary coil, and finally the mutual inductance 3f and the mutual resistance R is straightforward but lengthy .
The details are given in the Appendix . The solutions for h1 and R, given in Eq. (Al 7), are functions of the frequency v and five parameters defined as follows :
Here y o is the drive-coil wave number (=2a-/X), a is the sample-radius, and d and D are the drive and pickup-coil radii, respectively . The first three parameters, therefore, simply give the radii of the sample and the coils in units of the coils' wavelength . The other parameters are the scale frequency and the tangent of the Hall angle, and have been discussed previously . The properties of the sample materials are contained in these two parameters .
The exact functions for A1 and R involve Bessel functions of complex arguments and can be evaluated only numerically . The solid curves in the graphs are these functions as calculated for appropriate values of the parameters .
The integral over the reduced wave number g=-y,y o in Eq . (Al 7) is essentially a Fourier integral which takes into account the spread in axial wavelength of the drive field and pickup-coil sensitivity caused by the finite number of wavelengths (ten) in the drive and pickup coils . The effect of this integration on the form of the M and R functions is twofold . Its primary effect is to smear out and reduce the oscillations and make the onset of variations in A and R occur at much lower frequencies and much more gradually than would otherwise be the case . A secondary effect, which can be seen most clearly in Fig . 3 , is to introduce small bumps on the curve, most noticeable for frequencies below the main oscillations . For comparison, the dashed curve in Fig . 2 shows the dependence on frequency of the iltegrands for Al and R evaluated at g= 1 and multiplied by a common scale factor chosen to provide the same low-frequency limiting value of the inductance (which is equal to the inductance in the absence of a sample) .
The second effect is readily understood by looking at Fig . 4(b) , where the square of the Fourier transform of the coils' winding density (turns per meter in the axial direction) is plotted . This pattern is approximately the same as the diffraction pattern of a 10-slit grating . The small peaks on either side of g= I give rise to small images of the integrand with the scale frequency shifted from r'o to g 2 vo . This figure also shows that the length of the individual coil sections (=0 .31??) tiaras c hosen . so as to approximate a "missing order" in the diffraction pattern at g=3 . This fact makes it possible to cut oil the integral at g=? vwithout serious error for all frequencies where data were taken. the vector R 11B gives the correct limiting fo : is of the Hall term for -very large magnetic fields, but that for finite fields there are corrections to this vector in all components which are of order a 2 . In the experiments discussed below, a 2 ranges from 0 .0016 to 0 .0003, and yet there was no apparent dependence of R t, on B . This observation suggests that these corrections can be neglected .
The larger discrepancy of the constitutive relation, Eq . (3 .1), from the true relation is the use of a scalar resistivity p . In general, it should be a symmetric tensor whose components are even functions of the magnetic field . For the metals studied, however, the tensor is not expected to differ greatly from a scalar times the unit tensor . Furthermore, the theory indicates that the experiment should be very insensitive to the value of the resistivity. As a.n example, the resistivity of one sample was changed by a factor of 2 .5 by changing the temperature, and there was no perceptible change in the apparent Hall coefficient, Because of this simplification in the constitutive relation, as well as the basic insensitivity of the experiment to the value of the resistivity of the sample material, no attempt will be made to obtain precise values of p from the data . density of atoms, can be interpreted as evidence that the Fermi surface is closed and that magnetic breakdown is not significant .
As was mentioned in Sec . I, Legendy has critically discussed the question of appropriate boundary conditions and has concluded that the continuity of the magnetic field is both necessary and sufficient for the low-frequency solutions .
Writing the total magnetic field as B=B,)2+b(rz1 where B 0 is the magnitude of the static field (assumed to be uniform) and b is the wave field, the constitutive relation can be linearized by replacing B with B o z whenever I b I <<B 0 or I R r,h ; <<p . For sufficiently small amplitudes of the drive current (and hence of the wave fields), one or both of these conditions is sure to be satisfied for any nonzero resistivity or static magnetic field .
Using this constitutive relation, Legend-,4 has found the forms that the wave field must take inside the sampis . Outside, for the frequencies of interest, one neglects displacement current and thus obtains the usual magnetostatic solutions. We use the boundary II . Equation (3 .3) gives a useful semiquantitative form to this, while Eq . (Al 7) is the exact expression, including the rather considerable effects of the finite coil lengths .
IV. EXPERIMENTAL APPARATUS
The heart of the experimental apparatus is the coil structure depicted in Figs These radii are the mean radii of the coils . Since the skin depth in the copper wire is greater than 10 times
The functions h t and h z are very much less than 1 for the " -radius for all frequencies used, we may neglect The values of dl-and R were measured on a, flartshorn bridge constructed in this laboratory . It was capable of measuring inductances tip to 121 µII with a resolution and linearity of 0 .01. µH and an absolute accuracy of 0 .5%, and resistances in ranges from 10µS2 to300 nif2 full scale with a resolution and linearity of 0 .02% and an absolute accuracy of 0 .1'70 . The bridge circuit and connections used are shown in Fig. 6 . The null was observed on an oscilloscope after 70 dB of amplification . The phase shifter can be adjusted to compensate for amplifier phase shifts ever a decade frequency range, thus facilitating balancing the bridge .
Measurements were taken of the apparent AT and R of an empty coil as functions of the frequency and magnetic field . The low-frequency limiting value of M is the experimental value of what was called M0 in Sec. 111 . The observed variations of hY and R were treated as corrections to be subtracted from all data before analysis . These corrections were necessitated by stray capacitance in the bridge circuit and eddy-current losses in the magnet . The correction in ill was less than 0 .03 pH, and the correction in R was approximately linear in frequency-and equal to 0 .1 µf2; Hz .
The static magnetic field was provided by a superconducting solenoid . For some of the early measurements a 1-in .-bore 55-kG magnet with a uniformity of approximately-a c over the length of the drive coil was used, but most of the measurements were made in a 12-in .-bore 35-kG magnet with a uniformity of approximately 1, over the coil length . Both magnets were calibrated using nuclear magnetic resonance to an absolute accuracy and repeatability of approximately 0.1/ 0 at the center of the coil structure . For all data points the magnet current, and hence the central field value, was kept constant to within 0 .1',70 .
The frequency of the drive current was measured with an electronic counter and was maintained within 0 .17 0 of the nominal value for each of the data points .
V. SAMPLE
A total of 10 samples of four different metals were used in this study. A summary of pertinent facts about them is gi en in Table I .
The aluminum sample Al(1) was machined from a zone-refined single crystal given to us by -Dr.
The coil was fabricated in the following manner . Twenty-one lightly oiled plus were placed in precisely spaced holes along a plastic mandrel . This was covered with a, layer of epoxy. After curing, the pins were removed and the epoxy was turned and grooved to receive the drive coil . The pins were then replaced to serve as posts around which the wire could be wrapped one-half turn to reverse the direction of winding between coil sections and to position and space the sections accurately . After the drive coil was wound and its dimensions were measured, another layer of epoxy was put on and cured . The pins were again removed and the epoxy machined . This time, phenolic pins were inserted and the pickup coil was wound, measured, and potted . Terminal. blocks were attached ; the whole structure was potted and then turned to size . Finally, the mandrel -was shrunk free by cooling in liquid nitrogen and removed .
The use of the pins insured that the wavelength would be uniform within each coil and that both coil wavelengths would be the same . The diameter of the pins (0 .66 mm) was chosen so as to make the "diffraction pattern" in Fig. 4 (b) approximate a "missing order" at g=3 . Since the coil structure is virtually all a single material, cast epoxy (see Fig . 5 ), its thermal contraction should be very nearly isotropic, and so the values of the parameters y and z which one calculates from the dimensions at room temperature (taken before potting) should be very close to the actual values at. 4°1 .
The linear contraction of the coil structure from room temperature to 4°K was determined to be (0 .50±0 .1)% 0 . Therefore the best a priori values for yo , y, and z are as follows : machining, it was heavily etched (diameter reduction 0 .4 mm) to remove surface damage . A visual examination of the blaze planes indicated that the sample was still a single crystal . Its orientation was not determined because the high-field Hall coefficient is expected to be isotropic and the high value of is observed suggests that any a n isotropy in the resistivity had at most only a very small effect .
The indium used was 99 .999+% pure and was obtained from Comminco in the form of rods nominally in . in diam . The sample In(1) was vacuum cast in graphite, rolled to insure straightness, heavily etched (diameter reduction ° 0 .5 mm), and annealed at room temperature for several days . The sample In(2) was prepared from a rod as received by simply rolling, etching lightly, and annealing .
The sodium samples were all prepared from material supplied to us by C . E . Taylor of the Lawrence Radiation Laboratory . The starting material had a residual resistance ratio, p(293°K)Jp(4°K), of 7000 to 8000 . The sample TN a.(1) was prepared by melting the sodium under dry mineral oil and then casting it into a clean, lightly oiled stainless-steel tube . After the experiments on it were completed, it -was removed from the tube and the surface was inspected and found to be very smooth and free from any large pits or bubbles . All of the other sodium samples were extruded at room temperature into clean, lightly oiled stainless-steel tubes . The nominal tube sizes for all the alkali-metal specimens are listed in Table I .
The potassium samples were prepared from material supplied by Mine Safety Appliances, who listed it as being from their best 1963 stock . . It was vacuum cast into an ingot and then extruded at room temperature into stainless-steel tubes.
The diameters listed in Table I George Chaudron of the University of Paris . After
As is discussed above, the theory of metals predicts that for certain metals at high magnetic fields the Hall coefficient should be given by (Ne) -', where N is the number density of mobile electrons or holes and is an integer times the number density of atoms, and e is the electronic charge . This prediction should hold true for all the metals studied here whenever uu> 1 . To test this assertion with high accuracy, one must have accuratee values for the number densities of the atoms of the substances at low temperatures .
The values used for (Ne) -t and an estimated uncertainty for each are given in Table II , along with the values used for the linear thermal contraction of the materials. These theoretical Hall coefficients quoted for aluminum, sodium, and potassium are calculated from x-ray data on the unit-cell size taken at low temperatures .'= The value quoted for indium is calculated from an average of several different workers' determinations" of the density at 20°C combined with Swenson's thermal-contraction da .ta . 14 The uncertainty quoted in this case is primarily to cover the spread in values quoted for the room-temperature density . The calculations assume one mobile hole per atom for Al and In and one mobile electron per atom for Na and K.
The thermal contractions were obtained from Altman, Rubin, and Johnston (Al), 15 Swenson (In), 14 and Dugdale and Gugan (Na and K) . 16 
VI . OBSERVATIONS
In order to test all features of the theoretical predictions described in Sec . III, A-I and R must be measured as functions of the frequency for samples with various values of the parameters x, vo, and u. . In this study, the 10 samples described above were used, providing a range of values of x from 4 .5 to 6 .1 . The Hall coefficient varies in magnitude more than fourfold In the theory, we assume that the sample is infinitely long . i t was therefore important to look for possible effects of finite sample length . To this end, several different sample lengths were used, and in several cases All of the data were graphed, and many conclusions can be drawn directly from these graphs, particularly regarding the effects of axial displacement of the sample . Twenty-two cases were selected for the more detailed analysis described in Sec . VII,
The experimental data are represented in the graphs by plus signs . The length of the vertical bar for each datum is equal to its experimental uncertainty except when that value is too small to be clearly seen . The solid curves were calculated from Eq . (A17) . The choice of parameter values and the agreement with the data which was obtained are discussed in the following sections .
VII. FIT OF THEORY TO OBSERVATIONS
In the preceding sections, the experimental . apparatus and samples used and the data acquired have been described and a theoretical model has been proposed . A typical set of data for a given sample, static-field strength, and sample position consists of about 100 individual values of M or R . The theoretical model to be fitted to these data has five adjustable parameters . One must therefore use a statistical criterion to select the best values for the parameters . If one can also establish the uncertainty in these best values (in particular, the scale frequency), an experimental value and its uncertainty can be assigned for the Hall coefficient of the sample material .
In the spirit of a least-squares adjustment, we seek to minimize a weighted sum of squares of the differences between the observed and predicted inductances (or resistances), We must use a weighted slum of squares both because the different data are not uniformly reliable and because --half of the data are in henries and the rest in ohms . The weighting procedure chosen was to divide each residual by the uncertainty in the experimental datum . If this weighted sum of squares of residuals is divided by N-5, where`, is the number of data (twice the number of frequencies at which both ,11-and R were recorded), and then the square root is taken, the resulting quantity is the standard error. The significance of this standard error is that it measures the deviation of an rms average datum from the corresponding prediction in natural units of the experimental standard deviation . If the value of the standard error, which. i s abbreviated SE in Tables III and IV and below, is less than unity, the model with that set of parameter values Ratio of observed to best scale frequencies .
• The cases are listed h_re in the same order as in Table III . b The listed uncertainties indicate only the precision of the experimental scale frequency .
can be said to reproduce the data (on the average) to within the accuracy with which they were measured . The factor N-5 is suggested by statistical considerations to allow for the five degrees of freedom in choosing the parameter values and is only significant if N is small .
The above procedure reduces the information about the quality of fit between the theory and the experiment to a single number . This is a necessary first step to allow the use of any automatic convergence routine to be used-for locating the best values of the parameters . Also, the notion of the confidence limits on the best values of the parameters can be precisely formulated in terms of SE and the F distribution at any confidence level . In this case, however, such procedures turned o ut. to take far too much computer time to be practical, both because of the model's considerable nonlinearity and because of the very lengthy nature of the computations required to evaluate the model .
On the other hand, using more than the one piece of information about the quality of fit, in particular, using several qualitative features which are evident on graphs such as Figs . 2 and 7, a very rapid convergence could be obtained and the precision of each parameter determination easily assessed . l In order to use such a procedure, one must have five features which depend upon different combinations of the five parameters . The five features used were the following : (1), (2) the average amplitudes of M and R at high frequencies ; (3) the period of the major oscilations of 31 and R ; (4) the frequency below which the major oscillations are absent ; and (5) the amplitude and rate of decay of the oscillations with increasing frequency . The dependence of each of these upon the parameters of the model can be inferred from the discussion in Sec . III and is described below . In each case the dependence described was quantitatively verified by extensive numerical exploration of the standard-error function SE in the neighborhood (plus or minus several percent) of the "best" values of the parameters .
The amplitude and rate of decay of the oscillations is expected to depend essentially only upon u . Also, this is the only feature which does depend significantly upon u as long as u> 1 . For large values of it the damping is shall and cannot be determined with very high precision . In particular, as is discussed in more detail below, the value of u required for best agreement with the amplitude may differ from that indicated by the damping . Therefore this experiment only produces values of u which are precise to about 10% .
The frequency at which the oscillations commence is determined primarily by the scale frequency v o a.nd to a lesser extent by the sample radius through the value of x . Experimentally, this is not a very well-defined feature, and thus,b y i t s e l f , i t c a n n o t b e u s e d t o e s t a b l i s h the value of v o to better than a few percent .
The period of the major oscillations for frequencies well above the scale frequency should be essentially equal to (vo/x) . As can be seen in Figs. 7 and 8, this quantity can be fixed experimentally to a small fraction of a percent .
The average amplitudes of M and R depend exponentially upon the values of x, y, and a, and R also depends linearly upon vo [see Eq . (3 . 3)] . A change in the value Fic . 7 . Data on \a(4) compared with the theory for two values of vo . The dashed curve is for the a priori scale frequency; the solid curve is for vo 1% lower and x and z readjusted for best agreement . Fig . 7 . of x (which is between 4 .5 and 6 .1) of 0 .1% means a change in 2x. of from 0 .009 to 0 .012 and a. consequent change in the amplitude of R (for fixed y, z, and v o ) of about 1 o, which is easily measurable . The model is thus very-sensitive to the differences between x, y, and z . The effect of adding a constant to all of them, however, would only be apparent in the effect which it would have upon the oscillation period and to a lesser extent upon the onset of oscillations. If one chooses a value of y, the values of x and z may thus be determined to an absolute accuracy of better than -X0,005, which is a relative accuracy in. x of about ±0 .1%i % . Then, from the experimental value for the oscillation period (measurable to about s~o) the value of vo may be established to about 3% . The value of u may be established (±I0%) essentially independently . If, on the other hand, one does not assume that y is known, the oscillation onset frequency must be used to determine vo, then the period (and hence vol/x) to fix x, and finally the average amplitudes to fix y and z . In this case, none of the parameters can be more precisely determined than the onset of oscillations, that is, plus or minus a few percent . Fortunatelyr, there is an independent way of establishinf; y, since it is simply 2, times the inner coil's mean diameter divided by the coil wavelength . The best value, based on measurements of the coil ti riot to potting, is given in Eq . (-1 .1 ) . e he uncertainty clue ecl there,~propagated as indicated above, only leads to an additional uncertainty of about 0 .1%> in the scale frequency v o .
As was previously indicated, all these conclusions, which are based upon the form of the model and in particular upon Eq . (3 .3), were q-t.a n.iitatively verified by numerical tests applied to the full model, Eq . (A17) .-Fur these reasons, aside from the numerical tests just mentioned and some initial experiments with automatic curve fitting routines, the theory was adjusted to ft the data on each case in two distinct steps .
In the first step, y was fixed at its a priori value, given in Eq . (4 .1), and vo was fixed at its a priori value, computed from (NO-1 in Table II and Eqs . (3 .2) and (4.1) . Then x, z, and u were adjusted until a best fit was achieved . The criteria of best fit were both a minimum value of SE and aa visually good fit in the features (1) . (2), and (5) listed above . Misfit in either features (3) or (4) was ."taored it this stage .
For each sample and field, Table III lists the minimum standard error obtained and the values of x, z, and u that were used . For each sample, Table III also lists the a priori value of x [calculated from Eqs . (3 .2) and (4 .1), the diameter given in Table I , and the contraction given in Table IT ] . Also tabulated for each case is the value of Mo predicted by the model (calculated from the best-fit value of z), the apparent resistivity of the sample hi the magnetic field B o [calculated from Bo and u in Table III and from (lie)-t from Table II] , and a modified resistivity ratio p(293°IL)/p(4°.1f,B o) . This resistivity ratio s' differs from the residual resistance ratio for the sample by an amount depending on the m agnetoresistance of the material .
The theoretical (solid) curves in Figs . 2, 3, 9, 10, and 11 are those calculated from . the parameters in Table III . It is clear from these graphs and from the tabulated values of the standard error that the a priori values of y and v o are reasonably consistent with the data in . at least most of the cases .
The second step in fitting the model to the data involved adjusting vi) for best agreement . In particular, v o , x, and z were all adjusted to reproduce the oscillation period, feature (3) above, as accurately as possible, while maintaining the previously obtained agreement with the average amplitudes of Al and R . The criterion of fit was exclusively the visual fit, since it was felt that the residual systematic deviations (described below) might bias the location of the minimum value of SE . In every case, however, SE did decrease during this stage of the fitting . The ratio of the best-fit scale frequency in each case to the corresponding a priori value is listed in Table 1V , along with an estimated uncertainty in the determination of the best scale frequency. These uncertainties do not include any contribution from the calculation of the a priori scale frequencies .
Had the value of •v been allowed to be freely ho r the apparent best vial e or an might have ili~fer~2 d from tie a priori value by several more precept, rl ills would,, however, have required a correspondingly large change
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HALL COEFFICIENTS OF Al, In, Na, AND K 651 in y which would be inconsistent with its known value given in Eq . (4 .1) . The contribution to the uncertainty in the best value of v o caused by the uncertainty in y quoted in Eq. (4 .1), along with a plausible allowance for anisotropic shrinkage of the epoxy, was combined with the uncertainties in B o and yo in finally computing the experimental Hall coefficients listed in Table II .
The procedure described above does not guarantee that one will find that set of parameter values which strictly minimizes the standard error . The standard error, however, only measures the agreement between Lhe model and the observations of M and R, while the above procedure also requires that the parameter values used shall be consistent with the other independent measurements of the coil dimensions . It is believed that the parameter values chosen as "best" are, within their listed uncertainties, equal to those values for which the standard error is minimized subject to the auxiliary conditions given by Eq . (4 .1) . Although it was not possible to prove conclusively that this was so in each case, sufficient numerical experimentation was done to make it seem highly likely. In particular, the values given in Table II for the experimental Hall coefficients are believed to differ by less than their listed uncertainties from the values required for best agreement of the particular model described above, and expressed in Eq . (A17), with the experimental data both on lM and R and on the coil dimensions . oscillations are of a smaller magnitude than would be consistent with the value of u necessary to reproduce the higher-frequency oscillations (e .g ., see Fig . 10 ) . The exceptions were all for short samples .
The final category of discrepancy is that of distortions in the shape of the curves . These distortions were most pronounced for the shortest sample, Al(l), but were apparent to some extent in the data for the other short samples and for In(2) at the reduced temperature . An example of these distortions is shown in Fig . 11 .
Here the highest-frequency peaks fit reasonably well, the middle ones appear a bit skewed, and the lowestfrequency peak is grossly distorted .
The probable explanation of each of these effects is discussed in Sec . VIII . v0, some systematic discrepancies remained . These systematic discrepancies, which were frequenely larger than the observational uncertainties, can be classified into the following three categories .
The most common effect was a sloping baseline . In Fig . 9 , for example, the experimental R data have the same general behavior as the theoretical curve, but they seem to differ by an additive function which increases monotonically with increasing frequency . This effect also occurs with some of the A curves . The amplitude of the oscillations as well as their decay rate at higher frequencies are both controlled by u . In several cases, it is not possible, however, to fit both aspects in a completely satisfactory manner with any value of u. In nearly all such cases, the first few Fic . 11 . Data on Al(l) . These data show the greatest qualitative discrepancies from the theoretical curve of all the cases analyzed .
VIII. DISCUSSION OF RESULTS
In general, the agreement between the theory and the observations is strikingly good . Certainly all of the gross features and many of the fine details can be reproduced quantitatively for reasonable values of the parameters . Table III , we see that for aluminum and indium the best-fit values agree with the values calculated from the measured diameters and tabulated thermal contractions to within their accuracy. The constancy of the best-fit values of x for In(2) at several fields and temperatures (in several experimental runs over a two-month period) is also striking .
Considering first the values of x in
Similarly, we see that the values of x for the sodium and potassium samples are all equal to or somewhat less than the calculated values (based on the nominal inside diameters of the containing stainless-steel tubes combined with the thermal contractions appropriate, not to the stainless steel, but to the alkali metals), indicating that there was a thin oil and ; or oxide layer between the sample and the tube and that the samples shrank free from the wails of the tube around at least a, portion of their perimeters . This latter observation is of some importance, since, if the alkali metals had bonded to the steel-tube walls (as might have happened had they been vacuum cast), the density of the samples, and hence their theoretical Hall constants, would not have been as given in Table IL This also shows that the FIG . 12 . Calculated versus observed inductance in the absence of a sample . For each case in Table III the value of Mo calculated from the best z (and corrected to Bo=O) is plotted versus the actual no sample inductance observed the same day . The dashed line indicates the value for Mo calculated from the a priori y and z . experiments were done on essentially unconstrained samples .
The constancy of x for a single sample is even better than the agreement between samples of nominally the same size . This is probably an indication of a real variation in the sample diameters by a. few thousandths of an inch .
The values of z required for best fit fluctuate more than might be expected . A comparison of the values of M 0 , calculated from these values of z, with actual measurements of the inductance without a sample taken on the same days indicates, however, that this is principally a reflection of real shifts in M 0 . A plot of calculated versus measured values of M o is shown in Fig . 12 . The points at the lower left came from some early measurements ; those in the middle all came from measurements taken about two months later ; while those at the top and right all were from a few runs in between . Apparently the empty-coil inductance was different at different times when the coil structure was inserted in the magnet and cooled down . An effect which was allowed for in plotting the graph is the dependence of M0 on the static-magnetic-field strength . This arises from the field-dependent susceptibility of the superconducting wire in the magnet and amounts to a change of over 0.1 ,cH in o at 55 kG . Also indicated on the graph is the value of o predicted by the theory from the a priori values of y and z in Eq . (4 .1) . Since the absolute calibration of the bridge for inductance measurements is in doubt by~?o and the uncertainties in y and z can account for about 2 0 uncertainty in the predicted du o , the agreement is entirely satisfactory. The presence of the superconducting magnet modifies the observed ' o, and cutting off the integral in Eq . (Al7) at g 2 modifies the predicted value . Both of these m odifi c a t i o n s a r e , h o w e v e r , considerably smaller than the uncertainties mentioned above .
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The apparent sample rcsistivities quoted in Table Ill were compared with independent n easur :meats on each sample, except Na(1), taken by the eddy-current-decay technique of Bean el at . , 7 The values obtained by the two methods for each sample were equal to within a factor of 2 or 3 . Note that the two methods are measuring diilerent quantities, since the resistivity is expected to vary-with magnetic field and since the two techniques will weinht the sample surface differently . These facts plus the insensitivity to u of the fit of the model indicate that the agreement is satisfactory .
The theory of the experiment is based upon the assumution of a local relation between the electric field and the current density in the sample, Eq . (3 .1) . In order for this to be valid, we must have 'y oA<1, where A is the mean free path of the carriers . We also require that their cyclotron radius shall be small compared with the characteristic distance in which the fields vary radially, but, it turns out, this leads to the same condition in the free-electron approximation (for which u=w~r) . If a is somewhat less than u y r because of rmagnetoresistance, the radial condition is less stringent than the axial one . Using a free-electron model (which should be quite good for these metals), we can estimate A from the resistivities in Table III . The values of -ya\ are all less than 0 .1, except in the cases of AI (1) and In(2) at 2°K, for which it is about 0 .2 . Nonlocal effects are therefore not expected to be observable . (The principal effect would be a change in the apparent resist.ivity of at most a fraction of a percent .)
The theory also assumes a completely uniform static magnetic field . In fact, it varied by a small amount over the length of the coils (s% to a% in the two magnets used) and by a substantially larger amount over the length of the samples (up to 3 .5% for the longest sample) . We must therefore consider what effects these nonunifornuties might have caused .
A simple physical argument shows that the nonuniformity of Bo outside the coils caused no perceptible effects . In the Spirit of a WKB approximation, if the magnetic field changes by a small fraction within each wavelength, the axial wavelength will simply change to a value consistent with the frequency, radial wavelen,, th, and local value of Bo . When the wave reaches the end of the sample, it will be reflected, and upon returning to the coils, will undergo the same changes in reverse . Since the field at the ends of the sample is lower than in the center, the axial wavelength will also be smaller ; thus the only effect is that the sample will effectively be more wavelengths long. Furthermore, the damping length for the wave is proportional to a times the helicon wavelength, and since a is also dependent upon B o , this will tend to increase the effective sample length measured in damping lengths even more . Rough calculations show that these effects added no more than 21 C . P . Bean, R . W . DeBlois, and L . B . Nesbitt, J . Appl. Phys. 30, 1976 Phys. 30, (1959 .
a fraction of a damping length to any of the samples used in this study, however . Nonuniformity of B o within the length of the coils is quite another matter . If the axial wavelength of the helicon wave launched by one part of the coil has changed when it reaches another part of the coil, it will no longer be in phase with the incident field and will not be optimally reinforced . Thus a, small nonuniformity in the static field within the coils is roughly equivalent to a small nonuniformity in the wavelength of the coils . The effect that this might have is suggested by the curves in Fig . 2 . The dashed curves are what the theory predicts for infinitely long drive and pickup coils in a perfectly uniform: static field . The solid curves result from integrating over the nonuniformity (or indeterminacy) of the coil wavelength occasioned by its finite length . The primary effect is to reduce the oscillation amplitude, especially for the first few peaks . This suggests that possibly the second class of systematic residual deviations mentioned at the close of Sec . VII might be explained by the nonuniformities of the static field over the length of the coils .
Consider now how the finite sample lengths may have affected the observations . The effects of the ends will be noticeable only if the helicon wave launched by the coil can travel to the end, reflect, and return with an appreciable fraction of its initial amplitude . Since the damping length of the helicon wave is proportional to its wavelength times u, this means that the effect will be most prominent for the shortest samples with the highest values of u . For large values of the reduced frequency, v/vo, the wave is refracted sharply toward the axis upon entering the sample, and so it must travel more wavelengths to reach the end . Therefore, in those cases where end effects can be observed, they will be most prominent for low frequencies .
The effect of the wave reflected from the end will depend upon the phase with which it returns to the coil, and hence will change as either the frequency or the sample position in the coil is changed . Since the reflected wave can either increase or decrease the total amplitude of the internal fields by constructive or destructive interference, one manifestation of these effects may be an apparent change in the parameters u or x with sample position . Furthermore, since the effect will depend on frequency, it can cause a shift in the positions of the minima and maxima of 1111 and R which can cause an . apparent skewing of the peaks or even change the apparent value of so .
At the lowest frequencies, where the damping is least, the helicon wave may be able to travel the length of the sample several times and thus set up relatively sharp dimensional resonances which will depend upon the total length of the sample and its axial position inside the coils .
Examples of all of these effects were found, most prominently with Al(1) and Na(2) . In(1) displays what HALL COEFFICIENTS OF Al, , Na, AND K 6 55 may be similar distortions, while Na(1) and Na(3), the only other short samples, were relatively free of them . These observations are consistent with the remarks above, since Al(1) was the shortest sample and had one of the highest values of u, and Na(2) had a similarly high u. Although In(1) and Na(1) were about the same length as Na (2), the value of u for In(l) was less than that for Na(2), and u for Na(1) was lower still . Na (3) was the only short sample with the smaller diameter . The smaller diameter greatly reduced the values of M and R ; distortions in them were apparently reduced even more . In all cases in which changes in the axial position of the sample caused observable variations in Yr and R, they were periodic and had a period equal to one-half of the wavelength of the coils, in agreement with the arguments presented above .
The maximum variation in the apparent scale frequency was about ±1% for Na(2), about one-half as great for Al(l), and inappreciable for all of the other samples .
One consequence of these explanations of the last two categories of systematic residuals is that one cannot expect the "best" values of u to be very reliable . The variation in B o over the length of the coils will lead to choosing too low a value of u, while the possible sharp dimensional resonances and the over-all change in the amplitudes of M and R will lead to choosing too high a value.
The only class of systematic deviations between the theory and the observations remaining to be explained is the sloping baseline . This, it appears, may have been caused by applying incorrect "corrections" to the original data . As was explained in Sec . IV, data were taken on the variation of M and R with field and frequency for the empty coil . These variations were caused by stray capacitance in the bridge circuit and by eddy currents in the magnet . The observed variations were treated as corrections and were simply subtracted from the original data before any analysis was attempted . Certainly this is appropriate for that part of the effect caused by stray capacitance in the bridge circuit, but the case is not so clear for that portion caused by eddy currents . The wave fields external to the coils which cause the eddy currents will be modified by the presence of a sample, and so this part of the "corrections" should be modified in some nonobvious way . Changing the corrections used by a modest fraction could in all cases remove the observed sloping baseline . It appears that this is the most likely explanation of this effect .
If these explanations can be accepted, one can say that all of the observations are quantitatively explained by the model with suitable parameter values, making reasonable allowance for those aspects of the experiment that did not quite conform to the assumptions of the theory. All of the parameter values obtained in the fitting of the theory to the observations except v o have been discussed and found to be within the experimental uncertainties of their expectedd values . The ratios in Table IV are, in each case, the ratio of the experimentally best scale frequency to the a priori v o . The experimental value was determined by examination of graphs such as Figs . 7 and 3 . The scale frequency was chosen for best agreement with the observed periodicity in 111 and R . The value of the standard error achieved was used as a guide but not as the determining criterion, since its indication could be biased by the systematic residuals described at the close of Sec . VII . The a priori scale frequencies were calculated from the values of (Ne) -'i in Table II , the value of B o , and the value of 'yo in Eq . (4 .1), using Eq . (3 .2) . The uncertainties given in Table IV Table II may explain some of the deviation of all of the ratios for one material from unity, but again would not affect the spread in values for that material .
The first conclusion that one can draw from the data in Table IV is that for each material the ratios are consistent . This conclusion justifies calculating a value for the experimental flail coefficient of each of the materials from a weighted mean of these ratios. These experimental Hall coefficients are listed in Table II . The uncertainties quoted there include an allowance for the uncertainties in Bo, -y o, and y, as well as the uncertainties in the weighted means of the ratios in Table IV . With the exception of sodium, the experimental Hall coefficients of all of the materials are very close to the theoretical values, indeed, closer than the quoted uncertainties would lead one to expect . This makes the relatively large deviations from unity of the ratios in Table IV for Na(1), Na(3), and na,(4) and the definitely smaller deviations for Na(5) seem likely to be significant .
One possible clue to understanding this anomaly is the fact that of the materials studied, only sodium undergoes a martensitic phase transformation at low temperatures. Barrett' 2 claimed that the densities in the two phases were equal to within his experimental accuracy, and so one would not expect the transformation to alter the Hall coefficient perceptibly . But since it is known that the phase change alters the intrinsic resistivity of sodium," perhaps this point should be studied in greater detail .
It must be pointed out that since the uncertainties in the experimental Hall coefficients R 1, quoted in Table II are riot much larger than those quoted for (l'e) i, no great improvement in the test of their 18J. S . Dugdale and B . Gugan, Proc . Roy . Soc . (London) A254, 184 (1960) . equality can be expected simply from improvements in the experiments reported here . if one does desire to measure IJ.all coefficients to higher accuracy by , this technique, one should arrange to use very much longer samples and a much more uniform static magnetic field (att least over the region of the coils) . It would also be desirable to make a precise determination of the coil radii at helium temperature by some direct technique, since their values (together with the coil wavelength) are needed for the most precise determination of R 11. In order to use improved Hall measurements either as a test of the theory of metals or to search for magnetic breakdown in materials with presumably closed Fermi surfaces, one must have comparably accurate data on the number density of the atoms in the sample . This means that one should be prepared, especially for sodium, to take both Hall and x-ray measurements on the same sample without warming it in between .
IX . SUMMARY
The theory developed in this paper, following Legendy's prescription for dealing with helicon-waveboundary-value problems, quantitatively describes the observations on the inductance and resistance of a special coil system surrounding a cylindrical metal sample parallel to a large static magnetic field . In particular, the large power dissipation which depends only weakly on the sample material's resistivity and which was a key prediction of Legendy's has been observed, and all of the predicted properties have been verified quantitatively . This validates his approach and, in particular, his suggested boundary condition the continuity of all components of the wave magnetic field at the sample surface-without which the large power loss would not have occurred .
The Hall coefficients of aluminum, indium, sodium, and potassium have been measured and shown to be equal to their theoretical high-field values to within an experimental accuracy of about 1/2%, although the data suggest that there may be a small discrepancy for sodium . The theoretical values were calculated by assuming one electron per sodium or potassium atom and one hole per atom of indium or aluminum, although the signs of the Hall coefficients were not checked in this experiment .
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APPENDIX : DERIVATION OF THEORETICAL MODEL
In this section, the exact expressions for the expected values of the mutual inductance It and mutual resistance R are derived . The geometry assumed is indicated in Fig . 1 . Starting from a primary-coil drive current A cost., the magnetic field everywhere is calculated . Then the secondary-coil voltage is calculated from the tune rate of change c the flux linking it . Finally, using Eq . (2 .1), the results are expressed in terms of 37 and R .
We shall write vector quantities in any one of three forms interchangeably : bold face type, e .g ., B ; a scalar times a unit vector, e .g ., B o^z ; or in component form enclosed in parentheses, e .g ., (BT,B,,B,) . Whenever components are used, they will be referred to a cylindrical coordinate system with the z axis along the static magnetic field at the center of the sample and coil system .
The total magnetic field (r,1 .) can be written as the sum of the static field B oz and the wave field b(r,t) . Inside the metal the electric field E(r,t) and the current density j(r,t) are assumed to be related by where .I (x) is the Vessel function of the first kind of order n, and and 1~ (x) are the modified Bessel functions of the first and second kinds .i 9 and Ko'zr , These definitions were reversed in t cr . 4 . where bz(r,t) is the z component of the total wave field . Since the radius of the secondary coil P is greater than that of the primary d, it is convenient to change the lower limit on the r integration from zero to infinity, This is permissible because the flux lines of the wave field are closed . Using this form, the integration is only over region I, and so only C 1 land hence ,~t ) need be evaluated .
For smite values of u (i .e ., p~z 0), the function F, and hence the f> " can be evaluated only numerically .
The flux linking the secondary coil is
The form of the fields in region III has been given by Legendy. 4 The magnetic-field amplitudes are given by There are three regions to consider when calculating the wave fields : Region I is the vacuum outside the coil (r > d), region II is the vacuum inside the coil (d> r> a), and region III is the interior of the sample (0<r<a) . Since we are neglecting displacement currents, the solutions in regions I and II are magnetostatic fields and must vanish as r > co . The other boundary conditions on the Fourier-component amplitudes are where g='y/yo and 0<s<' . The coil has wavelength X and consists of 20 sections, each sX long and containing N turns. The nominal coil wave number is y o and equals 27r/A . The quantity -X 2 (y) is plotted in Fig . 4(b) .
We may now write the primary-coil current density as A change in the sign of a-, at most changes the sign of the corresponding coefficient C4 or C 5 . The solutions for the five coefficients are as follows :
where &(x) is the Dirac & function . The linear winding density (in turns/meter) A() is the same for both coils and is plotted in Fig . 4 
(a) . Its Fourier transform X(,) is defined by
The quantities s a_ and a, are defined in terms of the sample properties by Sat) 3A using 11; (3 .l), w have, Analy,
