Abstract. The proper measure of closed-loop performance variation in the presence of modelplant mismatch is discussed in this paper. A generalized closed-loop error transfer function, which is a special representation of the dual Youla parameter and has a close relationship with the pointwise ν -gap metric, is proposed as the suitable means of representing closedloop performance variation in case of plant perturbation, and the closed loop performance variation measure is accordingly defined as its maximum singular value frequency by frequency. It is shown that this measure is essential and informative in characterizing closedloop performance variation. This measure is also shown to be readily applicable to on-line closed loop performance assessment or monitoring, even without the explicit model of the plant. Its variant, defined as the η -function, which features the relative performance variation as well as generalized stability margin variation with respect to the nominal plant, is also discussed.
Introduction
In this paper, we deal with robust performance assessment of feedback control systems.
There are many methods of assessing robust performance of controllers based on known process models and their uncertainties in the controller design stage. However, there are relatively few methods of assessing achieved robust performance of controllers that have been implemented in the process using plant operating data through some designed closedloop experiments. * The author to whom all correspondences should be addressed.
Since the first systematic study on control loop performance assessment by Harris (1989) , it has been now widely recognized that performance assessment is very important in process industry. Research on control loop performance assessment has attracted significant interests from both academia and industry over the last 10 years. Many notable contributions can be found from, for example, Desborough and Harris (1992) , Stanfelj et al. (1993) , Kozub and Garcia (1993) , Lynch and Dumont (1996) , Tyler and Morari (1996) , Harris et al. (1996) , Huang et al. (1997) , Kendra and Cinar (1997) , Thornhill et al. (1999) , Qin (1998) , Gustafsson and Graebe (1998), Huang and Shah (1999) and many others.
However, most studies on controller performance assessment have so far focused on evaluating performance such as output variance. One common but also natural question often raised by practicing engineers as well as academic researchers is the robustness or robust performance of control loops. Clearly, the measure of performance itself alone is not sufficient to determine how good a control loop is. A well-designed control loop needs not only to have good performance but also possess certain robustness to tolerate varying process dynamics or model-plant mismatch. Therefore, a measure on robust performance is highly desired in practice.
The robustness issue in control systems has long been an active research area in control community (Zames, 1981) . From a pragmatic point of view, robustness problem in control systems can be considered as being consisted of two closely related aspects: stability robustness and performance robustness, with each focusing on a different side of the robustness problem. Roughly speaking, the former mainly concerns with the analysis and design issues on how to stabilize the plant given that the plant to be controlled is subject to certain kind of uncertainty, while the latter mainly focuses on the performance degradation due to the uncertainty. It is of course possible that the two aspects can sometimes be simultaneously considered in the controller design procedure, but this may often lead to a too complex problem that makes it practically intractable. However, the two aspects of robustness issues (stability robustness and performance robustness) are intrinsically related. It is intuitive that inevitably performance will be severely degraded before the closed loop system goes to instability, if the plant is perturbed in a somewhat continuous way. In other words, stability margin deterioration often comes with the degradation of the performance (through a properly defined measure of performance degradation).
One important issue in dealing with the robustness problem is the description of uncertainty. In stability robustness problem, there are several well-known descriptions of plant uncertainty with each leading to different kind of problems and having its own interests in applications. These descriptions of plant uncertainty are, however, not best suited for closed loop performance robustness analysis. The reason is that these uncertainty descriptions are expressed in an "open loop" setting without taking into account the presence of the controller, and thus conservatism is often unavoidable when evaluating the performance variation in closed loop setting. For example, suppose a plant P is perturbed to P P ∆ ∆ = + ; here we take the additive uncertainty description for the perturbed plant. It is well known that the large open loop uncertainty ∆ does not necessarily imply that the difference between the closed loop systems of the two plants with the same controller is also large, due to the presence of the controller. The converse is also true. However, in dealing with the performance robustness problem where performance instead of stability is of major concern, it is reasonable to focus our attention on those perturbations that do not de-stabilize the closed-loop systems. Thus, in describing the uncertainty which is pertain to performance robustness analysis, we can take the advantage of the knowledge of the controller, as will be seen in section 3.
In control engineering practice, one usually designs the controller based on a nominal model. However, plant models are often subject to certain kind of uncertainty. It is thus desirable not only to design a controller which gives a good performance for the nominal plant, but also to guarantee a satisfactory performance for the perturbed plant. In the controller design phase, one can of course take the uncertainty of the plant into account, using some developed robust control theories or techniques. However, existing robust control theories are often either too conservative or too complicated such that they practically prohibit practitioners from using them. In fact, when a controller is claimed to be robust it always (sometimes implicitly) implies that it is against some specific type(s) of uncertainty.
Uncertainty descriptions, which are usually chosen by the controller designer based on some ad hoc priori knowledge, could seldom be perfect to a particular application. It is thus believed that most often the final justification of the robustness of the designed controller has to be testified through on-line experiments. This is tantamount to answering the following questions, to which the control engineers are often concerned with: does the practical system behave as good as what we design or as good as it is commissioned? How can we evaluate or validate it through a systematic experiment under closed-loop condition? This leads to the requirement for a suitable measure of the performance variation that is easy to be estimated through a properly designed on-line experiment, and is the focus of this paper.
In this paper, we introduce a well defined, informative measure of closed loop performance variation, and show that this measure is not only theoretically elegant, but also has potential to practical applications. In the following sections we restrict our discussion to the performance issue related with feedback properties and all the plants are assumed to be linear time invariant.
Practical Performance Consideration
Practical control system performance evaluation may include many aspects. For example, disturbance attenuation, setpoint tracking error, damping ratio and overshoot, etc., are some of the typical performance indices posed in time domain, while some other requirements are expressed in frequency domain, such as bandwidth of the control system, frequency. In fact, in measuring the perturbation of a matrix, it seems that we can choose any matrix norm. The reason we prefer the maximum singular value is that it is the induced norm ("gain" of the matrix at each frequency point), and is thus, as is well recognized, best suited for robustness problems among all other matrix norms. Based on this argument, it is quite safe to say that if all of the variations of closed-loop transfer functions are small, according to the above-defined measure, then the performance degradation is, in any meaningful sense, small. It seems that in evaluating the performance variation, we can (and, to be safe in most cases, have to) check each of these closed-loop transfer function perturbation by the 
Generalized Closed-Loop Error Transfer Function
In this section, we define a generalized closed-loop error transfer function, and show the nice properties of this notion.
Before proceeding, we need the notion of coprime factorization. It is well known that any transfer function P of a system admits the right and left coprime factorizations as e.g., [5] .
We start with a brief introduction of the notion of dual Youla parameterization. The following proposition is the well-known dual Youla parameterization of all systems that are stabilized by a given controller.
The set of all plants that are stabilized by controller C is given by
where M ,N ,U ,V ∞ ∈ RH , and the two pairs ( ) As P in proposition 1 is usually considered as the nominal plant, for a given perturbed plant C P ∆ ∈ S , we can see from (1) that the Youla parameter is given by
This provides a natural uncertainty description of the perturbed plant that is suitable for performance robustness analysis, provided we restrict the perturbed plants to those that do not de-stabilize the original closed-loop system.
However, given any two plants and a stabilizing controller, ∆ given by (2) is not unique, depending on a somewhat arbitrarily chosen coprime factorizations of the nominal plant and controller. To overcome this, a natural way is to define the coprime factorizations in a manner that is meaningful in the sense to be discussed shortly. We give the following definition:
The Generalized closed-loop error transfer function (GCLETF) between two plants, 1 P and 2 P , is defined as Thus, due to the uniqueness of the normalized coprime factorization, given any 1
, C P P ∆ defined by (3) is unique. We also note that (3) is the direct consequence of (2) if we require that both the left and right coprime factorizations for the controller are A nice feature of definition (3) One of the main properties of the GCLETF is reflected in the following theorem.
where
is the closed loop transfer function from Proof. By some simple algebraic manipulations we can have (6), we obtain 
Note that 5 6 and
6
% % are right and left normalized coprime factorizations respectively. Therefore ( )
, ,
This completes the proof.
This theorem reveals why we need the normalized coprime factorization of the controller in the definition of the GCLETF. 
The implication of theorem 1 is reflected in the following proposition, which is a 9 straightforward result from (4) and the properties of the matrix norm.
Thus the important feature of
, , 
, C P P σ ω ∆ provides a safe and informative visualization of the closed loop performance variation over any frequency range of interest.
Generalized Stability Margin and the η -Function
One interesting question is, given any two plant models, 1 P and 2 P , can we estimate a lower bound of
prior to any knowledge of the controller? In this section, we show that this question is naturally related with the pointwise ν -gap metric (for detailed ν -gap metric theory, the reader is referred to [21] , [22] ), and further show that the GCLETF has more meaning than close loop performance variation in that it is strongly associated with the robustness of the closed loop system. We further introduce the η -function, which can be considered as a relative version of the GCLETF, as a means of evaluating the generalized stability robustness variation. 
which represents the distance between the two plants 1 P and 2 P frequency by frequency. It is known that ( )( ) A . Suppose that a controller C stabilizes plant P , then the ρ -function is defined as
It is known that ( )( ) ∈ H and ( ) 1 
Thus, based on proposition 3, κ -function can be interpreted as the pointwise ν -gap metric (provided ( )
, while ρ -function can be interpreted as the pointwise generalized stability margin. Usually, a properly designed controller should have a reasonably large ρ -function in order to sustain robust stability against plant uncertainty.
The following proposition reflects the relationship of ( )
Proposition 4. For any 1 2 , ,
Proof. This is a slight generalization of corollary 6.5 in [21] and the proof is omitted here.
One of the implications in Proposition 4 is that, giving any two plants, 1 P and 2 P , no matter what controller is used, there exists a performance variation limitation (or performance robustness limitation) bounded below by the (controller independent) pointwise ν -gap metric
ω . This also shows that the ν -gap metric is useful not only for stability robustness study, but also for performance robustness evaluation.
For a SISO plant, the ρ -function has an interesting alternative interpretation, as shown in the following corollary:
Corollary 5. For SISO plant we have
Proof. This can easily be obtained from the proof of theorem 6.3 in [21] and is omitted here.
Thus, the inverse square of ρ -function can also be interpreted as the sensitivity function of the closed loop performance with respect to plant perturbation in terms of the pointwise ν -gap metric. This implies that small ρ -function at some frequency indicates that the closed loop performance is more sensitive to those perturbations that affect the plant characteristics at that frequency, and vice versa. Thus, from this performance sensitivity aspect, large ρ -function for closed loop systems is again desired.
It is sometime useful to use the "worst case" version of
, : sup ,
It is easy to show, from the algebraic properties of ( ) highly desirable for the measurement of performance degradation since it captures one of the fundamental features of the measure of performance degradation in that significant performance degradation will definitely occur when the closed loop system is becoming unstable. A direct result of Proposition 4 is that (also see [21] 
This implies that ( ) In practical applications, it is sometimes more convenient, and perhaps more meaningful, to use the relative measure of performance variation with respect to the nominal plant, defined as the following η -function
, , ,
The rationale of using this measure is seen from the following proposition:
Proposition 6. Suppose that a controller C stabilizes both (nominal) plant P and (perturbed) plant P ∆ . Then we have the following inequalities
and if ( )( )
Proof. The proof can be readily achieved by using the triangle inequality of the norm and the 13 definition of the η -function, and is omitted here.
Inequality (18) interpreted not only as the relative measure of performance variation with respect to nominal performance, but also as an indication of the generalized stability margin degradation.
We also note that, since the ρ -function is always smaller than 1, we have from (17)
ω gives an upper bound of the η -function. This implies that if
ω is much smaller than 1, we can be fairly safe to conclude, without referring to the η -function, that the deterioration of the generalized stability margin is small, as this implies that ( )( )
ω is much smaller than 1 by (20) . This property is particularly useful since in closed loop performance monitoring the model of the plant may not be required in identifying the GCLETF, while in estimating the η -function the model of plant is necessary, as we will discuss in section 5.
Evaluation of Performance Variation in Practical Systems
In this section, we show that one of the appealing feature of the generalized closed-loop error transfer function is that it can be estimated through systematic closed loop experiment.
This feature is particularly useful in closed loop performance assessment/monitoring for model-based control systems.
Suppose that we have a model of a plant, denoted by P , and a controller designed based on this model. We do not concern about how the model is obtained and how the controller is designed. In other words, we always assume that the controller is designed to the satisfaction of the designer and can thus be taken as a user-defined benchmark. The issue we are interested in is: does this controller behave as good as we expect when connected to the actual plant? Or is the control system behaving as good as before in case of suspicious plant changing? In this section, we propose a systematic procedure to handle this issue.
Refer to the practical feedback control system of Fig. 2 , where u r and y r are known input signals (e.g., excitation or probing signal), v is unknown external (disturbance/measurement noise) input, P ∆ denotes the actual plant, and C is the controller designed based on a model P of the plant.
where U % , V % and U , V are the normalized left and right coprime factorizations of controller C respectively. 
left multiply this equation by . Also note that r and v are uncorrelated. Thus # 0 0 % % can be identified using standard system identification methods with r and z as input and output data respectively, provided r is properly designed (persistently exciting, for example) (see e.g. [13] ). Since we use r instead of directly using In practice, ( )
can be used as a primitive index of performance degradation.
Usually, small ( )
implies that the performance degradation is acceptable.
However, if
( )
is large, we can not simply say that the performance degradation is unacceptable. In such case, it is preferable to use the more informative Furthermore, it can also provide a guideline in re-designing the controller. It is also worth noting that the η -function, which is preferred for some case, can be readily calculated by (17) once the GLCETF is identified, since ( )( ) , P C ρ ω is available by assumption.
It seems that the perturbed plant can be obtained through some system identification techniques, either in open loop (see e.g. [13] ) or in closed-loop (see e.g. Vu Uy Vu Uy r We also note that this feature may not hold for the case where the two generalized closed loop error transfer functions on the left side of equation (26) are separately identified.
It is also worthwhile to note that from model validation perspective, # 0 0 % % can be considered as a special model error models in a closed loop setting, if P is the model to be evaluated and 0 % is the true plant (see [4] , [14] ). However, from the performance monitoring or control-relevant model validation point of view, if the controller is the actual controller, the model quality can be evaluated by 
Numerical Examples
In this section, we illustrate by numerical examples how to use the GCLETF and the C η -function to evaluate the closed loop performance variation. Two cases are considered: the first case is to assess the robust performance of a closed-loop system, given that the controller is designed based on the (identified) model of the plant; while the second case is to monitor the closed loop performance in case of plant change.
Case (A): Model based robust performance assessment
In this case, we demonstrate through a systematic procedure how to use the GCLETF as 
= + +
Here, and in the sequel, we use the hat to denote the corresponding estimated quantity.
P P η ω can be accordingly computed. Figure 4 shows the plots of Furthermore, both of the GCLETF and C η -function achieve their maximum value at the highest frequency of interests, i.e., the Nyquist frequency ( /sec) rad π , which is fairly higher than the crossover frequency. Based on these arguments, we can safely conclude that the closed loop performance is well preserved when the designed controller is applied to the true plant, except for a slight performance deviation at high frequency. Thus, the performance of the designed controller is acceptable when it is applied to the true plant. In fact, we can further verify this by comparing the step responses of the closed loop system when the designed controller is connected to the model and the true plant respectively; the responses are shown in Figure 5 and Figure 6 . It is observed that they are very similar.
However, looking at the ( )( ) Again we use the same plant structure as that in Case (A), but suppose that the true plant is perturbed to Figure 7 . It is seen that the estimated ( )
′ is as large as 20.5976, which is significantly greater than 1. This shows that the closed loop performance is dramatically degraded from the originally designed closed loop system with this perturbed plant. In fact, from the step response simulation we can see that the perturbed closed loop system exhibits a highly oscillatory response, as shown in Figure 8 .
We note that in identifying ( ) 
Complementary Remarks
In It is worth noting that the proposed method can not tell if the controller is becoming "better" or "worse" when the estimated GCLETF is large. In fact, any benchmark-based evaluation strategies have the same "limitation" in the sense that being different from a benchmark does not necessarily mean that it is practically a poor controller. The proposed method in this paper can actually be considered as belonging to this category since we basically use a user-defined benchmark. This limitation, however, does not really hinder the effective application of the benchmark-based strategy as discussed next.
First, when the measured variation is large, even if it is resulted from "better" control loop in some sense, most likely we would have reason to question it unless we are able to further identify the root causes and to figure out some reliable evidences to prove that it is indeed "better". And this requires the designer to go back to check the design process and carry out some further analysis in order to finally claim that the controller indeed becomes better. This is basically the same action that needs to be taken when, in case of large variation, we interpret the controller as becoming "worse", or at least being not as good as it is expected. In other word, when a significant variation is identified, no matter whether it is resulted from a "better" controller or from a "worse" controller, we are at least being informed that there must be "something wrong" during the design process. And most probably we have no choice but to go back to check the design process. It is in this sense that the proposed method is useful.
On the other hand, it is a common sense in practice that when significant closed loop performance deviation from the nominal one occurs, most probably, but not always, this would practically imply that the controller performance is becoming worse rather than better.
The reason is that most often, in order for the control loop to have good performances such as tracking capability and disturbance attenuation, most controllers tend to be fine-tuned on site to make full use of their potentials under some practical constraints. In other words, most controllers are reasonably good controllers. Significant deviation from the nominal performance usually implies that the controller is either becoming over-tuned (excessively large gain) or under-tuned (insufficient gain to achieve its full potentials). It is therefore our opinion that if the closed systems deviate from its nominal performance, most likely the control loop is becoming worse rather than better in a practical sense. In such cases redesign of the controller is often necessary.
Conclusion
This paper has proposed a measure of performance variation in frequency domain in terms of the generalized closed loop error transfer function. This measure is shown to be able to capture all the essential information that reflects the performance variation due to plant perturbation. Furthermore, this measure is intimately related with the well-defined generalized stability margin, and is also informative in that it provides a visualization of the performance variation over any frequency range of interest. Also this measure can be used as closed loop performance monitoring through standard "open loop" system identification techniques, even without explicitly knowing the plant model. Such methodology can be considered as using the designed control loop as a user defined benchmark to assess the robust performance of the control system in the frequency domain when the plant is perturbed. The application of the proposed method is illustrated by numerical examples. 
