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Abstract
We propose hybrid methods for localization in wireless sensor networks fusing noisy range
measurements with angular information (extracted from video). Compared with conven-
tional methods that rely on a single sensed variable, this may pave the way for improved
localization accuracy and robustness. We address both the single-source and network
(i.e., cooperative multiple-source) localization paradigms, solving them via optimization
of a convex surrogate. The formulations for hybrid localization are unified in the sense
that we propose a single nonlinear least-squares cost function, fusing both angular and
range measurements. We then relax the problem to obtain an estimate of the optimal
positions. This contrasts with other hybrid approaches that alternate the execution of lo-
calization algorithms for each type of measurement separately, to progressively refine the
position estimates. Single-source localization uses a semidefinite relaxation to obtain a
one-shot matrix solution from which the source position is derived through factorization.
Network localization uses a different approach where sensor coordinates are retained as
optimization variables, and the relaxed cost function is efficiently minimized using fast
iterations based on Nesterov’s optimal method. Further, an automated calibration pro-
cedure is developed to express range and angular information, obtained through different
devices, possibly deployed at different locations, in a single consistent coordinate system.
This drastically reduces the need for manual calibration that would otherwise negatively
impact the practical usability of hybrid range/video localization systems. We develop
and test, both in simulation and experimentally, the new hybrid localization algorithms,
which not only overcome the limitations of previous fusing approaches, but also compare
favourably to state-of-the-art methods, even outperforming them in some scenarios.
Keywords: Hybrid single-source and cooperative localization, convex relaxation,
ranges, orientation, vision, wireless sensor networks.
1. Introduction
The “where am I” problem has always been a key issue in the field of technology, both
for human mobility and for robots/autonomous vehicles. Nonetheless, there are several
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scenarios, such as indoors or underwater, in which the most popular localization system,
the Global Positioning System (GPS), is not available and where location awareness will
soon become an essential feature. These environments pose challenges such as strong
multi-path/non line-of-sight propagation, diffractions or interferences, which lead to over-
meter accuracy for the majority of existing systems. Such accuracy may be insufficient
for numerous applications, and the key to overcoming this issue may lie on exploring
hybrid schemes [1].
Focusing on indoor environments, most of the proposed localization systems use only
one type of measurement, typically range [2]. Yet, as wireless sensor networks (WSN)
are becoming ubiquitous, it makes sense to try to infer positions from the spatial cues
provided by the various sensors on-board networked devices to improve the accuracy
and/or coverage. In this vein, the methods introduced in our work address centralized
localization problems fusing distances (obtained acoustically or via radio signals) and
angular information (emphasizing the use of video cameras).
Our approach is based on convex optimization and relaxation techniques, providing
a sound framework for dealing with potentially very noisy measurements from low-cost
network nodes. We propose a unified framework whereby range and angular information
is incorporated into a single nonlinear least-squares (LS) nonconvex cost function, and
the position estimates are obtained by relaxing it and finding the global optimum using
a single minimization procedure. This is preferable to hybrid “ping-pong” iterative re-
finement schemes that alternate between localizing sources/sensors using a single type of
measurement. These ad-hoc schemes may oscillate over time and require that an initial
configuration be estimated from one type of measurement alone, whereas in some con-
figurations of interest the number of available ranges or bearings, taken independently,
may be insufficient to determine the position unambiguously.
We highlight the following contributions of our work:
• A hybrid single-source localization method (FLORIS — Fused LOcalization using
Ranges and Incident Streaks) where the original optimization problem is relaxed to
a semidefinite program (SDP) whose one-shot1 matrix solution may be calculated
by a general-purpose convex solver. The relaxation is tight, yielding a high-accuracy
estimate for the source position through matrix factorization. A description and
preliminary performance characterization of this algorithm were presented in [3];
• A hybrid network localization method (CLORIS — Cooperative LOcalization using
Ranges and Incident Streaks) based on a so-called disk relaxation of the nonconvex
and nonlinear LS cost function. This approach retains the sensor coordinates as
optimization variables, but explicitly requires iterative processing to converge to the
global optimum of the convexified cost function. Its gradient-based nature allows
a parallel implementation, and Nesterov’s optimal method leads to a very fast and
accurate algorithm, whose iterations converge quickly with similar complexity to
much less efficient gradient descent methods;
• An automated self-calibration procedure that expresses range and angular infor-
mation, obtained through ranging sensors and video cameras, possibly deployed
1The term one-shot is used in the sense that only one problem is sent to the solver.
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at different locations, in a single consistent coordinate system. This is a critical
enabling component for our unified approach, where the cost functions include
both range and angular terms expressed in a common frame. Manual calibration
of the sensor networks is somewhat cumbersome, and streamlining the procedure
is essential to ensure the practical usability of a hybrid range/video localization
system.
The new methods, which operate in 2D, 3D or even higher arbitrary dimensions, were
fully tested both in simulation and in real experiments and achieved very encouraging
results. In particular, they outperformed other benchmark methods when measurements
were quite noisy.
Throughout, both scalars and individual position vectors will be represented by lower-
case letters. Vectors of concatenated coordinates and matrices will be denoted by boldface
lower-case and upper-case, respectively. The superscript (·)∗ stands for conjugate trans-
pose and (·)T for the transpose of the given vector or matrix. ⊗ represents the Kronecker
product, and ‖A‖F the Frobenius norm of matrix A. Im is the identity matrix of size
m×m and 1m is the (column) vector of m ones. For symmetric matrix X, X  0 means
that X is positive semidefinite. The cardinality of set A is denoted by |A|.
1.1. Related Work
In WSN localization, range information can be measured from absolute or differential
travel times [4], and usually produces robust results for ranges up to about 10 meters. It
can also be inferred, much less reliably, from received signal power [5]. Orientation (Angle
of Arrival) is used less frequently for localization in WSN [6], but remains a relatively
popular alternative for outdoor geolocation and navigation when GPS is unavailable or
unreliable [7]. In indoor scenarios orientation is a key enabler for augmented-reality
systems, which superimpose realistic synthetic objects on camera images. Distance and
orientation retrieved from video are very precise and reliable at short ranges and in the
absence of occlusion [8, 9], whereas ranging devices such as the acoustic Cricket system
used in our setup have moderate precision over an extended operating range [10]. The
complementary strengths of these sensors make them extremely appealing to be used in
synergy and seamlessly, paving the way to more accurate localization solutions.
Iterative and ad-hoc methods for WSN localization that combine range and angle
information have been proposed in [11, 12, 13, 14, 15] (the latter being specific for single-
source localization in underwater scenarios). In contrast with the previous iterative
schemes, and to the best of our knowledge, only a few recent attempts were made to
genuinely fuse range and orientation for hybrid localization [16, 17, 6, 18]. The first two
of these bases localization on received signal strength (RSSI) and angle measurements,
whereas the last two are closer to our approach. However, these methods impose severe
limitations; the one in [6] is SDP-based, but the way it encodes angular constraints is
specific for 2D and very different from the techniques used in FLORIS and CLORIS.
The approach of [18] uses a bilinear matrix formulation inspired in computer vision tech-
niques, but the assumption that the range and visual anchors overlap is too restrictive
for many WSN scenarios of interest. In this work, we succeed in overcoming the limita-
tions of both [6] and [18] by deriving a novel formulation based on a single optimization
problem that jointly accounts for range and bearing data obtained from arbitrarily placed
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heterogeneous sensors in 2D or 3D, the latter being particularly relevant in indoor scenar-
ios. Optimal placement of nodes - either static [4, 6, 19] or mobile [20] - can significantly
enhance the estimation/localization accuracy, but is beyond the scope of our work.
Semidefinite programming and relaxation techniques [21] have been successfully used
before in range-based localization to obtain high-quality approximations to the maxi-
mum of the nonconvex likelihood function under Gaussian noise (see [22, 23] and refer-
ences therein). The approach taken here for the hybrid single-source case builds upon
the Source Localization with Nuclear Norm (SLNN) algorithm for range-only measure-
ments [23], which provides state-of-the-art performance among SDP methods. The key
idea is to reformulate the Maximum-Likelihood (ML) problem as finding a suitably con-
strained set of directions such that they nearly intersect (at the estimated source posi-
tion). While we follow the general approach of SLNN, we adopt specific reformulations
and relaxations for the modified LS cost function that includes additional terms to ac-
count for angle measurements. Importantly, SLNN’s high accuracy and robustness to
noise carries over to the proposed method.
We also address the sensor network paradigm, in which multiple network nodes (sen-
sors) do not know their positions, as opposed to anchor nodes whose positions are known
a priori. This paradigm is very compelling and has emerged in numerous applications
since it enhances accuracy and robustness of localization while circumventing the need
for high-density anchor placement and high power allocation [2, 24]. Similarly to the
single-source case, centralized range-based methods that estimate all network positions
based on the minimization of a LS (i.e., Gaussian ML) criterion and also on its weighted
versions were proposed in [25, 26]. Semidefinite relaxations for the original nonconvex
ML problem have also been developed for line-of-sight and non-line-of-sight environ-
ments [27, 28]. However, the resulting SDPs may be large, limiting the problem sizes
that can reasonably be tackled, at present, to fewer than a hundred nodes. With the
advent of large sensor networks this becomes too restrictive, and alternative approaches,
often designed for distributed processing between nodes in the network, have been pro-
posed. In [29] distributed single-source localization is formulated as a convex feasibility
problem and solved via projections onto convex sets. This method was later extended
to the problem of sensor network localization in [30]. Another parallel approach was
proposed in [31] based on two consecutive relaxations of the ML function (one SDP,
followed by an edge-based relaxation). A simpler algorithm, based on the Gauss Seidel
framework and possessing convergence guarantees, was proposed in [32]. However, the
algorithm operates sequentially across nodes, thus requiring the existence of a global
coordination mechanism for in-network processing. Refinement methods for nonconvex
costs such as [33] require good initial position estimates to converge and are not reviewed
here.
The parallel method proposed in [34] outperforms previous cooperative localization
methods [27, 31, 30] not just in accuracy but also in computational and communication
efficiency. This fast and scalable method minimizes the convex underestimator of the
ML cost by resorting to a simple relaxation of terms that replaces circles (nonconvex
sets) with disks, while retaining the same variables (sensor positions) as in the original
ML formulation. The new hybrid network localization approach presented here stems
from the range-only algorithm in [34], introducing a modification relative to the angle
measurements available between pairs of sensors, or between sensors and anchors. The
new method inherits the accuracy, efficiency and scalability of the original range-based
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method of [34]. CLORIS also remains a fully parallel algorithm that is suitable for
in-network processing.
1.2. Problem Formulation
In the single-source case, let x ∈ Rn denote the unknown position of the source, to
be estimated based on measurements to a set of m reference points (anchors) ak ∈ Rn,
k = 1, . . . ,m, whose positions and orientations are known. Of these, the ones whose
indices belong to setR provide range measurements to the source, dk = ‖x−ak‖, whereas
those with indices in T measure bearings encoded by unit-norm vectors, uj = x−aj‖x−aj‖ .
Actual measurements are corrupted by noise.
The ML formulation for range-only measurements corrupted by white Gaussian noise
leads to a LS cost function with a sum of terms (‖x − ak‖ − dk)2. Each term may be
interpreted as the squared distance of x to a sphere of radius dk centered at ak [23], which
penalizes deviations of x from that sphere. Equivalently, this is the squared distance of
x−ak to a sphere Sk of radius dk centered at the origin, and will be denoted byD2Sk(x−ak)
below. In the same spirit, our proposed approach for hybrid localization adds new terms
to the cost function which penalize deviations of x from lines with orientation uj starting
at anchors aj , analytically given by (x − aj)T (In − ujuTj )(x − aj) [35]. Equivalently,
this is the squared distance of x− aj to a line with orientation uj starting at the origin,
and will be denoted by D2Lj (x − aj) (see Figure 1). The cost function for single-source
localization is
ak 
dk 
DSk(x) 
x 
aj 
uj 
Sk 
Lj 
Figure 1: Geometric representation of terms in the hybrid cost function (1).
f(x) =
∑
k∈R
D2Sk(x− ak) +
∑
j∈T
D2Lj (x− aj). (1)
The intuitive idea behind (1) is that this formulation attempts to balance, on the one
hand, the distances of the target position estimate relative to spheres centered at selected
wireless anchors with radii dk and, on the other hand, the distances to the lines originating
at the other visual anchors with orientation uj . Contrary to the range-only case, (1) is
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not equivalent to a likelihood function for common noise models in angular measurements
uj (e.g., von Mises-Fisher). Despite its suboptimality, this LS formulation is taken as a
starting point for the development of our algorithms due to its mathematical tractability.
In the cooperative scenario the heterogeneous WSN is represented by an undirected
graph G = (V, E), with the sensors as nodes and arcs representing the existence of pairwise
measurements. For each unknown position of sensor node i ∈ V, denoted by xi ∈ Rn,
we define Ai as the subset of anchors whose distance and/or orientation to i is available.
Whenever necessary, Ai will be further split into Ri and Ti, depending on which specific
type of measurement — range or angle — pertains to each anchor.
We denote by i ∼ j the existence of measurements involving nodes i and j, and
by Ni the set of neighbouring nodes of node i in the graph. When necessary, these
are more specifically denoted as range measurements, i
R∼ j, or angle measurements
i
T∼ j, associated with restricted neighbourhoods NRi and NTi . Actual measurements
taken at node i relative to node or anchor j are denoted by dij and uij , similarly to the
single-source case. We adopt the following extension of the hybrid cost function (1) for
cooperative localization
f(x) =
∑
i
R∼j
D2Sij (xi − xj) +
∑
i
∑
k∈Ri
D2Sik (xi − ak)
+
∑
i
T∼j
D2Lij (xi − xj) +
∑
i
∑
k∈Ti
D2Lik (xi − ak) ,
(2)
where the argument x of (2) denotes the concatenation of all unknown sensor coordinates.
In what follows, we will introduce algorithms that (approximately) solve both the
source and network localization problems through convex relaxations of the hard original
(nonconvex) functions (1), (2). The algorithms approximate the solution to estimate the
sensor positions {xi : i ∈ V} (|V| = 1 in the source localization case) from available
noisy hybrid measurements. We follow different approaches for the single-source and
collaborative cases, the former being cast as an SDP and solved in one shot, while the
latter is tackled with a disk relaxation and a parallel and fast iterative algorithm that
preserves the original optimization variables2.
2. Hybrid Source Localization: FLORIS
Minimizing the single-source cost function (1) should find a source position x that is
close to the spheres Sk centered at the wireless anchors, as well as the lines Lj emanating
from the visual anchors. Because the distance to any set W from a point x satisfies
D2W (x) = infy∈W ‖x − y‖2, one might consider a reformulation for the minimization of
(1) where the “closest points” to x in the sets Sk, Lj are explicitly found. This yields
2Naturally, the collaborative algorithm can be used for single-source localization as well. This is
illustrated in our simulation results of Section 5.
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the equivalent problem [3]
minimize
x,yk,θk,tk
m∑
k=1
‖x− yk‖2
subject to yk = ak + dkθk, ‖θk‖ = 1, k ∈ R,
yk = ak + uktk, tk ∈ R+, k ∈ T .
(3)
The first and second sets of constraints ensure that the “closest points” to the source,
encoded by variables yk, are located on the spheres Sk or lines Lk, respectively. Then, (3)
jointly chooses x and the yk to attain the best match (i.e., lowest dispersion). This is the
same type of reformulation used for range-only source localization with the SLCP/SLNN
algorithms [23], but with new constraints for angular measurements.
Given all yk, minimizing the cost function of (3) is a standard least-squares problem
whose optimal solution for x is just the center of mass of the constellation x = 1m
∑
k yk.
This can be substituted back in the cost function to yield yTJy, where y is a vector of
size mn×1 that stacks y1, . . . , ym, and J is the projector onto the orthogonal complement
of 1m ⊗ In = [In . . . In︸ ︷︷ ︸
m
]T . This can be compacted into matrix form as
y = a+R
[
θ
t
]
, (4)
where θ stacks the unit vectors θk ∈ Rn, k ∈ R, and t stacks the scaling factors tk, k ∈ T .
When R = {1, . . . , |R|} and T = {|R|+ 1, . . . ,m}, the block diagonal-like matrix R, of
size mn× p, with p = n|R|+ |T |, is given by
R =

d1In
. . .
d|R|In
u|R|+1
. . .
um

. (5)
Problem (3) is thus reformulated as
minimize
θ,t
(
a+R
[
θ
t
])T
J
(
a+R
[
θ
t
])
subject to ‖θk‖ = 1, k ∈ R, tk ≥ 0, k ∈ T .
(6)
Cost function (6) may be written as a quadratic form in
[
θT tT 1
]T
, and expressed
using the trace operator as
tr
([RTJR RTJa
aTJR aTJa
]
︸ ︷︷ ︸
M
θt
1
 [θT tT 1]
︸ ︷︷ ︸
W
)
. (7)
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We now redefine matrix W as the optimization variable and rewrite the problem, yielding
minimize
W
tr(MW)
subject to W  0, rank(W) = 1
tr(W[k,k]) = 1, k ∈ R
w[k],p+1 ≥ 0, k ∈ T
wp+1,p+1 = 1.
(8)
The third constraint, whereW[k,k] denotes the submatrix ofW comprising the rows/columns
that pertain to θk in (4), encodes ‖θk‖ = 1. The fourth constraint, where w[k],p+1 denotes
the element of W in the row pertaining to tk and in the rightmost column (repeated in
the bottom row of W due to symmetry), encodes tk ≥ 0. For R and T chosen as in (5)
the pertinent elements of W are as follows
W =

W[1,1]
. . .
W[|R|,|R|] . . .
w[|R|+1],p+1
...
w[m],p+1
wp+1,p+1

. (9)
Finally, we drop the rank constraint in (8) to obtain the relaxed SDP. Vectors θ and t
are obtained by singular value decomposition (SVD) factorization of the solution W or
directly from its rightmost column (or bottom row), from which the yk are computed by
(4) and the source position estimated as the average of these m points.
As the complexity of SDPs in the class of interest is known to scale faster than
cubically with the problem size [23], it may be practically relevant to reduce the number
of unknowns. Noting that the positivity constraints on the variables tk associated with
the angles uk will usually be fulfilled naturally in all but extremely noisy situations
(i.e., in our setup the source is very unlikely to be erroneously placed on “the wrong
side” of visual markers), one may choose to drop those constraints. Then the quadratic
problem may be solved in closed form for the unconstrained variables tk in terms of the
θk, eliminating them from the optimization problem. Appendix A provides the details
of the reduced-complexity algorithm, whose accuracy is virtually identical to that of the
formulation described above.
3. Hybrid Sensor Network Localization: CLORIS
Popular approaches for sensor network localization using range measurements cast
the problem into the framework of Euclidean distance matrices, or related SDP formula-
tions, and replace the unknown sensor coordinates with relaxed matrix variables. While
(squared) distances between pairs of sensors may be elegantly expressed as linear con-
straints in terms of these relaxed variables, accounting for angular information is less
natural. Here, we follow an alternative convex relaxation approach that preserves sensor
coordinates and makes it easy to incorporate angular constraints.
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Rather than using a “one-shot” relaxation for the hybrid cost function (1), as in
FLORIS, our approach here takes advantage of previous work which keeps the struc-
ture and variables of the extended (i.e., cooperative) cost function (2). Moreover, this
different approach can be solved with a lightweight and fast-converging gradient-like it-
erative algorithm that is easily parallelizable, unlike the “one-shot” SDP relaxation used
in FLORIS. The proposed algorithm builds upon the disk relaxation developed in [34]
for range-only network localization. The initial cost function in [34] resembles (2), but
only contains the “circular” squared distance terms D2Sij , D
2
Sik
. These terms are non-
convex due to nonconvexity of the underlying sets Sij , Sik (spheres), and the relaxation
approach simply replaces the sets with their convex hulls (balls) Bij , Bik, yielding dis-
tances D2Bij (z) = inf‖y‖≤dij‖z−y‖2 and similarly for source-anchor range measurements.
The resulting cost function is not the convex envelope of the original nonconvex cost3,
but as an underestimator it does provide remarkably good approximation even with few
sensors/anchors, with quantifiable sub-optimality.
Squared distances to lines D2Lij , D
2
Lik
in (2) are already convex, and can be directly
inserted into the relaxed hybrid cost function. CLORIS, our algorithm for cooperative
localization, thus solves the convex problem
minimize
x
fˆ(x) = g(x) + h(x) (10)
g(x) =
∑
i
R∼j
1
2D
2
Bij (xi − xj) +
∑
i
T∼j
1
2D
2
Lij (xi − xj)
h(x) =
∑
i
{∑
k∈Ri
1
2D
2
Bik
(xi − ak) +
∑
k∈Ti
1
2D
2
Lik
(xi − ak)
}
.
The factor 12 is prepended to all squared distance terms above to streamline the expres-
sions for the gradients. The strategy to efficiently obtain the solution of (10) parallels
the cooperative synchronous algorithm of [34] based on Nesterov’s accelerated gradient
descent, introduced in [36]. The computational simplicity of each iteration stems from
the focus on first-order methods, while fast convergence follows directly from known op-
timality properties of Nesterov’s technique for this class of algorithms, which assert that
no other descent gradient method can perform better. Recently, [37] has used the con-
vex relaxation of [34] as a first stage and then transitions to the nonconvex non-relaxed
formulation to force the solution to adhere to the original nonconvex problem. The
localization accuracy of this approach [37] is equivalent to the one in [34], however [37]
achieves a faster convergence speed, due to the use of ADMM instead of Nesterov method.
Nonetheless, we focus our attention on algorithms that can be solved in a distributed
manner, and resorting to an ADMM method introduces a communication overhead, as
its primal-dual approach creates several auxiliary variables that must be passed across
nodes. Hence, despite the advance of [37], we opt to follow the original approach from [34]
that reduces the number of communications in a distributed scenario, even at the cost of
slower convergence. Simulation results show that the approach of [34] matches and often
3Even though D2Bij , D
2
Bik
are the convex envelopes of D2Sij , D
2
Sik
[34].
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exceeds the accuracy of state-of-the-art range-only network localization algorithms at a
fraction of their computational (and communication, if applicable) complexity.
Nesterov’s method is applicable since the cost function fˆ(x) is differentiable and both
terms that comprise the gradient, ∇g(x) and ∇h(x), are Lipschitz continuous, with an
easily computable Lipschitz constant Lfˆ = Lg+Lh. Although all sets in the cost function
of [34] are balls, the expressions for the Lipschitz constant given there are still valid when
squared distances pertain to other convex sets, including the lines Lij , Lik in (10), and
require no modification4.
Importantly, the algorithms proposed in [34] take advantage of the special form of
the gradient of the relaxed cost function to compute it in a distributed manner, through
local computations at each node and synchronous or asynchronous exchanges with its
neighbours. This relevant property from [34] does carry over to CLORIS since, as dis-
cussed below, the gradients of the new terms D2Lij , D
2
Lik
can still be evaluated in a dis-
tributed manner, similarly to those involving range measurements. In analogy with [34]
CLORIS is thus described below in terms of local computation and communication be-
tween nodes, even though the parallel algorithm may actually end up being executed at
a central processor, either sequentially or mapping “nodes” as concurrent threads in a
parallel implementation.
In addition to algorithmic aspects, a truly distributed solution might reasonably be
expected to meet the requirement that measurements for node i or pair i ∼ j be ob-
tained locally. This is easily satisfied for ranges and node-anchor angles, but not for
internode angular measurements unless node orientations (attitudes) are known using,
e.g., on-board inertial measurement units (IMU). Here we emphasize scenarios where the
assumed hardware simplicity of nodes excludes such devices, and incidence directions uij
are derived from pairwise translation and rotation matrices (see Section 4), recursively
propagated across the node visibility subgraph starting at anchors. Therefore, depend-
ing on the measurement hardware, setting up pairwise measurements for CLORIS might
require a level of coordination across the network that is not apparent in the algorithmic
description.
At a high level, each node position estimate in CLORIS is initialized arbitrarily and
its current value at time k, xi(k), is updated resorting to a combination wi of the two
previous iterations (xi(k−1) and xi(k−2)). The processing loop can be performed up to
a predefined maximum number of iterations, or it can stop when the gradient is smaller
than a preset threshold (the latter is computed centrally, and therefore does not qualify
as a native distributed stopping criterion). The pseudo-code of CLORIS is presented
in Algorithm 1. In Algorithm 1, PBij (z) denotes the orthogonal projection of point z
onto the ball Bij , while PLij (z) = uiju
T
ijz is the orthogonal projection of z onto the
straight line Lij . The weight c
R
ji denotes an element of any directed arc-node incidence
matrix (agreed upon at the onset of the algorithm) for the subgraph of internode range
measurements that pertains to one of the edges connected to node i; similarly for cTji and
the subgraph of internode angle measurements.
4The upper bound for the Lipschitz constant derived in [34] depends on the maximum degree of a
node (number of neighbouring nodes) and maximum number of visible anchors. The result does not
depend on the specifics of the projection operator, and thus remains valid here when the full graph of
pairwise range or angular measurements and full set of anchors is considered.
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Algorithm 1 CLORIS: Parallel hybrid network localization based on accelerated Nes-
terov’s optimal method
Require: Lfˆ , {dij , uij : i ∼ j ∈ E}, {dik, uik : i ∈ V, k ∈ A};
Ensure: xˆ;
1: k = 0;
2: xi(0) and xi(−1) is randomly assigned, for each node i;
3: while stopping criterion is not met, each node i do
4: k = k + 1;
5: wi = xi(k − 1) + k−2k+1 (xi(k − 1)− xi(k − 2));
6: wi is broadcast to the neighbours of node i;
7: ∇g(wi) =
|NRi |wi −
∑
j∈NRi
wj +
∑
j∈NRi
cRjiPBij (wi − wj) +
|NTi |wi −
∑
j∈NTi
wj +
∑
j∈NTi
cTjiPLij (wi − wj) ;
8: ∇h(wi) =
|Ai|wi −
∑
k∈Ri
PBik(wi − ak)−
∑
k∈Ti
PLik(wi − ak);
9: xi(k) = wi − 1Lfˆ (∇gi(wi) +∇hi(wi));
10: end while
11: return xˆ = x(k)
11
Focusing on the new angle-related terms that were absent in the derivation of the
distributed algorithm in [34], we first recall that the gradient of the squared distance to
a convex set W satisfies
∇ 12D2W (z) = z − PW (z), (11)
where PW (z) is the orthogonal projection of z onto W . For node-anchor angular mea-
surements the contribution to the components of ∇h(x) in (10) related to xi is thus∑
k∈Ti
xi − PLik(xi − ak) = |Ti|xi −
∑
k∈Ti
PLik(xi − ak), (12)
with PLik(xi − ak) = uikuTik(xi − ak). When added to the contributions from range
measurements, this yields line 8 in Algorithm 1.
For internode measurements let us define D2L as the squared distance to the Cartesian
product of all lines Lij , indexed by the concatenation of all pairwise differences xi − xj ,
i
T∼ j. We write the latter compactly as Ax in terms of the vector of concatenated sensor
coordinates x and matrix A, obtained from a directed arc-node incidence matrix CT for
the subgraph of angle measurements as A = CT ⊗ Ip. Then, the contribution of these
terms to g(x) is 12D
2
L (Ax)
∆
=
∑
i
T∼j
1
2D
2
Lij
(xi − xj), with gradient [38]
∇ 12D2L (Ax) = AT (Ax− PL (Ax))
= Lx−ATPL (Ax) ,
(13)
where L is the Laplacian matrix of the subgraph and PL denotes the concatenation of
projections onto the lines Lij . This expression, written explicitly in terms of individual
sensor coordinates, is added to range-related terms in line 7 of Algorithm 1.
4. Self-calibration for assimilation of range and video sensory data
Recall from Figure 1 that range and bearing are captured by different, not necessarily
collocated, sensors. To be used in our hybrid cost functions based on Euclidean distances,
the spatial information gained from these measurements has to be expressed in a common
reference frame, which we choose as any convenient one for describing the coordinates
of anchors in a particular setup. Angular information can be provided by a number of
technologies, but the emphasis here is on low-cost solutions based on video and fiducial
markers such as ARUCO [39], where a supplied library function is invoked as a black
box to robustly express the camera pose with respect to a fiducial marker5. It is then
necessary to translate this to the global reference frame, which would be straightforward
if the position and pose of the marker, as well as the relative positions of the range
sensor and the camera, were exactly known. Manually determining these parameters is
an option, but the process is cumbersome and error prone; e.g., range sensors are not
point-like, and distances to the camera should be measured with respect to its focal point,
5When multiple ARUCO markers are deployed, a documented calibration and preprocessing proce-
dure may be carried out such that subsequent library calls return pose information relative to a fixed
(reference) marker, regardless of which particular marker is actually detected in a given camera image.
This operating mode is assumed in our derivations.
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which is usually not accessible as it is located inside the enclosure. A novel and more
convenient alternative, described in this section, is to automate the calibration process
through a “system identification” procedure.
Figure 2 depicts the setup for a single target comprising a range sensor (e.g., acoustic
or ultrawideband) at position x in the global reference frame {ag} and a camera whose
pose (rotation matrix Rv and translation vector tv) is measured relative to the local ref-
erence frame of a visual anchor {av} (abbreviated as visual frame). To enable calibration,
the target first evolves in regions where it can simultaneously determine its position using
only range measurements, and measure its pose relative to some of the visual anchors.
The missing parameters are determined upon collecting a sufficiently large (say, 20) and
diverse set of range-based location estimates, xr, and visual poses, (Rv, tv).
Rv, tv
x t0{ag}
{av}
xv
Target
u
Rg, tg
v v
Figure 2: Scheme for the self-calibration of the two uncoupled networks, auxiliary to the derivation of
expression (14). See also Figure 3 with the respective experimental set-up.
The strategy for calibration is to express the position of the target’s range sensor in
the global frame through the composition of two rigid transformations involving measured
poses, and matching it to the same position computed from range measurements only.
Referring to Figure 2, the first rigid transformation, (Rvg , t
v
g), translates points in the
visual frame into points in the global frame. The second one translates points from
the visual frame into coordinates in the camera viewpoint. The unknowns are Rvg , t
v
g ,
and translation vector t0, which reflects the position of the range sensor in the natural
camera-centric 3D coordinate system.
The target position is represented in both frames by the rigid body equations
xv = Rvt0 + tv,
x = Rvgxv + t
v
g .
(14)
The first expression sets the position of the range sensor in the visual frame by adding
the translation t0, with appropriate rotation, to the position of the camera tv. The
second expression maps xv to the global frame through a rigid body transformation.
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The bearing u to be used in the hybrid cost function is a unit-norm vector with the same
direction as Rvgxv, i.e., xv rotated to the global frame.
We identify Rvg , t
v
g , t0 from source (target) positions xr (computed via a range-
based algorithm such as SR-LS [40] or SLNN [23]) and camera poses (Rv, tv) through a
nonlinear constrained least-squares procedure. In general, problems of this sort are very
hard to solve numerically and prone to local minima. However, we show that we may
decouple the estimation of Rvg , t0 from t
v
g by taking differences of range-based estimated
positions from pairwise observations, leading to sub-problems that are solvable in closed
form.
From (14), the following relation should ideally hold for the pairwise difference be-
tween estimated/observed quantities for measurements i and j
xri − xrj︸ ︷︷ ︸
x˜rij
= Rvg
[
(Rvi −Rvj )︸ ︷︷ ︸
R˜vij
t0 + (tvi − tvj )︸ ︷︷ ︸
t˜vij
]
, (15)
which does not depend on tvg . In the presence of noise and localization errors the rotation
Rvg and translation t0 are estimated from multiple pairwise measurements by solving the
LS problem
minimize
Rvg ,t0
∑
i,j
‖x˜rij −Rvg(R˜vijt0 + t˜vij )‖2
subject to Rvg
TRvg = I3.
(16)
Relative to each of the unknowns, (16) can be independently minimized in closed form:
if t0 is known, R
v
g is the solution of a Procrustes problem [41]; and knowing R
v
g , then t0
is given by a pseudoinverse. Inserting Rvg and t0 back into (14), t
v
g is computed in closed
form as the average value of xri −Rvg(Rvit0 + tvi) across measurements.
Algorithm 2 summarizes the steps of the calibration procedure, which is described and
analyzed in detail in [42]. In [42] we also show, in simulation, that the true solution was
consistently obtained with this algorithm. With real data, the solution was consistent
across trials and compatible with the characteristics of our testbed.
5. Numerical and Experimental Results
In this section we evaluate the performance of the two newly proposed localization
methods in simulation and experimentally.
Firstly, FLORIS is benchmarked against SR-LS [40] and SLNN [23] in simulation.
The latter was chosen based on the assessment of [23] which showed that SLNN has
higher accuracy in 3D than previously proposed SDP-based methods. While SR-LS does
not belong to the SDP class, being somewhat less accurate due to the use of squared
ranges that amplify the effect of noise, it does provide an interesting trade-off between
good precision and low computational complexity. Then, findings from implementing
FLORIS in the deployed set-up shown in Figure 3 are also presented and discussed.
Our CLORIS distributed sensor network localization method is also simulated and
tested experimentally. The attained results are compared, for both cases, against the
range-only precursor algorithm based on a disk relaxation [34], which was proven to be
more efficient and accurate than previous range-based methods. Also, we benchmark
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Algorithm 2 Self-calibration procedure to support conversion of visual sensor measure-
ments to global angular data
Require: {xri , Rvi , tvi : i = 1, . . . Ncalibration};
Ensure: Rvg , t
v
g , t0;
1: k = 0;
2: Initialize t0 = 0, εRvg =∞;
3: Choose set of pairwise differences {x˜rij , R˜vij , t˜vij};
4: while stopping criterion on εRvg is not met do
5: k = k + 1;
6: Find Rvg(k) by solving a Procrustes problem with {x˜rij} and {R˜vijt0 + t˜vij} as
the two sets of points;
7: t0(k) = arg min
t0
∑
i,j
‖x˜rij −Rvg(k)(R˜vijt0 + t˜vij )‖2;
8: εRvg = ‖Rvg(k)−Rvg(k − 1)‖F ;
9: end while
10: tvg = xr −Rvg(k)
(
Rvt0(k) + tv
)
;
11: return Rvg = R
v
g(k), t0 = t0(k), t
v
g
CLORIS against the hybrid range/bearing SDP relaxation of [6]. Since this method is
specific to 2D, we only compare it to CLORIS through simulation.
Methods. We test single-source localization algorithms in simulation on randomly-generated
networks of acoustic and visual anchors in a unit square (in 2D) or a unit cube (in 3D).
Pairwise measurement graphs that arise in collaborative scenarios are more prone to lead
to ill-posed localization problems where a unique set of sensor positions consistent with
the data cannot be determined [43]. Hence, we test CLORIS in simulation on a fixed set
of pre-generated localizable networks, rather than generating random networks, testing
for rigidity [19] (difficult in 3D), and discarding non-localizable instances.
To simulate range and/or bearing measurements, we first add white Gaussian noise to
differences of true position vectors according to δ = δ0 + w, where δ0 denotes a nominal
sensor/sensor or sensor/anchor difference, viz. xi − xj or xi − ak. The Gaussian noise
term conforms to w ∼ N (0, η2‖δ0‖2I), where η is referred to below as noise factor.
Then, we generate range and bearing measurements as d = ‖δ‖ and u = δ/‖δ‖. Under
this model range errors tend to increase for longer distances, reflecting a behaviour often
found in real-world range measurement systems.
Estimation accuracy is assessed by the Root-Mean-Square Error (RMSE). For a set
of MC Monte Carlo runs on a scenario with N unknown node positions, it is defined as
RMSE =
√√√√ 1
MC
1
N
MC∑
k=1
N∑
i=1
‖xi − xˆik‖2, (17)
where xi and xˆi
k denote the true and estimated positions of the i-th node in the k-th
Monte Carlo run, respectively. Sets of MC = 1000 trials were run for each measurement
noise factor η ∈ (0.001, 0.005, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4). Additionally, for the single-
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Figure 3: Experimental set-up for localization, with Cricket modules as ranging sensors and video camera
from Google Glass detecting ARUCO tags as visual sensor.
source paradigm, we evaluate the performance of FLORIS also based on the rank of
matrix W in the relaxed reformulation of (8), which ideally should be one.
The following experiments were run in a machine powered by an Intel Core i7-2600
CPU @ 3.40GHz and 8GB of RAM, using MATLAB R2013a and the general-purpose
SDP solver CVX/SDPT3, for solving (8) in FLORIS and the SDP-based method of [6].
5.1. Source Localization (FLORIS)
5.1.1. Numerical Results
Example 1: Figure 4 shows a performance comparison of the three methods in 2D and
3D for several values of noise factor η. The random network configurations comprise 8
acoustic anchors for SLNN and SR-LS. For FLORIS, 4 of these anchors were converted
to visual ones, so that all algorithms are fairly compared based on the same total number
of anchors. As expected, SR-LS does worse than the other algorithms due to squaring
of noisy range measurements, particularly for higher noise factors. FLORIS consistently
outperforms SLNN in 2D, albeit not by a large margin, whereas in 3D it does better
only for noise factors above η ≈ 0.25. This is an important property of FLORIS, as
measurements in practical deployments are often quite noisy. Running times on the
order of 0.1 sec are similar to SLNN’s, while SR-LS is much faster (on the order of 2
msec).
Example 2: When angular information is derived from a video camera (installed on the
source) and fiducial markers (printed on paper and posted on the operating environment),
one could argue that the latter contribute negligibly to the total hardware cost of the
localization system. Therefore, as long as the computational complexity remains within
reasonable limits, it makes sense to investigate how the performance changes when all
algorithms use the same fixed number of acoustic anchors, and FLORIS resorts to addi-
tional visual anchors. Keeping the same simulation methodology outlined above, Figure
5 shows results for this modified approach with 8 acoustic anchors and 4 additional visual
anchors for FLORIS. Given the relatively narrow performance gap between FLORIS and
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Figure 4: Single-source localization: RMSE vs. noise factor for 8 acoustic or 4 acoustic + 4 visual
anchors. (a) 2D. (b) 3D.
Table 1: Percentage of Rank-1 FLORIS Solutions for 8+4 Network Configurations vs. Noise Factor
Rank ≈ 1 (%)
η
0.001 0.005 0.01 0.05 0.1 0.2 0.3 0.4
2D 100 100 100 99.8 95.1 89.7 77.1 80.9
3D 99.8 99.6 99.0 91.9 83.2 77.9 76.3 69.1
SLNN observed previously in Figure 4, it is not surprising to see that the additional
observations now give FLORIS a clear advantage, leading to a consistent performance
gap to SLNN that is similar to the one between SR-LS and SLNN. The running time of
FLORIS is again approximately 0.1 sec.
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Figure 5: Single-source localization: RMSE vs. noise factor for 8 acoustic anchors and 4 additional visual
anchors. (a) 2D. (b) 3D.
Example 3: RMSE is the preferred performance metric in our work, but in a semidefinite
relaxation method such as FLORIS the quality of the relaxation is also of interest. For
the same conditions of Example 2, Table 1 lists the relative frequency of instances for
the random scenario such that the solution matrix approximately satisfies rank(W) = 1,
in which case the solution of the relaxed problem coincides with that of the original
nonconvex problem. We consider matrix W to effectively have rank 1 when the ratio
between its first and second singular values is at least 20. These results show that the
likelihood of obtaining a rank 1 solution is high even for large noise factors, confirming the
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tightness of the relaxation. Problem instances that yield approximately rank 1 solutions
lead to accurate source localization, but the degradation is graceful and even solutions
that do not meet the rank criterion usually lead to satisfactory localization performance.
5.1.2. Experimental Results
An experimental set-up was developed to test FLORIS. This consisted of Cricket [10]
beacon nodes as acoustic anchors and ARUCO [39] augmented reality tags as visual
anchors (see Figure 3). The target, comprising a Cricket listener node rigidly coupled
to a video camera, could roam inside a confined volume of about 50 m3. In addition to
the calibration issues described in Section 4, several practical issues had to be overcome
to obtain usable multisensor data, including tuning the directionality of Cricket nodes
(using parabolic reflectors to widen the spatial coverage of ultrasonic transducers) and
calibrating their range measurements individually. We followed the range error mitigation
and position refinement procedure presented in [24], which reduced the localization error
in an indoor experimental set-up.
Several datasets of range and orientation measurements were acquired. Figure 6
shows the ground truth and the target positions estimated by FLORIS during a walk
through the set-up. It can be observed that the estimated positions are, globally, close
to the ground truth6.
Figure 6: Target position estimates given by FLORIS and ground truth positions (real data).
Table 2 (upper row) compares the RMSE obtained for the proposed algorithm with
SR-LS and SLNN for a particular dataset comprising 26 target positions. These are
6Due to the limited accuracy of manually measuring target and anchor positions in the room, as well
as approximating the Cricket acoustic transmitter/receiver pair as a single point, the “ground truth”
may actually be affected by errors of 5–10 cm.
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Table 2: 3D single-source localization performance for an experimental dataset comprising 1 ARUCO
(visual) + 6 Cricket (acoustic) anchor nodes.
SR-LS [40] SLNN [23] FLORIS
RMSE (m) 0.43 0.33 0.31
RMSE w/ refinement (m) 0.42 0.29 0.23
consistent with simulation results, showing a moderate advantage of FLORIS over SLNN,
and significantly larger errors of SR-LS. Similarly to the simulated scenarios with strong
noise, the relaxation used in FLORIS may not be tight mainly due to the poor quality
of some of the range estimates. The bottom row of Table 2 quantifies the improvement
that can be achieved through refinement, i.e., when the computed solution is used as
initialization in a numerical minimization procedure that directly operates on the original
nonconvex cost (1). A similar strategy is used for the other algorithms. Refining the
solutions of FLORIS and SLNN produces noticeable improvements, but their relative
performance gap does not decrease. As for SR-LS, refinement produces virtually no
improvement as the algorithm directly addresses its nonconvex cost function without
any relaxation.
Due to reliability issues related to the directivity of Cricket nodes, there were regions
inside the volume where the number of anchor sightings was insufficient for range-only lo-
calization (i.e., fewer than 4 anchors). In this respect FLORIS showed better consistency
of coverage, as the detection of visual markers was more robust and could often compen-
sate for a shortage of range measurements at any given target position. We expect this
type of advantage to carry over to other operating scenarios and ranging technologies.
Furthermore, although FLORIS experiences a well-known deterioration in perfor-
mance as the source moves outside the convex hull spanned by the anchors, we have
observed that the degradation is more progressive and smoother than in range-only al-
gorithms. So far, the evidence for this effect remains only empirical, and a more careful
characterization should be undertaken.
5.2. Cooperative Localization (CLORIS)
5.2.1. Numerical Results
Example 1: Figure 7 shows the RMSE versus noise factor for localizable networks com-
prising 13 acoustic anchors and 4 sensors. Similarly to what was done for the single-source
case, in CLORIS and in the method by Biswas et al. [6] 5 anchors were converted into
visual ones for a fair comparison with the range-only benchmark algorithm [34]. In
2D, the average error of CLORIS is always lower than the one of [6], indicating that
our relaxation of the original problem is tighter. Also, CLORIS outperforms the range-
only algorithm for all noise factors both in 2D and 3D, the gap being larger than in
FLORIS vs. SLNN. This may be partly due to the fact that now averaging occurs over
fewer (non-random and localizable) spatial configurations, in which angular information
may bring much added value. Both algorithms were stopped when the gradient norm
‖∇gi(wi)+∇hi(wi)‖ reached 10−6. Running times for CLORIS and for the range-only al-
gorithm were approximately 0.2 sec and 0.5 sec, respectively. The reduction in execution
time is a consequence of both the smaller number of iterations performed by CLORIS to
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meet the stopping criterion and also the lower computational complexity of projecting a
point onto a straight line, performed by CLORIS for anchor-sensor/sensor-sensor angle
measurements, when compared to the complexity of projecting a point onto a ball, for
range measurements.
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Figure 7: Cooperative localization: RMSE vs. noise factor for 4 sensors and 13 acoustic or 8 acoustic +
5 visual anchors. (a) 2D. (b) 3D.
Example 2: In this example we look at the performance gap of CLORIS to non-relaxed
(and non-convex) approaches. These have the potential to attain high accuracy, but may
converge to undesirable solutions when the underlying cost functions are multimodal. We
therefore consider these as refinement (i.e., postprocessing) methods, and initialize them
with the sensor positions obtained by CLORIS. Specifically, we benchmark CLORIS
against the ML approach of Huang et al. [12], and a simple algorithm that directly
optimizes our non-relaxed hybrid cost function (2). The ML formulation of [12] is based
on the following proposed likelihood function
f(x) =
∑
i
R∼j
(rij − ‖xi − xj‖)2
σ2rij
+
∑
i
∑
k∈Ri
(rik − ‖xi − ak‖)2
σ2rik
+
∑
i
T∼j
(φij − atan2 (xi(2)− xj(2), xi(1)− xj(1)))2
σ2φij
+
∑
i
∑
k∈Ti
(φik − atan2 (xi(2)− ak(2), xi(1)− ak(1)))2
σ2φik
+
∑
i
T∼j
(
αij − acos
(
xi(3)−xj(3)
rij
))2
σ2αij
+
∑
i
∑
k∈Ti
(
αik − acos
(
xi(3)−ak(3)
rik
))2
σ2αik
.
(18)
In this statistical model the measurements for distances rij , azimuths φij and elevations
αij are independent of each other and across sensor-sensor or sensor-anchor pairs. These
are corrupted by zero-mean additive white Gaussian noise with variance σ2ρij , where
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ρ = r, φ, or α depending on the type of measurement. We note that neither the indepen-
dence assumption between measured ranges and bearings underlying (18) nor the actual
noise statistics match our joint generation model described at the start of Section 5.
However, since deriving a ML formulation for our model is beyond the scope of this
paper, and the mismatch with the assumptions of [12] does not seem severe under weak
to moderate noise, we will directly feed that ML estimator with the same synthetic data
that CLORIS operates on. To minimize the impact of the mismatch we provide addi-
tional side information to the ML estimator in the form of precomputed variances for all
individual terms in (18), empirically obtained over a sizable number of noise realizations
for any given geometric configuration.
For the same 3D network configuration of Example 1, Figure 8 plots the RMSE as a
function of the noise factor. In addition to CLORIS and the range-only algorithm of [34],
the figure includes curves pertaining to direct refinement, using one of MATLAB ’s generic
unconstrained nonlinear minimization functions (fminsearch), of our non-relaxed cost
function (2) (related to what is developed in [37] for range-only) and the likelihood
function (18) proposed by Huang et al. [12]. To complement the ML results, the figure
also shows the Crame´r-Rao Lower Bound (CRLB) computed as
√
1
N tr(F
−1), where F
is the Fisher Information Matrix (FIM) given in [12] for 3D collaborative positioning
with ranges and bearings. Again, due to model mismatch there are no guarantees that
this actually represents the best attainable unbiased performance with our simulated
data, but for moderate noise it does provide a useful order-of-magnitude notion of how
inefficient the ML estimator might be in the non-asymptotic regime.
The results show similar performance for ML-based estimation using (18) and re-
finement using our non-relaxed cost function (2). This suggests that, at least for some
relevant scenarios, our ad-hoc quadratic hybrid cost function is a reasonable surrogate
for a “true” likelihood, while having better analytical tractability and more parsimonious
parameterization. The narrow performance gap between CLORIS and both refinement
schemes confirms the effectiveness and accuracy of our convex relaxation strategy. Fi-
nally, although the curves for ML and the CRLB should be interpreted with caution for
the reasons outlined above, we note that their gap is relatively narrow, suggesting that
drastic performance improvement over the former with alternative estimation approaches
is not expectable.
In light of the simulation results, and to the extent possible in the absence of a CRLB
for our data model, we argue that it seems unlikely that the actual performance lower
bound for unbiased estimation will be drastically lower than the CRLB shown in Figure
8. Our conclusion is that the gap between CLORIS and a true ML estimator, even if it
were efficient, would remain narrow.
Example 3: Figure 9 shows the performance of CLORIS and the range-only benchmark
in 3D as a function of the number of anchors, including 1 visual anchor for CLORIS,
4 sensors and noise factor η = 0.2. As expected, increasing the number of anchors
gradually improves the accuracy of both algorithms, but CLORIS retains an advantage
for all network sizes. For smaller networks (up to 7 anchors), in particular, the results
show that including angular information even for a single anchor is very beneficial, as
it tends to provide a good fix to the positions of the sensors that observe it with few
additional range measurements. This provides a compelling argument in favor of hybrid
localization methods that can make the best of what measurement resources are available
21
0.0
0.05
0.1
0.15
0.20
0 0.1 0.2 0.3 0.4
R
M
S
E
 (m
)
Noise Factor (η)
Comparing the Root-Mean-Square Error versus noise factor
 for a network of 13 anchors and 4 sensors
Range-based
CLORIS
ML CLORIS Not Relaxed
ML Huang et al.
CRLB Huang et al.
Figure 8: 3D Cooperative localization performance: RMSE vs. noise factor.
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Figure 9: Cooperative 3D localization: RMSE as a function of the number of anchors for 4 sensors and
noise factor η = 0.2. For CLORIS, one acoustic anchor is converted to visual.
Table 3: Single-source localization performance comparison between FLORIS and CLORIS.
RMSE
η
0.001 0.005 0.01 0.05 0.1 0.2
2D
FLORIS 0.0004 0.0019 0.0038 0.0193 0.0374 0.0755
CLORIS 0.0008 0.0044 0.0088 0.0443 0.0861 0.1451
3D
FLORIS 0.0014 0.0066 0.0126 0.0568 0.1032 0.1814
CLORIS 0.0011 0.0053 0.0108 0.0527 0.1036 0.1984
in a given configuration.
Example 4: Since CLORIS may be used for the specific case of networks with only one
sensor (single-source), the question arises as to whether it outperforms FLORIS, their
computational complexities being comparable, despite very different algorithmic struc-
tures. Solving the single-source localization problem for randomly generated configura-
tions of 8 acoustic and 4 visual anchors produced the results in Table 3. In this scenario,
FLORIS consistently shows better performance in 2D, and outperforms CLORIS in 3D
for larger noise factors. We therefore argue that both algorithms are relevant for their
targeted localization scenarios.
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5.2.2. Experimental Results
For testing CLORIS experimentally, we deployed two targets (each comprising, sim-
ilarly to the single-source scenario, a listener Cricket node mounted on a camera, as
well as fiducial markers placed on the outer surface of the enclosure) in the area covered
by the acoustic and visual anchors. We collected a dataset of selected sensor-sensor and
sensor-anchor range and angle measurements. Due to limitations of Cricket nodes, whose
uncostumized firmware does not allow switching between transmit (beacon) and receive
(listener) modes, internode range measurements are not available, which excludes true
cooperation in range-only localization. The results reported here actually focus on par-
ticular configurations where the network is localizable using all measurements, but not
if only range measurements are considered.
Table 4 shows the RMSE for range-only [34] and hybrid (CLORIS) localization. Be-
cause we are interested in assessing the impact of angular measurements as the errors
propagate through rotations and translations to the global reference frame (see Section 4),
the table also shows the RMSE computed using half-real data: actual Cricket range mea-
surements but synthetic angular measurements derived from the ground truth. Com-
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Figure 10: CLORIS estimated sensor positions vs. ground truth positions during a walk through the
experimental set-up.
pared with the results for single-source localization in Table 2, cooperation in CLORIS is
seen to provide enhanced precision. Note that the table shows the total RMSE (17), and
not the RMSE per sensor. Large errors occur in range-only localization as the coordi-
nates of one of the sensors cannot be univocally reconstructed from the available ranges
in some of the snapshots. This eloquently underscores the potential benefits of hybrid
localization schemes in applications. Figure 10 shows the sensor positions computed by
23
Table 4: 3D network localization performance for an experimental dataset comprising 2 sensors and 1
ARUCO (visual) + 6 Cricket (acoustic) anchor nodes.
RMSE (m)
Range-based Disk Relaxation 1.43
CLORIS 0.55
CLORIS w/ synthetic angles 0.50
CLORIS in the dataset, in good agreement with the ground truth.
The degradation of CLORIS with respect to the variant using synthetic angles is
surprisingly modest, bearing in mind the fact that the sensor-sensor direction is com-
puted in the global reference frame through the concatenation of two sets of (noisy)
rotations/translations, namely, sensor 2 to sensor 1, followed by sensor 1 to the visual
anchor. Still, at the individual sensor level we note that there is a significant discrepancy
between the localization performance for sensor 1, which directly observes a visual an-
chor, and sensor 2, for which the only available angular information is derived through the
above two-step procedure and therefore has lower quality. These differences are clearly
visible in Figure 10, where the estimated positions of sensor 1 are closer to the ground
truth than those of sensor 2. In particular, the accuracy for sensor 1 is higher than in
single-source localization using FLORIS with the same set of anchors.
6. Conclusions and Future Work
We addressed the problem of indoor localization using ranges and angles through a
least-squares approach that seamlessly integrates these heterogeneous measurements into
a single optimization problem. While our (nonlinear) quadratic cost is not a likelihood
function, thus suboptimal from the perspective of estimation theory, it is mathematically
tractable and was shown to lead to state-of-the-art accuracy in simulation and in real
experiments. We have addressed both the single-source and network (cooperative) local-
ization paradigms, and developed efficient algorithms for each of them (both extendable
to arbitrary space dimensions). These are genuine fusion algorithms that estimate node
positions from the full set of measurements, thus bypassing a critical assumption in other
published hybrid algorithms that require the nodes to be localizable using only measure-
ments of either type. However, we currently do impose range-only localizability for the
optional (one-off) automated calibration procedure that is used to set up the conversion
of angular measurements from camera-centric coordinates to a global reference frame.
Eliminating this constraint might be a topic for future developments.
FLORIS, the algorithm for single-source localization based on semidefinite relaxation,
was shown to outperform benchmark methods in simulated 2D scenarios, and also in 3D
under medium/strong measurement noise. Experimental results in our testbed validated
FLORIS as a practically relevant and solid algorithm with appealing accuracy and ro-
bustness properties.
We stress that FLORIS is potentially more flexible and scalable than other methods
operating on a single type of sensed variable. This was quite evident in our testbed, where
limitations in the technology used for acoustic ranging made it somewhat cumbersome
to obtain enough measurements at arbitrary source positions within the area of coverage
for 3D range-only localization, whereas the presence of a single visual anchor simplified
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things considerably for hybrid localization. Surely, this does not exclude the existence
of topologies in which including visual anchors may deteriorate accuracy. Nonetheless,
throughout our experiments we have never encountered such cases. On the contrary,
we found that using bearing measurements consistently reduces the typical accuracy
degradation that occurs when the source moves outside the convex hull spanned by the
anchors.
CLORIS, the algorithm for network localization based on a so-called disk relaxation
and accelerated Nesterov’s gradient descent, similarly improved upon the performance of
its range-only counterpart (which itself was previously shown to beat several benchmark
algorithms) in both 2D and 3D. Experimental results in our testbed confirmed that
cooperation adds value in practice, reducing the error in computed node positions relative
to the single-source case.
CLORIS has a highly parallelizable computational structure that inherently makes
it scalable as the size of the network increases. In this work we have not explored the
related issue (definitely worth pursuing) of creating a distributed version of CLORIS, that
would also involve local processing of measurements to express the spatial information in
the global reference frame. The issue may be trivial for other sensing modalities and/or
using technological aides such as IMUs.
We tested CLORIS for single-source localization with good results, although the
precision was lower than that of FLORIS in most simulated conditions. Running times
were moderate but larger for CLORIS (about 0.2 sec in our experimental data vs. 0.1
sec for FLORIS), although the situation might be reversed for larger problems, as the
complexity of semidefinite relaxation problems increases faster with the number of nodes.
Currently, angular and range terms are weighted identically on the hybrid least-
squares cost function. Introducing different weights, depending on the relative precisions
of range and angular sensors, seems quite doable and might afford practical gains. Along
the same vein, developing and assimilating into the cost criterion a more realistic model
for angular measurements obtained from fiducial markers might prove beneficial, as the
“sweet spot” for these is known to occur at slant angles in the vicinity of 45 degrees. Fi-
nally, a longer-term goal would be to dispense with fiducial markers altogether, and derive
angular information through opportunistic detection/recognition of objects or structures
present in the environment by computer vision techniques. This would subsume, but
considerably expand, the proposed self-calibration formulation for assimilation of range
and video data.
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