Many studies in literature have shown that energy-aware routing (EAR) can significantly reduce energy consumption for backbone networks. Also, as an arising concern in networking research area, the protocol-independent tra c redundancy elimination (RE) technique helps to reduce (a.k.a compress) tra c load on backbone network. Motivation from a formulation perspective, we first present an extended model of the classical multi-commodity flow problem with compressible flows. Moreover, our model is robust with fluctuation of tra c demand and compression rate. In details, we allow any set of a predefined size of traffic flows to deviate simultaneously from their nominal volumes or compression rates. As an applicable example, we use this model to combine redundancy elimination and energy-aware routing to increase energy e ciency for a backbone network. Using this extra knowledge on the dynamics of the tra c pattern, we are able to significantly increase energy e ciency for the network. We formally define the problem and model it as a Mixed Integer Linear Program (MILP). We then propose an e cient heuristic algorithm that is suitable for large networks. Simulation results with real tra c traces on Abilene, Geant and Germany50 networks show that our approach allows for 16 28% extra energy saving with respect to the classical EAR model.
Introduction
Another research topic that has also been active recently is tra c redundancy elimination (RE) [2, 3, 37, 41] . Observing that tra c on the Internet contains a large fraction of redundancy (e.g. popular contents such as new movies are often downloaded several times subsequently), a complementary approach uses redundancy elimination (RE) techniques to reduce link load in backbone networks. It consists in splitting packets into small chunks, each is indexed with a small key, that are cached along tra c flows as long as they are popular. Then, keys are substituted to chunks in tra c flows to avoid sending multiple times the same content, and the original data are recovered on downstream routers based on the cache synchronization between the sending and the receiving routers. Therefore, tra c redundancy is removed and tra c volumes of flows between the two routers are reduced. For simplicity, a tra c flow from which redundancy has been removed is called a compressed flow. We use interchangeably the notation compression rate or RE rate to denote how much tra c redundancy can be eliminated.
From energy saving perspective, RE has a drawback since it increases energy consumption of routers [23] . To find a good trade-o↵, in our previous work, we proposed GreenRE -a model that combines EAR and RE to increase energy e ciency for backbone network [23] . In the GreenRE model, each of the demand has a static tra c volume and is associated with a constant factor of redundant tra c. To handle future changes and guarantee a certain level of quality of service (QoS) (avoiding overloaded links), the peak volumes of tra c demand and the lowest RE rates are used as the worst case realization. Such assumption clearly leads to ine cient usage of network resources and poor energy saving. To alleviate this limitation of the GreenRE model, the uncertainty on tra c volumes and RE rates has to be precisely modeled and taken into account in the optimization process. By using this extra information, we are able to obtain a design which is closely related to the dynamics of the tra c pattern, hence significantly increase energy saving compared to previous proposals.
In mathematical literature, the technology-independent -robustness has been introduced in [8, 9] and then successfully applied to various network design problems [30, 18, 17] . This approach is based on an observation that in real tra c traces, only a few of the demands are simultaneously at their peaks. So, the authors considered a parameter > 0 so that at most demands deviate simultaneously from their nominal tra c volumes. Based on this assumption, the so-called robust solution is a solution that is feasible for any subsets of demands simultaneously at their peaks, other demands are being at their nominal values. The originality of the method is the expression of the maximum sum of deviation over all possible subsets of demands as a unique linear program (LP). However, this LP formulation may have an exponential number of constraints. To overcome this issue, the LP formulation is transformed into a compact one using the duality theorem.
In this work, we first present an extended version of the classical multi-commodity flow problem in which tra c flows can be compressed to smaller volumes (with some costs, e.g. energy cost mentioned in this paper). Previous studies have considered robustness either on tra c volumes [30] or on redundancy rates [18] . To the best of our knowledge, this is the first work combining uncertainties in both tra c demand volumes and compression rates. In summary, we make the following contributions:
• From a theoretical point of view, we present an extended multi-commodity flow problem with compressible tra c flows. In addition, we provide a robust model in which uncertainties in both tra c volumes and compression rates are taken into account.
• This extended model can be applied to a vast range of applications in network flows and tra c management. In this paper, as an applicable example, we use this model to increase energy e ciency for a backbone network. We apply this extended model into energy-aware routing and formally define the Robust-GreenRE problem using Mixed Integer Linear Program (MILP).
• Since robust network design is NP-hard problem [10] , we propose a heuristic algorithm that is e↵ective for large instances.
• By simulation, we show energy saving o↵ered by our methods on backbone networks with real-life data tra c traces and compression rate fluctuations.
2 Related Works
Energy-aware Routing (EAR)
EAR aims at using network protocols to control the whole network, so as to minimize energy consumption while preserving QoS requirements. Before going into details of EAR, we first present an energy profile of a router from a tra c load point of view. An energy profile is defined as the dependence of the energy consumption of a router on its tra c load. In fact, there are several energy profiles in which di↵erent functions are used to describe the relationship between energy consumption and tra c load on router [36] . In this section, we present the two main energy profiles: "Idle Energy" and "Fully Proportional" models ( Fig. 1 ). • Fully Proportional Model: this model represents an ideal case where energy consumption varies linearly with the device utilization, between 0 and E max . As stated in [11] , network devices could present such a behavior if techniques like Dynamic Voltage Scaling (DVS), modular switching fabrics, etc. are applied to the components of the devices. Furthermore, the authors in [34] have proposed methods to build a power-proportional software router. Such a model is desired in green networking. However, today network devices are not power-proportional, and it is considered as a futuristic scenario.
• Idle Energy Model: this model is also named "on/o↵" energy profile. It has been shown in [14] that the energy consumption of today network equipments is not proportional to the quantity of the transported tra c. In practice, network device's energy consumption grows linearly between a minimum value E 0 and a maximum value E max which correspond respectively to the idle state and the maximum utilization state (Fig. 1) . For more details, a database of power consumption values for ICT network equipments is presented in [28] .
In this paper, we focus on the "Idle Energy model" to design and evaluate e cient energyaware routing (EAR) protocol. We refer the reader to [20, 21] for more general studies on energy-aware problem (with di↵erent energy profiles). In our work, the most basic notion of EAR includes mechanisms for turning o↵ or putting components into sleep mode. In general, networks are designed with redundant links and over-provisioning bandwidth to accommodate tra c bursts as well as to allow rerouting when links fail. As a result, the networks are underutilized most of the time, leaving a large room for energy saving. Intuitively, it is possible to have multiple paths between a pair of source-destination nodes in a network. When tra c load is low, we can aggregate the tra c into a few links so that other links do not carry any tra c. Then, idle links of routers can be put into sleep mode for saving energy. In fact, turning o↵ entire routers can earn significant energy saving. However, it is di cult from a practical point of view as it takes time for turning on/o↵ and also reduces life cycle of devices. Therefore, like existing works [15, 23] , we assume to turn o↵ (or put into sleep mode) only links to save energy. Fig. 2a , uses 10 active links whereas the remaining 7 links can be put into sleep mode. However, taking energy consumption into account, in Fig. 2b , EAR solution allows to put 8 links into sleep mode, thus energy consumption is further decreased. The problem of minimizing the number of active links under QoS constraints can be precisely formulated using MILP. However, this problem is known to be NP-Hard [22] , and currently exact solutions can only be found for small networks. Therefore, many heuristic algorithms have been proposed to find admissible solutions for large networks [16, 22] .
Redundancy Elimination
Internet tra c exhibits a large amount of redundancy when di↵erent users access the same or similar contents. Therefore, several works [38, 2, 3, 4, 37, 41] have explored how to eliminate tra c redundancy on the network. Spring et al. [38] developed the first system to remove redundant bytes from any tra c flows. Following this approach, several commercial vendors have introduced Wide Area Network Optimization Controller (WOC) -a device that can remove duplicate content from network transfers [12, 26, 39] . WOCs are installed at individual sites of small Internet Service Providers (ISPs) or enterprises to o↵er end-to-end RE between pairs of sites. As shown in Fig. 3 , the patterns of previously sent data are stored into the databases of the WOCs at both the sending and the receiving sides. The technique used to synchronize the databases at peering WOCs can be found in [26] . Whenever the WOC at the sending side notices the same data pattern coming from the sending hosts, it substitutes the original data with a small signature (encoding process). The receiving WOC then recovers the original data by looking up the signature in its database (decoding process). Because signatures are only a few bytes in size, sending signatures instead of actual data gives significant bandwidth saving.
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Synchronized compression database Figure 3 : Reduction of end-to-end link load using WOC Recently, the success of WOC deployment has motivated researchers to explore the benefits of deploying RE in routers across the entire Internet [2, 3, 4, 37] . The core techniques used here are similar to those used by the WOC: each router on the network has a local cache to store previously sent data used to encode and decode data packets later on. Obviously, this technique requires heavy computation and large memory for the local cache. However, Anand et al. [4] have shown that on a desktop equipped with a 2.4 GHz CPU and 1 GB RAM, the prototype can work at 2.2 Gbps and 10 Gbps respectively for encoding and decoding packets. Moreover, they believe that higher throughput can be obtained if the prototype is implemented in hardware. Several real tra c traces have been collected to show that up to 50% of the tra c load can be reduced with RE support [3, 4, 37] .
In next sub-section, we recall the GreenRE model -the first model of energy-aware routing with RE support [23] . Although RE was initially designed for bandwidth saving, it is also interesting for reducing the network power consumption.
GreenRE -Energy Saving with Redundancy Elimination
In the GreenRE model, RE is used to virtually increase capacity of the network links. However, as shown in [23] , a drawback is that when a router performs RE, it consumes more energy than usual. This introduces a trade-o↵ between enabling RE on routers and putting links into sleep mode. We show that it is a non-trivial task to find which routers should perform RE and which links should be put into sleep mode to minimize energy consumption for a backbone network. Gbps. As shown in literature [16, 30] , the tra c for a commodity can be split among multiple paths between a source and a destination. In the example in Fig. 4 , because there is not enough capacity to carry the whole demand D 0,5 on a unique path, it has to be split into D1 0,5 = 10 Gbps and D2 0,5 = 30 Gbps. Let a RE-router consume 30 Watts [23] and a link consume 200 Watts [16] . Assume that 50% of the tra c is redundant and RE service is enabled at routers 6 and 9, thus the tra c flows 0 ! 5 and 10 ! 15 passing through links (6, 7, 8, 9) are reduced to 15 Gbps and 4 Gbps, respectively. As a result, the GreenRE solution allows to put 5 links in sleep mode and to enable 2 RE-routers which saves (5 ⇥ 200 2 ⇥ 30) = 940 Watts. Observe that in this case, it is impossible for the classical EAR (without redundancy elimination) to find a feasible solution because there is not enough capacity on links to carry the demand D 0,5 (only 29 units of flows can be routed from node 0 to node 5).
Example of GreenRE model
Problem Formulation
We consider a communication backbone network where nodes represent routers with multiple interfaces that are used to create physical links. The GreenRE problem is defined on an undirected graph G = (V, E) where V is a set of routers and E represents a set of links. In this network, any physical link between two routers is a bi-directional link, one direction is for the down-stream and the opposite direction is for the up-stream. We use the notation {u, v} to denote a physical link (without direction) and (u,v) as an arc with direction from u to v. A link {u, v} is considered to be active if there is data going through at least one of its directions. Each active link {u, v} and router u is respectively associated with a power consumption value P E {u,v} = 200 Watts [16] and P N u = 30 Watts [23] . We are given a set D = {(s, t, D st ) 2 V ⇥ V : s 6 = t} representing the tra c demands, where D st denotes the volume of demand from s to t. Let st 2 [0, 1) be a compression rate of the demand (s, t, D st ). For instance, for a 10 Gbps tra c demand with st = 0.6, its volume can be reduced by RE technique to 10 ⇥ st = 6 Gbps of non-redundant tra c. For simplicity, a tra c flow from which redundancy has been removed is called a compressed flow.
We use binary variables x {u,v} and w u to denote respectively activated links and RE-routers. N (u) is the set of neighbors of u in the graph G. Note that, because all links are bi-directional, all incoming neighbors of node u are also its outgoing neighbors. Variables f st uv and g st uv , 8{u, v} 2 E, (s, t, D st ) 2 D denote the fraction of normal and compressed flows (s, t, D st ) on the arc (u, v) respectively. The notations C uv and C vu represent the capacities of the arcs (u, v) and (v, u).
We reformulate the GreenRE model as follows:
The objective function (1) is to minimize the power consumption of the network represented by the number of active links and activated RE-routers. Constraints (2) establish flow conservation constraints when considering simultaneously the normal (f st vu and f st uv ) and the compressed (g st vu and g st uv ) flows. Note that both the normal and the compressed flows can be fractional. The constraints (2) indicate that the sum of flows entering in a router is equal to the sum of flows outgoing from it except if the router is either the source or the destination of the demand. For example, suppose that for a demand (s, t, D st ) 2 D, only normal flow ( P v2N (u) f st vu = 1) enters in a router u ( P v2N (u) g st vu = 0 and u is a RE-router), and there are two outgoing arcs from u that can be used to forward this flow toward its destination node t: (u, v 1 ) and (u, v 2 ). Let's assume that another RE-router is available only on the path of the arc (u, v 1 ) and 50% of this tra c goes through this link. Therefore only 50% of the normal flow P v2N (u) f st vu will be compressed, so half of the compressed flow will be routed through arc (u, v 1 ). Thus we have: f st uv 1 = 0, g st uv 1 = 0.5. On the arc (u, v 2 ) no compression can be made because there is no RE-router on this path. So we have f st uv 2 = 0.5, g st uv 2 = 0 for half of the normal flow and no compression flow on this arc. This scenario is represented by Fig. 5 where we considered D st = 50 Gbps and st = 0.5. Consequently the di↵erence of the total incoming flow and the total outgoing flow is equal to 0.
We use constraints (3) and (4) to force the link load to be smaller than the maximum target utilization 1 µ. Constraints (5) and (6) are used to determine whether RE service is enabled on router u or not. If it is not (w u = 0), the router u only forwards flows without compression or de-compression, then the amount of compressed flows incoming and outgoing the router u is unchanged. It is noted that if a flow is compressed, it needs to be decompressed somewhere on the way to its destination. This requirement is implicitly embedded in the constraints (6) . For instance, assume that a destination node t is not a RE-router (w t = 0). When a compressed flow g st vt reaches its destination, because t is the last node on its path, the flow can not be decompressed. Considering the constraints (6) in that case at node t (i.e., when u = t), we have P v2N (t) g st vt > 0 (the compressed flow enters node t) and
This value is provided by the operators, for instance µ can be set to 50%.
Normal and compressed flow on arcs, in Gbps Figure 5 : Flow conservation with 50% of tra c redundancy node). Therefore, the constraint (6) is violated and the flow should be decompressed before or at least at the destination node (w t = 1). Although the GreenRE model is already a complex task, it does not take the fluctuation in real-life tra c into account. In practice, the actual tra c demand D st and the redundant rate st fluctuate and are not known in advance. Hence, a Robust-GreenRE model should be proposed to address this issue by taking both tra c demand and redundancy rate uncertainty into account while satisfying the capacity constraints (3).
Robust Optimization
Over the past years, robust optimization has been established as a special branch of mathematical optimization allowing to handle uncertain data [6, 7] . A specialization of robust optimization, which is particularly attractive by its computational tractability, is the so-called -robustness concept introduced by Bertsimas and Sim [8, 9] . Instead of deterministic coe cients, the coefficients a j of a constraint P j a j x j  b are assumed to be random variables. Bertsimas and Sim have shown that in case all random variables are independent and have a symmetric distribution of the form a j 2 [ā j â j ,ā j +â j ] (withā j the average andâ j the maximum deviation), it can be guaranteed that the constraint is satisfied with high probability by defining an appropriate integer and replacing the constraint by X jā j x j + max
This constraint models that, for each realization of the uncertainties, at most many (but arbitrary) coe cients can deviate from their nominal value. Given an arbitrary realization, it is shown in [8, 9] , that the probability that (9) is violated, is about 1 (
, where is the cumulative distribution function of the standard normal distribution and n equals the number of uncertain coe cients. This result is independent of the actual distribution of a j . Note that constraint (9) is deterministic and the complete problem can be reformulated as a standard mixed integer problem. So the model including uncertainty can be solved by the same means as the original problem. Again see [8, 9] for details. From a practical perspective, by varying the parameter , di↵erent solutions can be obtained with di↵erent levels of robustness (the higher is, the more robust, but also the more expensive the solution is). This concept has already been applied to several network optimization problems [30, 1, 19] .
3 Robust-GreenRE Model [30] . We observe that, at some points, each tra c demand can achieve a maximum (peak) value. However, the tra c peaks do not occur simultaneously for the three demands. This confirms an assumption that the number of simultaneous demand peaks is bounded [30] . Hence, we propose in this section a Robust-GreenRE model to deal with this kind of uncertainty. 
, a set of tra c pairs allowed to deviate simultaneously from their nominal tra c volumes. Similarly, Q 0 ✓ D, |Q 0 |  , is a set of demands in which all RE rates can deviate simultaneously. Observe that demands in Q \ Q 0 are simultaneously at their peak tra c and lowest RE rates. Given ( d , ) as the desired robustness of the network, the RobustGreenRE problem is to minimize the energy consumption of the network while satisfying the link capacity constraints whenever at most d demands and RE rates deviate simultaneously from their nominal values. Let us analyze the example of Fig. 7 to see that it is non-trivial to solve the RobustGreenRE problem. We consider a (3 ⇥ 4) grid with a capacity of 4 Mbps per direction of each links. There are three tra c demands to be routed: (0, 3), (4, 7) and (8, 11) Table 1 . As shown in Fig. 7a , this is the optimal solution for the case in which no uncertainty is defined ( d = = 0). In this solution, we activate two RErouters at nodes 4 and 7 and the total tra c passing through links (4 5 6 7) is equal to Consider now the robust case in which d = = 1. There are 9 possible cases for the combinations of deviation in tra c volumes and RE rate as reported in Table 2 . In Case 1, demand (0, 3) deviates both on its tra c volume and RE rate. Thus the solution of Fig. 7a is infeasible because the tra c volume passing through links (4 5 6 7) is (
The optimal solution in this case is presented in Fig. 7b in which 8 links are activated and no RE-router is used. The power consumption is 8 ⇥ 200 = 1600 Watts. In Case 9, both the tra c volume and the RE rate of demand (8, 11) deviate simultaneously. The solution in Fig. 7b is infeasible in this case even if we enable RE-routers at node 4 and 7 since the total tra c passing through links (4 5 6 7) will be D Table 2 .
The idea of robustness is that we should reserve some space in the link capacity to accommodate the fluctuation in the tra c volumes and RE rates. To do so, we define a function uv (f, g, d , ) such that the capacity constraints satisfy:
The problem now is to find the value of the function uv (f, g, d , ). To answer this question, we use the notations Q d = Q\Q 0 , Q = Q 0 \Q and Q d = Q \ Q 0 as independent sets such that: Q d contains demands in which both tra c volumes and RE rates can deviate, Q d (resp. Q ) contains demands in which only tra c volumes (resp. RE rates) can deviate from their nominal values. Indeed, we can formulate the problem using the two sets Q (demands variation) and Q 0 (RE rates variation). However, the final formulation will be non-linear. Therefore the three sets Q d , Q and Q d have to be used to overcome this problem. Then the worst case scenario when considering fluctuation on an arc (u, v) is given by:
Obviously, Constraints (3') and (3") are equivalent if uv (f, g, d , ) is the maximum part of Constraint (3"). Constraint (3") can be rewritten as a set of many constraints corresponding to all possible sets Q d , Q and Q d , but the resulting model has an exponential number of constraints. We thus propose three methods to overcome this di culty. Note that we apply the same technique for the constraints (4) to achieve the robust counterpart. We omit the presentation here as it is similar to (3") where we simply replace the arc (u, v) with (v, u).
Compact formulation
Given f st uv , g st uv , d , and , the function uv (f, g, d , ) can be computed by: 
Since the primal problem is a max problem, the optimal value of the relaxation of the primal
) is greater or equal to the original one uv (f, g, d , ). As a result, the objective of the duality of the relaxation is also greater or equal to uv (f, g, d , ) and it makes the capacity constraint strongly robust. By embedding this duality of the relaxation into (1)-(8), the (strong) Robust-GreenRE problem can be compactly formulated by replacing constraint (3) with:
and adding constraints (3a'), (3b'), (3c') and (3d') to the deterministic model (1)- (8) . Similarly, we do the same way to create and add constraints (4a'), (4b'), (4c') and (4d') for the arc (v, u) to replace the constraint (4) in the deterministic model. 
Constraint generation (Exact Algorithm)
As there is a duality gap between the primal and dual models due to the integrality of the primal model, we cannot simply get the optimal solution using the compact formulation based on Bertsimas and Sim methodology like in existing works [30, 18] . In other words, the result obtained from the compact formulation is a lower bound on energy saving. In this section, we present an algorithm that aims at finding the exact solution of the Robust-GreenRE model that includes the objective (1), the Constraints (2), (5) to (8) and the Constraints (3") and (4"). It turns out however that this robust model contains an exponential number of constraints corresponding to Constraint (3") due to the large number of demand sets. To avoid generating all these constraints, we propose in this section a constraint generation algorithm. The main idea of this algorithm is to generate iteratively subsets of tra c demands representing demands which tra c volumes and/or RE rates may deviate from their nominal values and that violate the current solution. Let us call:
• Master Problem (MP): deterministic ILP formulated with Constraints (1)-(8);
• Secondary Problem (SP): primal model of the compact formulation, so Constraints (3a)-(3f) with the primal objective function.
We define for each arc (u, v) of the network a set S i uv = {Q i d , Q i d , Q i } of demands which does not satisfy the constraints (3") (or (3')) at iteration i of the algorithm and S uv = {S i uv } (Fig. 8) .
Initially, we set S uv = ; and S vu = ; for all {u, v} 2 E. We start the algorithm by solving the MP to find a first feasible routing. Then, we use the values of f st uv and g st uv given by the routing solution as inputs for determining uv (f, g, d , ) using the SP. Based on the objective value of the SP, we check if constraints (3") are satisfied or not for each arc. Let us consider a network with nodes V = {A, B, C} and bi-directional links E = {AB, AC, BC}. Each link has a capacity of 2 Mbps in each direction. Let us also consider the set of demands D = {(A, B), (A, C), (B, C)} all with nominal volume of 1 Mbps, deviation volume of 0.5 Mbps and no compression rate. We set d = 33% and = 0%. 
Heuristic Algorithm
Energy-aware routing problem is known to be NP-Hard [22] . Also we now present a heuristic algorithm based on the compact ILP formulation to quickly find e cient solutions for large networks. Since the power consumption of a link (200 Watts [16] ) is much more than an enabled RE-router (30 Watts [23] ), the heuristic gives priority to minimize of the number of active links. In summary, the heuristic algorithm has two steps: the first step is to use as few active links as possible, and then we minimize the number of RE-routers in the second step.
Step 1 of Algorithm 1 is a constraints satisfaction problem returning a feasible routing. Hence, we use the MILP of the compact formulation without objective function. Our simulations Algorithm 1: Heuristic for robust energy-aware routing with redundancy elimination Inputs:
• A graph G = (V, E) modeling the network with link capacity C uv ; • The robust parameters ( d , ); • A set of demands D.
Output: A feasible solution minimizing the number of RE-routers on the set of active links E.
Step 1: Minimize the number of active links by removing low loaded links Find a feasible routing solution called P current; Let S be an ordered list initialized with the links of G sorted by increasing tra c load in P current; Let R := ; be the set of links that cannot be removed; repeat e := S.lowest loaded link() such that e / 2 R; S := S \ {e}; if a feasible robust routing P new on E \ {e} is found then S new := list of links sorted by increasing tra c load in P new ; if P new has less active links than P current then P current := P new ; S := S new; E := E \ {e}; else R := R [ {e}; until (S = ;) or (R = S); Return the final feasible routing solution (if any);
Step 2: Find feasible solution minimizing the number of RE-routers on the set of active links E found in Step 1.
We use the compact ILP formulation to minimize the number of RE-routers.
show that it is quite fast to find such a feasible routing solution even for large networks (see Section 4). In each round of the algorithm, we try to remove a link with low load and then to find and evaluate a new feasible routing using less active links. The idea behind this algorithm is that we try to turn o↵ low loaded links and to accommodate their tra c on other links in order to reduce the total number of active links. Observing that unused links (i.e. links that are not carrying tra c) are not considered in the set S since the removal of such a link will result in a routing P new equal to the routing P current. If a feasible routing is found in Step 1, and so a set of active links, we proceed in Step 2 to minimize the number of enabled RE-routers. More precisely, we use the compact ILP formulation in which the objective function is set to min P u2V w u . Furthermore, we set all binary variables associated to active links to 1 and the others to 0 (this speed-up the resolution of the MILP).
To further reduce the computation time of Algorithm 1, we can consider additional heuristic. For instance, in Step 1, while removing a low loaded link (and so setting a binary variable to 0) we can also set the variable x {u,v} associated to a heavily loaded link to 1. Indeed, such link will certainly be part of the final solution. In addition, we can add some valid cut-inequalities to speed-up the resolution of the MILP [31] .
Computational Evaluation
Test instances and Experimental settings
We solved the Robust-GreenRE model with IBM ILOG CPLEX 12.4 solver [29] . All computations were carried out on a computer equipped with a 2.7 Ghz CPU and 8 GB RAM. We consider real-life tra c traces collected from the SNDlib [35] : the U.S. Internet2 Network (Abilene) (|V | = 12, |E| = 15, |D| = 130), the Geant network (|V | = 22, |E| = 36, |D| = 387) and the Germany50 (|V | = 50, |E| = 88, |D| = 1595). Note that, in section 4.2.1, we use a simplified Abilene network in which only a half of demands are used (65 demands, randomly chosen). It is because an exponential number of constraints can be added to the constraint generation model and so the overall computation time is more than 10 hours. Capacity is set to C uv = 5/10/20 Gbps for each arc of the Abilene/ Germany50/ Geant network, respectively.
In our test instances, each tra c demand has two values: the nominal and the peak volumes during one day period. These values can be collected using the dynamic tra c from the SNDlib. To achieve a network with high link utilization, all tra c was scaled with a factor of three. To avoid individual bottlenecks, we add parallel links to increase capacity on some specific links. To find parallel links, we first relax the variables x {u,v} to integer variables in the Master Problem. Then, we find the routing solution for the worst case scenario ( d = = 100%) using the relaxed Master Problem. The links {u, v} in which x {u,v} > 1 would be the congested links, so we add more capacity to these links and call them parallel links. According to [2, 3] , based on real tra c traces, an upper bound on tra c redundancy is assumed to 50%. In the simulations, we use = 0.5 and b = 0.3 and for each scenario, we vary the robust parameters ( d , ) in between 0 and the total demands (|D|).
Results and Discussion
Before discussing particular trends or characteristics of solutions, we want to give a visualization of a typical solution of Robust-GreenRE. In Fig. 10 , we present solutions for the Abilene network A prognosis is di cult to give, since the number of RE-routers is highly dependent on the tra c volumes, the capacity, and the network topology. Clearly, the same holds for the employed edges and depending on the demands and the employed RE-routers. However, in general, an increase in leads to higher capacity requirement and more links and/or RE-routers need to be used.
Gap between di↵erent methods
In this section, we compare on the simplified Abilene network the energy saving o↵ered by the three proposed methods: Constraints Generation (CG), Compact Formulation (CF), and Heuristic.
We have reported in Table 3 for various values of , d the optimality gap of the solutions obtained with each method in less than 10 hours of computation. For CG method, we have also reported the number of violations which corresponds to the number of added constraints. We observe that an increase in the level of robustness (represented by , and d ) leads to a higher number of violations and so to a larger computation time. The CG method can find optimal solution in less than 10 hours for small , d and for = d = 100% (i.e., all tra c demands are at their peaks). However, when = d = 10% and 20%, the CG method is not able to find optimal solutions. As explained in Section 3.2, as long as the optimality of the solution is not proven (i.e. capacity violation is found), we have no guarantee that the returned solution is a feasible solution for Robust-GreenRE. Nonetheless, since we get optimal solution for the case = d = 100% which is the worse case scenario, we can use this solution to evaluate the lower bounds of the CG method when = d = 10% and 20%. This way, we conclude that the optimality gaps for these cases are around 20%.
The CF method is much faster for these instances since it is able to prove the optimality of the solution before the time limit in all cases but when = d = 10% of total demands. In this later case, a solution with optimality gap of 2.5% is returned. Recall nonetheless that CF computes only a lower bound on the possible energy-saving o↵ered by Robust-GreenRE.
Finally, and as expected, the heuristic algorithm is the fastest method. All feasible solutions are found in less than 50 seconds. To evaluate the quality of the solutions returned by the heuristic, we have reported in Table 3 the optimality gap as the ratio of the value of the solution computed with the heuristic over the best lower bound returned by the solver for the CG method. The optimality gap is less than 5% for small values of , d , and it is around 25% for larger values. Note that these gaps are close to the ones found with the CG method. We recall that the CG method should output the optimal solution of the Robust-GreenRE model, however it takes very long execution time. This indicates that the heuristic is able to quickly return good solutions. To perform a deeper analysis of behavior of the Constraints Generation (CG) and Compact Formulation (CF) methods, we have plotted in Figs. 11 and 12 the evolution over time of respectively the upper bound, the lower bound (Fig. 11) , and the optimality gap (Fig. 12) obtained by the solver. Recall that the upper bounds reported for CG method before the optimality proof are not necessarily the upper bounds for Robust-GreenRE, but the lower bounds are. We observe that the main drawback of the CG method for these instances is in the lower bounds. These bounds are very low and the CG method needs a lot of time to improve them and so reduce the optimality gap. For instance, in the case d = = 20% reported in Fig. 11e , the improvement of the initial lower bound after 10 hours of computation is almost null. The CF method has a di↵erent behavior since both upper and lower bounds are regularly improved, and except for the case d = = 10%, the optimality of the current feasible solution is improved much before the time limit of 10 hours. Furthermore, the upper bounds of the CF method correspond to feasible solutions for Robust-GreenRE. In general, the CG method can quickly achieve a good upper bound while the CF method is good in finding the lower bound.
We show in Fig. 12 another view of the evolution: the evolution of the optimality gap. When this gap reaches zero, the optimality of the current feasible solution is proved. Clearly, the CF method outperforms the CG method in term of improving optimality gap for these instances. However, it is noted that we can only find the exact solution using the CG method. The optimal solution obtained with the CF method is only a lower bound on the energy saving that can be made with the CG method (see section 3.2).
We now compare in Fig. 13 the performances of the three methods in terms of energy saving (y-axis) for various levels of robustness (x-axis). In this plot, both d and vary with the same value, e.g. robustness = 5% means d = = 0.05 ⇥ |D|. The percentage of energy saving is the ratio of the amount of energy saved in the Robust-GreenRE case over the total amount of energy consumed when all links are activated. It is computed using the following formula:
where |E 0 | is the number of links in sleep mode, W is the number of RE-routers, and |E| is the total number of links in the network (see the example in Section 2.3.1). We have not reported energy saving for the CG method with d = = 10% and 20% since we were not able to find feasible solution for Robust-GreenRE in these cases.
We observe that the maximum gap reported in Fig. 13 between the heuristic and the CG (and CF) method is 7.63%, and this gap decreases for small values of d and . Recall that measurements performed on real networks have shown that only a small fraction of the tra c demands deviate simultaneously from their nominal values [30] . Furthermore, the aim of robust optimization is precisely to take benefit of that fact in order to improve the design of the network, and in our case to save more energy. We have seen that our heuristic algorithm o↵ers good performances both in terms of running time and quality of the solution in this setting. Thus in the sequel, we will use our heuristic to evaluate the Robust-GreenRE model on larger instances. Finally, we have to mention that the CG method was not able to find any feasible solution for Geant and Germany50 networks within the 10 hour computation time limit. Furthermore, the feasible solutions found (if any) with the CF method for these networks were worse than the solutions computed by the heuristic. Indeed, the CF method involves such a large number of variables and constraints for these instances, that we can hardly expect to find good feasible solutions within acceptable computation time. The CG and CF methods can thus be used only for instances at the scale of the Abilene instance, and they were useful to evaluate the behavior of the heuristic on such instances. We now evaluate the impact of Robust-GreenRE on links utilization. Intuitively, since any energy-aware routing scheme operating in the Idle Energy model, as described in Section 2.1, aims at minimizing the number of active links, fewer links are used to carry the tra c. Consequently, active links are expected to be highly loaded. To analyze this behavior, we have plotted in Fig. 15 the cumulative distribution function (CDF) of the links load for Abilene, Geant and Germany50 networks. The CDF describes the fraction of the links having their utilizations (loads) less or equal to a given value. Here, the utilization of a link is measured as the maximum load induced by the routing for any subset of d demands that are simultaneously at their peak and any subset of with reduced redundancy elimination rate. More precisely, the utilization of a link is computed as the value of the left hand side of the constraint (3'). Thus, this is the worst case scenario in the range of the allowed fluctuation defined by d and . In Fig. 15 we include links that are in sleep mode and so with null load. For ease of observation, we only show three cases of robustness for each network, the other cases follow similar curve patterns. As shown in Fig. 15 , Geant and Germany50 networks have low tra c load. For instance, 80% of the links of Geant and Germany50 networks have a load respectively under 40% and 20% of their capacities. Tra c on Abilene network is heavier, however there is no overloaded link and 80% of the links have an utilization of less than 70%. Since a higher value of robustness means that more tra c demands are at peak values, the computed link utilization is high when the level of robustness is high. For example, in Abilene network with 5% of robustness, 85% of the links are under 40% utilization, while for 20% (resp. 100%) of robustness, it is only 65% (resp. 45%) of the links that are under 40% utilization.
Energy saving vs. robustness
Robust-GreenRE vs. GreenRE vs. Classical EAR
In Fig. 16 , we compare the Robust-GreenRE model with the GreenRE and the classical EAR (no compression) models for small values of d and . Since the GreenRE model does not take into account RE rate deviation, we set st = 0.8 (20% of tra c is redundant) and for EAR model , st is set to 1.0 (no compression). Furthermore, since tra c volume variations are not handled by GreenRE and EAR models, all demands are at peak. When d = = 0%, all tra c demands are at their nominal values, the Robust-GreenRE model becomes the GreenRE model with nominal tra c demands, namely the GreenRE nominal . Therefore, energy saving of the Robust-GreenRE model is in between that of the GreenRE nominal and the GreenRE models. We observe that, in Germany50 network, the EAR and the GreenRE models o↵er a small amount of energy saving. A forecast is di cult to give, since energy saving is dependent on both the network topology and the tra c matrix. One parameter that can be used to explain the phenomenon is that the volume of peak tra c in Germany50 network is much bigger than the nominal one (the average ratio of the peak over the nominal tra c is around 6). That is why the Robust-GreenRE model provides higher energy saving than the EAR and the GreenRE model in Germany50 network. It is noted that the Robust-GreenRE model is more e cient than the GreenRE model when only few tra c demands fluctuate their volumes and RE rates ( is relatively small). When is quite big, e.g. >= 20%, the Robust-GreenRE and the GreenRE models yield almost the same amount of energy saving (as shown in Fig. 14) . However, this result does not invalidate the benefit of -robustness because in real-life tra c, only a few demands will vary their tra c simultaneously [30] . In summary, when = 2 5%, the Robust-GreenRE model outperforms the other models and allows for 16 28% additional energy saving in all the considered networks.
Conclusion
In this paper, we formally define and model the Robust-GreenRE problem. Taking into account the uncertainties of tra c volumes and redundancy elimination rates, the Robust-GreenRE model provides a more accurate evaluation of energy saving for backbone networks. Based on real-life tra c traces, we have shown a significant improvement of energy saving compared with other models. As future work, we shall investigate implementation issues and impacts of Robust-GreenRE model on QoS and fault tolerance.
