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Models for characterization of laser-accelerated electron via its produced bremsstrahlung are provided for both
thin and thick targets. An effective temperature functional is proposed to overcome the so-called cold and
hot “temperatures” in the emission spectra, which are shown not to describe the underlying electron energy
distribution. In contrast, this functional allows for identifying the real effect of a hot electron component.
A false “heating” effect due to added noise is also exposed. The models are shown to be in good agreement
with Monte Carlo simulations, as well as in good agreement with other experimental methods when applied
to experimental data.
I. INTRODUCTION
The rapid development of short pulse ultraintense
lasers has led to extensive investigation in laser driven
plasmas as a source of high energy charged particles.
Even table top laser systems allow the direct accelera-
tion of electrons up to MeV energies when focused on
solid targets.1 The random nature of the particle accel-
eration leads to strong cycle-to-cycle fluctuations in the
electron trajectories and energies, although the average
of these single particle distribution leads to Maxwellian
energy distributions2,3 which are usually characterized by
a temperature-like parameter.
Some works in the literature4 also describe these dis-
tributions as bi-Maxwellians, characterized by two tem-
perature parameters plus a mix parameter. The lower
energy particles would correspond to the initial thermal
distribution of the preformed plasma electrons, whereas
the higher energy distribution represents the electrons
heated trough collisionless absorption mechanisms (reso-
nance absorption, vacuum heating, J×B heating, etc5).
When these electrons interact with surrounding mate-
rial, they produce x-ray pulses which spectrally consist
of a continuous bremsstrahlung component and charac-
teristic lines emission. The pulse duration (of the order
of few hundreds of femtoseconds6) and the source size
(few times larger than the laser spot size) make these x-
rays sources very useful for many applications like time
resolved diffraction, medical imaging, spectroscopy, and
microscopy of transient phenomena.
The direct determination of the temperature of a cer-
tain electron distribution requires an extensive measure-
ment, because this parameter is to be obtained asymp-
totically from a log-linear plot of the energy distribution.
This measurement is even more complicated when the
experiments are performed in air.
For that reason, and taking into account that the x-
ray energy spectra should be related with those of the
electrons, another proposal also found in the literature is
to measure the ‘temperature’ of the x-ray spectra, eas-
a)Electronic mail: fdz@usal.es
ier to obtain with solid-state detectors, to try to char-
acterize the two Maxwellian distributions of the electron
population by fitting two temperatures in two different
regions of the spectra.7 However, as we shall show in
this work, the relationship between the electron temper-
atures and the parameters that can be extracted –when
the signal-noise ratio allows it— from the x-ray spectra
is not straightforward.
An alternative, more rigorous method would be
to simulate, typically by Monte Carlo methods, the
bremsstrahlung production for a set of distributions and
take the least-squares best fit of the outputs, with the
disadvantage of the computational cost.7
In this work we will propose another method to ad-
dress this problem, providing some models for thin and
thick target with different refinement will be proposed to
relate Maxwellian electron distributions and their result-
ing bremsstrahlung. A method of identifying the effect
of a two-temperature electron distribution will also be
shown. These models have some advantages over the
simulation methods described before, like allowing cor-
recting existing log-scale temperature fits, decreasing the
needed computation time, and revealing the physical ef-
fects responsible for the difference between electron and
photon distributions.
II. METHOD
A. The notion of effective temperature
The “Maxwellian” electron energy distributions gen-
erated by laser interaction in overdense plasmas can all
be described using the general form of the probability
density function of a gamma distribution,
fα,θ(E) =
Eα−1
Γ (α) θα
e−E/θ , (1)
where E ∈ [0,∞) is the electron kinetic energy, θ is a
scale parameter with dimension of energy which is usu-
ally called ‘temperature’, and α ∈ (0,∞), usually an in-
teger or a semi-integer, is a shape parameter which, in
some physical systems, is identified with half the num-
ber of degrees of freedom. Both the terms “Maxwellian”
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2and “gamma” will be used to refer to these distribu-
tions. Typical examples include8 the exponential dis-
tribution (α = 1), the Maxwell-Boltzmann distribution
(α = 3/2), and the ultrarelativistic Maxwell-Ju¨ttner dis-
tribution (α = 3); as well as other forms sometimes in-
troduced for analytical simplicity (e.g., α = 2 was intro-
duced in Ref. 9). It is a well known fact that the slope
of this distributions in a log-linear plot can be used to
estimate θ. This can be shown by considering the loga-
rithmic derivative of the distribution function,
d ln fα,θ
dE
=
f ′α,θ(E)
fα,θ(E)
=
α− 1
E
− 1
θ
, (2)
which clearly tends to −θ−1. It follows that a tempera-
ture being estimated from any energy distribution f us-
ing energies in a neighborhood of E is indeed given by a
functional
θE [f ] ..= − f(E)
f ′(E)
. (3)
We shall call this functional effective temperature. For
gamma distributions we have
θE
[
fα,θ
]
=
E/θ
E/θ + (1− α)θ . (4)
The behavior of Eq. (4) is depicted in Figure 1. It is
worth noting that accurate estimation of θ relies on the
asymptotic part of the spectrum being used in the fit, un-
less the distribution is an exponential. Otherwise, overes-
timation of the temperature will occur unless the asymp-
totic condition E  θ holds.
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FIG. 1: Effective temperature in gamma distributions
as a function of energy, both scaled by the temperature
θ, for different values of the shape parameter α.
In real fittings estimations in a neighborhood are not
possible and intervals [E1, E2] are used instead. In this
case ln f(E) is being fit to a line
aE1,E2 − E/θE1,E2
in the sense of least squares, where a and θ are parame-
ters. In the limit case of uniform sampling this is equiva-
lent to the well known problem of find the best 1-degree
polynomial fit in L2[E1, E2]. From the solution of that
problem10 it is immediate to state
θE1,E2 [f ] =
(E2 − E1)3
12
∫ E2
E1
E ln f(E) dE − 6 (E2 + E1)
∫ E2
E1
ln f(E) dE
.
(5)
A simple analytical solution also exists for these
gamma distributions, given by
θE1,E2
[
fα,θ
]
=
(E2−E1)3
θ3
3(α− 1) 2E2E1 ln
(
E2
E1
)
−(E22−E21)
θ2 +
(E2−E1)3
θ3
θ .
(6)
B. Bremsstrahlung calculations
There are two simple hypothesis on the medium where
the accelerated electrons produce the bremsstrahlung.
On the one hand, the amount of material the electrons
travel through can be viewed as negligible (“thin tar-
get”); for example, a narrow cone of electrons emitted
from the surface of the plasma to the outside of the tar-
get. On the other hand, the amount of material can be re-
garded as big enough for almost all electrons to stop com-
pletely (“thick target”); for example, for isotropic elec-
trons emitted from the plasma, as long as the dimensions
of the target are bigger than the range of most of the elec-
trons in the distribution. The continuous slowing down
approximation range can be used for this purpose.11
1. Thin target models
The bremsstrahlung emitted by a general electron en-
ergy distribution f is given by its integral with the angle-
integrated production cross-section, i.e.,
fγ(Eγ) ∝
∫ ∞
Eγ
f(E)σ
(
E,Eγ
)
dE , (7)
where σ is the angle-integrated bremsstrahlung cross-
section. In the thin target approximation changes in the
electron energy and the photon attenuation along the
material are both neglected and the emission distribu-
tion Eq. (7) is assumed to be the detected distribution.
The general dependence of the angle-integrated
bremsstrahlung cross-section σ with the electron energy
can be described by the almost linear dependence of the
scaled cross-section Eγ σ with the scaled energy Eγ/E,
which suggest an approximation of the form
σ
(
E,Eγ
) ∝ { E−1γ − bE−1 if E > Eγ
0 otherwise
}
, (8)
3where b ≤ 1 is a dimensionless positive constant that
must be fitted to experimental values of the cross-section.
The condition in the definition guarantees only non-
negative values are predicted. Such an approximation
was studied by Findlay in Ref. 12, where the value
b = 0.83 was claimed to accurately represent the results
of Ref. 13 in the 5 to 20 MeV electron kinetic energy
range.
Other specific fits on b can be attempted in order to
improve the cross-section description in a different energy
range. Numerical integration of Eq. (7) with a vary-
ing upper integration limit can be used to show that,
for a fixed Eγ , most of its production comes from elec-
tron energies about two or three times its value. Thus,
given an electron energy E in the range of interest, it
is more important to reproduce the lower energy part
of the σ(E,Eγ) than its “tip”. The value b = 1, which
corresponds to neglecting the tip, can be checked to re-
produce this part of the cross-section accurately. There
also exists another advantage in favor of this model that
will be discussed later in this section. However, note that
for different purposes other values of b might provide a
better description, specially when then bremsstrahlung
tip is relevant.
By using Eq. (7) and Eq. (8), analytical predictions of
the bremsstrahlung spectra are possible, under the ap-
proximations of thin target and Findlay’s cross-section.
In the case of gamma distributions of electrons this can
be expressed as
fFin;bγ;α,θ(Eγ) ∝
∫ ∞
Eγ
fα,θ(E)(E
−1
γ − bE−1) dE
=
θ Γ
(
α,
Eγ
θ
)
− bEγ Γ
(
α− 1, Eγθ
)
Eγθ Γ(α)
, (9)
where Γ (a, z) is the incomplete gamma function as de-
fined in Ref. 14 and 15.
The effective temperature can be calculated by means
of Eq. (3), yielding
θEγ
[
fFin;bγ;α,θ
]
=
Eγ
θ Γ
(
α,
Eγ
θ
)
− bE
2
γ
θ2 Γ
(
α− 1, Eγθ
)
(
(1− b)e−Eγ/θ
(
Eγ
θ
)α
+ Γ
(
α,
Eγ
θ
))θ .
(10)
The asymptotic behavior is not as obvious as it was
in Eq. (4), but making use of the asymptotic expansion
of the incomplete gamma function (§8.11(i) in Ref. 15)
one can find the series expansion
θEγ
[
fFin;bγ;α,θ
]
= θ
1 +(α−{ 2 if b < 1
3 if b = 1
})
θ
Eγ
+O
(
θ2
E2γ
) .
(11)
Despite it is still true that the effective temperature
functional can be used to estimate the temperature in
the asymptotic limit Eγ  θ, in practice the condition
worsens, as it can be seen in Figure 2, where the ex-
act result of Eq. (10) has been depicted for b = 1.
Direct numerical calculations using Eq. (7) with data
from the Seltzer and Berger description13 are also shown
as dashed lines. It is worth noting that, assuming
b = 1, in contrast to what was seen in Eq. (4) and Fig-
ure 1 the temperature is underestimated if α ≤ 3 (the
α = 3 case predicts a second-order underestimation), so
the exponential-generated bremsstrahlung is not exempt
from this effect, and both overestimation and underesti-
mation might occur if α > 3, depending on the energy
region being used. Alternative modeling with b < 1 fails
to reproduce this behavior which is numerically observed
in Figure 2, which is another reason supporting the choice
made.
The deviation found with high Z materials like tung-
sten or gold is below 2 % for Eγ & θ and thus the model
can be applied safely in the keV energy range. For
low Z materials like copper or aluminum this increases
to around 10 %. In these cases numerical calculations
should be preferred.
An analogous expression for the calculation on an in-
terval can be obtained from Eq. (5), which requires nu-
merical calculations.
2. Thick target models
As introduced before, the alternative hypothesis to the
thin target is that the thickness is big enough so all elec-
trons stop on it.
A simple approximation to the emission from a thick
target can be obtained assuming the intensity emitted
from a target follows a linear model reaching zero at the
energy limit given by the Duane-Hunt law (cf. p. 272
in Ref. 16), the so-called Kramer’s model.17 Thus, the
number of photons emitted by an electron of energy E
are roughly given by
σKra(E,Eγ) ∝
{
Ee
Eγ
− 1 if Eγ ≤ Ee
0 otherwise
}
. (12)
This expression behaves like a cross-section in the
sense that its substitution in Eq. (7) yields the total
bremsstrahlung emitted from the target. From this fol-
lows that
fKraγ;α,θ ∝
θ Γ
(
α+ 1,
Eγ
θ
)
− Eγ Γ
(
α,
Eγ
θ
)
EγΓ(α)
(13)
and
θEγ
[
fKraγ;α,θ
]
=
Eγ
θ
− E
2
γ
θ2
Γ
(
α,
Eγ
θ
)
Γ
(
α+ 1,
Eγ
θ
)
 θ . (14)
It is worth noting, comparing Eq. (14) and Eq. (10),
that
θEγ
[
fKraγ;α,θ
]
= θEγ
[
fFin;1γ;α+1,θ
]
. (15)
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FIG. 2: Effective temperature in a gamma distributed
electron-produced bremsstrahlung as a function of the
photon energy for different values of the shape
parameter α and material Z. Solid lines show the model
given in Eq. (10), dotted lines show the numerical
calculations of Eq. (7) using tabulations derived from
the works of Ref. 13. The plot above shows calculations
a low Z material (Al), where the maximum deviation
from the model was found. The plot below shows the
change of the functional with different Z values. The
results are similar for different temperatures in the
same range.
This means that difference in the shape of a
bremsstrahlung spectra due to the medium being thick
instead of thin is equivalent to that of an increase in a
“degree of freedom” of the electron population. Hence,
these two effects are difficult to identify by simply ana-
lyzing an spectrum.
A more comprehensive physical description of thick
target bremsstrahlung can be obtained by characteriz-
ing the electron fluence in the target, integrating a cross
section, and taking into account the intrinsic attenuation
of the medium. To this purpose we will use the model of
Ref. 18, for which an implementation (xpecgen) is also
available.19
3. Comparison with finite material simulations
To study the effect of the finite amount of mate-
rial where the bremsstrahlung is generated some simula-
tions were performed with the the Monte Carlo package
FLUKA 2011.2c.520,21. A conical beam with 17◦ diver-
gence of Maxwellian electrons of different temperatures
was simulated to cross a 1 or 10 µm-thick tungsten region.
Each simulation consisted of a number of primaries be-
tween 1.8× 108 and 3.5× 109, depending on the simula-
tion. Single scattering was activated in all regions for all
charged particles and production and transport thresh-
olds were set at 1 keV for electrons and photons. The
bremsstrahlung decay length was biased by a factor of
0.2, which is properly account in the particle weights.
The simulated spectra are shown in Figure 3. From
this data, effective temperatures were calculated by fit-
ting sets of up to 10 sampling points. These are shown in
Figure 4, with error bars depicting the standard devia-
tion of the fit value when the number of points is reduced.
The predictions of both thin and thick target models are
also shown in Figure 4.
In general, the 1 µm simulations match both of the thin
target models. With respect to the 10 µm case, both of
the thick target models globally reproduce the simulated
effective temperatures for θ = 20 keV, 40 keV. For the
60 keV case, the simulation results lie between the pre-
dictions of thin and thick target models. This could be
expected since, for high Z targets, the penetration depth
is around 2rCSDA and rCSDA(50 keV) ≈ 5µm. Thus, for
energies is this range a target with such a thickness can
be regarded neither as thin nor thick.
Note the abrupt region around 70 keV where the tem-
perature decreases is related with the K-alpha absorption
edge. The numerical thick model (xpecgen) is the only
one to take into account the intrinsic attenuation of the
material, and thus, the only one to reproduce it. Once
again, one can see that the effective temperature obtained
from the x-ray spectrum underestimates the true electron
temperature.
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lines show the analytical thick model of Eq. (14), and
dot-dashed lines the numerical calculations using
Ref. 19.
C. Mixtures of distributions
1. Two-temperature electron populations
As stated in the introduction, it is usual in the litera-
ture to explain x-ray spectra as being produced from mix-
tures of “cold” and “hot” electrons (a “bi-Maxwellian”
distribution), so the changes in the log-scale slope found
in the spectra seem explained. However, as we have pre-
viously seen, this behavior is also characteristic of single-
temperature-produced bremsstrahlung. A specific pro-
cess for identifying electron temperature mixtures is thus
needed.
From the effective temperature functional [Eq. (3)], ap-
plying simple algebra one can find that, for a convex
combination of distributions with PDFs fi and weights
1 ≥ ai ≥ 0 such that
∑
ai = 1,
f(E) =
∑
i
aifi(E) , (16)
the effective temperature can be written as
1
θE [f ]
=
∑
i
aifi(E)
f(E)
1
θE [fi]
, (17)
which has a clear meaning: the inverse of the effective
temperature is a convex combination of the individual
ones with weights that depend on the relative amount of
their PDFs.
Hence, if one wants to explain an effective temperature
around an energy E using a single component component
of the mixture aifi(E)  ajfj(E) must hold for every
j 6= i, or otherwise both components must be taken into
account to make a prediction.
The typical behavior of the effective tempera-
ture functional for bi-Maxwellian electron-produced
bremsstrahlung, using the different models, is depicted
in Figure 5, where θcold = 10 keV, θhot = 40 keV, and
the hot electron fraction is 0.5 %. Both single temper-
ature Maxwellian cases are also shown there. For small
photon energies the cold electron component dominates,
while the high energy tail follows the hot component in-
stead. In between these two situations both of them are
relevant to explain the transition, where the functional
experiences a change in convexity in a energy interval,
easier to identify in its derivative, also depicted in the
figure.
2. Noise influence in the effective temperature
As we have shown above, electron temperatures are
only found directly in their bremsstrahlung spectra in
the asymptotic limit. However, in the high energy re-
gion of the spectra the number of events is usually small,
and random noise can be important. Assuming a uni-
form noise is present in the detector, it will behaves like
a distribution whose inverse temperature is zero. From
Eq. (17) follows that, when this noise is relevant, the
effective temperature increases in a seemingly unphysi-
cal way, since the resulting effective temperature cannot
be attributed to an electron population generating its
bremsstrahlung. An example with Maxwellian models,
chosen for the sake of simplicity, is shown in Figure 6,
where this Maxwellian spectra with different degrees of
noise are plotted (panel above), as well as the effective
temperature calculated using Eq. (17) and Eq. (4). This
situation should be contrasted with the two-temperature
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FIG. 5: Effective temperature (above) and its derivative (below) in the bremsstrahlung produced by a bi-Maxwellian
electron distribution using the cross-section model [Eq. (8)] (solid line), numerical calculations from the tabulations
from the works of Ref. 13 (dashed lines), and monoenergetic models [Eq. (10)] (dot-dashed lines). The hot
component fraction is 0.5 %.
shown in Figure 5. The effective temperature functional
tends to diverge as the noise increases, while a true hot
electron component will asymptotically approach a finite
value. Plotting of the functional would serve to clarify
the issue.
III. RESULTS AND DISCUSSION
A. Experimental application
A comparison with the experimental data from Ref. 22
is given below. This experiment was performed with
a 1 GW, 990 Hz Ti:Sa laser, focused with an estimated
intensity of 5.4× 1016 Wcm−2 in an Aluminum target.
The bremsstrahlung, measured with an Amptek XR-
100T-CdTe, is shown in Figure 7, as well as the effec-
tive temperature functional. The models best fitting the
region where the effective temperature varies smoothly,
Eγ ∈ [15, 25] keV, are also shown as the dashed line (thin
target) and as the dotted line (thick target). Only an-
alytical models were considered here, since the experi-
ment was not performed with a high Z target. The thick
target model, which is the reasonable choice assuming
an approximately isotropic electron distribution is being
formed in the target, predicts an electron temperature
of θ ≈ 14.0 keV. This is in remarkable agreement with
the results of Ref. 22, where θ ≈ 13.8 keV was claimed
to explain the dose-distance curves found with a TLD
detector.
The abrupt increase in the effective temperature be-
yond 30 keV is not explained by a single temperature,
and beyond 45 keV the values are too big to be physical
(hundreds of keV), which can be only attributed to noise
as discussed in §II C 2. While there could be a additional
hot electron component in the source, it cannot be dis-
tinguished in the photon spectra, because the asymptotic
condition it would need to manifest is absent.
IV. CONCLUSIONS
Direct identification of the slope of the log-linear plot
of a photon distribution with the electron source temper-
ature has been shown to underestimate such a parame-
ter. Furthermore, mixtures of two Maxwellian electron
distribution cannot be identified in general by fitting two
regions of the spectra, and, if doing so, noise can be mis-
taken with a false hot electron component.
Analytical and numerical models have been devel-
oped to characterize the Maxwellian electron-produced
bremsstrahlung both in thin and thick targets. They
allow to extract the electron characteristics using the
710−3
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FIG. 6: Impact of an added uniform noise distribution
in a Maxwellian distribution. The change in the slope of
the spectrum could be though as a second temperature,
but the shape of the effective temperature functional
makes clear it is not so (cf. Figure 5).
effective temperature functional, which behaves like a
moving-window fit in log-scale of the spectra. These
models also provide a characterization of bi-Maxwellian
electron-produced bremsstrahlung which can be distin-
guished from single temperature effects and from noise
influence on the high energy tail of the spectra.
The models were shown to be in good agreement with
simulated and experimental data and can be used to es-
timate the underlying electron distribution parameters.
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