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Abstract 
Fluctuations in transit ridership patterns have always concerned transport 
planners, operators, and researchers. Factors that affect ridership carry utmost 
importance. This research investigates underlying temporal and spatial influences 
behind variation in daily ridership rate (boardings/100 people) across a metropolitan 
area in a Western World setting. The sub-tropical city of Brisbane, Australia, is used 
as the case study, with nine Localised Investigation Areas (LIAs) in each of the inner 
ring, middle ring, and outer ring of the metropolitan area examined in fine detail. 
Brisbane’s governing bodies have invested heavily in a substantial busway (bus rapid 
transit or BRT) network that is fed by an extensive network of On-Street Bus (OSB) 
routes. As bus is the most popular transit mode in this region, this research 
investigates factors that affect daily bus ridership rate within its case study area.  
The primary intent of this research is to develop a model that reflects temporal 
and spatial influences in order to estimate daily ridership rate of an LIA. An 
innovative and sophisticated nested modelling structure is developed, which includes 
a Lower Nest Model (LNM) and an Upper Nest Model (UNM). The LNM focuses on 
temporal influences on variation in ridership rate within an LIA, while the UNM 
focuses on the spatial influences on variation in ridership rate between LIAs. Both 
models are combined into a Combined Nested Model (CNM), which can estimate an 
LIA’s daily ridership rate considering both temporal and spatial influences.  
Initially, weather variables are specified to explain variability in daily ridership 
rate. However, for all LIAs studied, the influence of individual weather variables on 
ridership rate is found to be insignificant. Therefore, an integrated weather variable 
named ‘Apparent Temperature’ (AT) (established by Steadman, 1995), is used. 
Analysis identifies that relative changes in AT and rainfall accumulation have limited 
effects on ridership rates across Brisbane.  
In further investigation, daily ridership rate for the study year of 2012 is 
apportioned to nine complex seasonality blocks, which not only reflect the four 
calendar seasons (Summer, Autumn, Spring, and Winter) but also customary 
seasonal influences due to school/university (academic) periods, their corresponding 
holidays, and other observant holidays, such as Christmas. Through Multiple Linear 
Regression (MLR), this research identifies a very strong association between 
complex seasonality factor (𝑆𝐹), day of week factor (DF) and daily bus ridership 
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rate. Weather variables were also included in the MLR model but their influence 
proved to be insignificant. They were investigated further by considering them as 
factors, combined with 𝑆𝐹 and 𝐷𝐹 as a single independent variable.  The best model 
contains 𝑆𝐹, 𝐷𝐹 and Whole Day Rainfall Accumulation Factor (𝑊𝑅𝐴𝐹). The model 
was nominated as LNM and further normalised based on the original yearly average 
ridership rate of each LIA and refined by disregarding the error term. 
On the other hand, the UNM deals with the estimation of yearly average 
ridership rate in relation to the base characteristics that govern variation in yearly 
average ridership rate between LIAs, including Transit Quality of Service (TQoS), 
socio-economic and socio-demographic factors. The analysis identifies Service 
Intensity (𝑆𝐼) (bus-km/km2), which combines service frequency, route coverage and 
overall actual hours of service of an LIA, as being the most influential TQoS 
variable. An LIA can attract higher ridership only if it is provided with adequate 𝑆𝐼, 
irrespective of its topographical condition and closeness to the Central Business 
District (𝐶𝐵𝐷). A preliminary UNM includes 𝑆𝐼 and an inverse of transit:car travel 
time ratio (𝐼𝑇𝑇𝑅). 
In the final stage of UNM development, the analysis incorporates variables 
related to socio-economic and socio-demographic factors. However, they have very 
limited influence on ridership rate of an area. Consequently, variables included in 
UNM are normalised form of service intensity (𝑟𝑒𝑙_𝑆𝐼), travel time ratio between 
car:transit (𝐼𝑇𝑇𝑅) and a dummy variable that reflects excessive service intensity 
(𝑋_𝑟𝑒𝑙_𝑆𝐼). The final UNM can explain variation in yearly average ridership rate 
between all LIAs studied, considering their spatial characteristics.  
Consolidating LNM and UNM in the form of a Combined Nested Model 
(CNM) provides a complete picture of transit ridership rate in an LIA. CNM enables 
estimation of daily ridership rate considering both temporal and spatial influence for 
the year 2012 in the City of Brisbane within an acceptable range of error for each 
LIA studied. The form of this model can enable the transit planner and researcher to 
estimate an area’s daily ridership rate, if a certain set of its base characteristics is 
known. The CNM can assist transit agencies in identifying factors that may lead to 
an increase in the use of transit. Moreover, while developing land for residential and 
commercial use, planners can utilise the CNM to plan its transit facilities, given its 
base characteristics.  
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Chapter 1:  Introduction 1 
 Introduction 
1.1  Research Background  
Public transport, or transit, provides basic mobility services to people in their 
day-to-day activities. It is a sustainable and environmentally friendly means of travel. 
However, only a small segment of the travelling population uses transit as their 
preferred mode of travel, compared with private car. In Australia, approximately 
only 8.8% of the population use transit compared with 86.3% of people, who use a 
car for their journey to work (McCrindle, 2014). A significant increase in transit 
mode share can reduce the burden of private cars on the road system, on road 
congestion, travel times, air pollution, and energy consumption. Hence, it is 
imperative to analyse the factors that affect transit use.  
Transit ridership is the single most important dimension of transit system 
performance. A transit system devoid of riders does not improve social welfare. 
Whatever value transit has to society stems from its value to its riders. Typically, 
access to the transit stop/station can be made by a variety of means, including 
walking, bicycling, auto (private car) drop-off and auto park-and-ride (TRB, 2013). 
Walking dominates, so it is considered as one of the major facets of transit ridership 
(Sarkar, 2002). According to Guo et al. (2007), transit users are affected directly by 
weather while waiting or walking to and from the transit stop, and usually 
pedestrians are very sensitive to adverse weather conditions as they affect their 
comfort. Sarkar (2002) argued that pedestrians need extra protection from bad 
weather. Appropriate provisions for weather protection; however, depend largely on 
the local context.  
Guo et al. (2007) concluded that transit modes, such as bus, subway, and train 
are affected by weather differently. Among these, bus is more affected by inclement 
weather. Hofmann and O’Mahony (2005) uncovered that adverse weather results in a 
higher level of congestion due to an increase in private vehicle usage. On-street bus 
(OSB) is affected more as it shares the road system with general traffic. Additionally, 
OSB stop infrastructure generally offers less, and sometimes no, protection from 
adverse weather, such that bus transit users might suffer more during adverse 
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weather conditions. Hence, the effect of weather on bus ridership is worthy of 
investigation.  
This research focuses on, amongst other conditions, the effects of weather on 
bus ridership in a mid-sized metropolitan area in the western world context. The City 
of Brisbane, Australia, is used as the case study, with several nominated Localised 
Investigation Areas (LIAs) used for more fine-grained analysis. The sub-tropical 
weather pattern of Brisbane is highly variable by season. The region is more prone to 
severe weather events, such as severe thunderstorms during Spring and early 
Summer, both heat waves and heavy rainfall during Summer (Brisbane City Council, 
2013), as well as occasional cold snaps during the dryer Winter. According to Holper 
(2011), in recent years the occurrence of extreme weather conditions has increased, 
with more frequent, heavier rainfall events occurring over a longer period.  
The term seasonality is often used to capture recurrence and periodicity within 
systems; daily transit ridership being one example. Seasonality in such a system is 
often addressed using the calendar season approach. Summer, Autumn, Winter, and 
Spring are particularly evocative of periodic weather variation. However, other 
underlying factors related to periodic human activity, which are collectively defined 
in this research as customary seasonality, can also affect daily ridership. The effect of 
these recurrent human activities is often convoluted with the effects of the calendar 
season. Previous literature often acknowledges this, but does not specifically account 
for it. Hence, this research attempts to understand the underlying reasons behind the 
variation of daily ridership that are related to both calendar season and customary 
seasonality. 
Apart from influences due to seasonality, the effects of Transit Quality of 
Service (TQoS) measures have the potential to directly influence daily transit 
ridership (TRB, 2013). The TQoS of a localised area is expected to affect its 
ridership. According to the Transit Capacity and Quality of Service Manual 
(TCQSM) (TRB, 2013), TQoS is characterised by two important sets of measures; 
Availability, and Comfort and Convenience. Absence of a high quality of service 
might discourage prospective riders from accessing transit services, even when 
transit stops are located within reasonable walking distances of one’s origin and 
destination and proper walking amenities are provided. Environmental factors, 
particularly topography, are presumed to affect transit users as they access the transit 
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stop, such that a hilly area might be less conductive to transit ridership than a flat 
area. Brisbane is a hilly city, so transit ridership might be influenced by its 
topographic grade; such influences are also investigated in this research. 
Moreover, according to Hendricks (2005), the characteristics of an area, such 
as socio-economic and socio-demographic factors (for example, population density, 
relative household income, household size, employment status, occupation type, 
measure of vehicle ownership in an area and the like) also influence transit ridership. 
This research defines an area’s TQoS, socio-economic and socio-demographic 
factors as the base characteristics of that area. 
The City of Brisbane is highly reliant on bus transit. Its governing bodies have 
invested heavily in a substantial busway (bus rapid transit or BRT in short) network, 
which is fed by an extensive network of OSB routes. Three busway corridors 
totalling more than 25 km serve more than half of the city’s routes and offer strong 
connections to the heavy rail network. The busway network comprises a mixture of 
grade-separated bus-only sections with on-street transit-way sections, 
complementing the region's urban rail network to provide faster and more efficient 
bus services to its residents (Brisbane Metropolitan Transport Management Centre, 
2013).  
This research focuses on overall bus transit ridership within its case study area, 
including both OSB and BRT. While heavy rail network coverage is limited to nine 
radial lines and linear ferry network (high-speed catamaran and low speed monohull) 
to one line along the Brisbane River, Brisbane’s bus network services access almost 
all parts of the city. Bus stop spacing is also substantially smaller than railway station 
and ferry terminal spacing across Brisbane, which makes bus generally more 
accessible than rail and ferry.  
As bus has the most significant transit mode share in this region, this study 
focuses on factors that affect daily bus ridership. From here on, discussion around 
transit ridership refers to the mode of bus unless stated otherwise. 
The study findings will enhance the fundamental understanding of ridership 
behaviour by establishing models that accurately estimate ridership due to all of the 
influences mentioned above for the case study, the sub-tropical city of Brisbane. 
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Through this research, an enhanced understanding of the factors influencing ridership 
will assist policy makers, transit authorities, transport planners, and researchers to:  
 Understand the rationale behind fluctuation in ridership over the course of 
a year. 
 Improve system efficiency and user satisfaction under atypical conditions 
by re-arranging and/or re-scheduling of bus service. 
 Design and implement appropriate programs to encourage the use of bus. 
 Dictate the distribution of valuable resources more appropriately to 
achieve their optimal use. 
1.2 Research Problem and Purpose 
Transport studies that have dealt with weather have mostly focused on weather 
and vehicle safety, speed, and traffic conditions (Edwards, 1999; Hassan & Barker, 
1999; Kyte et al., 2001; Eisenberg, 2004; Keay & Simmonds, 2005; Chung et al., 
2006). In comparison, a limited amount of research has studied the relationship 
between weather and transit use, and this research has provided conflicting results. 
Some support the notion that weather acts as deterrent to transit usage; while others 
suggest the opposite (Khattak, 1991; Changnon, 1996; Khattak & de Palma, 1997; 
Guo et al., 2007; Stover et al., 2012). Moreover, the majority of transit and weather 
related studies have been confined to North American and Western European 
contexts.  
A few Australian studies have explored the impact of weather on non-
motorised travellers, such as cyclists (Keya, 1992; Nankervis, 1999; Richardson, 
2000; Phung & Rose, 2007; Ahmed et al., 2012) and pedestrians (Burke et al., 2006) 
as well as tram system users (Mazloumi et al., 2008; Mesbah et al., 2014). However, 
scant research has been found that investigates the impact of weather on bus 
ridership in Australia. Therefore, it is vital to understand the effect of weather on bus 
transit ridership in an Australian context. 
Similar to weather, the impact of temporal variation due to seasonality is well 
documented in areas of human physical activity (Pivarnik et al., 2003; Reilly & 
Peiser, 2006; Tucker & Gilliland, 2007; Belanger et al., 2009; Shephard & Aoyagi, 
2009) and non-motorised transport (Nankervis, 1999; Yang et al., 2011; Tintin et al., 
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2012). However, considering the potential importance of analysing the influence 
seasonality on bus ridership, it is surprising that it has not received broader attention 
in the literature, apart from a few studies, such as Guo et al. (2007) and Stover et al. 
(2012). 
Distinct from the calendar season, some underlying factors relating to human 
customary activities may explain variation in daily ridership. These variations may 
reflect influences, such as holidays and festivals, yearly socio-economic patterns, 
yearly educational and institutional cycles, as well as other actions including 
meteorological patterns. Nevertheless, in the majority of studies, these factors tend to 
be eclipsed by the implication of the calendar season. Because human activities are 
somewhat linked with the calendar season, it might appear that ridership fluctuation 
is directly linked to it. However, segmenting the year into four distinct calendar 
seasons may mask some of the ridership variability that is caused by human 
customary activities. No research was found in the literature that addressed this 
matter. Consequently, this research investigates by analysing transit ridership 
variation over the year, segmenting it into internally, relatively consistent seasonality 
blocks, and identifying the influencing factors. 
Analysing ridership across multiple areas under a single analysis poses the 
problem of bias due to population differences. Other things being equal, areas with 
large populations will have higher aggregate ridership than those with smaller 
populations. For this reason, it is necessary for this study to normalise ridership by 
use of daily ridership rate (boardings per 100 people) as the dependent variable of 
primary interest. 
Moreover, ridership rate in an area ought to be influenced by that area’s base 
characteristics, which include its TQoS characteristics along with its socio-
demographic and socio-economic conditions. However, their effects have received 
limited attention in the literature for the case study setting of this research. One 
exception was a study by Muley et al. (2007), which focussed on a particular transit 
supportive locality of Kelvin Grove within Brisbane.  
It is difficult to establish a meaningful relationship that includes weather 
variables, seasonality, and base characteristics of an area within a single daily 
ridership rate estimation model. Weather variables change from day to day, which is 
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related to temporal influences on ridership. Seasonality can also be related to 
temporal influences. On the other hand, certain base factors are internal to the area 
and are more stable. They are related to the spatial influences on ridership. It is 
postulated that, by combining these two distinct influences on ridership into a single 
model, their individual effects may be convoluted. Nevertheless, it is essential to 
include these two different influential factors within a comprehensive daily ridership 
rate estimation model. Evaluating them separately in two layers of a model may 
solve the issue of ambiguity. This leads to the principal aspiration of this research, 
which is to develop a comprehensive daily ridership rate estimation model by 
incorporating both temporal and spatial influences within a modelling structure, 
named as the Nested Model Structure. It consists of two distinct but connected 
layers. The lower level addresses the temporal influences on ridership, while the 
upper level addresses the spatial influences. Finally, both of their influences will be 
combined to form the final nested model. 
1.3 Research Aim 
The principal aim is to understand the underlying reasons behind bus ridership 
variation using a representative selection of Localised Investigation Areas (LIAs), 
within the City of Brisbane and to develop a daily ridership rate estimation model, 
using a nested model structure, considering both temporal and spatial influences on 
ridership.  
1.4 Research Hypothesis  
Daily ridership rate of an area, located within a metropolitan setting, can be 
estimated using a stochastic modelling approach, considering influences of certain 
weather variables, underlying seasonality factors, and that area’s base characteristics.  
1.5 Research Questions 
The following research questions are identified from the abovementioned 
research aim and hypothesis: 
1. Do weather variables affect daily ridership, and if so, to what extent is the 
impact for the case LIAs? 
 
2. How can the underlying reasons that predominantly influence daily 
ridership rate of an LIA be identified? 
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3. How can the governing base characteristics that dictate spatial variation of 
yearly average ridership rate between LIAs be determined? 
 
4. How can daily ridership rate of an LIA be best estimated considering both 
temporal and spatial influences? 
 1.6 Research Objectives  
In order to respond to the research aim and address research questions, the 
following key objectives are formed: 
1. Analyse the weather variables that have a tendency to affect daily ridership 
in the City of Brisbane and identify the degree to which they influence 
ridership rate in selected LIAs (in response to Research Question 1). 
2. Identify the underlying factors that are responsible for the variation of daily 
ridership rate of an LIA throughout the year, and develop a daily ridership 
rate estimation model considering those factors (in response to Research 
Question 2). 
3. Determine the governing base characteristics that dictate spatial influence 
of ridership rate, and develop a yearly average ridership rate estimation 
model based on those characteristics (in response to Research Question 3). 
4. Incorporate temporal and spatial variation of ridership rate to develop a 
comprehensive daily ridership rate estimation model, using a nested model 
structure (in response to Research Question 4). 
5. Make recommendations, including the development of a framework for 
ridership rate estimation, informed policymaking that would result in 
designing adequate interventions to increase bus ridership and efficient use 
of valuable resources. 
1.7 Significance of the Research 
The bus system carries the highest transit mode share within the case study 
area of the City of Brisbane. In order to meet the transit demand for the City of 
Brisbane’s growing and geographically dispersed population, in recent years the 
Queensland Government and Brisbane City Council have focused on developing its 
extensive busway network. Factors that affect Brisbane’s bus service are of utmost 
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importance and can be broadly categorised into two divisions; external factors and 
internal factors. The external factors are those imposed upon the system and relate to 
temporal influence, and internal factors are those generated from within the system 
and relate to spatial influence.  
This research provides a comprehensive understanding of bus ridership 
variation within and between LIAs within the City of Brisbane. This offers a new 
approach to estimate and analyse ridership rate for the purposes of maximising the 
utilisation of existing resources and optimally providing additional resources.  
This research provides a new method of analysis for researchers to extract 
meaningful outcomes and widen the knowledge in the field of transit research. It also 
aims to develop a transferable framework for daily ridership estimation.  
1.8 Scope of this Research 
The primary contributions of this research are to understand the underlying 
reasons behind variation in ridership rate, both temporally and spatially, and to use 
stochastic modelling to enable estimation of ridership rate for a given Localised 
Investigation Area (LIA) during a given seasonality block in a given weekday. 
However, it is important to note the following limitations of this research. 
Firstly, this research is limited to weekday ridership rate only. It excludes 
weekends and public holidays, where ridership is heavily influenced by many 
random events. On weekends, ridership rate is substantially lower than on weekdays 
and the dominant types of trips are non-commuting, such as recreational and 
shopping trips. This research will only address the comparatively less flexible group 
of weekday riders, whose variation patterns are more periodic than random.  
The second limitation of this research is related to consideration of transit 
service variables. According to the Transit Capacity and Quality of Service Manual 
(TCQSM) (TRB, 2013), TQoS is measured across two important aspects, 
Availability, and Comfort and Convenience. This research will consider transit 
service availability measures in detail, which will be denoted as ‘Service Offering 
Measures’ in this research. However, TQoS measures from the domain of comfort 
and convenience are not included in this research, aside from transit:car travel time 
ratio. The other measures are very data intensive and require significant resources, 
which were not available for this research.  
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Thirdly, it is important to note that the independent variables analysed in this 
research may have indirect influence on the dependent variable, through a latent 
variable. For instance, rain might reduce travel time reliability and reliability might 
be the true cause of reduced ridership. However, the potential for proxy status of 
dependent variables selected for the models falls beyond the scope of this research 
mostly due to their latent effects. Moreover, factors in relation to reliability, comfort 
and convenience falls under the domain of ‘Comfort and Convenience’, which is also 
beyond the scope of this research.  
Fourthly, this research is limited to understanding the variation in the daily 
ridership rate for bus ridership only. It does not consider train and ferry services, or 
LIAs that are highly reliant on these transit modes compared to bus.  
Fifthly, urban form, land use density, land use pattern, walkability, 
neighbourhood safety and security and the like are not considered in this research 
due to the scope and data issues. Furthermore, this research examines economic 
aspects of transit service provision, such as infrastructural cost, market penetration or 
farebox revenue analysis.  
Lastly, transit system capacity is predominantly beyond the scope of this 
research.  
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1.9 Thesis outline 
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This thesis consists of nine chapters. A brief outline of each chapter is given below:  
Chapter 1  
This chapter presents the research background, identification of research 
problem and purpose, research aim, research hypothesis, research questions as well 
setting the objectives of this research. It also outlines the scope of this thesis.  
Chapter 2 
This chapter discusses the past literature relevant to the hypothesis and 
questions of this research. This chapter also identifies the research gap from previous 
literature and provides recommendations, based on the previous research gap, for this 
research.  
Chapter 3 
This chapter provides an overview of the case study area and the data collation 
process. It portrays in detail the location and demography of the case study area. 
Chapter 4 
This chapter conducts initial investigation on the effect of adverse weather, in 
terms of rainfall on the City of Brisbane’s daily bus ridership. In particular, it 
explores the relationship between daily ridership and rainfall by analysing their 
correlation. This chapter also describes the methodology applied to pre-process the 
daily ridership data for further use in research at different stages.  
Chapter 5 
This chapter explores the relationship between individual weather variables, 
such as air temperature, wind speed, relative humidity including rainfall and daily 
ridership considering the entire City of Brisbane as well as the nine Localised 
Investigation Areas (LIAs) selected for this research. It also analyses the influence of 
integrated weather variables (i.e. Apparent Temperature) on daily ridership for case 
study areas through various model development processes. 
Chapter 6 
This chapter analyses the influences of both seasonality and weather variables 
on the daily ridership rate across all nine LIAs studied. Analysis of this chapter 
reveals a sophisticated system of approaching seasonality encompassing human 
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customary activities rather than relying solely on the typical calendar season. This 
chapter develops the Lower Nested Model for daily transit ridership rate estimation, 
centring on temporal variation within an area considering both seasonality effects 
and weather variables. 
Chapter 7 
This chapter identifies the base characteristics that govern variation in yearly 
ridership rate between LIAs, including Transit Quality of Services (TQoS), socio-
economic and socio-demographic factors. It will develop the Upper Nested Model 
for yearly average ridership rate estimation, which is a function of the base 
characteristics of an LIA. 
Chapter 8 
This chapter develops the Combined Nested Model that enables the estimation 
of an LIA’s daily ridership rate without prior knowledge of that area’s ridership. This 
model is a prototype that can be adapted for application to transit planning and 
research for a localised area, such as a suburb, within a larger metropolitan area. 
Goodness of fit and error of the CNM are also analysed in this chapter.  
Chapter 9 
This chapter consolidates the findings of all chapters and presents conclusions 
and recommendations from this research, and offers future research directions.  
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 Literature Review 
2.1 Introduction 
Factors affecting transit ridership can be broadly categorised into two 
divisions; external factors and internal factors (Taylor & Fink, 2003). Researchers 
often use different terms to classify these variables; the European Commission on 
Transportation Research (1996) separates variables into direct and indirect 
categories. The external factors are those beyond the control of transit systems. They 
include weather variables, socioeconomic and socio-demographic factors, such as 
employment level, income level, car ownership, fuel price, parking price, population 
density, employment density, and spatial factors. Factors that are controllable within 
the transit systems are known as internal factors. They include transit service 
attributes, such as service quantity, service quality and transit fare. 
This chapter will review the relevant literature, which has considered either 
external or internal factors to examine transit ridership. Due to the breadth of the 
topic, the scope of this research predominantly covers weather from the external 
factors and Transit Quality of Service (TQoS) from the internal factors. It will 
demonstrate how daily transit ridership can be influenced by daily weather 
conditions and characteristics of transit services at any given area. The chapter is 
divided into six main sections. After this introduction, Section 2.2 will describe the 
effect of weather variables on transit ridership. First, it will explain the influence of 
individual weather factors, followed by the combined effect of weather variables on 
ridership, both in a subjective and an objective manner. Then, it will focus on studies 
that have examined the effect of the typical calendar season, monthly variation, and 
day of week on daily ridership. Influences of weather conditions on various user 
groups and extreme weather conditions on ridership will also be discussed. Data and 
methodology used to investigate weather-transit analysis will be explained in Section 
2.3. Section 2.4 will review the effects of internal factors i.e. available transit 
facilities on daily ridership in terms of availability and comfort and convenience as 
prescribed by the Transit capacity and Quality of Service Manual, 3rd edition (TRB, 
2013). Apart from weather and TQoS elements, other external and internal factors 
that might affect transit ridership are considered in Section 2.5. Section 2.6 will 
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summarise the literature reviewed, integrate the analyses of various topics covered, 
and identify key research gaps along with recommendations.  
2.2 Effect of Weather on Daily Ridership 
With modern innovation and technology, people have learned to control their 
surrounding weather conditions to their utmost comfort. Yet, when they leave their 
comfort zone, weather influences their lifestyle in various ways. The effects of 
weather variables on transit, in particular ridership, are mostly contextual. As an 
example, in the cold settings of Europe and North America, an increase in 
temperature was found to have a significantly positive effect on transit ridership 
(Guo et al., 2007; Shih & Nichols, 2011). In contrast, in regions with hot climates, 
temperature increase negatively affects transit ridership (Lin, 2009). Not all weather 
variables influence ridership to the same degree, and intensity varies with the climate 
of that region.  
2.2.1 Effect of Individual Weather Elements on Daily Ridership  
This section will review a number of studies that have analysed the relationship 
between individual weather elements and ridership. 
2.2.1.1 Rainfall 
Rainfall has generally been associated with ridership as an unfavourable 
condition. Its effect varies from time to time and with typical calendar season 
(Winter/Spring/Summer/Autumn). In Chicago, Guo et al. (2007) noticed a negative 
coefficient for rainfall across all calendar seasons regardless of transit mode but the 
intensity of the effect varied between transit modes. For instance, bus is more 
sensitive to rainfall than train. For bus, 1 inch (25mm) more rainfall reduced 
ridership by between 16,000 (1.6%) and 22,000 (2.2%), whereas for train it reduced 
between 5,000 (1.0%) and 8,000 (1.6%). Tang & Thakuriah (2012) also found in 
Chicago a decreasing monthly average of weekday bus ridership with rainfall. In an 
earlier study for the same location, Rose (1986), however, observed no significant 
rainfall impacts on transit ridership.  
Investigation on the relationship between weather and bus ridership was 
conducted by Hofmann & O’Mahony (2005) in Dublin, Ireland by considering rainy 
days against non-rainy days. The study found a lower likelihood of ridership during 
rainy days and concluded that riders prefer an alternative transit mode to bus on rainy 
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days. The possible explanation could be due to its sharing of the road network with 
other vehicles and being subjected to traffic congestion during rainfall, whereas train 
has its own right of way. However, the significance of the result was unclear due to 
the small sample size.  Changnon (1996) observed Summer rainfall on ridership and 
found a decrease of 3% to 5% on weekdays in the Chicago urban area. A major 
reduction in ridership occurred due to midday rainfall (6%) compared with morning 
(3.3%) or afternoon (1.9%) rainfall. This result suggests that discretionary riders, 
such as shoppers, who made their journey at midday mainly, were more likely to 
avoid transit on rainy days.  
Stover & McCormack (2012) analysed ridership in the state of Washington, 
USA and concluded that rainfall is the only weather variable that exerts a significant 
influence in all four-calendar seasons. In comparison with the average ridership, the 
occurrence of rainfall led to a decrease in bus ridership by 5.05% in Winter, 9.73% in 
Spring, 7.36% in Summer, and 5.97% in Autumn. 
Rainfall, nevertheless, does not always lead to a decrease in transit ridership. In 
contrast to the preceding studies, Aaheim & Hauge (2005) found a small but positive 
correlation between ridership and rainfall in Bergen, Norway, but only for a certain 
group of people and for a certain area of the city. Additionally, a national travel 
survey study from the Netherlands reports a positive relationship between rainfall 
and transit trip generation, resulting from large-scale switching from active (open-
air) to motorised transit modes (Sabir, 2011). In addition, studies from Belgium 
(Khattak & de Palma, 1997; Cools et al., 2010) and Geneva (de Palma & Rochat, 
1999) identified mode choice shifting during rainfall. 
2.2.1.2 Wind 
In spite of having an important influence on daily travel, compared with 
rainfall, wind is often overlooked in human travel behaviour literature. Guo et al. 
(2007) found a reduction in bus ridership numbers in Chicago with higher wind 
speeds, whereas for train the effect was negligible. Their analysis detected that 
typically, a 1mph (1.6km/h) increase in wind speed reduced weekday ridership by 
800 (0.08%) to 1,300 (0.13%) for bus and only 155 (0.03%) for train. A recent study 
in Gipuzkoa, Spain (Arana et al., 2014), analysed weekend ridership (Saturdays and 
Sundays only) to test the effect of weather on discretionary riders’ trips. Overall, 
their result identified that wind decreased transit ridership on weekends. Another 
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study (Singhal et al., 2014) analysed daily and hourly subway ridership using New 
York City Transit. Wind speed was found to have a higher negative impact on 
ridership at elevated stations, such that the study suggested future design considering 
weather protection facilities at elevated stations. Strong breeze was also found to 
negatively affect accessibility of underground stations. 
Stover and McCormack (2012) observed that, except during Summer, average 
wind speed had a significant effect on ridership. A 1mph increase in average wind 
speed resulted in a ridership decrease of 170 (0.48%), 109 (0.29%), and 186 (0.48%) 
in Winter, Spring and Autumn respectively. Similar to the aforementioned studies, 
the study concluded that strong wind speed might have a greater effect on ridership. 
2.2.1.3 Temperature  
Evidence from previous literature revealed that the effect of temperature is 
generally lower than that of rainfall. Stover and McCormack (2012) also observed 
that ridership decreased in Winter, compared to the other calendar seasons. A 
possible reason could be containment of temperature variation within human comfort 
level, in seasons other than Winter. Negative effect of temperature on transit 
ridership was also observed during colder weather in other studies (Cools et al., 
2010; Shih & Nichols, 2011; Sabir, 2011; Tang & Thakuriah, 2012;), especially 
when coupled with rainfall (Datla & Sharma, 2010) or snow, low visibility and heavy 
wind (Maze et al., 2006). This is logical, because simultaneous negative effects of 
any combination of factors ought to multiply the deterrent effect of temperature on 
ridership.  
After assessing the impacts of temperature on transit ridership in New York 
City, Cravo & Cohen (2009) confirmed an opposite result from previous study 
findings. Their analysis showed that cooler-than-normal temperatures increased 
ridership in all seasons, and warmer-than-normal temperatures decreased ridership in 
Summer. Likewise, not all studies that analysed temperature variables identified the 
temperature effect to be significant in the expected direction (Guo et al., 2007). 
Hence, literature suggests that a combination of both temperature changes as well as 
human thermal perceptions might work as an indicator to explore temperature effect 
on transit ridership more accurately. The following section will review literature that 
focuses on the influence of combined weather elements considering human 
perception and human travel behaviour, both in subjective and objective measures.  
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2.2.2 Effect of Integrated Weather Variables on Ridership  
Prior studies on relationship among individual weather elements and transit 
ridership have often provided conflicting results. Some studies supported society’s 
pre-conceived notion that adverse weather affects transit ridership negatively, while 
others suggested the opposite (Kalkstein et al., 2009). Moreover, weather elements 
are measured separately in their absolute form but individually do not represent a 
complete picture of the weather condition. Hence, many research findings were 
convoluted through the use of weather elements separately. 
In reality, weather variables mostly occur concurrently and influence human 
perception in combination. The human body cannot perceive weather effects 
discretely; rather, it perceives weather effects as a whole (Bureau of Meteorology, 
2013). For example, an increasing wind during hot weather may be evaluated as 
pleasant and stimulating for walking and cycling, whereas the same increase in wind 
during cold weather may be perceived as an uncomfortable wind chill, especially in 
combination with rainfall. Therefore, analysing integrated weather variables may 
help to explain human travel behaviour from a new perspective.  
Aspiring to synthesise human perception with the effect of coexisting 
individual weather elements, many researchers have amalgamated them into a more 
encompassing variable rather than focusing on any single weather variable, before 
proceeding to their intended analysis. Such integrated variables strive to simulate 
how people feel in a certain weather condition and represent it with a form of 
indication, mainly using numeric digits. 
Studies in health, tourism, climate and thermal comfort that have combined 
weather variables into one indicator are relatively well documented (Thorsson et al., 
2004, 2007; Eliasson et al., 2007; McGinn et al., 2007; Chan & Ryan, 2009; Lin, 
2009; Yu et al., 2009; Almeida et al., 2010; Grjibovski et al.,2012). Moreover, some 
studies have concentrated on the effect of integrated weather variable on non-
motorised transport (Richardson, 2000; Burke et al., 2006, Phung & Rose, 2007; 
Ahmed et al., 2010, 2012). Nevertheless, research on the combined effect of weather 
variables on transit ridership is very rare. Up to date, only one study (Kalkstein et al., 
2009) observed integrated weather effects on daily ridership in USA. Studies 
considered meteorological data as actual values (objectives) or relative measurement 
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(subjective) to classify a weather category or to compose a comprehensive weather 
variable.   
In order to pursue the knowledge gap, examples from the dominion of active 
transport can be borrowed to illustrate how different studies have approached 
combined weather variables, to determine their influences. It can be tempting to 
translate the finding from active transport research to transit in a direct manner 
simply because one of the main forms of active transport, walking, is an integral part 
of transit usage. However, it may be unwise to do so because of the difference in 
duration of exposure to weather. For the duration of a cycling or walking activity, 
people are unprotected from weather, whereas during in-vehicle time, which is 
generally the major time portion of a transit journey, riders are protected. The only 
time riders are exposed to weather is when walking to and from stations/stops and 
during any transfers in the open environment.  
2.2.2.1 Subjective measures of weather data 
Air Mass 
Considering subjective analysis, some studies combine meteorological 
parameters according to various characteristics of weather. Kalkstein et al. (2009) 
compared ridership data with daily air mass, based on spatial synoptic classification 
(SSC). SSC represents numerous meteorological variables at a given area. The 
system is based on the identification of eight different weather types across the North 
American continent. At a station-by-station level, it assigns each day into one of 
these weather types, or as a transition between two weather types (Sheridan, 2002). 
This index has been used for general climatological purposes as well as numerous 
applications, including rainfall intensity (Greene, 1996), heat-stress mortality 
(Kalkstein & Greene, 1997), the urban heat island (Sheridan et al., 2000), and 
climate change studies (Kalkstein et al., 1998). Despite all its usefulness, the original 
system of SSC has important limitations, most notably its applicability only during 
the Winter and Summer seasons.  
Table 2-1 provides an elaborate description of each air mass type, whose 
characteristics can be substantially different across locations and seasons. Even 
though the meteorological conditions within each air mass may vary among 
locations, the relative impacts are similar. For example, moist tropical (MT) air in all 
 20 Chapter 2:  Literature Review 
locations would consist of temperatures and dew points above average for that 
location and time of year. 
Table 2-1: Spatial synoptic classification; Source: Kalkstein et al., (2009) 
Air Mass type Description 
Dry moderate (DM) Mild and dry, although slightly more humid than either DP or DT 
Dry polar (DP) 
The coldest air mass at a location for the time of year, generally adverted 
from Canada 
Dry tropical (DT) 
The hottest and driest air mass at a given location for the time of year; 
usually desert air adverted from Mexico or the south-western USA; can also 
be produced by rapidly sinking air, such as the Chinook or Santa Ana winds 
Moist moderate (MM) Similar to MP but warmer; often associated with precipitation 
Moist polar (MP) 
Cloudy and cool; often located north of a warm front or near a cool ocean 
body 
Moist tropical (MT) Warm and humid; usually in the warm sector of a frontal system 
Transition (TR) 
Two or more air masses are present at a location in a given day; often 
associated with frontal passages 
 
Air Mass was found to have a significant impact on daily ridership on three 
urban train systems in the USA. Outcomes of this research confirmed increase in 
ridership on dry comfortable days and decrease on moist cool days. 
Weather Score 
Nankervis (1999) studied cyclist behaviour in the temperate climate of 
Melbourne, Australia, and his target group was tertiary students. He classified 
weather data into four descriptive categories; ‘weather score’ was stipulated as very 
good, good, poor and very poor. The weather variables included rainfall, wind, and 
temperature. Combining three elements into one ‘weather score’, the analysis 
observed a significant association between weather and non-student commuter and 
recreational cyclists.  However, the study noticed that it is not very easy to dissuade 
students who are commuter cyclists from cycling, even during adverse weather. The 
study did note that use of weather scoring is more challenging compared to use of 
individual weather components due to its lack of robustness, because the intensities 
between influences of weather elements are not equal.  
2.2.2.2 Objective measures of weather data 
Physiological Equivalent Temperature (PET) 
To understand the relationship between atmospheric conditions and 
physiological processes in the human body, some studies of thermal comfort and 
travel behaviour have used an indicator based on human heat balance equation 
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named ‘Physiological Equivalent Temperature’ (PET). This index combines the 
relationship between meteorological (air temperature, air humidity, wind speed) and 
thermo-physiological parameters of the human body, such as human activity and 
clothing insulation (Hoṗṗ, 1999; Matzarakis et al., 1999; Matzarakis et al., 2000).  
The values of this thermal index were calculated using the radiation and the 
bioclimatic model ‘RayMan’ (Matzarakis et al., 2000). The thermo-physiological 
parameters consider heat transfer resistance of clothing and internal heat production 
rate of human body. The unit for clothing insulation is ‘clo’ and heat production rate 
is ‘watt’ (W). For ease of calculation, Matzarakis et al., (2000) set the thermo-
physiological parameters for typical clothing, which has heat transfer resistance of 
0.9 clo and light activity due to which the human body’s general heat production rate 
is 80 W. PET suggests that cyclists are influenced by both actual meteorological 
variables as well as human thermal perception. Table 2-2 lists the ranges of PET for 
different levels of thermal perception.  
Table 2-2: Physiological Equivalent Temperature level in (°C) according to various levels of thermal 
perception; Source: Matzarakis & Mayer (1996) 
PET (°C) Thermal perception 
<4 Very cold 
4-8 Cold 
8-13 Cool 
13-18 Slightly Cool 
18-23 Comfortable 
23-29 Slightly Warm 
29-35 Warm 
35-41 Hot 
>41 Very Hot 
   
Considering the PET index, numerous thermal comfort studies have found a 
parabolic relationship between temperature and outdoor activities in public places 
(Karyono, 2000; Thorsson et al, 2004; Feriadi & Wong, 2004; Nikolopoulou & 
Lykoudis, 2007; Lin & Matzarakis, 2008; Lin, 2009). The thermal comfort range of 
respondents was 21.3 to 28.5°C PET. A PET value around 20°C is characterised as 
comfortable by Thorsson (2007) in the temperate climate of Tokyo. In the warm, 
humid tropical climate of Taiwan, Lin (2009) noticed that the preferred temperature 
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might vary between hot and cool season. He found values of 24.5°C and 23°C PET 
to be the preferred temperatures in the hot and cool seasons respectively. Use of the 
PET index in transport studies is very rare due to its complexity in calculation from 
available weather data.   
Brandenburg et al. (2007) applied the PET thermal index to understand the 
temporal influence on daily frequency of cyclists. This study categorised the PET 
index according to the evaluation step of Matzarakis & Mayer (1996) and observed 
its significant influence on cyclists’ behaviour (Brandenburg et al, 2007).  
Apparent Temperature (AT) 
A more common measure of atmospheric conditions felt by humans is 
‘Apparent Temperature’ (AT) (Phung & Rose, 2007). The AT model was developed 
by Robert Steadman in Australia during the late 1970s (Bureau of Meteorology, 
2010). The model combines the four main environmental factors of wind, 
temperature, humidity and radiation. Among them, wind and radiation are 
microclimatic factors; they are influenced by local factors, such as aspect, shelter 
from wind, shade, nearby surfaces and so on. AT exists in two versions; one includes 
the solar radiation effect in the open air and the other one for indoor settings. 
Measurement of solar radiation is very involved and is somewhat unfeasible in the 
context of this research.  
It is best to gauge radiation at each individual location, rather than generalising 
it for an area. It is possible to measure the radiate temperature in a small area or for a 
very short path, but it is impossible to cover a whole suburb or region. Moreover, due 
to Brisbane’s subtropical climate the measured value cannot be generalised for across 
suburbs, as there may be a case of rainfall in one suburb and no concurrent rainfall in 
the next suburb. Studies that have adopted the AT model have incorporated three 
major metrological elements; temperature, wind speed and humidity, and have not 
considered radiation.  
AT (measured in degrees Celsius) is that which would be felt by an adult 
individual walking outdoors in the shade under the given conditions.  
The formula developed by Steadman (1994) for AT is as follows: 
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𝐴𝑇 =  𝑇𝑎 +  .033 ∗ 𝑒 –  0.070 ∗  𝑊𝑠 –  4.00 Equation 2−1 
 
Where, 
       𝐴𝑇 = Apparent temperature (°C) 
       𝑇𝑎 = Dry bulb temperature (°C) 
𝑒 = Water Vapour Pressure (hPa) 
𝑊𝑠 = Wind Speed (m/s) at an elevation of 10 metres 
 
Water vapour pressure can be calculated from dry bulb temperature and relative 
humidity using the following equation Steadman (1994): 
 
𝑒 =
𝑟ℎ
100
∗  6.105 ∗  exp (17.27 ∗  𝑇𝑎 / (237.7 +  𝑇𝑎)) Equation 2−2 
 
Where, 
𝑟ℎ = Relative Humidity (%) 
 
According to equations 2-1 and 2-2, if temperature is 23°C, humidity is 80% 
and wind speed is 35%, the temperature that would be apparent to a human body is 
25.8°C, whereas if humidity is 35%, the same temperature would feel like 19.5°C.  
Phung & Rose (2007) identified a non-linear effect of AT on cyclists in 
Melbourne, reflecting lower bicycle numbers at low and high temperatures. In other 
words, cyclist traffic volume increased as the AT increased up to a certain point, 
after which cyclist traffic volume followed a declining trend. A similar result was 
observed for the same location for cyclists (Ahmed et al., 2010). 
HUMIDEX 
 
Burke et al. (2006) stated that: “It is difficult to use temperature data alone to 
describe how hot a particular day feels to the average person, especially in the South 
East Queensland climate where humidity is a significant factor in Summer weather”. 
Therefore, to better understand heat and humidity on people’s walking trip rates per 
day, their study used the HUMIDEX index created by Canadian meteorologists in 
1965 (Masterton & Richardson, 1979). Humidex combines temperature and humidity 
readings into one number as a way of indicating how the human body ‘perceives’ the 
combination of temperature and moisture in the air. It is expressed as a value, not as 
an actual temperature with units of degrees, because it is an interpretation of how 
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people might feel. Unlike AT, HUMIDEX does not account for wind chill, which 
was criticised as a major flaw of the index by Phung & Rose (2007).  
Using the following equation, Figure 2-1 details HUMIDEX score as 
temperature and relative humidity vary.  
𝐻𝑈𝑀𝐼𝐷𝐸𝑋 =  𝑇 + 5 9⁄ ∗ ((6.112 ∗ 10(
7.5∗𝑇
237.7+𝑇)  ∗ 𝐻/100) −  10) Equation 2−3 
 
Where, 
       𝑇 = Air temperature (°C) 
       𝐻 = Relative humidity (%) 
Figure 2-1: Determining HUMIDEX from temperature & relative humidity readings; Source: Burke et 
al., (2006).  
Burke et al. (2006) used South East Queensland Travel Survey (SEQTS) data 
(2003-2004) to obtain information for walking trips within the Brisbane statistical 
division, and calculated a HUMIDEX score for each day of SEQTS period. Table 2-3 
presents the range of the relative HUMIDEX score and degree of comfort level that 
is generally experienced by a person.  
Table 2-3: Degree of comfort level according to HUMIDEX; Source: Burke et al., (2006) 
Range of HUMIDEX Degree of comfort 
Less than 29 No discomfort 
30 to 34 Some possible slight discomfort 
35 to 39 Some possible moderate discomfort 
40 to 45 Possible strong discomfort 
46 to 53 Possible very strong discomfort 
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The Burke et al. (2006) study observed small but significantly over estimated 
HUMIDEX value, because during the score calculation process, this study used the 
maximum temperature and humidity value for each day. However, highest heat and 
humidity generally do not coincide during the day.   
No research has been found that analysed the effects of any of the 
aforementioned weather indices on transit ridership. Therefore, in an attempt to 
comprehend combined weather influence on bus transit ridership, this research will 
incorporate integrated weather variables in terms of using the Australian heat index 
‘Apparent Temperature’ model.  
2.2.3 Effect of Calendar Season, Month and Day-of-Week Variation on 
Ridership 
Effects of the calendar season are well documented in human physical health 
studies (Pivarnik et al., 2003; Reilly & Peiser, 2006; Tucker & Gilliland, 2007; 
Belanger et al., 2009). However, its influence has seldom been considered to 
understand human travel behaviour. Intuitively, the calendar season should influence 
transit ridership, mostly due to temporal variation but possibly also due to rainfall. 
Even though literature concerning the calendar season is uncommon, abundant 
literature has studied daily, weekly, and other short-term variation in urban transit 
ridership. 
2.2.3.1  Calendar season and monthly variation on ridership  
An earlier study by Doi & Bruce (1986) used two time-series regression 
models (linear form and logarithmic form) to estimate typical calendar season 
variation of urban rapid rail transit ridership in Philadelphia, Pennsylvania, USA. 
Ridership was estimated to decrease by 6.26% during Summer. In Autumn, ridership 
increased by an estimated 4.77%. In that study, ‘seasonal variation’ was used to 
examine month-to-month ridership variation. Clifton et al. (2011) clustered the daily 
weather characteristics based on calendar seasonal groups (Summer, Autumn, Winter 
and Spring). Their observations were firstly segmented by calendar season followed 
by a two-step cluster procedure, conducted within each season. This resulted in 17 
weather clusters. Even though the analysis indicated some relevance of weather types 
for travel behaviour, in conclusion they noted that primary findings are relatively 
weak with respect to supporting a complex weather construct based on cluster 
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analysis. Therefore, the analysis suggested further work needs to be done to explore 
the representation of weather in travel behaviour.  
Chang & Fan (2013) identified variation in ridership number in the 
Pingdingshan City, China by month and calendar season. They found that the peak 
months were January to April, and the trough months were June to September. The 
study mentioned three reasons for this variation in residents’ travel behaviour; 
climate’s seasonal change, holidays and transit service condition. The study noticed 
increased ridership in the Winter months (January, February) and decreased ridership 
during the Summer months (June, July, August).  
The possible reasons for low ridership during Summer were associated with the 
uncomfortable riding conditions inside the non-air-conditioned buses in 
Pingdingshan. Moreover, during Summer vacation, students, who are one of the main 
groups of bus ridership, refrain from using bus. The reason for higher ridership 
during colder months was due to switching from active transport modes to transit. 
Even though the study (Chang & Fan, 2013) mentioned certain effects of seasonality, 
their study was unable to draw a clear distinction between calendar season based on 
temporal variation and seasonality due to human activities, which in this study will 
be termed as ‘customary seasonality’. However, the switching from active transport 
to transit is consistent with behavioural travel studies in Chicago, where a switching 
pattern was observed from car to transit during adverse weather. Diversion also 
occurred from other modes including walking and cycling (Khattak, 1991; Khattak et 
al., 1995). Studies in Brussels and Geneva (Khattak & de Palma, 1997; de Palma & 
Rochat, 1999) found no significant seasonal changes with mode choice, possibly 
because these studies particularly focused on car commuters, who may not have been 
very sensitive to weather.  
A recent literature review study based on the impact of weather on daily travel 
behaviour indicated that in addition to weather variations, seasonality being the 
distribution of holidays throughout year, might also affect travel behaviour in 
different ways (Böcker et al., 2012). Studies have often acknowledged this fact, but 
have not offered insights in their analyses. This gap in knowledge is aligned with the 
tenet of this thesis: that combining the influence of calendar seasonality with 
customary seasonality could better explain variation in transit ridership, rather than 
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purely the calendar season. The combination of both seasonality terms will be termed 
‘complex seasonality’. 
2.2.3.2 Effect of Day-of-Week on ridership  
Apart from monthly variation and season, travel behaviour often depends upon 
the type of day of week. Depending on the type of day (Saturday, Sunday, and 
Weekdays i.e. Monday to Friday), ridership pattern may change. Arana et al. (2014) 
analysed weather impacts on weekend ridership only. They found a decreased 
number of trips on weekends due to wind as well as rainfall, and conversely an 
increased number of trips due to temperature increase. Both regular (smartcard users) 
and occasional travellers (cash paying) were found to share the same behavioural 
pattern. Singhal et al. (2014) and Guo et al. (2007) focused both on weekday and 
weekend ridership. Separate models were established to estimate ridership for 
weekdays and weekends. All models were found to be statistically significant, yet the 
weekend models explained higher variation compared to weekday models. These 
studies also revealed that a greater number of weather variables are significant in 
weekend models than weekdays. This is expected because weekday trips generally 
consist of commuter trips which are affected less by weather, since they have 
inflexible and rigid time schedules, whereas weekend riders have more flexible 
choices. In addition, weekdays typically have higher service frequency than 
weekends, giving greater utility. Detailed analysis of day of week confirmed that 
Saturday trips are more sensitive to weather than Sunday trips (Guo et al., 2007). A 
possible explanation might be that adverse weather on Saturday leads to 
postponement of recreational trips until Sunday.   
A similar study on New York City Transit (Cravo & Cohen, 2009) noticed that 
the magnitude of the weather’s impact differed amongst days of the week. Chung et 
al., (2005) analysed the influence of rainfall on trips for all days of the week. They 
also noticed that due to rainfall, the trip numbers decline more significantly on 
Saturdays and Sundays than other days. Almost all of the aforementioned studies 
revealed that weekend trips, which tend to be discretionary in nature, are more likely 
to be affected by weather than weekday trips, which tend to be commuting trips. 
2.2.4   Effect of Weather by Different User Groups  
Böcker et al. (2012) revealed that weather effects could vary depending on 
different population categories. Specifically, weather effects may vary based on 
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traveller’s gender, age, type, work pattern, and profession. Arana et al. (2014) 
analysed how different types of bus user (smartcard and cash paying) are impacted 
by weather. They identified a more significant influence of weather variables upon 
occasional (cash paying) bus users than regular (smartcard paying) users. 
Meanwhile, an Irish study used magnetic strip card data and found a slight decrease 
in bus ridership on rainy days. The study concluded that card users do not prefer the 
bus on rainy days, but the significance of the result was unclear (Hofmann & 
O'Mahony, 2005). In terms of temperature, Diaz et al. (2002) found a higher impact 
of heat was found in vulnerable rider groups, such as the elderly. However, no direct 
link to travel behaviour was made by that study. 
A significant number of studies observed that in the course of adverse weather 
conditions, travel behaviour depends on trip purpose. The majority of studies 
indicated a larger effect of weather on leisure trips compared with utilitarian trips 
(Aaheim & Hauge, 2005; Guo et al., 2007; Sabir, 2011). Flexibility in work schedule 
also dictated individuals’ attitudes towards adverse weather conditions. People with 
higher rigidity in work arrival time or longer travelling time to work have a lower 
propensity to change departure time under adverse weather conditions (Khattak & de 
Palma, 1997).  
Gender-based studies, concerning the influence of weather on transit riders’ 
travel behaviour, are very rare, but studies on cyclists have covered this topic. One of 
the early examples is the Australian study by Keay (1992) which revealed that 
women cyclists are more vulnerable during adverse weather than men. This analysis 
detected a considerable reduction of female cyclists even in light rainfall, whereas it 
took heavy rainfall to reduce the number of male cyclists. Moreover, research in 
Canada identified that older adults are associated with a lower likelihood of cycling 
for utilitarian purposes than young adults and men (Winters et al., 2007). 
2.2.5 Effects of Extreme Weather on Ridership  
Opposing the generally observed negative effect of adverse weather on 
ridership, the behavioural travel survey study by Khattak (1991) found that the 
weather-transit relationship follows a positive trend with extreme weather conditions. 
Using similar survey data used by Khattak (1991), other studies Khattak et al. 
(1995); Khattak & de Palma (1997) supported Khattak’s findings and found that 
commuters switched from car to transit during extreme weather conditions. 
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However, these surveys were particularly based on car commuters. During their 
survey period, a substantial number of car users (54%) responded that they have 
changed their travel mode, departure time, and/or route choice during very bad 
weather conditions. Among the commuters who changed their travel pattern under 
very bad weather, 27% of respondents indicated that weather was either a ‘very 
important’ or ‘important’ factor in determining which mode of transit to use.  
Extreme weather effect was also analysed by Guo et al. (2007) revealing a 
mixed result. It identified an upward ridership trend under extremely bad weather 
conditions, such as fog or blizzard. This result also indicated the change in mode 
choice among car users in these conditions. On the other hand, due to heavy rainfall, 
the effect was negative. The observation was not as clear-cut as others were, possibly 
due to the existence of a non-linear relationship between heavy rainfall and ridership. 
In the case of non-motorised transport modes, a negative trend was found 
under extreme weather conditions. Heavy rainfall was found to be the greatest 
deterrent to cycling. In Melbourne, 67% respondents stated that they did not cycle 
due to heavy rainfall, instead preferring to use other another transport mode 
(Nankervis, 1999). Similarly, Keay (1992) found that cyclist numbers declined by 
50% because of a very high amount of rainfall.  
Nevertheless, the effect of extreme weather might not be similar for transit 
users and non-motorised transport. Moreover, studies that covered extreme weather 
conditions mostly used data either from the rider’s point-of-view or from a national 
travel survey. Hence, further investigation is required to identify the influence of an 
extreme weather effect on daily ridership. Preliminary investigation of this research 
will consider extreme weather conditions for the sub-tropical Brisbane region. There 
are many extreme weather events, such as flooding, hurricanes and cyclones, sand 
storms, winter storms and so on.  Since most of these events fall under the heading of 
natural disasters, they are beyond the scope of this thesis.  
2.3 Data Requirement and Methodology for Weather-Ridership Analysis   
 This section will introduce data and methodologies that have been used in 
weather and transit travel-related studies. Typically, most weather-transit studies 
required two types of datasets, which are daily meteorological data and transit 
ridership data. Therefore, types of data and sources used in previous studies in terms 
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of ridership and weather will be discussed first, followed by analysis and 
methodologies. 
2.3.1 Transit Ridership data 
Usually, ridership data are considered from two different sources, which are 
transit agency and travel survey. Sophisticated ridership data collection methods, 
such as Automated Fare Collection (AFC) were not available prior to the 1990’s, 
which is the most plausible reason why the relationship between weather and transit 
ridership was rarely investigated. In 1992, NSW State Transit in Australia introduced 
the State Transit automated ticketing system (STATS) to Sydney’s and Newcastle’s 
bus networks (Automated fare collection system, Sydney, 2015).In Melbourne, AFC 
commenced for bus and train in May 1998 (Automatic Fare Collection, Victoria 
Government, 1998). The Metropolitan Transit Authority of New York City installed 
an AFC system for bus at the end of 1995 when it became the first major multimodal 
US transit agency. Chicago, Illinois, introduced this system on buses in 2001.  
An AFC system is the basis for integrated ticketing, which enables transit 
agencies and planners to get detailed, continuous and accurate data on travel patterns 
and behaviour of riders (Finzgar & Trebar, 2011). With that data, it is possible to 
optimise timetables and other parameters of the transit system. Moreover, it also 
provides the opportunity to public transport planners and researchers for 
sophisticated analysis of travel patterns. However, before AFC traditionally, transit 
authorities collected riders’ trip records manually, such as using point or ride checks. 
This enabled them to collect only a few observations in a given period or a day. 
Since weather-transit related research generally requires a large amount of data 
within a period of interest, it is essential to use an AFC system to perform this type 
of analysis. 
Numerous studies that have focused on ridership analysis, using ridership data 
for a given period of time, such as daily or hourly, recorded by the transit agency’s 
AFC system. Singhal et al. (2014) and Arana et al. (2014) used subway and bus 
ridership data from AFC systems in Manhattan, USA and in Gipuzkoa, Spain 
respectively from 2010 to 2011. The former study obtained half-hourly ridership data 
from each subway station, and data were merged into three datasets: system-wide 
daily ridership, system-wide hourly ridership and daily ridership per station for 
purpose of analysis. The latter study obtained data from a CAD/AVL system 
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(Computer-aided dispatch/Automatic Vehicle Location) that simultaneously manages 
the data coming from all the bus operators in the region. This study segregated each 
day’s ridership data, such as number of travellers for each company, number of trips 
paid using smartcard and in cash. Moreover, Guo et al. (2007) used a transit database 
from Chicago Transit Authority (CTA) to obtain bus (2001 to 2004) and train (1998 
to 2004) ridership data using their AFC system. Hofmann & O’Mahony, (2005) also 
utilised magnetic strip card data using an Electronic Fare Collection system for 
estimating ridership in Dublin, Ireland. Automated transit data was also used by 
Stover & McCormack (2012).  
Not all studies collected ridership data from transit agencies. For example, 
Sabir (2011) used the transport survey data of the Dutch Central Bureau of Statistics 
from 1996 to 2005 to understand weather effects on transit and non-transit users. The 
survey was performed each year. Participants were asked to fill out a questionnaire 
regarding their travel behaviour during a certain day. The information obtained 
includes origin and destination of trip and other details of travellers, such as socio-
economic characteristics.  Similarly, Burke et al. (2006) used travel data from the 
South East Queensland Travel Survey (SEQTS) for the Brisbane Statistical Division 
from 2003 to 2004 to analyse the effect of weather on a walking trip. SEQTS data 
includes information on day-to-day travel and activities from randomly selected 
households. This type of travel behaviour survey is often known as a ‘travel diary’. It 
contains information about how participants travel, where they go, when, and why. 
The SEQTS provides information on the walking trips as well as trips by other 
modes. More than 10,000 people participated in this survey.  
2.3.2 Weather Data  
Transport studies deal with weather to obtain data, and often rely on the regular 
format of publically available external sources, commonly in national meteorological 
agency data. Typically, the meteorology agency delivers weather data according to 
some fixed interval, such as half-hourly, hourly, daily, monthly or in any other 
interval, upon request. It is very difficult to advise accurately the best time unit of 
analysis. Böcker et al. (2013) stated that for analysing planned or routine trips for 
any daily activities (such as the daily journey to work) daily weather data is more 
preferable. However, hourly weather data might be more relevant for short duration 
leisure activities, such as a trip to the park.  
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Moreover, daily weather data does not always reflect the actual weather at the 
moment of a trip. Hence, weather data needs to be linked accurately with reported 
travel data while taking into account spatial and temporal resolutions. Otherwise, 
analysis may produce unclear results. For example, to measure the impact of rainfall 
during the morning peak hour with the time frame between 06:00 and 09:00, both 
datasets of rainfall and ridership need to be considered using the same timeframe, 
otherwise inaccurate results may appear. Stover & McCormack (2012) aggregated 
weather data for 24-hour periods, while the bus service which they studied ran only 
during a portion of those hours (daytime mainly). This mismatch concluded an 
unclear result in model accuracy.  
 Sabir (2011) linked ridership data with more accurate hourly weather data. 
The intention of this research was to assign each observed trip with hourly weather 
data during which the trip took place. He collected hourly temperature, rainfall 
duration (minutes), amount of rainfall (mm), snow and visibility, and wind strength, 
which was measured by Beaufort (Bft). The Beaufort scale measured wind strength 
on a scale of 1 to 12, where six Bft represents wind speed between 39 to 49 km/h; 
and 12 Bft represents a hurricane with wind speed greater than 117km/h. Weather 
data was obtained from 32 Royal Netherlands Meteorological Institute weather 
stations spread across the Netherlands. The average distance to a weather station 
ranged from 12 to 13 km; implying the measurement of local weather conditions. It 
is a pragmatic approach to conduct weather-related analysis in a locality, which has a 
weather station within a sensible distance; otherwise, random mismatch may arise, 
especially when it comes to highly localised weather conditions. Likewise, Singhal et 
al. (2014) provided a more comprehensive result and concluded that an hourly 
weather model is better than daily, since it includes precise effect of individual 
weather conditions.  
However, weather data from meteorological agencies has not always been 
considered. To understand commuter traveller behaviour during adverse weather, 
Khattak & de Palma (1997) used a comprehensive behavioural survey (hand-to-hand 
questionnaire survey). De Palma & Rochat (1999) conducted a similar survey among 
Geneva commuters. Nankervis (1999) collected data by himself to measure the effect 
of weather and climate for a specific group of commuters who were tertiary students 
at three institutions in Melbourne, Australia. 
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 2.3.3 Analysis and Methodology  
This section examines data analysis and methodology processes that have been 
implemented in prior studies. Methodology will be discussed in terms of Absolute 
and relative approach, and human behavioural response approach. Some commonly 
used statistical procedures used in transit-weather related studies will be addressed.  
2.3.3.1 Absolute and relative approaches 
In most studies, weather variables were considered, using either an absolute or 
a relative approach. The absolute method considers weather as an objectively 
measurable ‘state of the atmosphere’ (Go´mez-Martı´n, 2005), based on its 
measurable characteristics at a certain period in a certain locale. The absolute level 
method captures the true impact of weather elements (i.e. cold, heat, and rainfall) in 
terms of their measurable numbers and digits without synthesising with human 
perception. One of the main disadvantages of this method during analysis is that it 
produces systematic bias of seasonal impact. For example, lower ridership in 
December and January typically relate to holiday activities. In contrast, high numbers 
of ridership in September and October are attributed to the commencement of school 
periods. None of these variations is due to changing of weather elements by season 
and occurrence of variability is usually not captured by the absolute method as 
mentioned by two studies (Guo et al., 2007; Stover & McCormack, 2012).  
Instead, the above two studies (Guo et al., 2007; Stover & McCormack, 2012) 
analysed weather variables using the relative change method. The relative 
comparison method ignored the absolute weather conditions; rather, this method 
compared weather with the reference point and ridership to assess the deviation. The 
reference point can be the average of the weather variable measurement within a 
certain period. The period can vary from day to years or even decades. Both of these 
studies used the historic average as well as the daily average as a reference point for 
capturing change in weather variable measurements. Using the daily average 
reference point method, a 5°C temperature rise from the previous day during a cold 
Winter, still represents cold weather, but the relative change method will treat it as 
relatively warm weather and ignore the fact that it is still cold in an absolute sense. In 
addition, the relative comparison method can avoid the systematic biasness problem 
by focusing on the pure impact of short-term weather variation. Guo et al. (2007), 
and Stover & McCormack (2012), compared present weather and ridership of any 
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particular day with the preceding day’s weather. They also compared between 
normal and extreme (considered historic average of weather for any particular day) 
weather mesurments. The rationale for the relative change method is that travellers 
may make decisions about which mode they will take, based on how the weather 
forecast compares to the previous day or the normal weather for a day compared with 
the historic average of that day.  
2.3.3.2 Rider’s behavioural statement  
Human attitude towards adverse weather conditions varies from person to 
person. To comprehend the individual human perception, some studies have used the 
stated adaptation method. Khattak & de Palma (1997), de Palma & Rochat (1999) 
and Cools et al. (2010) asked respondents to state behavioural responses to 
hypothetical weather conditions. If conducted adequately, this type of survey method 
is relatively simpler, less expensive, and provides more reliable results than other 
behavioural research methods, such as telephone interview or conducting a focus 
group (Khattak & de Palma, 1997). It can generate a large sample size, and provide 
an opportunity to test statistical descriptive behavioural hypothesis. However, the 
main limitation of this cross sectional survey is that it does not reveal any long-term 
changes in travel decision and it may suffer from self-selection, non-coverage and 
non-response biasness problems. Other disadvantages are possible discrepancies 
between respondents’ stated and actual behaviours, and potentially different 
interpretations of the same hypothetical weather scenarios. Portraying weather 
simply as ‘severe’, without further specification (Khattak & de Palma, 1997; de 
Palma & Rochat, 1999), leaves too much room for interpretation for respondents and 
for the riders. 
2.3.3.3 Statistical analysis method 
To investigate the impact of rainfall on ridership, some studies simply used a 
‘matched-pair’ statistical approach (Changnon, 1996; Hofmann & O’Mahony, 2005). 
This method requires occurrence of rainfall on one of the two matched days. 
Ridership from the rainy day was compared against a non-rainy day from either the 
previous or the next week. Position of the day in both weeks has to be the same (for 
example, rainy Monday with next or previous week’s Monday). Averages were 
calculated for rain events and non-rain events for effects, such as vehicular accidents 
and transit ridership. 
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In analysing ridership variation due to change in independent (weather) 
variables, one of the common statistical methods dealing with influence of multiple 
independent variables is Ordinary Least Squares regression (OLS). OLS is the 
method used to find the simple linear regression of a set of data as well as the 
nonlinear effect of independent variables. Due to its simplicity, studies that dealt 
with absolute or relative weather variables often applied OLS regression analysis to 
develop models (Guo et al., 2007; Cravo & Cohen, 2009; Stover & McCormack, 
2012; Singhal et al. 2014). OLS is an optimisation method frequently applied when 
performing linear regression. However, it is not the only method for this process. 
Multiple Linear Regression (MLR) is a popular statistical method used for 
multivariable regression analysis to identify the linear influence of multiple 
independent variables in one model. Arana et al. (2014) quantified the 
meteorological effect on weekend trips using a multivariable regression process. 
Likewise, Tang & Thakuriah (2012) adopted a linear mixed model to analyse both 
fixed and random effects on ridership. Analysis of Variance (ANOVA) is the most 
common statistical method used to compare the means of multiple sets of dependent 
variables. Investigating the ridership variation due to change in air mass in two 
separate regions, Kalkestein et al. (2009) used ANOVA to compare the mean 
ridership residuals among the different air mass types.  
Weather is not the only variable responsible for changing daily human travel 
behaviour patterns. Many other non-weather related internal factors affect transit 
ridership on a daily basis, such as transit service characteristics. To take into account 
other factors that may affect bus ridership, this research includes transit service 
attributes along with weather variables. Section 2.4 will discuss Transit Quality of 
Service (TQoS) related variables, considered as one of the most important factors in 
selecting mode of transit in a given area.  
2.4 Effect of Transit Quality of Service (TQoS) on Ridership 
Numerous studies have examined how travel behaviour, or ridership, changes 
depending on various dimensions of urban form. Most studies have concluded that 
high-density and mixed-use developments with good pedestrian environment are 
associated with higher transit use (Frank & Pivo, 1994; Cervero & Kockelman, 1997; 
Ewing & Cervero, 2001; Cervero et al., 2004; Hendricks, 2005). Similarly, a number 
of studies have explored how built environment variables can be associated with 
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physical activity and public health (Dannenburg et al., 2003; Frank et al., 2005; 
Lavizzo-Mourey & McGinnis, 2003). However, compared to these studies, few have 
focused on how transit quality of service affects ridership. It is perceived that people 
only choose transit over car when transit effectively competes in terms of its service 
frequency, service span, coverage, reliability, speed, comfort, and convenience. The 
Transit Capacity and Quality of Service Manual (TCQSM) provides a detailed 
methodology that includes significant transit service quality variables (TRB, 2013). 
2.4.1 Transit Quality of Service (TQoS) Indicators 
 TCQSM groups the Transit Quality of Service (TQoS) indicators for fixed-
route transit services into two principal sets, Availability and Comfort and 
Convenience. Usually, Availability is measured by Service Frequency, Service Span, 
and Access. Likewise, Comfort and Convenience is measured by reliability, travel 
time, and passenger load. 
Table 2-4: Transit Quality of Service measurements for fixed route transit, Source: TRB (2013) 
Transit Quality of Service framework 
Availability Frequency Service Span Access 
Comfort and Convenience Passenger load Reliability Travel time 
 
This research will deal with Availability indicators and some features of 
Comfort and Convenience. Hence, this section will review literature based on transit 
service measurement (availability) and then, focus on literature concerning comfort 
and convenience. It will also provide details about the data and methodology of prior 
studies that analyse the influence of TQoS measurement on ridership. 
2.4.1.1 Availability 
Service frequency 
Research identified a significant impact of service availability (frequency and 
service coverage) on transit ridership and confirmed its superiority over the influence 
of transit fares on ridership (Kain & Liu, 1996; Gomez-Ibanez, 1996). By holding all 
other factors constant, if service frequency is increased, demand for transit must 
increase (Litman, 2008). Tang and Thakuriah (2012) assessed the monthly average 
ridership effects of CTA. They observed that bus service frequency has a significant 
and positive effect on bus ridership. Service frequency was also observed to elevate 
ridership but its effect is not universal. Bus routes with existing higher frequency will 
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observe less increase in ridership than routes with existing low bus frequency. 
Moreover, it was argued that when transit service is not adequate, land use qualities 
never provide sufficient impact to shift mode share to transit, even if land use 
position is optimal (Hendricks, 2005). Litman (2008) argued that increasing service 
frequency reduces travellers’ wait time and thus increases the demand for transit 
service. In order to attract sufficient ridership, sufficient services must be available in 
both peak hours and off-peak hours throughout the week.  
Service hour and route density 
The span of service, or hours or service, is another measure within the QoS 
framework. A positive correlation between service span and bus rider numbers was 
revealed by a Canadian study (Khon, 2000). Moreover, Tang & Thakuriah (2012) 
observed higher average weekday bus ridership for routes with owl service (24-hour 
service) than those with limited service (i.e. AM, PM and midday services). 
Likewise, route density or vehicle miles (or km) of service in an area, has been used 
as a service availability measure. According to TCQSM, this variable is labelled 
under the category of access or service coverage. Studies have confirmed a 
significant positive association between route density and transit ridership (Gomez-
Ibanez, 1996; Kain & Liu, 1996;). Hendricks’ study also looked at the effect of 
service coverage and identified that greater service coverage across the region leads 
to greater potential ridership. Notwithstanding, it is not necessarily feasible to 
mitigate commuters’ wait time by just increasing service frequency or service span, 
as it will increase operating cost and could contribute to road system congestion 
(Daskalakis & Statopoulos, 2008).  
Topographic Grade Factor 
Within the access indicator, topographical grade (change in height over a 
horizontal distance, usually expressed as a percentage) is recognised in TCQSM as a 
component measure of availability. Its effect has been studied in San Francisco, 
California (Holtzclaw, 1994) and Portland, Oregon (Parsons et al., 1993). Both 
considered grade as a topographical measure under their Pedestrian Accessibility 
Index and Pedestrian Environment Factor models. They concluded that steep grade 
is a potential physical barrier that discourages walking or cycling, unless travellers 
have great views or access to other amenities. Burke et al. (2006) studied the effect 
of topography on average walking trips made by the population in greater Brisbane. 
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Their result was not consistent with the studies that have concluded that hilly terrain 
is not favourable for non-motorised travel. Rather, it found the effect of topography 
on walking trips not to be significant, suggesting that further investigation is needed 
to better understand the importance of this variable in this region. Hence, this 
research will include topographic grade factor in its analysis at the route level, to 
explore how transit service facilities and topography affect Brisbane’s daily bus 
ridership. 
2.4.1.2 Comfort and Convenience 
Ensuring higher transit quality of service is considered by some researchers to 
be a more important factor to attract ridership than decrease in fare or increase in 
quantity of service (Cervero, 1990; Syed & Khan, 2000; Litman, 2008; Taylor et al., 
2009). These studies argued that riders are more concerned about service quality 
improvement (such as live schedule information, on-street service, station/stop 
safety, customer service, cleanliness, on-board design) than reduced fare. On-board 
design improvement is even more important than travel time on-board.   
Litman (2008) provided an example regarding a survey conducted by RailCorp 
(New South Wales’ passenger rail agency). The survey result represented riders’ 
willingness to pay an additional fare in cents per existing on-board minute or agree 
with additional on-board time in exchange for improvement in riders’ comfort and 
convenience in the train system. As an example, the survey identified that travellers 
were willing to pay 5.6 cents per minute in additional fare, or would tolerate an 
increase in on-board travel time of 23 seconds, in exchange for a 10% improvement 
in train layout design. 
Concurring with the findings above, a number of studies suggested that transit 
information must be available when using transit service (Abdel-Aty & Jovanis, 
1995; Caulfield & O'Mahony, 2009). Even though provision of real-time route 
information can be costly, providing it at stops and stations while waiting for transit 
can be a useful mechanism to minimise perceptions of uncertain arrival times. 
Meanwhile, an inverse link between available information and perceived wait time 
was found in Dublin, Ireland (Caulfield & O'Mahony, 2009). A California study 
explored that people are more likely to use transit services, if certain information is 
provided (Abdel-Aty & Jovanis, 1995). These studies all conclude that investment in 
real time information is not insignificant. Further, access to real time transit 
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information through smartphone applications and smartphone-friendly websites is 
becoming ubiquitous and less expensive to deliver.  
Transit-car travel time  
While providing real time information to transit riders is becoming essential, 
travel time remains critical. TCQSM (TRB, 2013) ascribed travel time as ‘an 
important factor in a potential transit user's decision to use transit on a regular 
basis’. Thompson et al. (2012) divided transit travel time into four different 
components; walk time to and from transit service, wait time for initial transit 
vehicle, transfer time, and in-vehicle travel time. Commonly, people perceived 
transit travel time as how much longer the trip will take by transit than by car. In 
order to attract transit ridership, total transit travel time should be competitive with 
car travel time. Usually transit services must observe multiple stops, so transit 
priority treatments are important as a counteracting measure. Higher speeds can be 
achieved for bus by providing guideways, segregated BRT, a dedicated path network 
(Hendricks, 2005), or high occupancy vehicle lanes. Brisbane, Australia serves as a 
noteworthy example through its use of an extensive segregated busway network.  
Another method of decreasing travel time between origin and destination is by 
direct routing. Riders value shorter travel times, which can be achieved by way of 
more direct routing (Hendricks, 2005). Obtaining direct connections with minimal 
transfer is important. Analysis (Liu et al., 1998) found that the presence of a transfer 
on a transit line is a deterrent to transit users and the level of its influence relies on 
the type of transfer encountered. Riders are more sensitive to intermodal transfer 
(from bus to train) than intramodal transfer (from one bus to another). Krizek and El-
Geneidy observed travel times and observed that transit users value wait time for 
transit service as two to three times costlier than the actual travel time spent in a 
vehicle (Krizek & El-Geneidy, 2007).  
In order to obtain a complete picture of the ridership variation in an area, 
analysis should incorporate transit service characteristics with the influence of 
weather variables on ridership. Stover and McCormack utilised service span with 
weather variables. However, since bus service times and weather data did not match 
properly, they reported that their model contained some limitations. Hofmann and 
O’Mahony (2005) analysed service frequency, headway regularity and travel time 
under the presence of, and absence of, rainfall. Similarly, Chang (2013) measured 
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service frequency and noted that it can be changed during adverse weather or even 
cancelled during extreme conditions (Katz, 2011). Moreover, two studies mentioned 
individual station features and infrastructure (Kalkestein et al, 2009; Singhal et al., 
2014). In terms of station characteristics, the former study speculated that station 
size, weather protection design, location of employment centres, and transferring 
option could influence the transit decision making process and suggested further 
investigation. The latter study observed that an absence of connecting bus routes was 
responsible for trip cancellation or mode switching during bad weather conditions 
(Singhal et al., 2014).  
2.4.2 Data Requirement and Analysis Method for TQoS Variables 
 This section considers types of datasets and methods that have been used in 
previous studies for measuring TQoS variables to estimate transit ridership.  
To analyse monthly average bus ridership, Tang and Thakuriah (2012) utilised 
transit service attributes including service frequency, service type, service span, 
service fare and bus service real-time information system. Different sources have 
been used to compile these transit service oriented datasets. For example, (Tang & 
Thakuriah, 2012) used the CTA website to investigate service frequency data for 
each bus route by calculating the weighted hourly bus service frequency for each bus 
route (number of buses/hour). Four periods were considered for service span (AM 
peak, PM peak, midday and night). Bus services’ real-time information data was 
collected using CTA’s bus tracker, which gathered information, such as current 
location and expected arrival time at specific location using Global Positioning 
System (GPS). Service fare data was obtained from the US Bureau of Labour 
Statistics. This study adopted a linear function model to estimate a reasonable transit 
demand model, assuming that transit demand is approximately linear over the range 
of the explanatory variables of interest.  
Khon (2000) used an extensive Canadian Urban Transit database that contained 
seven years of ridership data including service span, fare structure, vehicle and rider 
statistics, revenue, and expenditure of transit service to view the complexity of 
factors that may impact upon urban transit ridership’s supply and demand. The 
ridership database contained the number of passengers according to user group (i.e. 
adult, child, student, senior citizen); however, the study did not consider user type in 
further investigation. Average fare was obtained by dividing the ridership revenue by 
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total number of riders. Initially, the dataset was segmented into year, population 
distribution and province. Simple multiple regression was used to test different data 
elements to determine the significant variable that can explain ridership variation. 
The final regression model found a positive correlation between service span and 
ridership, and a negative correlation between transit fare and ridership.  
Muley et al. (2007) evaluated transit QoS for the existing transit oriented 
development (TOD) of Kelvin Grove Urban Village in Brisbane, Australia. This 
study focused on three dimensions of availability indicators; however, comfort and 
convenience were not considered during analysis. Bus service frequency, service 
span and service coverage for all fixed routes within the study were calculated using 
detailed methodology according to the then current TCQSM (TRB, 2003). Service 
coverage was measured by the inhabited area within walking distance of a transit 
stop. Overall, QoS was determined by calculating the level of service (LOS) ranges 
separately for individual parameters according to the TCQSM.  Transit availability 
was found to be very good in terms of frequency and hours of service for residents 
and visitors.  
To estimate transit users’ point-of-view regarding available transit service 
facilities, interview or questionnaire survey methods have also been used in previous 
studies. Daskalakis and Stathopoulos (2008) observed transit service characteristics 
from the users’ point-of-view; hence, the interviews about their perceptions 
concerning headways of bus lines’ operation were taken at bus stops. Analysis 
compared the deviation between actual and scheduled bus arrival headway. In other 
words, based on users’ statements, the original service characteristics of each bus 
service were compared with users’ perceptions.  The proposed statistical headway 
model concluded that transit users value reliable and smaller deviation more than less 
reliable and shorter headways.  
In analysing transit market segmentation for Metro Transit of Minnesota, 
Krizek and El-Geneidy, (2007) collected data using two different surveys 
(questionnaire survey and phone interview), one for current metro user groups and 
the other for non-metro user groups. The aim of this study was to uncover those 
factors that help to motivate a potential rider to become a choice rider. The survey 
question included existing transit service performance (travel time, trip origin and 
destination, type of transit service) as well as comfort and convenience (safety, 
 42 Chapter 2:  Literature Review 
cleanliness of the service, drivers’ attitudes, customer support services, transit service 
reliability, fare amenities and special request). The analytical approach employed 
statistical procedures of Principal Component Factor (PCF) and Cluster analysis. 
Even though factor analysis is widely used in social science, it has had limited use in 
travel behaviour literature.  
 Krizek and El-Geneidy (2007) used PCF analysis to learn how each measure 
(responses to questions) initially relates to one another. It extracts a small number of 
fundamental dimensions (factors) from a larger set of inter-correlated variables 
measuring various aspects of those dimensions. This process is known as ‘Principal 
Component Analysis’ (PCA). It is a variable reduction procedure, applied when there 
is an existence of redundancy among the variables. Here, the term redundancy refers 
to the presence of interdependencies among the variables. Because of the correlation, 
variables may measure the same anomaly in the dependent variable. Using correlated 
variables together in a regression model causes imbalance in the model outcome.  To 
balance the result, the model assigns a positive or a negative sign of some of the 
correlated variables and the opposite sign to the remainder of the correlated 
variables. Variables having similar coefficient values may have signs in opposite 
direction, regardless of their expected direction. Therefore, it is necessary to reduce 
the observed correlated variables into a smaller number of principal components that 
account for most of the variance in the dependent variable. For example, by using the 
PCA method, the study revealed how the waiting time for the next bus relates to the 
outcomes of another dimension i.e. driver behaviour.  
Syed and Khan (2003) also found the key factors of transit ridership from 
attitude survey responses in 1995. Factor analysis was used to identify eight 
underlying key factors from 47 observable variables. A logistic regression model was 
developed using those eight key independent factors, and bus service information 
was observed to be the most important factor compared with other variables. 
Outwater et al. (2003) used a similar technique to uncover the characteristics of ferry 
riders in the San Francisco Bay Area.  
A few studies also used a method called Q-sorting, which is used to examine 
subjective structures like opinion, attitudes and values of people related with an 
issue. This method uses a sorting activity and cluster analysis to identify and 
characterise diverse viewpoints within a population, and for that reason may be 
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suited to uncover the competing forces behind a broader trend. Zuniga (2011) and 
Zuniga et al., (2013) provided detailed description of data collection and analysis of 
the Q-sorting technique. The former study was used this technique to identify travel-
related attitude types among parents at a Denver elementary school. The later study 
used this method to understand riders’ attitudes regarding access to urban passenger 
rail stations in three major Australian cities of Brisbane, Melbourne, and Perth. In 
general, these studies concluded that the Q-sorting technique provides a fine-grained 
assessment of travel behaviour for small populations that would be beneficial for 
small-scale behavioural interventions and provides a valuable analysis of rider 
attitudes and experiences that will assist industry efforts to increase ridership.  
2.5 Effects of other known variables on ridership  
Apart from weather variables and transit service facilities (quantitative and 
qualitative), many other relevant factors influence transit ridership, such as socio-
economic (employment, income, car ownership, fuel price, parking cost), and spatial 
factors (i.e. density, diversity, and design). It is worth mentioning that most of these 
variables are categorised under external factors. This section points out how transit 
riders are affected by various external factors.  
Employment 
Previous studies observed that socioeconomic variables, such as employment 
and income level are the most dominant factors for transit ridership and are 
frequently included in analyses. Gomez-Ibanez (1996) found employment to be more 
significant than per-capita income in Boston. His analysis measured that a 1% 
decrease of central city jobs led to a decline in ridership of 1.24% to 1.75%. Whereas 
a 1% increase in real per capita income was associated with a decline in patronage of 
0.7%. Likewise, Hendrickson (1986) focused on 25 large cities of the USA and 
confirmed that Central Business District (CBD) employment is more important than 
regional population in explaining variation in ridership levels. Interestingly, a 
positive quadratic effect of unemployment on bus ridership was found by Tang and 
Thakuriah (2012). When controlling for the other factors, bus ridership reached its 
minimum when the Chicago unemployment rate was 8.51% and increased when the 
unemployment rate increased or decreased. This finding implies that when the 
unemployment rate is relatively low, an increase in unemployment will decrease the 
total number of commuters, thus reducing transit ridership. However, when the 
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employment rate becomes high, many commuters might stop driving their car and 
start to use transit instead, thus transit ridership starts to increase.  
Income 
Gomez-Ibanez (1996) used a per capita income variable and a time-trend 
variable (reflecting a consistent trend in suburbanisation and income growth) in two 
separate ridership models for Boston. He concluded that the positive effect of 
employment growth on ridership was offset by the impact of rising incomes and 
suburbanisation. This led to net ridership decreases, substantial fare reductions and 
service increases to counterbalance this effect. Personal/median household income 
was also found to have positive and significant effect on transit use in 265 urbanised 
areas of the USA (Taylor et al., 2009). 
Car Ownership 
Taylor et al. (2009) stated that the personal attribute of no car ownership is 
positively related to ridership. Car ownership (using per capita passenger car 
registrations or percentage of carless households) was included by Liu (1993) and 
Kain and Liu (1995, 1996) for various metropolitan areas. They concluded that car 
ownership, car use, and transit use are interrelated and a change in one variable 
affects the others, although the magnitude of effect may not be symmetrical in 
direction. Examining the relationship among car ownership, car use, and transit use 
in Netherlands, Kitamura (1989) confirmed that changes in car ownership influenced 
transit use.  
Fuel price 
Along with car ownership, fuel price is often included in many studies; 
however, most found little or only a small influence on transit ridership, due to the 
fact that motor fuels comprise a relatively small share of overall car operating costs 
(McLeod et al., 1991). In ridership analysis, Taylor et al. (2009) also identified that 
fuel price had a marginal influence between two urbanised areas in the US due to 
minor variation of average fuel prices. Mattson (2008) also suggested that bus 
ridership is rather inelastic to fuel price. Interestingly, this study explored the lagged 
effect of fuel price on transit ridership, and developed a polynomial distributed lag 
model. The result revealed that after changing fuel price the response to change in 
ridership occurred in the month of, or the month after, the price change.  
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Spatial factors 
Apart from the external factors identified above, many researchers of urban 
form and transit use analysis have focused on spatial factors, such as urban density, 
diversity, and design. Collectively, studies (Ewing & Cervero 2001; Frank et al. 
2003, 2005; Leslie et al., 2007; Cervero & Kockelman 1997) observed that dense, 
compact mixed-use and highly connected street network development are more 
conducive to transit operation. Whereas, decentralised land use pattern, low-density 
land uses, and lack of connectivity between streets encouraged car use for traveling 
longer distances, at the same time discouraging transit. Dispersed residential and 
occupational locations are difficult to serve with traditional fixed-route transit, which 
works best when a large number of people are traveling to and from concentrated 
activity nodes.  
Spillar and Rutherford (1998) examined the relationship between urban 
residential and transit ridership. They found that transit use per capita grows with 
increasing density up to a ceiling of somewhere between 20 and 30 persons per acre 
(about 50 and 70 persons per ha). Frank and Ryan (2009) analysed how the 
pedestrian environment around a transit stop related to transit ridership. For 
measuring walkability, they incorporated land use mix, density and street pattern and 
found a small but significant positive relationship between walkability and transit use 
in San Diego, California.  
The impact of socio economic factors on ridership is well documented. 
However, only a few studies (Tang & Thakuriah, 2012; Stover & McCormack, 2012) 
incorporated their influence along with the effect of weather variables and TQoS 
factors on ridership analysis. Analysing them together in a single regression model 
should be approached with caution, as the variables influence ridership differently. 
Random factors, such as weather and fuel price equally influence an area’s ridership 
on a daily basis, whereas the influence of constant factors like TQoS is area specific. 
Hence, in a single analysis they should be incorporated in a stepwise manner, 
concentrating on specifics of a particular variable type, one at a time.  
2.6 Summary of the Findings  
The purpose of this chapter was to review literature about studies related to bus 
ridership variation. The review branched out into three major areas, consolidating the 
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temporal and spatial influences on ridership. These areas are weather, seasonality and 
quality of transit service facilities. Moreover, the influence of other external variables 
on ridership, such as socio-demography and socio-economic variables were also 
considered. The following conclusions are drawn:  
 Literature that studied the influence of rainfall as an individual variable on 
travel behaviour reported mixed findings. Some studies supported that 
occurrence of rainfall leads to decreased transit ridership and suggested 
that riders prefer to choose an alternative transport mode on rainy days. 
The opposite correlation between transit ridership and rainfall was found 
in some studies, which argued that due to rainfall, travellers switch from 
active (open-air) transport modes to transit. These results imply that 
outcomes regarding rainfall and transit ridership are inconsistent. 
Moreover, it was also found that riders might change their departure time, 
travel time, and route due to rainfall.  
 Transit ridership tends to decrease with increasing wind speed under light 
winds, whereas it tends to increase with increasing wind speed under 
strong winds, as a result of mode switching from bicycle.  
 The influence of temperature on transit ridership relies on mean 
temperature of the season. In a cold season, ridership decreases as 
temperature decreases, whereas in a hot season, ridership decreases as 
temperature increases. 
 Analysis of weekday type (weekdays vs weekends) found that transit 
ridership is influenced more by weather on weekends than weekdays. 
Likewise, literature that studied different user groups identified a more 
significant influence of weather variables on occasional transit users than 
commuters. Moreover, extreme weather effects, such as heavy rainfall, 
storm, and blizzard indicated an upward trend in ridership, due to 
switching from other travel modes, especially from non-motorised 
transport to transit. 
 By considering the manner in which humans perceive weather, some 
researchers focused their analyses on an integrated weather variable rather 
than focusing on any single weather element. Various weather indices 
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have been used, such as Air Mass, HUMIDEX, Apparent Temperature 
(AT), Physiologically Equivalent Temperature (PET), and Weather Score. 
Aside from air mass, all of these indices were used in the dominion of non-
motorised transport research.  
 A limited number of studies examined the effect of calendar season on 
urban transit ridership, while abundant literature studied daily, weekly, and 
other short-term variation in ridership. Moreover, the term seasonality has 
been applied in differing contexts. The investigation of this research will 
eliminate confusion by using the term ‘customary seasonality’ in reference 
to the variation in ridership due to human activities, such as holidays and 
festivals, yearly educational and institutional cycles and calendar season in 
reference to variation in ridership due to temperature differences between 
the seasons of Summer, Autumn, Winter, and Spring.  
 Weather-transit analysis methodologies followed either an absolute or a 
relative approach method. An absolute method captures the true impact of 
weather, therefore, its analysis is based solely on weather condition. 
However, this method is unable to consider variation that is not related to 
seasonal changes in weather. A relative method compares weather with a 
reference point to avoid the aforementioned problem by focusing on the 
pure impact of short-term weather variation.  
 Compilation of user statements and their perceptions regarding 
hypothetical weather conditions is another method of conducting weather-
transit analysis. If conducted adequately, this type of survey method is 
relatively simple, inexpensive, and provides reasonably correct results. 
However, a key disadvantage in the use of the behavioural statement 
survey is its unsuitability for any long-term travel estimation analysis. 
Research may suffer from differences in respondents’ stated and actual 
behaviours, and because interpretations of the same hypothetical weather 
scenarios may potentially differ.  
 To investigate the effects of transit quality of service measurement on 
ridership, the majority of prior studies focused either on availability factors 
or on comfort and convenience factors. A few studies considered both 
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factors achieving a more comprehensive examination of the influence of 
transit quality of service measurement on transit ridership. 
 In terms of transit service availability factors, it was observed that service 
frequency, service span, and service coverage are the governing variables 
in TQoS that usually positively affect transit ridership. Among them, 
service frequency is the most dominant and significant indicator of 
ridership increase. Similarly, a positive correlation was observed between 
route density and transit ridership. To obtain service frequency, service 
hours and other transit service-related datasets, studies generally gathered 
information from the transit agency.  
 Transit service quality improvement, such as on-board design, cleanliness, 
station safety, and customer service, is often considered more important 
than a decrease in transit fare. Moreover, previous literature noted that 
total transit travel time should be competitive with car travel time, and 
suggested means of achieving this, such as dedicated guideway or on-
street priority treatments for bus including high occupancy vehicle lanes, 
as well as direct routing and avoidance of intermodal transfer. Research 
identified that transit users are more sensitive to intermodal transfer time 
(from bus to train) than intramodal transfer time (from one bus to another).  
 Several studies evaluated transit quality of service in their study areas and 
considered ridership variation between those areas. A few studies used the 
framework prescribed by the Transit Capacity and Quality Service Manual 
(TCQSM) by way of its ‘Quality of Service’ (QoS) parameters. Moreover, 
in order to extract a small number of fundamental dimensions (factors) 
from a larger set of inter correlated variables, ‘Principal Component 
Analysis’ (PCA) and Q-sorting technique were used in some transport 
planning studies. 
 Apart from weather and TQoS variables, this chapter identified other 
factors that may affect daily transit ridership, including riders’ 
employment status, per capita income, car ownership status, fuel price, and 
spatial factors. Only a few studies considered weather variables along with 
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TQoS measurements and other external factors to account for transit 
ridership.  
2.6.1 Research Gaps 
Previous studies provided an insight into the relationship between weather, 
Transit Quality of Service (TQoS) and transit ridership. This has led to the 
identification of the following gaps: 
 The majority of transit-weather relationship studies were conducted in 
North America and Europe, mostly from continental and temperate 
climates. Other climate regimes, such as oceanic, equatorial, arid, and 
polar climates were virtually uncovered except for a very recent study by 
Arena et al. (2014). Likewise, only one Australian study was found 
(Clifton et al., 2011), which considered the effects of various weather 
characteristics on human travel behaviour, using Sydney as a case study. 
Nevertheless, their work was preliminary in nature. Further work is 
necessary to represent the overall impact of weather on travel behaviour. 
No research was found which investigated the influence of weather on 
transit ridership considering the subtropical climate of Brisbane, Australia, 
which is punctuated by a hot, wet and humid Summer and mild, drier 
Winter.  
 The literature review demonstrated that most studies singled out effects of 
individual weather elements, such as rainfall, temperature, and wind on 
human travel behaviour. However, weather effects co-exist, and these 
combinations dominate humans’ perceptions of weather in their daily 
lives. Some researchers attempted to integrate weather variables and use 
them as a single variable in the form of indices, but mostly for analysis of 
non-motorised transport. Literature focusing on the impact of integrated 
weather variables on transit ridership is uncommon. 
 A few studies that used an integrated weather index identified an 
‘optimum’ or ‘ideal’ temperature point for bicycle users, but none 
considered optimum temperature for transit users. Even though transit 
riders are protected during in-vehicle transit time, they are exposed to 
weather while walking to and from the stop/station and during any open-
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air transfers. Hence, the applicability of an ‘optimum temperature’ should 
be investigated for transit users.  
 Previous studies often considered only a single official weather station’s 
data to represent overall weather conditions throughout the region. 
Microclimate can differ significantly between two suburbs or localities in 
the same region. If the observed transit location is distant from the nearest 
official weather station, inaccurate weather data may be used. Hence, a 
more sophisticated method that adapts more discrete weather data to a 
particular location is essential.  
 Ridership variation over short periods (daily, weekly, or even monthly) is 
often influenced by human activities, such as school and university terms, 
festivals, and holidays. These intertwined periodic events occur in a yearly 
cycle and cause stimulation or discouragement in ridership, which this 
investigation will term as the customary seasonality effect. Only a very 
few researchers attempted to control for customary seasonality effects, 
when analysing other factors that influence ridership.  
 Moreover, it is crucial to acknowledge that ridership is also influenced by 
calendar seasonality, which generally relates with the temporal variation of 
seasons. In order to comprehend the overall effect of seasonality, it is 
necessary to combine the effect of calendar seasonality and customary 
seasonality under a single term, which this investigation will term the 
complex seasonality effect.  
 When complex seasonality is not included in analysis, it would be essential 
to eliminate its effect by seasonally adjusting the ridership data using a 
seasonal decomposition method. 
 Nevertheless, studying the influence of commonly used variables on 
ridership leaves a significant portion of its variation unexplained. Analysis 
that considers the effect of complex seasonality and weather influences on 
ridership may answer most of the unexplained ridership variations. 
 The Transit Quality of Service Manual (TRB, 2013) measures availability 
of transit by several key variables (service frequency, service span, and 
access to transit in terms of route coverage and route density). Analysing 
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them together can provide a complete picture of transit service quality in 
an area. Nevertheless, rarely has literature analysed them simultaneously. 
 To date, numerous studies individually analysed the temporal and spatial 
influences on ridership. However, analysis that combined both influences 
to quantify ridership variation in a given location is extremely rare. 
Moreover, the results of existing studies in some cases were inconclusive 
or required further investigation. This investigation maintains that it is 
essential to combine their effects to form a comprehensive study and 
formulate a daily ridership estimation model for a given location. 
2.6.2 Recommendations 
A detailed literature review has led to identification of numerous research gaps 
that warrant further research. Recommendations derived from these gaps are as 
follows.   
 Ridership and weather data used for weather-transit analysis should be 
collected under the same timeframe (daily ridership data with daily 
weather data and hourly ridership data with hourly weather data). 
Discrepancies in the data collection timeframe would otherwise result in 
inability to obtain a conclusive result.  
 Generally, for a particular area (either large or small), studies consider 
only one official weather station’s data to measure weather effects on 
transit ridership. Structural mismatches may arise, if study area location 
and weather station are too distant from each other, especially for highly 
localised rainfall. According to theories on urban microclimates, 
considerable difference was observed between cities and the surrounding 
countryside with regard to temperature and rainfall patterns (Shepherd et 
al., 2002; Steeneveld et al., 2011). Considering these points, it is essential 
to collect weather data from an official weather station within a sensible 
distance from an analysed suburb, considering microclimatic condition.  
 The literature review revealed that transit riders are more influenced by 
temperature variation than consistently high or low temperature. In order 
to determine the ridership variation due to temperature variation, an 
optimum temperature should be identified at which ridership number 
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reaches its peak. Deviation from the optimum temperature and its 
corresponding change in ridership can identify the actual effect of 
temperature variation. Hence, a relative approach for temperature data 
analysis should be adopted.  
 In order to capture the true impact of weather variables on transit ridership, 
the effect of all other influential factors on ridership should be supressed, 
especially the effects of seasonality, both calendar and customary. When 
the only matter of concern is the influence of weather on ridership, a 
seasonal decomposition method should be considered to supress all 
seasonality effects. 
 Moreover, complex seasonality, defined here as a combination of calendar 
seasonality and customary seasonality, should be considered to analyse the 
transit travel pattern of an area throughout the year. However, to date little 
research has incorporated its effects. Hence, this research will analyse the 
effects of complex seasonality on daily transit ridership.  
 The key variables for measuring availability of transit in an area should be 
used collectively or integrated into one variable in an analysis. Otherwise, 
it may produce only a partial image of TQoS.  
 In total, both temporal and spatial influences on ridership should be 
incorporated into the model development process to estimate daily 
ridership rate across an area. 
This chapter presented a detailed review of literature and identified the 
knowledge gaps from previously published research outputs. Recommendations and 
directions for this PhD research were provided in response to the identified gaps. The 
following chapter will provide a detailed description of study area and data collection 
procedure. Furthermore, in the next chapter, the methodological process adopted for 
analysing ridership data for this PhD research will be discussed.  
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 Case Study Area and Data Collection 
3.1 Introduction 
This chapter will provide an overview of the case study area and the data 
collection process. Section 3.2 will portray the location and demography of the case 
study area in terms of its administrative hierarchy, boundary, land area, and 
population. Section 3.3 will represent the weather pattern of the study area. Section 
3.4 characterises the overall transit system of the study area, which is provided by the 
TransLink Division of the Queensland Department of Transport and Main Roads. 
Additionally, it will portray the rationale for analysing bus over other transit modes. 
Section 3.5 will describe the division of local government areas, such as the City of 
Brisbane, into more fine-grained localised areas, termed as Localised Investigation 
Areas (LIAs). It will also relate the selection process of LIAs and describe their 
demographics. Section 3.6 will provide the types of data sets used in this research; 
namely weather data and daily ridership data. Weather and daily ridership data were 
collected from various government organisations. Finally, a chapter summary will be 
drawn in section 3.7. 
3.2 Location and Demography of the Case Study Area  
The case study area of this research is the City of Brisbane, which lies within 
the South East Queensland (SEQ) region of the State of Queensland, Australia. 
Queensland (QLD) is Australia’s second largest state by land area and third largest 
by population. The immense size and decentralised population of Queensland 
requires the state to be divided and further sub-divided into regions for statistical and 
administrative purposes. According to the Queensland Government’s regional 
planning project map (Regional planning maps, 2013), the state has 11 regional 
planning areas. Among them, SEQ is the dominant political and administrative 
region, containing 3.05 million (Queensland Treasury, 2011) of the state’s 4.33 
million inhabitants (Australian Bureau of Statistics, 2011). It is located on the east 
coast of Queensland (see Figure 3.-1 left side) and constitutes 22,887 km2 of 
Queensland’s total land area of 1.73 million km2. The region contains 70% of 
Queensland’s population in 1.32% of the state’s area. It extends 240 km between 
Noosa Shire in the north to the City of Gold Coast in the south (some sources include 
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Tweed Heads on the New South Wales side of the state border, which is a contiguous 
urban area with the City of Gold Coast), and 140 km between Moreton Bay and 
Toowoomba in the west (see Figure 3-1 right side). SEQ is one of the fastest growing 
regions with heavily urbanised population concentrated along its coastline and in 
Toowoomba (Queensland Treasury, 2011). 
Figure 3-1: South East Queensland region (Left side) in Queensland, Australia, and 
Local Government Areas within South East Queensland region (right side). (Source: Connecting 
SEQ, 2031; Queensland Treasury, Queensland Government, 2011) 
The region is divided into 12 Local Government Areas (LGAs), whose 
administrative bodies are termed either city, regional, or shire councils depending on 
a combination of their population and predominant land use fabric. Table 3-1 lists 
them.  
Table 3-1: Local government areas within the South East Queensland region 
City Councils Regional Councils Shire Councils 
Brisbane City Council Sunshine Coast Regional Council 
Noosa Shire Council 
Ipswich City Council Lockyer Valley City Council 
Logan City Council Scenic Rim Regional Council 
Gold Coast City Council Somerset Regional Council 
Redland City Council Moreton Bay Regional Council 
̶ Toowoomba Regional Council (part of) 
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State (Queensland) 
Regional Planning Area      
South East Queensland 
 
Local Government 
Area 
Suburb 
 
The City of Brisbane is the most populous of all the SEQ LGAs, and is located 
on a coastal plain in the central east. It is surrounded by five LGAs; Logan, Redland, 
Ipswich, Moreton Bay and Somerset. Figure 3-2 shows the administrative hierarchy 
of Queensland with respect to urban and regional planning. Figure 3-3 shows the 
location of administrative seats of city and regional councils surrounding the City of 
Brisbane.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-2: Queensland’s land administrative 
hierarchy 
Figure 3-3: The City of Brisbane and its five 
adjacent Local Government Areas 
The City of Brisbane has a total area of 1,340.3 km2 (Queensland Regional 
Profiles, 2015 a) occupying 5.9% of SEQ and 0.1% of Queensland, in terms of land 
area. It was the first local government area in Australia to exceed a population of one 
million (Suzuki et al., 2010, p. 243). The estimated yearly average resident growth 
rate of Brisbane is 1.9% over ten years (from 2004 to 2014). However, the city 
supports nearly one third of SEQ’s population and one quarter of Queensland’s total 
population (Queensland Regional Profiles, 2015 b). It maintains significant economic 
drivers of the region as well as the whole of the State of Queensland, particularly 
through its Central Business District (CBD), widely dispersed employment centres 
and the region’s principal and secondary airport and seaport, along with numerous 
universities, hospitals, and other institutions of state significance. Brisbane is also the 
seat of the Government of the State of Queensland. Figure 3-4 provides an overall 
comparative demographical description between the City of Brisbane and SEQ. 
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Figure 3-4: Demographical comparison between the City of Brisbane 
and South East Queensland (Australian Bureau of Statistics, 2011) 
3.3 Weather in the City of Brisbane 
Brisbane’s weather varies by season according to its subtropical climate 
(Suzuki et al., 2010 p. 243). Its climate is characterised as warm temperate, with high 
temperatures in Summer (Kottek et al., 2006). Four calendar seasons are distinct in 
Brisbane. Summer is typically hot, humid and receives the major portion of yearly 
rainfall. Winter is dry, less humid, and cool to cold. Autumn is typically less 
hot/humid, receiving minimal rainfall. Spring observes medium to high 
temperature/humidity and low to medium rainfall (Brisbane Australia Travel Tips, 
2011-2015). Table 3-2 defines the official commencement and ending dates of each 
calendar season.  
Table 3-2: Calendar seasons in the City of Brisbane 
Season Official Calendar Period 
Summer 1st December – 28th or 29th February 
Autumn 1st March – 31st May 
Winter 1st June – 31st August 
Spring 1st September – 30th November 
                                          
 
Severe weather is a feature of Brisbane’s sub-tropical climate. Every year, 
Brisbane experiences extreme weather conditions (Brisbane City Council, 2013), 
which include thunderstorms, heat waves and heavy rainfall. In recent years, the 
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occurrence of extreme weather conditions has increased due to climate change with 
more frequent, heavier rainfall events over a longer period; the rain tends to be 
heavier and continue for longer (Holper, 2011). 
Brisbane has an average daily temperature range from 14.9⁰C to 24.9⁰ C and 
receives on average 1,165 mm of rainfall per annum (Queensland Regional Profiles, 
2015 a). Rainfall peaks during Summer months and troughs in Winter. Similarly, 
temperatures are highest during Summer and lowest during Winter. Figure 3-5 shows 
the monthly history of rainfall and temperature averaged across the three main 
weather stations: Brisbane City station, Archerfield Airport station and Brisbane 
Airport station. The highest monthly rainfall is 230mm during each of December and 
January, while highest temperature is 30°C in February. 
 
Figure 3-5: Average monthly rainfall accumulation & air temperature (2010 - 2012); Source: 
Bureau of Meteorology, Australia, 2011 
3.4 Transport in the City of Brisbane 
Queensland Department of Transport and Main Roads’ TransLink Division is 
responsible for providing mass transit including bus, train, ferry, and tram 
across SEQ, including the City of Brisbane, and other parts of Queensland. It does so 
via operator contracts. The division splits its SEQ network into 23 travel zones and 
seven operational regions (see Figure 3-6).  
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Figure 3-6: South East Queensland region map serviced by TransLink (left side); TransLink zone map 
(right side). Red dotted area represents TransLink zones 1 to 5, which are mostly contained within City of 
Brisbane (right side). Source: TRANSLink. Maps (2015 a & b) 
 
Brisbane comprises sprawling land use patterns and a largely car-orientated 
transit system, which is dominated by arterial roads, motorways, and tollways. The 
city is also well served by three integrated transit modes; bus, heavy rail, and linear 
ferry. The City of Brisbane is covered by TransLink’s operational region 1, which 
comprises the Brisbane North, South, East, West and Central sub-regions as 
presented in Figure 3-6 (left side). To provide bus service in operational region 1, 
TransLink has contracts in place with bus operators including Brisbane Transport, 
Brisbane Bus Lines, and Mt Gravatt Bus Service (TransLink, 2013). TransLink 
provides 394 routes that originate from within the City of Brisbane region. The City 
of Brisbane encompasses the innermost five of TransLink’s fare zones as presented 
in Figure 3-6 (right side). 
3.4.1 Bus in the City of Brisbane 
 
According to the Australian Bureau of Statistics, Census of Population and 
Housing in 2011, approximately 43,707 inhabitants of the City of Brisbane used bus 
for their main daily travel to work and 26,840 people use heavy rail. Compared to 
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bus and train, ferry ridership was minimal across Brisbane with only 2,268 people 
using ferry as their mode of travel to work.  
In order to meet the transit demand of this fast rising and geographically 
dispersed population, in recent years, the Queensland Government and Brisbane City 
Council have focused on developing their extensive busway (Bus Rapid Transit, or 
BRT) network. Brisbane’s bus service is heavily reliant on this network of four lines 
spanning more than 25 km, which are fed by more than half of the city’s routes, and 
offer strong connections to the heavy rail network. It comprises a mixture of grade-
separated bus-only sections with on-street transitway sections, complementing the 
region's urban rail network to provide faster and more efficient bus services to its 
residents (BMTMC, 2013). The maximum load segment (MLS) on Brisbane’s South 
East Busway (SEB) carries over 11,000 p/h during the a.m. peak (National Research 
Council, 2011), which equates to approximately five-to-six busy motorway lanes, 
each carrying approximately 2,000 veh/h with an average car occupancy of 1.0 or 
slightly above.  
Because bus is the dominant transit mode used within the City of Brisbane, this 
research focuses on its ridership. While rail has its own right of way and ferry 
dominates river traffic, Brisbane’s entire bus network is not contained within its 
busway system. Bus service can access almost all locations where road network is 
present. Bus stop spacing is substantially less than railway station spacing across 
Brisbane, which makes bus generally more accessible than rail. On the other hand, 
bus is less reliable and more vulnerable due to traffic congestion and weather 
disruption. Many factors influence mode choice of potential bus riders. These 
considerations have steered the primary focus of this research towards bus ridership. 
3.5 Suburbs in the City of Brisbane  
Australian urban local governments, such as the City of Brisbane formally 
divide their land areas using the descriptive term of suburb. The city of Brisbane 
consists of 189 suburbs. Each suburb has a unique sense of place to its local 
community. This differs from the American and British definitions of a suburb. The 
average size of Brisbane’s suburbs is 7.1 km2, which tends to be smaller in scale than 
suburbs of many North American cities and consequently more numerous. In fact, 
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they are more akin to localities within an incorporated city in the North American 
context. Noteworthy, its CBD is officially called the suburb of Brisbane.  
The sub-tropical nature of Brisbane’s climate is such that highly localised 
microclimates may arise with noticeable weather differences between its suburbs. 
Since bus is more vulnerable to weather than other forms of transit, weather 
measurements of a local area, such as a Brisbane suburb, should ideally be taken 
within that area. Even though the primary analysis of this research concentrated on 
Brisbane as a whole, it considers more fine-grained LIAs, which may be between one 
and a few suburbs in size.   
This study selected 14 of the City of Brisbane’s 189 suburbs to form nine 
LIAs. The suburb selection process was driven by some pre-set conditions. Areas 
with easily accessible railway stations were not included because railway stations 
attract transit users away from bus. Compared to bus, ferry ridership is minimal 
across Brisbane; hence, in the selection process some suburbs with ferry terminals 
were still included. The selection criteria also included the suburb being 
predominantly residential over commercial or industrial. Initially, a number of 
suburbs were selected for research from a wide range of categories. However, due to 
complexity in the data collection process, ridership data for only 14 suburbs could be 
sourced within the study timeframe.  
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Figure 3-7: Suburbs selected within the City of Brisbane to form Localised Investigation Areas 
(map not in scale) 
Due to very low population densities in outer suburbs, average daily ridership 
was also very low. In order to obtain a sufficiently large sample, some contiguous 
outer suburbs were amalgamated in the formation of LIAs. Among them, Chandler, 
Burbank, and Wakerley were combined and considered as one LIA. Similarly, 
Gumdale and Belmont were considered as one LIA, as were Moggill and Bellbowrie. 
Table 3-3 provides the cumulative densities for each LIA.  
The primary source of each suburb’s demographic information was the 
Australian Bureau of Statistics (ABS), (2011). However, a suburb is not part of the 
hierarchical geographical classification that ABS uses to collect data. Rather, they 
use Statistical Areas (SA) from 1 to 4 as their spatial units; SA1 being the smallest 
and SA4 being the largest. On the other hand, various government agencies, such as 
TransLink, divide their areas based on administrative region and their smallest unit is 
the suburb. In order to align with other government agencies and to provide 
statistical data in the more common form of the suburb, ABS provides data using 
‘State Suburb’ (SSC) as a spatial unit. According to ABS (2011), SSCs are 
approximations of gazetted suburbs and localities with whole SA1s.  
Inner suburb (3) 
Middle suburb (4) 
Outer suburb (7) 
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However, information for some suburbs is not presented in the ABS’s website 
under the SSC level but is included under a larger spatial unit SA2, which also 
contains some other adjacent suburbs. When a selected suburb was listed under SA2 
level instead of SSC level, data was interpolated to yield information for that 
particular suburb. For example, the suburb of Belmont was listed under SA2 level, 
which also covers three other suburbs of Chandler-Capalaba west, Ransome, and 
Gumdale. The total job number for that SA2 was 1,382 jobs for the whole area. In 
order to extract Belmont’s job number, a data interpolation method was applied (as 
shown in in Table 3-3). Since Gumdale and Belmont were considered as one LIA, 
Gumdale’s job number was also collected using the following table, and the 
cumulative job number was considered to measure that LIA’s total job number. 
Table 3-3: Data interpolation method for suburbs listed under SA2 level with multiple suburbs. 
Suburb People 
Job Number in 
SA2 Level 
People weight for each 
suburb 
Job Number Per Suburb 
Belmont 4,594 
1,382 
4,594/7740 = 0.617 (0.617 x 1,382) = 853.35 
Gumdale 950 950/7740 = 0.128 (0.128 x 1,382) = 176.47 
Chandler- Capalaba west 1,422 1,422/7740 = 0.191 (0.191 x 1,382) = 264.14 
Ransome 474 474/7740 = 0.064 (0.064 x 1,382) = 88.05 
Total 7,740 1.0 — 
 
To calculate the population density of the LIAs, total population was divided 
by total land area. Similarly, for calculating job density of the LIAs, total job number 
was divided by total land area. Table 3-4 provides detail demographic information of 
selected LIAs according to their corresponding suburb categories. 
Table 3-4: Demography of Localised Investigation Areas established for study 
Type 
Localised Investigation 
Area 
Population 
density 
(per km2) 
Distance from 
Brisbane CBD 
by road (km) 
Job 
Density     
( per km2) 
Area   
(km2) 
People 
/household 
Average 
weekly income  
/ household ($) 
Senior 
Citizen 
(%)  
TransLink 
Zone 
In
n
er
 r
in
g
 West End 4176.7 1.9 3533.7 1.93 2.2 1,485 8.80 2 
New Farm 5521.2 3.1 1607.4 2.03 1.9 1,620 13.5 2 
Highgate Hill 4853.3 2.7 436.7 1.2 2.3 1,380 10.4 2 
M
id
d
le
 r
in
g
 Carindale 1449.5 10.1 442.2 9.4 2.9 1,957 13.6 3 
Kenmore 1631.2 10.8 322.7 5.2 2.8 1,916 17.5 3 
Chermside & 
Chermside West 
2101.6 12.3 1901.9 6.8 2.35 1,220 18.9 3 
O
u
te
r 
ri
n
g
 Chandler, Burbank & 
Wakerley 
214.5 17.4 45.1 48.4 3.10 2,205 11.0 4 
Gumdale & Belmont 396.0 15.6 73.6 14 2.96 1,917 9.40% 4 
Moggill & Bellbowrie 535.6 20.2 51.7 17.6 3.00 1,969 9.90% 5 
Note: 1 kilometre = 0.62 mile 
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 It is noteworthy that ABS addresses the population of an area as ‘people’ in 
their provided information. Hence, in this research the term ‘people’ is used to 
describe an area’s population and any population related information. 
3.5.1 Inner Ring Localised Investigation Areas  
Three LIAs within the Inner Ring category are West End, New Farm, and 
Highgate Hill. Each is its own suburb, and is located within TransLink’s travel zone 
2. These LIAs represent the high-density population areas. Population density for 
Inner Ring LIAs (IRL) exceeds 4,100 people per km2 (see Table 3-4). All selected 
IRL are situated alongside the meandering Brisbane River. They are very close to 
Brisbane CBD with the greatest distance from the CBD being around 3 km. A 
detailed description of each LIA is provided below. 
 
West End 
West End is an inner-city suburb of southern Brisbane. The distance between 
Brisbane CBD and West End is only 1.9 km. It is a traditional mixed-use suburb, 
with commercial, residential and some legacy industrial land uses. The main street 
precinct has an array of multicultural restaurants and coffee houses. It has become a 
popular alternative nightspot for people from all over Brisbane. In recent times, 
many students and academics have moved into West End, taking advantage of the 
area's proximity to several educational institutions. West End's inner city location has 
also attracted many young professionals to the area. Overall, West End is a diverse 
and dynamic suburb. Due to all these amenities, this suburb generates significant 
employment for its residents as well as commuters from other parts of the region. In 
terms of transit facilities, this suburb is well serviced by buses and City Cat ferry 
services.  
 
New Farm 
New Farm is located at the east side of the Brisbane CBD on a large peninsula 
of the Brisbane River, located 3.1 km from the CBD. Similar to West End, two 
transit modes (bus and ferry) serve this area. This suburb has seen a process of 
gentrification, with an influx of professionals and trendsetters who have transformed 
the area into one of Brisbane's most desirable suburbs. It is predominantly a 
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residential area, which has recently undergone higher density infill redevelopment. 
This suburb also has a wide variety of bars, restaurants, and cafes, located along 
main street precincts. All of these facilities provide its residents a broad spectrum of 
activities.  
Highgate Hill 
Highgate Hill is another popular inner-city suburb located in southern Brisbane 
within 2.7 km of the CBD. Even though West End and Highgate Hill are contiguous, 
Highgate Hill is much hillier (topographic-map, Highgate Hill, n.d.). This suburb has 
easy access to major amenities and retail shopping. Due to its close proximity to the 
CBD, Highgate Hill has also experienced a strong level of gentrification of its streets 
and homes. Overall, it has a good mix of dwelling types. Highgate Hill is within very 
close proximity to the CBD and West End’s restaurants, making it one of the most 
popular lifestyle suburbs in Brisbane (REIQ, 2014). 
Figure 3-8: Inner ring LIAs in Brisbane City. Source: Brisbane Community profile, Resident Profile 
(2015 a, b, c) 
While collecting demographic data of these IRL, it was found that a significant 
number of people do not own a private vehicle. One reason might be that these areas 
are very close to the CBD. Additionally, a large proportion of young professionals 
and students reside in these places, who tend to prefer using transit rather than 
private vehicles. Oppositely, a lower proportion of older people live in inner city 
areas compared with middle and outer areas.  
3.5.2 Middle Ring Localised Investigation Areas  
Four suburbs were selected under the Middle ring LIA (MRL) category, which 
are Carindale, Kenmore, Chermside, and Chermside West. Chermside and 
Chermside West were amalgamated into one LIA. All three MRLs fall under 
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Translink’s travel zone 3. Overall, MRLs function as residential areas for families, 
located at a distance from the crowded CBD areas but close enough to accommodate 
facilities similar to IRL. MRL generally represent moderately high population dense 
areas ranged from 1,400 to 2,100 per km2 (See Table 3-4).  
Carindale 
Carindale is located 10 km east of the Brisbane CBD. One of Brisbane’s largest 
shopping centres is located within this suburb. The suburb follows a land mixed-use 
pattern that offers retail services, office, residential, community and entertainment 
services for its residents and those of surrounding suburbs. It has high-quality bus 
transit and acts as a major transit interchange, serving the eastern sector of Brisbane. 
Carindale is a key metropolitan centre (Brisbane City Plan, 2014). The suburb is 
predominantly a residential area with a number of primary schools and high schools 
located in and around neighbouring suburbs. Overall, Carindale is a convenient home 
for families and couples. This area also has a substantial green space and some fringe 
urban areas.  
Kenmore 
Kenmore is situated on the Brisbane River 10 km southwest of the Brisbane 
CBD. It is also predominantly a residential area, with some commercial areas, and 
fringe urban development. In terms of community service, it contains a number of 
schools and restaurants as well as two large retail centres. Overall, this suburb has a 
good combination of access to a variety of facilities but still accommodates 
enjoyable urban environments.  
Chermside and Chermside West 
Due to similar demographic conditions (such as land area, average household 
income) Chermside and Chermside West were combined into one LIA. Chermside 
has a combination of residential, commercial, institutional, and recreational land 
uses, while Chermside West is a well-established residential area, with families 
comprising the majority of residents. Chermside has several land uses of significance 
including hospitals and the largest shopping centre in Queensland. The Chermside 
centre is a principal regional activity centre, which serves as a focal point for 
employment, administration, cultural, entertainment, retail and service activities on 
the north side of Brisbane. It is accessible by high-quality transit, and with the 
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proposed extension of the northern busway from Kedron, Chermside is planned to 
fully develop into a satellite city.  
Figure 3-9: Middle ring LIAs in Brisbane City; Source: 
http://profile.id.com.au/brisbane/reports?WebID=1500 
All of the MRLs are bus dominated. Among them, Carindale and Chermside 
each has a major bus interchange located in its major shopping centre. Due to the 
availability of retail infrastructure and other social facilities, Carindale and 
Chermside each generate a significant number of job opportunities. However, 
compared with the inner suburbs, the majority of residents of these suburbs own a 
car. The reason might be that these suburbs are home for families and older couples. 
In addition, compared to inner and outer suburbs, a large number of senior people 
live in MRLs, as they are more convenient for older people maintaining a reasonable 
distance from the city’s busy lifestyle.  
3.5.3 Outer Ring Localised Investigation Areas  
Outer suburbs feature low-density areas that are a mixture of semi-rural and 
outlying suburban communities. Seven of Brisbane’s outer suburbs were selected for 
this research, which were configured into three LIAs. The selected Outer Ring LIAs 
(ORLs) are located within TransLink zone 4 or 5. The population of the outer 
suburbs is 530 people per km2 or less (see Table 3-4).  
Chandler, Burbank, and Wakerley 
 
Chandler, Burbank, and Wakerley are located approximately 17 km southeast 
of the Brisbane CBD. This LIA is mainly characterised as home to acreage properties 
with few smaller residential lots available. The majority of homes in this LIA are 
built on one Ha lots, providing homeowners with an acreage lifestyle, with much of 
the remaining land reserved for conservation.  
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Gumdale and Belmont 
Gumdale and Belmont are located approximately 15.6 km east of the Brisbane 
CBD. This LIA is home to many families wanting an acreage lifestyle within easy 
access of the CBD. Most houses are built on one Ha blocks, with much of the 
remaining land reserved for conservation. In order to protect the natural environment 
of Gumdale, Brisbane City Council has zoned the area as an Environmental 
Protection Area. This zoning limits the development that can occur in the suburb and 
ensures that significant parts of Gumdale are protected. The spread-out nature of 
these suburbs requires people to access local amenities primarily by car.  
Moggill and Bellbowrie 
Moggill and Bellbowrie are two small outlying communities approximately 20 
km southwest of the Brisbane CBD, located along the Brisbane River. These two 
suburbs share many social and recreational facilities and are accommodated with 
some modern, brick-and-tile low-set and high-set homes, as well as acreage-style 
homes. While a regular express bus service services this LIA, personal vehicle travel 
dominates.  
Figure 3-10: Outer ring LIAs in Brisbane City; Source: 
http://profile.id.com.au/brisbane/reports?WebID=1500 
Detailed observation of these ORLs revealed that their transit services are 
limited compared with those of IRL and MRL, with bus routes limited to the major 
arterial roads. Generally, ORLs rely on nearby suburbs for many education and other 
social amenities. For example, Belmont has a primary school for children from early 
year (preparatory) schooling to year six and relies on neighbouring suburbs for the 
secondary schooling years. Likewise, Carindale Shopping Centre being the closest 
source of major supermarkets and retailers offers food, education and cultural 
facilities, such as cinemas and a library for Belmont residents. 
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3.6 Data Collection 
Three data sets were obtained for analysis, including bus ridership data, 
weather data and Transit Quality of Service (TQoS) data. Analysis on TQoS and 
ridership will be considered in Chapter 7, where data related to TQoS will be 
discussed. This section will explain the nature of weather and ridership data in detail. 
Both data sets were obtained through personal communication. Daily bus ridership 
data for City of Brisbane were obtained from TransLink (Briohny Rootman & 
Tristan Miles; February 2013, April 2014) and daily weather datasets were obtained 
from Climate Data Services of the Australia Bureau of Meteorology (Anna Knight, 
March 2013). Initially, both datasets were obtained for a three-year period from 1 
January 2010 to 31 December 2012 for the analysis concerning the entire City of 
Brisbane. However, analysis related to individual LIAs only focused the calendar 
year 1: January 2012 to 31 December 2012. Reasoning behind using one-year of 
ridership data for the LIA level analysis will be discussed in Section 5.4. 
Weekends and public holidays were excluded from the analysis due to their 
very low ridership compared to weekdays. The dominant types of trips during 
weekends and public holidays are non-commuting, such as recreational and 
shopping, where ridership is influenced heavily by sporadic events. This research 
considered weekdays because rider groups tend to be predominantly commuters, who 
are a less flexible group of riders with more periodic ridership patterns. It is 
noteworthy that school holidays were included during the analysis of this research. 
Table 3-5 shows total number of days in the dataset (including and excluding 
weekends and public holidays) while Table 3-6 lists total public holidays in a year, 
which were not included in the analysis. 
Table 3-5: Total number of days in 2010-2012 and 2012 only (including and excluding weekends and 
public holidays). 
Year 
Total days 
(including 
weekends and 
public holidays) 
Totals days     
(excluding weekends 
and public holidays) 
Total weekends 
(Saturday and Sunday) 
Total public holidays              
(according to Australian calendar 
for the City of Brisbane) 
2010 to 2012 1,096 753 309 34 
Only 2012 366 250 104 12 
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Table 3-6: Total public holidays according to Australia calendar for year 2012 for the City of 
Brisbane.  
No Date of public holiday Name of public holiday 
1 02/01/2012 New Year’s day 
2 26/01/2012 Australia Day 
3 06/04/2012 Good Friday 
         4 07/04/2012 Easter Saturday 
5 09/04/2012 Easter Monday 
6 25/04/2012 Anzac Day 
7 07/05/2012 Labour Day 
8 11/06/2012  Queen’s Birthday 
9 15/08/2012 Royal Queensland Show Day 
10 01/10/2012(only in 2012) Queen’s Birthday 
11 25/12/2012 Christmas Day 
12 26/12/2012 Boxing Day 
 
There are normally 11 public holidays in each year in the City of Brisbane, 
Australia. However, in 2012, in order to space out the long weekends over the year, 
the State moved the Queen’s Birthday holiday to the second half of the year. Due to 
preannouncement, the previous July date was maintained, along with the new one in 
October 2012. Therefore, in 2012, Queensland had in total 12 public holidays. 
3.6.1 Bus Ridership Data 
The bus ridership data needed for this study consists of all rider boardings for 
each given 24h period. Ridership data for Brisbane was obtained from TransLink, 
which includes all routes operated by the agency and all bus stops used by bus 
operators within the case study area. The database contains a total of approximately 
231 million daily ridership records for the three years, including weekends and other 
holidays.  
Two fare media are used by TransLink; an electronic smartcard known as a go-
card and legacy paper tickets. The go-card was launched throughout Brisbane in 
February 2008 (Mickel, 2006). Both ticket types have two common user groups; 
Adult and Concession. TransLink offers a 50% discount to six concession user 
groups, which are tertiary student, child, school student, senior, pensioner, and gold 
(repat). Using the smart card system, it is simple and easy to allocate different go-
cards for different types of rider. 
However, with paper tickets, collecting this detailed information for each rider 
during their boarding is impractical. Therefore, paper tickets are sold only in two 
categories, Adult or Concession. The concession type is divided into three categories; 
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Paper ticket 
Daily Bus Ridership 
Concession Adult  Concession Adult  
Tertiary Student 
Child  
School 
Pensioner  
 
Senior 
 
Concession 
Child 
School 
Gold repeat 
 
Go- card 
child, concession, and school. The majority of concession riders are recorded under 
the concession category, while very rarely, child and school concession category 
were noted in the data set. Hence, it was sensible to combine these three categories 
together under an overall concession category, as most children and school students 
are generally sold a concession ticket under the concession category. Figure 3-11 
represents detail schematics of TransLink bus ticket types.   
  Figure 3-11:  TransLink bus ticket types by user groups.  
The following two sections will illustrate the description of ridership data 
collected for the City of Brisbane city and its selected LIAs.   
3.6.1.1 Bus Ridership Data for the City of Brisbane 
For riders who do not possess a valid go-card, bus drivers or station staff sell 
paper tickets according to travel zone. Within the purchased zone/s, riders are 
permitted to transfer to another service/s without incurring additional fare. Drivers 
use a count key on the driver’s console to record a paper-ticketed transfer boarding, 
when a previously purchased valid paper ticket is displayed to the driver.  
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This data set includes total number of trips made by either go-card, paper ticket 
purchase or paper ticket display count, recorded for the City of Brisbane. During 
2010, 2011 and 2012, the estimated total ridership for Brisbane’s bus service was 
77.2 million, 75.9 million, and 77.8 million, respectively. The number declined in 
2011 due to a flood natural disaster in January 2011, and the change of multi-trip 
ticket type (TransLink report, 2011).  
3.6.1.2 Bus Ridership Data for LIAs 
This research was concerned with how many persons used bus from individual 
suburbs (i.e. origin ridership of suburbs) on a daily basis as well as how many people 
were attracted to those suburbs as their destination. Upon request, TransLink 
provided go-card (both origin and destination) daily bus ridership data for each 
selected LIA, which contains go-card user group (Adult and Concession) and their 
sub-division (i.e. school, child, senior, and so on).  
Due to the inability of paper ticket users to touch off their bus, which is a 
necessity when using a go card, TransLink was unable to determine a destination for 
them; therefore, this data subset was missing all destination data. Hence, for 
consistency between datasets for both fare media, LIA level analysis only focused on 
ridership data that originated from the LIAs.  
Figure 3-12 illustrates for each LIA the average yearly daily ridership by bus 
for 2012, ranges between 200 to 5,500 boardings. This vast range can be attributed 
mainly to difference in population. To facilitate unbiased comparison, it was 
therefore necessary to calculate each LIAs’ ridership rate as boardings per 100 
people. This will be described in detail in Section 5.4.3.   
Figure 3-12: Average yearly ridership by bus during 2012 for each Localised Investigation Area. 
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3.6.2 Weather Data  
Weather data used in this study includes four weather variables; rainfall 
accumulation, temperature, relative humidity, and wind speed. This research first 
focused on bus ridership for the entire City of Brisbane; hence, it was not sensible to 
consider any one particular weather station’s data. With microclimate being a factor 
across the city, data that was available from all three of Brisbane’s official, quality-
controlled weather stations was included. Table 3-7 presents detail of each official 
weather station within the City of Brisbane while Figure 3-13 shows each station’s 
location.  
Table 3-7: Information of weather station. Source: Bureau of Meteorology, 2013.  
Station Name Station Number 
Distance from CBD 
(km) 
Commissioned on Still Active Years 
Brisbane 040913 1.48 1999 Dec Yes 15.4 
Brisbane Aero 040842 13.03 1995 Oct Yes 19.6 
Archerfield Airport 040211 11.46 1994 Jul Yes 20.8 
 
 
Figure 3-13: Location of three weather stations in the City of Brisbane. Source: 
The City of Brisbane image from Brisbane City Council website, 2011. 
 
Bus ridership data was obtained from TransLink on a daily basis, and weather 
data was obtained from the Bureau of Meteorology by hour of each day. Although 
 
Archerfield Airport (040211) 
Latitude: 27034’12”S 
Longitude: 153000’35.9”E 
 
Brisbane Station (040913) 
Latitude: 27028’48”S 
Longitude: 153002’24”E 
 
Brisbane Airport (040842) 
Latitude: 27023’24”S 
Longitude: 153007’48”E 
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matching daily weather data would provide the average value across a 24 hr period 
for any specific weather variable, weather variables, such as temperature vary 
significantly throughout the entire day. Averaging for each 24 h period would reduce 
the resolution of weather data and explanation of its influences on ridership. This 
analysis, therefore, considered weather data between 06:00 to 21:00 Australian 
Eastern Standard Time (AEST). The spans of service for most bus routes in Brisbane 
were 05:00 to 23:00 during 2012, while ridership was negligible after 21:00 and 
before 06:00. Henceforth, for each weather element, hourly weather data was 
converted to a daily average value within the 15-hour window between 06:00 and 
21:00. 
Temperature, Wind Speed and Humidity  
Data was compiled in units of temperature (°C), wind speed (km/h) and 
humidity (%) respectively. In compiling weather data for the whole of the City of 
Brisbane during each study time period, for each weather variable the arithmetic 
mean between all three of Brisbane’s official weather stations was calculated using 
Equation 3-1. This was considered reasonable due to the relatively even spacing of 
the stations across the city.  
   
𝑊𝑉𝑎𝑣 =  
∑ 𝑊𝑉𝑛𝑖=1
𝑛
 Equation 3-1 
Where, 
 
𝑊𝑉  = weather variable under consideration 
𝑛      = number of weather stations available within City of Brisbane 
 
While this was sufficient for the whole-of-city analysis, weather analysis for 
each of the LIAs required the refined Inverse Weight Point Average (IWPA) method 
to calculate the average of weather variables across the three official weather 
stations. Detail on this calculation process will be discussed in Section 5.5.  
Rainfall Accumulation    
 
Rainfall data collection by Bureau of Meteorology follows a different 
approach. While data for other weather variables are collected based on their hourly 
rate, rainfall data is collected in a cumulative form. The accumulation starts from 
09:00 on one day and rainfall amount for each hour is accumulated with the previous 
hours’ cumulative rain amount. This process runs until 08:59 the next day. For 
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example, data of 21 January corresponds to rainfall accumulation between 09:00 and 
23:59 on 21 January plus rainfall accumulation between 00:00 and 08:59 on 22 
January. The rainfall accumulation between 06:00 and 08:59 am on 21 January is 
listed under the hourly rainfall accumulation data of 20 January. Hence, the daily 
rainfall accumulation for a particular day between 06:00 and 21:00 was calculated by 
combining 06:00 to 09:00 hourly rainfall accumulation from the previous day’s 
record with 09:00 to 21:00 hourly rainfall accumulation from the current day’s 
record. For all three official weather stations, daily rainfall accumulation was 
reported at 09:00 in the morning along with hourly rainfall accumulation data. 
In primary analysis, this research adopted a two-period data set for rainfall 
accumulation; Morning Rainfall Accumulation (MRA) between 06:00 and 09:00 and 
Daytime Rainfall Accumulation (DRA) between 06:00 and 21:00. Similar to other 
weather variables, hourly rainfall accumulation data was obtained from Brisbane’s 
three official weather stations. An arithmetical average system was applied to obtain 
the average hourly rainfall accumulation for the City of Brisbane and, for selected 
LIAs, an Inverse Weight Point Average (IWPA) method was used across these three 
weather stations. Subsequently, daily rainfall accumulation was calculated from 
average hourly cumulative rainfall data, maintaining MRA and DRA. Any rainfall 
accumulation outside of these periods was not considered to affect ridership. 
3.7 Summary  
This chapter presented a detailed account of the study area selection and data 
selection processes. The City of Brisbane was selected as the case study; for more 
detailed investigation, a sample of LIAs within the City of Brisbane was selected, 
with consideration to their distance from the CBD and population density. This 
chapter provided detailed demographic information for the City of Brisbane and each 
LIA, which will be used in Chapters 5, 6, 7 and 8. This study obtained ridership and 
weather datasets from two government agencies. For initial investigation, weather 
and ridership datasets were obtained for the three-year period between 2010 and 
2012. However, for detailed investigation, this research focused only on one-year 
data for 2012. Chapter 4 will focus on the methodology adopted for ridership data 
analysis for initial investigation and identify the influence of adverse weather, 
particularly rainfall, on ridership in the City of Brisbane.  
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 Rainfall Effects on Daily Bus Ridership 
4.1 Introduction 
The purpose of this chapter is to conduct initial investigation on the effects of 
adverse weather on Brisbane’s daily bus ridership (boardings). Rainfall is the most 
dominating and frequent adverse weather condition in this region. Therefore, initially 
the influence of rainfall on Brisbane’s daily bus ridership will be analysed in this 
chapter. Based on the outcome of this analysis, subsequent chapters will widen their 
horizon and look deeply into the influence of weather on ridership. Chapter 3 
developed the foundation for this analysis by illustrating the study area and data 
collation procedure. This chapter’s analysis is based on that foundation, conducting 
preliminary analysis regarding adverse weather effect on Brisbane’s daily ridership. 
This chapter aims to answer part of the research question, which is, ‘Do weather 
variables affect daily ridership, and if so, to what extent is the impact for the case 
LIAs?’ 
The literature review presented in Chapter 2 highlighted that until now, there 
has been limited focus on the effect of adverse weather on ridership of any major 
transit mode, such as train, bus, or ferry, compared with non-motorised transport, 
such as bicycle. This research addresses this gap by drawing its attention towards the 
effect of weather variables on transit ridership. The term weather variable is not to be 
confused with weather element. Individual entities of weather, such as temperature, 
humidity are referred to as weather elements, whereas a weather variable can be 
anything from an individual weather element to a combination of several elements. 
For the purpose of this research, if multiple entities are integrated into one item, it 
will be addressed as an integrated weather variable. In contrast, if a weather variable 
represents only a single weather element, it will be addressed as an individual 
weather variable. 
Weather elements selected for this research include temperature, humidity, 
wind speed, and rainfall. Effect of individual weather variables as well as their 
combined effect on ridership will be considered in Chapter 5. Compared to all other 
weather elements (such as, temperature, humidity and wind speed), rainfall is 
speculated to impact most on daily travel behaviour patterns and decrease in transit 
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usage (Trépanier et al., 2012). Given that this research analyses ridership data on a 
daily basis, rainfall accumulation (mm) is adopted as the variable affecting transit 
usage, rather than rainfall intensity (mm/h).  
This research is primarily interested in exploring whether wet weather 
conditions in this subtropical region have any significant impact on ridership. In 
particular, it will explore the relationship between daily transit ridership and rainfall 
accumulation by analysing their correlation with respect to two analysis periods: 
Morning Rainfall Accumulation (MRA) between 06:00 and 09:00, and Daytime 
Rainfall Accumulation (DRA) between 06:00 and 21:00. Figure 4-1 shows the 
monthly history of rainfall accumulation amounts for Brisbane over three years. 
 
Figure: 4-1 Brisbane average monthly rainfall accumulation amounts (2010 - 2012); 
Source: Bureau of Meteorology, Australia, 2011. 
 
Section 4.2 will describe the methodology applied to pre-process the daily 
ridership data for further use. Section 4.3 will examine the influence of wet weather 
on daily ridership. The effect of MRA will be analysed separately during analysis. 
Sections 4.4 and 4.5 will analyse the impact of rainfall on ridership between 
weekdays and weekends. Section 4.6 will analyse the impact of rainfall on ridership 
between calendar seasons. Section 4.7 will investigate the influences of amount of 
MRA and DRA on ridership respectively. Section 4.8 will examine the vulnerability 
of bus user groups (such as, adult and concession) to rainfall. Section 4.9 will 
examine whether extended rainfall events, continuing for more than three days, affect 
Brisbane’s ridership. Section 4.10 will summarise the research outcomes of this 
chapter. 
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4.2 Bus Ridership Data Analysis  
The leading aspiration that dictates this research stems from the factors that 
influence transit ridership on a daily basis. Transit riders are sometimes faced with 
overcrowded transit services on one day at a particular time, while on a different day 
there are noticeably fewer riders using the same transit service at the same time of 
day. This anomaly raised a fundamental question towards the understanding of 
human travel behaviour pattern. The question is: What influences ridership?   
The literature review presented in Chapter 2, highlighted that researchers have 
broadly categorised the factors that influence ridership into two categories; internal 
factors and external factors. Internal factors deal with quality of transit service and 
will be analysed at the later stage of this research. At the preliminary stage, this 
research aimed to focus on weather as one of the most conspicuous external factors 
that affects ridership on a daily basis, but one that is often overlooked by researchers 
(Stover and McCormack, 2012). This chapter intends to understand the effect of 
rainfall on Brisbane’s daily ridership. Chapter 3 underlined a method of acquiring a 
ridership data set, which will be used for analysis in this research. Nevertheless, it is 
essential to examine the ridership data for external influences before proceeding with 
analysis.   
Section 3.6 discussed that weekends and public holidays are not included in 
this analysis. Some weekdays were also excluded due very low ridership data. They 
mostly comprise days during early 2011, when a flood natural disaster occurred. 
Also, the leap year day of 29 February 2012 was excluded, due to missing ridership 
data in the data set acquired from the transit agency, TransLink. Moreover, the 
weekdays belonging to the first and last week of each year were excluded because 
they all fall under Summer school holidays and university Summer vacations as well 
as being adjacent to extended public holidays. Detailed descriptions of these outliers 
are presented in Appendix A. 
Daily ridership data were plotted into a time series plot for three consecutive 
years (see Figure 4-2). The figure revealed a clear, distinct pattern in the dataset in all 
three years. Ridership during the early months belongs to a low region and starts to 
climb as the year progresses. However, it plunges during the middle months of June 
and July. Again, it starts to rise, reaching a peak, and then declining sharply during 
the final months of the year. This clearly indicates that ridership is influenced by 
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some periodic events over the year. Many external factors, which can be interrelated, 
are responsible for this fluctuation. The effect on travel demand has been termed as 
the ‘seasonality effect’ in this research. 
 
Figure 4-2: Brisbane’s daily ridership trend over a year for 2010, 2011 & 2012 
Even though variation in ridership between months appears to be compelling in 
the time-series plots, it needed to be proven statistically to legitimise the existence of 
seasonality. For that purpose, Analysis of variance (ANOVA) was adopted. It 
analyses the differences between group means and statistical significance of those 
differences (Kashfi et al., 2013). 
4.2.1 ANOVA Testing for Existence of Seasonality 
The principal hypothesis behind this ANOVA testing is that there may be 
fluctuation in ridership from day to day, but the mean difference between months or 
even weekday type should not be statistically significant; otherwise, it would 
substantiate the existence of seasonality in ridership. ANOVA testing was performed 
for each of two mean groups. The first group consists of ridership mean according to 
weekday type and the second group consists of ridership mean according to month of 
a year. 
4.2.1.1 ANOVA Test for Ridership by Day of Week 
Three years’ daily ridership data were segmented according to day of 
week, 𝑑 ∈ {𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖}. The result of this segmentation is the daily 
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share of a given weekday’s ridership. The mean ridership for each Day of Week 
(DOW) for the entire three-year analysis period is plotted against the day type in 
Figure 4-3. The only notable mean difference is between Monday’s mean ridership 
and those of other weekdays. Monday had the lowest average ridership while 
Thursday had the highest. All the weekday columns represent a similar range of error 
bar in Figure 4-3. Error bars are a graphical representation of the variability of data, 
and signify the upper and lower limit of mean calculation at a 95% confidence 
interval. Likewise, the standard deviation calculation, which deals with amount of 
variation or dispersion of a set of data values, is related with Coefficient of Variation 
(CV). Higher standard deviation would also mean higher CV. Monday had a 
marginally higher CV while Friday had a marginally lower CV, across the three-year 
period, as presented in Table 4-1. The mean and standard deviation of daily ridership 
by DOW are also presented in this table. 
Figure 4-3: Mean and 5% to 95% range in bus ridership for City of Brisbane by Day of 
Week between 2010 and 2012 
Table 4-1: Daily ridership statistics by Day of Week for City of Brisbane between 2010 and 2012 
Day Total observation Mean Std. Deviation 
Coefficient of 
Variation 
Monday 138 260,462 33,040 0.127 
Tuesday 147 272,826 33,492 0.123 
Wednesday 144 274,760 33,860 0.123 
Thursday 149 277,172 33,023 0.119 
Friday 147 272,121 30,851 0.113 
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In order to conclude that ridership differed between the weekdays, at least one 
weekday’s mean ridership must be different from any other weekday’s, and the 
difference must be statistically significant. Mean ridership for each weekday was 
compared using the ANOVA test. Table 4-2 reports the multiple comparisons 
between each DOW and ANOVA test results. 
Table 4-2: Multiple comparison of p-values among Day of Week (95% CI) and ANOVA test result  
 Monday Tuesday Wednesday Thursday Friday Degrees of Freedom (dof) 
p = 0.00 
F = 5.43 
Monday - 0.01 0.00 0.00 0.02 
Between Groups = 4 
Within Groups = 720 
Total = 724 
Tuesday 0.01 - 0.99 0.79 1.00 
Wednesday 0.00 0.99 - 0.97 0.96 
Thursday 0.00 0.79 0.97 - 0.68 
Friday 0.02 1.00 0.96 0.68 - 
Note: Significant results (i.e. p < 0.05) are shown in bold 
           
 
The ANOVA test result was significant (p < 0.05, F= 5.43) indicating that the 
difference between at least one day’s mean and the other days’ means is statistically 
significant. Compared to the rest of the weekdays, only Monday’s ridership was 
statistically different (p = 0.00 ≤ 0.05). The lowest difference in means was found 
between Tuesday and Friday and between Wednesday and Friday (in both cases p 
value was 0.99).The outcomes of this analysis confirmed the existence of seasonality 
in the daily ridership patterns of Monday and other days.  
4.2.1.2 ANOVA Test for Ridership by Month of Year 
In this step, the mean difference between each Month of Year (MOY) was 
analysed to identify the difference in mean ridership by month. In comparison with 
DOW segmentation, Figure 4-4 shows more discrepancies between MOY means. 
The lowest monthly average ridership was observed in January and the highest in 
March. The variation during the Summer months (December and January) was 
relatively small because of lower ridership levels, which is attributed here to holiday 
and vacation activities. During the Winter months (June and July), ridership was also 
low because of school holidays and university semester break. The error bars again 
represent the upper and lower limit by month at a 95% confidence interval. Overall, 
the error range is very limited except for a few months (January, April, and July). 
Likewise, these three months had the highest CV among all months (Table 4-3). Both 
January and July have the highest CV due to ramp up effect from a low ridership 
month, related with academic and end of holiday activities. In April, a sharp 
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depression is observed in the ridership trend (Figure 4-2) during the Easter holiday 
period, which may be responsible for the high CV. During high ridership months, 
fluctuation in ridership is very limited, resulting in small error range in means as well 
as small CV values. 
  Figure 4-4: Mean and 5% to 95% range in bus ridership for City of Brisbane by Month of Year between 2010 and 
2012 
The mean, standard deviation and coefficient of variation of daily ridership by 
MOY is presented in Table 4-3. In terms of fluctuation in ridership within months 
across the three-year period, both January and July had a marginally higher 
coefficient of variation. Meanwhile, March, May, and August each had a very low 
coefficient of variation, which could be attributable to extended periods without 
interruptions to working weeks during these months.       
Table 4-3: Daily ridership statistics by Month of Year for City of Brisbane between 2010 and 2012 
Month Total  observation Mean Std. Deviation Coefficient of Variation (CV) 
January 44 213,360 24,971 0.117 
February 60 265,835 22,263 0.084 
March 68 316,016 10,656 0.034 
April 55 286,644 30,057 0.105 
May 63 296,696 5,817 0.020 
June 62 256,239 20,637 0.081 
July 65 256,973 29,998 0.117 
August 65 296,085 6,629 0.022 
September 64 270,387 26,236 0.097 
October 64 280,581 11,989 0.043 
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November 66 263,631 9,551 0.036 
December 49 228,485 13,096 0.057 
 
ANOVA testing was repeated to determine the statistical significance of 
variability observed from the monthly average ridership. The mean ridership for each 
month was compared against one another. Table 4-4 shows the multiple comparisons 
between each MOY and the significance of their mean difference. 
Table 4-4: Multiple comparison of p- values among Months of Year (with 95% CI) and ANOVA test 
result 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Results 
Jan - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 
Degrees of Freedom 
(dof) 
Between Groups = 11 
Within Groups = 713 
Total = 724 
 
p = 0.00 
F = 122.49 
Feb 0.00 - 0.00 0.00 0.00 0.21 0.31 0.00 0.98 0.00 1.00 0.00 
Mar 0.00 0.00 - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Apr 0.00 0.00 0.01 - 0.18 0.00 0.00 0.25 0.00 0.87 0.00 0.00 
May 0.00 0.00 0.00 0.18 - 0.00 0.00 1.00 0.00 0.00 0.00 0.00 
Jun 0.00 0.21 0.00 0.00 0.00 - 1.00 0.00 0.00 0.00 0.58 0.00 
Jul 0.00 0.31 0.00 0.00 0.00 1.00 - 0.00 0.00 0.00 0.72 0.00 
Aug 0.00 0.00 0.00 0.25 1.00 0.00 0.00 - 0.00 0.00 0.00 0.00 
Sep 0.00 0.98 0.00 0.03 0.00 0.00 0.00 0.00 - 0.12 0.70 0.00 
Oct 0.00 0.00 0.00 0.87 0.00 0.00 0.00 0.00 0.12 - 0.00 0.00 
Nov 0.00 1.00 0.00 0.00 0.00 0.58 0.72 0.00 0.70 0.00 - 0.00 
Dec 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 - 
Note: Significant results (i.e. p < 0.05) are highlighted and shown in bold 
 
The ANOVA test result in Table 4-4 implies that p value is significant (p < 
0.05, F = 118.77) meaning there is a statistically significant difference between at 
least one group’s mean and the other group means. January ridership was statistically 
different from all other months (p = 0.00 < 0.05). A similar result was achieved for 
the month of March and December. For the remaining months, mean differences are 
statistically significant in comparison with a number of other months, ranging from 7 
to 9. The outcomes of this section’s analysis confirmed the existence of seasonality 
among months.  
Having confirmed the existence of seasonality within the ridership data, the 
execution of a data smoothing process to neutralise the seasonality effect was 
warranted. This is essential for the initial analysis of this research, which will focus 
on the influence of certain specific variables on ridership. Therefore, other peripheral 
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variables that influence ridership, but are not included in this portion of research, 
should be controlled or eliminated. Otherwise, they may bias the analysis results or 
prevent the analysis from achieving the desired outcomes. A practical example will 
help to illustrate this. 
For instance, if an analysis was to compare influence of rainfall on ridership, it 
will attempt to relate the occurrence of rainfall with its corresponding data. Brisbane 
receives its highest amount of rainfall during December to February (Section 3.3). 
December and January have the lowest average ridership of a year and February 
belongs to the lower range (see Table 4-3). Hence, one may initially conclude that to 
some extent high rainfall is responsible for the low ridership in these months. 
However, ambiguity arises when this same principal is applied to the months of June 
and July, which are dry months but also comprise low ridership. The monthly 
averages for June and July are comparable to December and January, and are lower 
than average ridership of February. A similar situation arises when analysis is based 
on the effect of temperature on ridership. The Summer months of December, January 
and February have the highest mean temperature by month and June and July have 
the lowest. Nevertheless, they all have average ridership in the lower bracket, 
compared to other months. Periodic fluctuations in ridership data, irrespective of 
their weather condition, are postulated to be responsible for this ambiguity.   
The time series plot for three years of ridership data (Figure 4-2) indicates 
several underlying external factors that are responsible for existence of seasonality in 
ridership data sets. These factors may be related to customary human activities over 
the year, including holiday seasons, university semesters breaks, school holidays and 
so on. The reasons for existence of seasonality and its integration in the model 
development process will be captured in Chapter 6. Nevertheless, the example 
provided in the previous paragraph clearly identified that for the purpose of this 
chapter’s analysis, neutralisation of seasonality is paramount. This raised the need to 
flatten out the days of the weeks and months of a year’s average to eliminate 
seasonality effects from the ridership dataset obtained, using seasonal decomposition. 
This is a data smoothing process, which removes periodic effects on ridership and 
aids in identifying the true influence of explicit variables on ridership. 
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 4.2.2 Seasonal Decomposition Process   
In order to remove DOW effects on ridership data for Brisbane, a seasonal 
decomposition process was initiated. Ridership data for each day over a three-year 
period was adjusted for seasonality within the weekdays using Equation 4-1. The 
resultant data set was identified as weekly-decomposed ridership data. 
 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 =  
𝑅𝑂𝑖,𝑗,𝑘  (∑ (∑ 𝑐𝑖,𝑗,𝑘
52
𝑗=1 )
3
𝑘=1 )
∑ (∑ (
(𝑅𝑂𝑖,𝑗,𝑘 ∑ 𝑐𝑖,𝑗,𝑘
5
𝑖=1 )
∑ (𝑅𝑂𝑖,𝑗,𝑘𝑐𝑖,𝑗,𝑘)
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)52𝑗=1 )
3
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Equation 4 − 1 
Where,  
𝑖 ∈ {𝑤𝑒𝑒𝑘𝑑𝑎𝑦 = 1 (𝑀𝑜𝑛), 2 (𝑇𝑢𝑒), … 5 (𝐹𝑟𝑖)} 
𝑗 ∈ {𝑤𝑒𝑒𝑘 =  1, 2, … , 52} 
𝑘 ∈ {𝑦𝑒𝑎𝑟 = 1, 2, 3} 
𝑅𝑂𝑖,𝑗,𝑘 = original ridership data for weekday 𝑖 within week 𝑗, within year 𝑘 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 = weekly decomposed ridership for weekday 𝑖 within week 𝑗, within year 𝑘 
𝑐𝑖,𝑗,𝑘 = 1 if weekday 𝑖 occurred within week 𝑗 within year 𝑘; otherwise = 0 
 
Each day type’s decomposed ridership calculated according to Equation 4-1 
was averaged over three years by day type using Equation (4-2)  
𝑅𝑎𝑣,𝑖 =
(∑ (∑ (𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘𝑐𝑖,𝑗,𝑘)
52
𝑗=1 )
3
𝑘=1 )
(∑ (∑ 𝑐𝑖,𝑗,𝑘
52
𝑗=1 )
3
𝑘=1 )
  Equation 4 − 2 
Where,   
𝑅𝑎𝑣,𝑖 = weekly decomposed ridership averaged by weekday type 𝑖 over three years 
 
 
Average ridership by weekday type 𝑖 ∈ {𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖} were plotted 
against their original average in a time series plot in order to identify the efficiency 
of weekday decomposition, by means of smoothness of the trend line. The trend line 
for weekly-decomposed average ridership data by weekday type does not appear to 
be entirely flat. The residual difference among weekday type means may relate to 
marginal error in the decomposition process, weather effects, human activities, and 
random events. Nevertheless, the mean difference is very marginal compared to the 
original data. Figure 4-5 shows the difference of mean between original and 
decomposed ridership by weekday.  
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Figure 4-5: Mean Ridership between original and weekly-decomposed ridership by Day of week  
Equation 4-3 presents the theoretical equation for seasonally decomposed 
ridership data for each day of a year for a three-year period, adjusted for seasonality 
within the months of year. The resultant data set is identified as a yearly-decomposed 
ridership data set. 
𝑅𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘 =  
𝑅𝑂𝑙,𝑚,𝑘(∑ (∑ 𝑐𝑙,𝑚,𝑘
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Equation 4 − 3 
Where,  
𝑙 ∈ {𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑑𝑎𝑦 = 1, 2, … , 31} 
𝑚 ∈ {𝑚𝑜𝑛𝑡ℎ = 1 (𝐽𝑎𝑛), 2 (𝐹𝑒𝑏), … 12 (𝐷𝑒𝑐)} 
𝑅𝑂𝑙,𝑚,𝑘  = original ridership data for calendar day 𝑙 within month 𝑚, within year 𝑘 
𝑅𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘 
= yearly decomposed ridership for calendar day 𝑙 within month 𝑚, within 
year 𝑘 
𝑐𝑙,𝑚,𝑘 = 1 if calendar day 𝑙 occurred within month 𝑚 within year 𝑘; otherwise = 0 
 
Following the yearly seasonal decomposition process, a new ridership data set 
was obtained for the year 2010 to 2012. Yearly decomposed ridership calculated 
according to Equation 4-3 was averaged over three years by month type using 
Equation 4-4. 
𝑅𝑎𝑣,𝑚 =
(∑ (∑ (𝑅𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘𝑐𝑙,𝑚,𝑘)
31
𝑙=1 )
3
𝑘=1 )
(∑ (∑ 𝑐𝑙,𝑚,𝑘
31
𝑙=1 )
3
𝑘=1 )
   Equation 4 − 4 
 
Where,   
𝑅𝑎𝑣,𝑚 
= yearly decomposed ridership averaged by calendar day type 𝑙 over 
three years 
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Average riderships by month 𝑚 ∈ {𝐽𝑎𝑛, 𝑓𝑒𝑏, 𝑀𝑎𝑟, … … , 𝑁𝑜𝑣, 𝐷𝑒𝑐},  were 
plotted against their original average in a time series plot in order to identify the 
efficiency of yearly seasonal decomposition, by means of smoothness of the trend 
line (Figure 4-6). Similar to a weekly decomposition trend line (Figure 4-5), the trend 
line for average yearly-decomposed ridership data does not appear to be entirely flat. 
This again indicates existence of minor mean difference by month in the yearly-
decomposed ridership data, and it is very marginal compared to its original data. 
Again, the residual difference among the month’s means may relate to marginal error 
in decomposition process, weather effects, human activities, and random events. The 
daily ridership dataset acquired through this decomposition process was used for 
further ridership analysis.  
Figure 4-6: Mean Ridership between weekly and yearly decomposed ridership by Month of 
Year  
4.3 Effects of Rainfall on Bus Ridership 
This section will examine the relationship between rainfall and daily ridership 
in Brisbane. Typically, it is assumed that commuting trips to work or school compose 
the majority of all transit trips. Since a significant proportion of commuting trips are 
made in the morning, it is important to test how mode choice is affected by rainfall 
during the morning peak hours. To portray an accurate image of wet weather impact 
on ridership, a rainy day was defined as that when the study location received at least 
1 mm of rainfall accumulation during the analysis period.  
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4.3.1 Effects of Rainfall on Ridership by Weekdays  
To estimate the effect of Daytime Rainfall Accumulation (DRA) and Morning 
Rainfall Accumulation (MRA) on ridership, an independent t-test approach was 
adopted. The yearly seasonal decomposed ridership data, obtained through analysis 
in Section 4.2.2 was used. It is conceivable that the degree of rainfall effect may vary 
by weekday ( 𝑑 ∈ {𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖}). Figure 4-7 compares all weekdays’ 
average ridership for MRA and DRA with their respective non-rain condition. These 
two graphs show a significant and consistent ridership reduction during rainy days. 
Observed ridership reduction was more significant with the MRA than DRA. The 
most significant reduction for a weekday was 3.80% and 2.22% with MRA and 
DRA, respectively.  
Figure 4-7: Impact of Morning Rainfall Accumulation (left side) and Daytime Rainfall 
Accumulation (right side) on days of week ridership  
To confirm whether there is difference in means between rain and non-rain 
condition, ten individual independent t-tests (five for morning and five for daytime) 
were conducted. For both scenarios, the t-test result confirmed that the ridership 
changes are statistically significant. The reductions in ridership on rainy days and the 
t-test significance levels vary noticeably between the MRA and DRA. MRA had a 
greater effect on ridership than did DRA. Similarly, the t-test significance level was 
also higher for MRA. For example, Table 4-5 shows that on Monday, daily ridership 
decreased by 3.6% (p = 0.001) due to MRA; compared with a 2.05% reduction in 
ridership due to DRA (p = 0.031).  
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Table 4-5: Effect of Morning and Daytime Rainfall Accumulation on weekday’s ridership 
Day of week 
MRA (6:00 to 09:00) DRA (6:00 to 21:00) 
Ridership change t-test Significance Ridership change t-test Significance 
Monday -3.6% 0.001 (sig) -2.05% 0.031 (sig) 
Tuesday -2.8% 0.006 (sig) -2.22% 0.037 (sig) 
Wednesday -0.8% 0.407 (non-sig) -2.09% 0.044 (sig) 
Thursday -3.8% 0.006 (sig) -1.90% 0.143 (non-sig) 
Friday -0.6% 0.504 (non-sig) -1.30% 0.504 (non-sig) 
 
4.3.2 Effects of Rainfall by Calendar Season  
Since the rainfall amount changes throughout the year, it is expected that the 
effect of rainfall will have a different level of influence on ridership by different 
calendar seasons. Analysis in previous sections indicated that rainfall reduces 
ridership and the effect varies by time (weekdays, weekend, morning rainfall, day 
rainfall). Hence, it is a conceivable postulation that the wet season associated with 
the Summer months would have ridership below the average for this region. Brisbane 
receives the highest amount of rainfall during the Summer months along with above 
average temperatures (see Section 3.3 for more details of Brisbane weather). Hence, 
combinations of high rainfall and heat may result in an uncomfortable condition for 
transit use. 
However, testing whether ridership differed between wet and dry days with 
each calendar season required a different approach. Section 4.2.2 reported weekly 
and yearly decomposition for the City of Brisbane’s ridership. Weather effects are 
random between days of the week and therefore, it is acceptable to perform seasonal 
decomposition for days of the week. Nevertheless, for the yearly decomposition 
process, months of the year have both customary human activities and weather-
related components. For example, December and January both have many holiday 
activities. They also have the highest rainfall of the year and highest temperatures 
(Summer). Hence, decomposing January and December with other months of the 
years may mask some weather-related components. Analyses conducted in previous 
sections did not encounter any masking issue as they were conducted for three years 
overall. However, examining the effect of rainfall by month or by calendar season 
may mask some of the weather effect. This necessitated seasonal decomposition for 
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each calendar season individually in each year and from combined data sets for each 
calendar season over the three-year analysis period.  
Equation 4-5 and 4-6 were respectively used for weekly and yearly seasonal 
decomposition processes for each calendar season.  
Where,  
𝑖 ∈ {𝑤𝑒𝑒𝑘𝑑𝑎𝑦 = 1 (𝑀𝑜𝑛), 2 (𝑇𝑢𝑒), … 5 (𝐹𝑟𝑖)} 
𝑗 ∈ {𝑤𝑒𝑒𝑘 =  1, 2, … , 52} 
𝑘 ∈ {𝑦𝑒𝑎𝑟 = 1, 2, 3} 
𝑠  ∈ {𝑆𝑢𝑚𝑚𝑒𝑟, 𝐴𝑢𝑡𝑢𝑚𝑛, 𝑊𝑖𝑛𝑡𝑒𝑟, 𝑆𝑝𝑟𝑖𝑛𝑔} 
𝑅𝑂𝑖,𝑗,𝑠,𝑘 = original data for weekday 𝑖 within week 𝑗,within season 𝑠, within year 𝑘 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑠,𝑘 
= weekly decomposed ridership for weekday 𝑖 within week 𝑗, within 
season 𝑠, within year 𝑘 
𝑐𝑖,𝑗,𝑠,𝑘 
= 1 if weekday 𝑖 occurred within week 𝑗, within season 𝑠, within year 𝑘; 
otherwise = 0 
 
 
𝑅𝑦𝑒𝑎𝑟𝑙,𝑚,𝑠,𝑘 =  
𝑅𝑂𝑙,𝑚,𝑠,𝑘(∑ (∑ 𝑐𝑙,𝑚,𝑠,𝑘
31
𝑙=1 )
3
𝑘=1 ) 
∑ (∑ ( 
(𝑅𝑂𝑙,𝑚,𝑠,𝑘 ∑ 𝑐𝑙,𝑚,𝑠,𝑘
12
𝑚=1 )
∑ (𝑅𝑂𝑙,𝑚,𝑠,𝑘𝑐𝑙,𝑚,𝑠,𝑘)
12
𝑚=1
)31𝑙=1 )
3
𝑘=1
 
Equation 4 − 6 
Where,  
𝑙 ∈ {𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑑𝑎𝑦 = 1, 2, … , 31} 
𝑚 ∈ {𝑚𝑜𝑛𝑡ℎ = 1 (𝐽𝑎𝑛), 2 (𝐹𝑒𝑏), … 12 (𝐷𝑒𝑐)} 
𝑅𝑂𝑙,𝑚,𝑠,𝑘  
= original ridership for calendar day 𝑙 within month 𝑚, within season 𝑠, within 
year 𝑘 
𝑅𝑦𝑒𝑎𝑟𝑙,𝑚,𝑠,𝑘 
= yearly decomposed ridership for calendar day 𝑙 within month 𝑚, within 
season 𝑠, within year 𝑘 
𝑐𝑙,𝑚,𝑠,𝑘 
= 1 if calendar day 𝑙 occurred within month 𝑚, within season 𝑠, within year 𝑘; 
otherwise = 0 
 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑠,𝑘 =  
𝑅𝑂𝑖,𝑗,𝑠,𝑘  (∑ (∑ 𝑐𝑖,𝑗,𝑠,𝑘
52
𝑗=1 )
3
𝑘=1 )
∑ (∑ (
(𝑅𝑂𝑖,𝑗,𝑠,𝑘 ∑ 𝑐𝑖,𝑗,𝑠,𝑘
5
𝑖=1 )
∑ (𝑅𝑂𝑖,𝑗,𝑠,𝑘𝑐𝑖,𝑗,𝑠,𝑘)
5
𝑖=1
)52𝑗=1 )
3
𝑘=1
 
Equation 4 − 5 
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Figure 4-8: Mean bus ridership in rain and non-rain condition for City of Brisbane by calendar 
season between 2010 and 2012 
Following the decomposition, wet and dry days were compared within calendar 
seasons as they each have a common weather pattern. Mean ridership was compared 
between wet and dry days in each calendar season, over the three consecutive 
analysis years. The analysis was conducted only for the DRA as some calendar 
seasons have numerous holiday activities, during which ridership in the early 
morning is relatively low. Figure 4-8 shows the effect of rainfall in each calendar 
season over three years. 
An independent sample t-test was conducted for each calendar season. Table 4-
6 shows that occurrence of rainfall resulted in small and statistically insignificant 
decreases in ridership both in Autumn (1.43%) and Spring (1.71%). The ridership 
reduction in the Winter months at 5.46% was the greatest, followed by Summer 
months at 4.0%. Even though Summer receives the highest amount of rainfall, during 
Winter the cold temperature, combined with rainfall, creates very uncomfortable 
weather conditions for ridership.  
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Table 4-6: Impact of rainfall on ridership by calendar season 
Season 
Mean ridership 
Ridership Change t- test Significance 
Rainy day Non-rainy day 
Summer (Dec to Feb) 234,353 244,119 - 4.00% 0.00 (sig) 
Autumn (Mar to May) 297,652 301,981 - 1.43% 0.20 (non-sig) 
Winter (Jun to Aug) 257,621 272,512 - 5.46% 0.00 (sig) 
Spring (Sep to Nov) 270,157 274,849 - 1.71% 0.15 (non-sig) 
4.4 Effects of Rainfall Amount on Bus Ridership 
Two linear regression models were developed to correlate between rainfall 
accumulation and daily ridership (weekdays only). Both models used yearly-
decomposed daily ridership as their dependent variable. For the independent 
variable, one model used the DRA, while the other model used MRA. Figure 4-9 
(left) shows the relationship between daily ridership and DRA, with a best-fit 
regression line (Model 1). Visual inspection suggests that most DRA events are 
skewed towards the left side of the graph, corresponding to lesser rainfall.  
 
 
 
 
 
 
 
 
 
 
Figure 4-9: Scatter plot – daily ridership vs. rainfall accumulation (mm); Model 1 – Daytime Rainfall 
Accumulation (Left) & Model 2 – Morning Rainfall Accumulation (right) 
The regression analysis did establish a negative relationship between two 
variables, meaning, if the accumulation of daytime rainfall increases, daily ridership 
decreases. However, this correlation is weak with the goodness of fit (R²) value of 
0.06. This result can be interpreted as only 6% of the variation in daily ridership 
being able to be explained by DRA, although the coefficient table (Table 4-7) 
indicates that the regression model result was statistically significant (p=0.013 
<0.005). 
Model 1 Model 2 
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The scatter plot (Figure 4-7) (right) illustrates a stronger relationship between 
MRA and daily ridership. The goodness of fit (R²) was 0.183, meaning 18.3% of the 
variation of daily ridership is explained by this regression model.  
Table 4-8 shows that of the two regression analyses, ridership is more sensitive 
to MRA. This is apparently because the majority of travellers (who have multiple 
mode options) choose their travel mode in the morning period, such that even a small 
amount of rainfall may convince them to change their travel mode or to postpone 
their journey. 
Table 4-7: Results of linear regression for Model 1 and 2 
 
Unstandardised Coefficients 
t Sig. R2 Adj R2 
B Std. Error 
Model 1 
Constant  279558.61 1399.03 199.83 .00 
0.06 0.05 
DRA  -169.72 66.92 -2.54 .01 
Model 2 
Constant  278678.96 2209.66 126.12 .00 
0.18 0.16 
MRA  -969.45 341.86 -2.84 .00 
 
4.5 Effect of Rainfall by User Group 
As mentioned in Section 3.6.1, considering the practicality of information 
collection about riders who purchase on-board paper tickets, riders can be segregated 
into two broad categories; Adult and Concession. It is plausible that the degree of 
rainfall effects may vary by these user types (Kashfi & Bunker, 2014; 2015). This 
section examines whether rider groups behave similarly or differently during rainfall. 
In order to eliminate the seasonality from ridership data, seasonal decomposition was 
again performed for individual user groups (Kashfi & Bunker, 2014; 2015), using the 
methodology adopted in Section 4.2.2. Equations 4-7 and 4-8 were respectively used 
for weekly and yearly seasonal decomposition processes for adult ridership.  
 
𝑅𝐴_𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 =  
𝑅𝐴_𝑂𝑖,𝑗,𝑘  (∑ (∑ 𝑐𝑖,𝑗,𝑘
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𝑗=1 )
3
𝑘=1 )
∑ (∑ (
(𝑅𝐴_𝑂𝑖,𝑗,𝑘 ∑ 𝑐𝑖,𝑗,𝑘
5
𝑖=1 )
∑ (𝑅𝐴_𝑂𝑖,𝑗,𝑘𝑐𝑖,𝑗,𝑘)
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𝑖=1
)52𝑗=1 )
3
𝑘=1
 
Equation 4 − 7 
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Where,  
𝑖 ∈ {𝑤𝑒𝑒𝑘𝑑𝑎𝑦 = 1 (𝑀𝑜𝑛), 2 (𝑇𝑢𝑒), … 5 (𝐹𝑟𝑖)} 
𝑗 ∈ {𝑤𝑒𝑒𝑘 =  1, 2, … , 52} 
𝑘 ∈ {𝑦𝑒𝑎𝑟 = 1, 2, 3} 
𝑅𝐴_𝑂𝑖,𝑗,𝑘 
= original adult ridership data for weekday 𝑖 within week 𝑗, within 
year 𝑘 
𝑅𝐴_𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 
= weekly decomposed adult ridership for weekday 𝑖 within week 𝑗, 
within year 𝑘 
𝑐𝑖,𝑗,𝑘 = 1 if weekday 𝑖 occurred within week 𝑗 within year 𝑘; otherwise = 0 
 
𝑅𝐴_𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘 =  
𝑅𝐴_𝑂𝑙,𝑚,𝑘 ∑ (∑ 𝑐𝑙,𝑚,𝑘
31
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3
𝑘=1  
∑ (∑ ( 
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3
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Equation 4 −8 
Where,  
𝑙 ∈ {𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑑𝑎𝑦 = 1, 2, … , 31} 
𝑚 ∈ {𝑚𝑜𝑛𝑡ℎ = 1 (𝐽𝑎𝑛), 2 (𝐹𝑒𝑏), … 12 (𝐷𝑒𝑐)} 
𝑅𝐴_𝑂𝑙,𝑚,𝑘  
= original adult ridership data for calendar day 𝑙 within month 𝑚, 
within year 𝑘 
𝑅𝐴_𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘 
= yearly decomposed adult ridership for calendar day 𝑙 within month 
𝑚, within year 𝑘 
𝑐𝑙,𝑚,𝑘 
= 1 if calendar day 𝑙 occurred within month 𝑚 within year 𝑘; 
otherwise = 0 
 
 
For concession group, Equation (4-9) and (4-10) were formulated to perform weekly 
and yearly seasonal decomposition respectively.  
𝑅𝐶_𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 =  
𝑅𝐶_𝑂𝑖,𝑗,𝑘  (∑ (∑ 𝑐𝑖,𝑗,𝑘
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3
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      Equation 4 − 9 
Where,  
𝑅𝐶_𝑂𝑖,𝑗,𝑘  
= original concession ridership data for weekday 𝑖 within week 𝑗, within 
year 𝑘 
𝑅𝐶_𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘 
= weekly decomposed concession ridership for weekday 𝑖 within week 
𝑗, within year 𝑘 
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𝑅𝐶_𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘 =  
𝑅𝐶_𝑂𝑙,𝑚,𝑘 ∑ (∑ 𝑐𝑙,𝑚,𝑘
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Equation 4 − 10 
Where,  
𝑅𝐶_𝑂𝑙,𝑚,𝑘 
= original concession ridership for calendar day 𝑙 within month 𝑚, 
within year 𝑘 
𝑅𝐶_𝑦𝑒𝑎𝑟𝑙,𝑚,𝑘  
= yearly decomposed concession ridership for calendar day 𝑙 within 
month 𝑚, within year 𝑘 
 
To estimate the effect of rainfall on adult and concession ridership, an 
independent t-test approach was adopted using the daily ridership dataset acquired 
through this seasonal decomposition process. In the case of both ticket types, the 
effect of DRA was analysed. Table 4-8 compares seasonally decomposed ridership 
between rainy days and non-rainy days for both user groups. Contrary to the general 
norm of people, ridership in the concession category is larger than in the adult 
category. This is related with the segregation of ridership into adult and concession 
categories for this analysis. Riders who pay only the full price are in the adult 
category and the rest of the people who do not pay full fare are in the concession 
category. As mentioned earlier, due to complexity in the paper ticketing system, 
riders have been divided into these two broad spectrums. The concession category 
includes a large group of people and the dominating one is student/tertiary student. 
Since students are a large group which is almost equivalent to the adult category, 
adding another group of people - like pensioner, senior or children - makes the group 
larger than Adult ridership, which have been reflected in their means. 
Rainfall causes the adult ridership number to reduce only by 2%, compared to 
5% on concession ridership. It is postulated that this outcome is due to a high 
proportion of vulnerable riders under discount user groups being more likely to avoid 
transit on rainy days. On the other hand, the majority of adult ticket users are 
commuters. Hence, it is perceivable that they are less likely to be affected by adverse 
weather. An independent t-test was performed to determine the statistical 
significance of the DRA effect for each category. For both groups, ridership changes 
were statistically significant with p-value of 0.00 in both cases. Ridership changes 
due to DRA for adult and concession ticket user type is presented in Figure 4-10. 
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Table 4-8: Impact of rainfall on adult and concession type ridership 
 
Figure 4-10: Impact of Daytime Rainfall Accumulation on daily ridership by user group; (left) adult 
(right) concession. 
4.6 Effect of Consecutive Rainy Days on Ridership 
The subtropic climate characteristics of this region often causes continuous 
rainfall for a few days and in recent years, the occurrence of continuous rainfall was 
observed more frequently (Holper, 2011). Therefore, it is important to explore the 
relationship between consecutive rainy days and the amount of daily ridership. This 
section examines whether due to continuous rainfall, ridership declines as before or if 
there is any possible new insight. A seasonally decomposed ridership dataset for 
three year from 2010 to 2012 (adopted from Section 4.2) was used for this analysis.  
In order to determine the association between variables, the ‘Spearman Rank-
Order’ correlation was performed (Kashfi & Bunker, 2014; 2015). This statistical 
procedure measures the strength and direction of the association between two 
variables. If the rainfall continues for three or more days, it was defined as 
Consecutive Rain Day (CRD). From the three-year analysis period, a total of 32 
CRD groups were identified that met the study condition. A trend line was fit 
through each group to identify the effect of CRD on ridership and to determine 
whether the relationship extrudes a positive or negative trend. The following scatter 
User Groups 
Rainfall 
Situation 
n Mean Ridership Change Std. Deviation t-test Sig 
Adult 
Non-Rain 585 120,651 
-2% 
3,603 
0.00 (Sig) 
DRA 140 118,663 5,562 
Concession 
Non-Rain 585 152,489 
-5% 
17,617 
0.00 (Sig) 
DRA 140 145,570 16,915 
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plots show the increase or decrease pattern of daily ridership corresponding with 
CRDs. The daily ridership amount was presented in the Y-axis and the consecutive 
rain dates in the X-axis (see Figure 4-11). Over three years, 2010 contained 14 
groups and 2011 and 2012 contained nine groups each. Even though 2011 had a 
major flood and a lot of rainfall occurred in consecutive days, rainy days surrounding 
the flood event were not included, due very low ridership amount in this research.   
Chapter 4:  Rainfall Effects on Daily Bus Ridership 97 
258,000
264,000
270,000
276,000
282,000
14-Dec 15-Dec 16-Dec 17-Dec
R
id
er
sh
ip
Group 14
276,000
280,000
284,000
288,000
292,000
01-Dec 02-Dec 03-Dec
R
id
er
sh
ip
Group 13
220,000
224,000
228,000
232,000
236,000
06-Jan 07-Jan 08-Jan
R
id
er
sh
ip
Group 1
256,000
260,000
264,000
268,000
08-Feb 09-Feb 10-Feb
R
id
er
sh
ip
Group 3
248,000
252,000
256,000
260,000
01-Feb 02-Feb 03-Feb 04-Feb
R
id
er
sh
ip
Group 2
252,000
256,000
260,000
264,000
268,000
272,000
15-Feb 16-Feb 17-Feb 18-Feb
R
id
er
sh
ip
Group 4
264,000
268,000
272,000
276,000
15-Mar16-Mar17-Mar18-Mar19-Mar
R
id
er
sh
ip
Group 6
256,000
260,000
264,000
268,000
272,000
276,000
280,000
01-Mar02-Mar03-Mar04-Mar05-Mar
R
id
er
sh
ip
Group 5
252,000
258,000
264,000
270,000
276,000
282,000
288,000
29-Mar 30-Mar 31-Mar 01-Apr
R
id
er
sh
ip
Group 7
304,000
308,000
312,000
316,000
320,000
26-Jul 27-Jul 28-Jul 29-Jul 30-Jul
R
id
er
sh
ip
Group 9
272,000
276,000
280,000
284,000
288,000
19-Apr 20-Apr 21-Apr 22-Apr
R
id
er
sh
ip
Group 8
240,000
248,000
256,000
264,000
272,000
280,000
288,000
11-Oct 12-Oct 13-Oct
R
id
er
sh
ip
Group 10
260,000
264,000
268,000
272,000
22-Nov 23-Nov 24-Nov
R
id
er
sh
ip
Group 12
264,000
268,000
272,000
276,000
26-Oct 27-Oct 28-Oct
R
id
er
sh
ip
Group 11
Year 2010 
 98 Chapter 4:  Rainfall Effects on Daily Bus Ridership 
                                                           Year 2011 
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                                                                        Year 2012 
 
Figure 4-11: Relationship between Consecutive Rainy Days and ridership for three years, 2010-2012 
4.6.1 Consecutive Rain Day analysis Result  
The results of Spearman’s Rank-Order correlation with each group’s ridership 
trend and number of CRDs are presented in Table 4-9. Overall, the analysis found an 
upward trend in ridership among the majority of the groups. This dictates the 
understanding that if rainfall continues for few days across this region, ridership 
increases significantly day by day. Evidently, throughout the CRD period, people 
switch their mode of transport (such as car, non-motorised transport) to transit. 
Earlier studies (Khattak, 1991; Khattak et.al, 1995; Guo et.al, 2007) also support the 
outcome of this analysis. At this point, it is important to note that this research 
focused on areas with bus as the primary mode of transit. 
Several possible explanations could justify this study’s result. First of all, a 
rainy day leads to higher congestion levels on the road therefore, to avoid congestion 
264,000
272,000
280,000
288,000
296,000
304,000
312,000
320,000
23-Jan 24-Jan 25-Jan
R
id
er
sh
ip
Group 24
276,000
280,000
284,000
288,000
05-Mar 06-Mar 07-Mar
R
id
er
sh
ip
Group 25
272,000
276,000
280,000
284,000
13-Mar 14-Mar 15-Mar 16-Mar
R
id
er
sh
ip
Group 26
264,000
272,000
280,000
288,000
19-Mar20-Mar21-Mar22-Mar23-Mar
R
id
er
sh
ip
Group 27
276,000
280,000
284,000
288,000
01-May 02-May 03-May 04-May
R
id
er
sh
ip
Group 28
240,000
256,000
272,000
288,000
304,000
30-May 31-May 01-Jun
R
id
er
sh
ip
Group 29
216,000
224,000
232,000
240,000
248,000
26-Jun 27-Jun 28-Jun 29-Jun
R
id
er
sh
ip
Group 30
256,000
260,000
264,000
268,000
10-Jul 11-Jul 12-Jul 13-Jul
R
id
er
sh
ip
Group 31
264,000
268,000
272,000
276,000
10-Dec 11-Dec 12-Dec
R
id
er
sh
ip
Group 32
 100 Chapter 4:  Rainfall Effects on Daily Bus Ridership 
on rainy days, people might use transit. This phenomenon is particularly true for this 
region, due to the reasonable number of bus ways, providing buses with their own 
right-of-way separate from general traffic and offering commuters a congestion-free 
run with fast, frequent, and reliable services.  
Another reason is that inclement weather greatly increases the chance of a road 
traffic accident (Maze et al., 2006). Likewise, constant rainfall decreases road surface 
grip; thus discouraging some people from driving. Finally, rainfall decreases 
significant cyclist numbers in Brisbane (Ahmed et al., 2012) and perhaps they are 
diverted from their usual mode of transport to transit during adverse weather. 
Khattak (1991) confirmed that commuters, including pedestrians and cyclists, change 
their travel mode from car to transit under extreme weather.  
On the other hand, no clear pattern could be identified from the CRD groups, 
with decreasing ridership patterns based on months or calendar season. In addition, 
out of the eight CRDs with decreased ridership pattern, five of them were not 
statistically significant. Conversely, out of 24 CRDs with increased ridership pattern, 
only three were not statistically significant. This aids in advocating the point that due 
to consecutive rainy days, ridership follows an increasing pattern in the City of 
Brisbane. 
Table 4-9: Spearman’s rank order correlation result (Insignificant values are shown in shaded color) 
Group 
Rainy 
days 
(ρ) Sig 
Ridership 
Pattern 
Group 
Rainy 
days 
(ρ or rs) Sig Ridership Pattern 
1 3 1.000** 0.000 up 17 4 1.000** 0.000 up 
2 3 1.000** 0.000 up 18 3 1.000** 0.000 up 
3 3 1.000** 0.000 up 19 3 -1.000** 0.000 Down 
4 4 0.800 0.200 up 20 3 1.000** 0.000 up 
5 5 0.900* 0.037 up 21 4 1.000** 0.000 up 
6 5 -1.000** 0.000 Down 22 4 1.000** 0.000 up 
7 4 1.000** 0.000 up 23 3 0.500 0.667 up 
8 4 0.000 1.000 Down 24 3 -0.500 0.667 Down 
9 5 -0.700 0.188 Down 25 3 1.000** 0.000 up 
10 3 1.000** 0.000 up 26 4 1.000** 0.000 up 
11 3 -0.500 0.667 Down 27 5 -0.900* 0.037 Down 
12 3 1.000** 0.000 up 28 4 1.000** 0.000 up 
13 3 1.000** 0.000 up 29 3 1.000** 0.000 up 
14 4 0.400 0.600 up 30 4 0.800 0.200 up 
15 4 -0.600 0.400 Down 31 4 0.800 0.200 up 
16 3 1.000** 0.000 up 32 3 1.000** 0.000 up 
**Correlation is significant at the 0.01 level. *Correlation is significant at the 0.05 level. 
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4.7 Summary of Findings  
This chapter examined the influence of rainfall on daily bus ridership using the 
City of Brisbane as a case study. Daily ridership data was obtained from all bus stops 
across the City of Brisbane. In addition, hourly cumulative rainfall data was obtained 
from three weather stations within this area. This provided a robust dataset to this 
analysis. 
Overall, bus ridership was found to be more sensitive to rainfall during the 
morning hours than daytime. The analysis identified a strong negative linear 
relationship between morning hours’ rainfall amount and daily ridership compared 
with daytime rainfall amount and ridership. In other words, a small amount of MRA 
has a notable effect on an entire day’s ridership. This implies that most of the regular 
riders make their travel decision in the morning. Thus, MRA has a greater effect on 
riders’ regular travel pattern, and they may shift their travel mode or postpone their 
travel entirely.  
Initial analysis of this research also confirmed that the effect of rainfall varies 
based on the day of week. Among four calendar seasons, Summer and Winter rainfall 
were observed to have a significant effect on ridership. Additionally, this research 
was interested in whether the effect of rainfall may vary by different user groups. It 
was found that weather has a greater influence on concession users than on adult 
users. A possible explanation is that a large portion of vulnerable (i.e. child, senior, 
school, children, pensioner) riders were included under the concession user group. 
Hence, this user group is affected more by adverse weather. The results of this 
analysis could not be compared with previous studies because none offered this type 
of differentiation.  
Overall, the findings of this chapter suggest that, in general, rainfall decreases 
ridership, and that the degree of impact varies with time of day, day of week, season 
of year, amount of cumulative rainfall, and user group. Moreover, whereas most of 
the previous studies focused their attention on how rainfall or extreme weather 
conditions, such as fog or blizzard and heavy rainfall - influence daily ridership, this 
study contributes to knowledge by quantifying the effect of Consecutive Rainy Days 
(CRDs). Although it was established that rainfall affects ridership negatively, a 
positive relationship was observed between ridership and CRDs. This implies that 
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throughout the continuous rainfall day period, travellers may shift their transit mode 
to bus in this bus-reliant region. 
It is essential to address some limitations of this primary analysis. Firstly, the 
findings may not be readily applicable to locations with different climate and/or 
weather pattern, since this analysis used very location-specific datasets. Moreover, 
this chapter concentrated on only one weather factor (rainfall); however, multiple 
weather variables (i.e. temperature, humidity, and wind speed) may affect the 
ridership differently. For this reason, the next chapter will consider the relationship 
between weather and transit ridership, concerning various weather variables.  
A similar analysis should be performed at the level of an LIA using the most 
proximate weather station data. This topic is important because LIA analysis will 
provide a more finely granulated result.  
Finally, the literature review revealed that in reality, the human body could not 
perceive weather effects discretely; rather, it perceives weather effects as a whole. In 
an attempt to comprehend combined weather influence on transit ridership, Chapter 5 
will incorporate integrated weather variables in the weather-transit relationship 
analysis. 
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 Weather Effects on Daily Bus Ridership 
5.1 Introduction 
Chapter 4 offered valuable insights about the effect of rainfall accumulation on 
daily bus ridership across the whole of the City of Brisbane. This chapter will 
continue producing new insights by considering other individual weather variables in 
the model development process. This chapter also aims to complete answers the 
research question, which is ‘Do weather variables affect daily ridership, and if so, to 
what extent is the impact for the case LIAs?’ 
Four weather variables are taken into account for ridership analysis: rainfall, air 
temperature, wind speed, and relative humidity. Section 5.2 will present analysis to 
determine whether any multicolinearity exists between the weather variables. Section 
5.3 will explore the relationship between individual weather variables and daily bus 
ridership (boardings) considering the entire City of Brisbane. Ridership data for 
individual Localised Investigation Areas (LIAs) will be analysed in Section 5.4. 
Section 5.5 will describe the Inverse Weight Point Average (IWPA) method, utilised 
when multiple weather stations are proximate to a LIA. Sections 5.6 and 5.7 will 
investigate the impact of both individual and integrated weather variables on bus 
ridership (boardings/100 people) of LIAs. Finally, Section 5.8 will draw some 
inferences based upon model outcomes.  
5.2 Principal Components Analysis for Weather Variables 
Chapter 4 investigated the effect of the rainfall accumulation variable on the 
City of Brisbane’s ridership during the three-year period between 2010 and 2012. 
Due to high travel demand during morning hours, two distinct rainfall variables were 
considered; Morning Rainfall Accumulation (MRA) (between 06:00 and 09:00) and 
Daytime Rainfall Accumulation (DRA) (between 06:00 and 21:00). While that 
analysis examined the rainfall effect on ridership (for two distinct time periods), 
analysis of a simultaneous effect of multiple weather variables on ridership poses the 
risk of multicollinearity, which is a state where two or more variables that are present 
in a multiple regression model are highly correlated.  
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The study employs Principal Component Analysis (PCA), which is a statistical 
procedure that aims to identify correlation between variables in order to reduce them 
to a smaller set of linearly uncorrelated variables called principal components. PCA 
was described, and its implications in transit-related studies were captured, in 
Chapter 2. The purpose of this section is to implement PCA using all individual 
weather variables to identify whether, and how, the variables relate to each other. 
The presence of any principal components will facilitate the identification of a 
limited number of fundamental variables, which account for most of the variation in 
ridership due to observed independent variables, for further analysis.  
PCA can serve multiple purposes for variable analysis, but this analysis will 
focus only on interrelationships (multicollinearity) amongst the independent weather 
variables. Statistical software SPSS (version 20) was used. A preliminary step before 
conducting PCA was to perform a sample adequacy test. The Kaiser-Meyer-Olkin 
(KMO) measure of sampling adequacy identifies the suitability of performing PCA 
analysis in terms of adequacy in sample size. The minimum value of the KMO test 
statistic that indicates an adequate sample size is 0.50. The test found a value equal to 
0.572; therefore, it was concluded that sample size was sufficient. 
Bartlett's test of sphericity examines the nature of the correlation matrix being 
an identity matrix (unit matrix). The critical value of the test statistics is less than or 
equal to alpha values (0.05 for 95% confidence Interval). The test statistic was 
determined to equal 0.00, thus the null hypothesis was rejected. It was concluded that 
no computational problems would occur in performing a PCA analysis.  
Correlation amongst variables is indicated within the PCA’s correlation matrix. 
The value of correlation coefficients lies within a range between -1 and +1. A value 
of correlation coefficient equal to 0 indicates that two independent variables are 
completely uncorrelated. The distance of a coefficient away from 0 indicates the 
strength of the relationship between two independent variables, while the sign 
indicates the direction of the relationship.  
The correlation matrix presented in Table 5-1 for the individual weather-related 
variables indicates that the scale of correlation between the rainfall variables MRA 
and DRA is very strong. No other pairs of variables correlate very strongly. The 
correlation coefficient between relative humidity and DRA is 0.48, which is 
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moderate. It is postulated that this moderate relationship is due to higher relative 
humidity in the air during rainfall events. Weaker correlation exists between MRA 
and relative humidity, possibly due to the limited number of morning rainfall events 
over three years when compared with daytime rainfall events. Air temperature and 
wind speed correlate modestly. The remaining coefficients in the correlation matrix 
suggest negligible correlation between the remaining variable pairs.    
During PCA, multiple components can be extracted as there are multiple 
variables engaged in the analysis. Table 5-1 presents five components found from the 
PCA and their eigenvalues, which reflect their variances. The eigenvalues sum to the 
number of variables; in this case, it is five. The percentage of variance explained by 
each component is also listed in the table. Eigenvalues greater than 1.0 identify the 
principal components. In this analysis, two principal components were identified: 
components 1 and 2, which together explain 70% of the variance.  
Table 5-1 also lists the principal component matrix, which identifies the 
correlations between the variables and the two principal components identified 
above. Typically, in a component matrix, correlations less than 0.3 or 0.4 are 
regarded as being trivial, and are consequently disregarded. Component 1 clearly has 
three variables correlated with it, which are the two rainfall variables and the relative 
humidity variable. This component is more highly related to the rainfall variables 
than the relative humidity variable. Air temperature and wind speed are highly 
correlated with Component 2.  
Table 5-1: Results of Principal Component Analysis for all weather related variables for City of 
Brisbane for year 2010-2012  
KMO Test = 0.572 
Bartlett's test = 
0.00 
Correlation Matrix Initial Eigenvalues  
Component 
Matrix 
Air 
Temperature 
Wind 
Speed 
Relative 
Humidity 
MRA DRA Component  Total  
% of 
Variance 
1 2 
Air Temperature 1.00 0.31 0.13 0.09 0.04 1 2.18 43.6 0.18 0.80 
Wind Speed 0.31 1.00 -0.05 -0.01 -0.02 2 1.31 26.2 -0.01 0.82 
Relative Humidity 0.13 -0.05 1.00 0.39 0.48 3 0.75 15.0 0.69 -0.01 
MRA 0.09 -0.01 0.39 1.00 0.84 4 0.61 12.1 0.90 -0.05 
DRA 0.04 -0.02 0.48 0.84 1.00 5 0.15 3.1 0.93 -0.09 
 
This PCA provided valuable insight about the correlation amongst weather 
variables and uncovered some multicollinearity. The correlation coefficient equal to 
0.31 between air temperature and wind speed indicates modest correlation. For this 
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reason, they will be kept as separate variables in further analysis, but will be 
scrutinised for any related effects. At 0.48, the correlation between relative humidity 
and DRA is moderate. Therefore, they will also be kept as separate variables in 
further analysis, but will be scrutinised for any related effects. At 0.84, the 
correlation between the rainfall variables is very strong. Therefore, it is appropriate 
to combine them into a single variable called Whole Day Rainfall Accumulation 
(WRA).  
This analysis also provided the opportunity to re-organise the timeframe 
adopted in the preliminary rainfall study (see Chapter 4) and align it with Transit 
Quality of Service (TQoS) studies, conducted in the later part of this thesis. Initial 
rainfall analysis, conducted in accordance with the previous timeframe (between 
06:00 and 21:00) served its purpose well, by providing an indication regarding the 
extent of rainfall influence on the whole of Brisbane’s ridership as well as ridership 
segmented into different groups. The following set of four independent variables will 
be used to investigate effects of weather on Brisbane’s daily ridership: air 
temperature, wind speed, relative humidity, and Whole Day Rainfall Accumulation 
(WRA).  
A significant number of transit services are provided in Brisbane City until 
12:00 am and analyses on TQoS variables, such as service frequency, were 
calculated until that period. In the final part of this research, all the analysed 
variables (i.e. weather, TQoS related variables, seasonality) will come under a single 
nested modelling structure. Therefore, aligning a weather variables timeframe with 
rest of the variables of this research (if applicable) will eliminate the possibilities of a 
biased result due to timing difference, and ensure a more organised flow of analysis. 
Hence, all forthcoming analysis of weather variables is based on the timeframe 
between 06:00 and 24:00. 
5.3 Effects of Individual Weather Variables on Brisbane’s Bus Ridership 
This section will interrogate the effect of individual weather variables on daily 
ridership for the entire City of Brisbane between the years 2010 and 2012. A total of 
15 regression models were developed, each reflecting a particular combination of the 
four weather variables; air temperature, wind speed, relative humidity, and WRA. 
Table 5-2 represents outcomes of the regression analyses.  
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Overall, the test results were very unsatisfactory, with only rain variable WRA 
to be statistically significant in all regression models. Air temperature was significant 
in only two models and wind speed in one model. The coefficients of determination 
(R2) were close to zero for all weather variables across models and t-values were 
very small as well. β-values for all the weather variables were negligible in 
comparison with their corresponding constant term (Ԑ).  Moreover, none of the 
weather variables was consistent in its expected direction, aside from WRA across all 
models. 
Table 5-2: Regression results of variable combination with City of Brisbane’s daily bus ridership 
Model βair temp β𝑊𝑆 βrel_humd β𝑊𝑅𝐴 Ԑ 𝑅
2 
Model 1 620.5 (2.12) -714.4 (-1.77) 85.75 (0.98) -268.4 (-2.39) 274800 0.019 
Model 2 709.5 (2.43) -870.6 (-2.18) 187.0 (2.44) ̶ 281400 0.012 
Model 3 502.4 (1.88) -539.7 (-1.49) ̶ -321.6 (-3.28) 269100 0.018 
Model 4 423.3 (1.58) -461.4 (-1.27) ̶ ̶ 269000 0.004 
Model 5 229.2 (1.19) ̶ 17.69 (0.23) -300.4 (-2.71) 268600 0.015 
Model 6 233.1 (1.21) ̶ 117.0 (1.67) ̶ 274600 0.005 
Model 7 223.5 (1.17) ̶ ̶ -312.0 (-3.18) 267600 0.015 
Model 8 185.8 (0.97) ̶ ̶ ̶ 267600 0.001 
Model 9 ̶ 68.40 (0.26) 9.750 (0.12) -298.5 (-2.68) 273800 0.013 
Model 10 ̶ 140.3 (0.53) 111.9 (1.59) ̶ 281000 0.004 
Model 11 ̶ 61.33 (0.24) ̶ -305.0 (-3.11) 273000 0.013 
Model 12 ̶ 58.45 (0.22) ̶ ̶ 272300 0.000 
Model 13 ̶ ̶ 5.266 (0.07) -301.4 (-2.72) 272500 0.013 
Model 14 ̶ ̶ 104.7 (1.51) ̶ 278600 0.003 
Model 15 ̶ ̶ ̶ -304.9 (-3.12) 272200 0.013 
Note: Numbers in parentheses are t-statistics. Significant results have been shown in bold 
 
 
It is postulated that no significant outcome could be identified from this 
analysis of the effects of weather on ridership across the entire City of Brisbane 
because of its sheer size and complex urban fabric. For instance, at a given time 
weather conditions may differ quite substantially between Brisbane’s western 
suburbs and eastern suburbs. Moreover, stark differences exist in both demographic 
and geographic conditions between suburbs, which may have underlying influences 
on travel behaviour with the influence of weather. This compelled this research to 
consider weather effects on ridership based on individual localities. Section 3.5 
provided a detailed discussion of this issue. 
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5.4 Analysis on LIA Daily Ridership Data 
Customising ridership analysis considering LIAs provides opportunities to look 
deeply into specific conditions. It will enable this research to model and explain 
transit-related ridership fluctuation specific to a locality. The estimation model will 
incorporate certain Transit Quality of Service (TQoS) variables. A ridership study 
concerning LIAs offers in-depth insight regarding TQoS in individual areas and 
promotes efficiency of the estimation model. The selection process of LIAs from 
different parts of the City of Brisbane was discussed in Section 3.5.  
However, with the use of LIAs one problem persisted. To this point in the 
study, daily ridership data between years 2010 and 2012 was used to conduct a 
ridership analysis for the City of Brisbane. With two transit ticket options available, 
paper ticket and go-card, TransLink launched a promotional campaign in 2010 to 
elevate the use of go-card amongst riders (TransLink, 2010). As a result, a 
continuous migration from paper ticket to go-card users occurred during 2010 and 
2011. Average ridership for all months for both go-card and paper ticket is plotted in 
Figure 5-1, which demonstrates the declining trend of paper ticket use and upward 
trend of go-card use during 2010 and 2011. In 2012, use of both ticket types settled. 
In addition, major flooding in Brisbane in December 2010 and January 2011 severely 
disrupted bus services in several regions of the city, including the CBD (David et al., 
2011). 
Figure 5-1: Migration of paper ticket to Go-card through year 2010-2011 
Ridership disruption caused by change in fare media and natural phenomena 
may affect some LIAs more than others. For example, areas where a majority of the 
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people fall within the young age bracket may respond in favour of using a smarter 
and cheaper ticketing system (i.e. go-card) and give precedence to bus ridership over 
car use compared to areas with substantially older people. Further, the flood of 2011 
did not affect all areas of Brisbane equally. Therefore, including ridership specific to 
each LIA within the 2010-2011 period may provide biased results. Consequently, 
from this point forward, analysis regarding individual LIA will concentrate solely on 
daily ridership data from 1 January 2012 to 31 December 2012, a calendar year that 
was free of external disruptions.  
It is important to note that Chapter 4 demonstrated the existence of seasonality 
through analysis and neutralised it using seasonal decomposition. A similar approach 
will be used in this chapter, although it will be based on individual LIA’s ridership.  
 
Figure 5-2: Daily ridership trend for year 2012 in three sample Localised Investigation Areas 
 
Similar to the City of Brisbane as a whole, ridership data of an individual LIA 
is also influenced by seasonality. Inconsistency in travel demand within LIAs can be 
observed throughout the year. Figure 5-2 illustrates in all three LIAs shown that 
ridership during the early months of 2012 belongs to a low region, and starts to climb 
as the year progresses. However, it plunges during the middle months of June and 
July. Again, it starts to rise, reaching a peak, and then declining sharply during the 
final months of the year. This clearly indicates the influence of certain periodic 
events over the year. The ridership pattern for the IRL of West End varies noticeably 
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from day to day, indicating a substantial effect of day of the week on its ridership. A 
possible reason could be the high number of social and business activities on certain 
specific days of the week (for example, extended shopping hours on Thursdays and 
greater social activity during Friday evening and nights, which is related to the area’s 
demography). The next step will ascertain the existence of seasonality through 
statistical analysis (ANOVA).  
5.4.1 ANOVA Testing for Existence of Seasonality LIAs Ridership Data 
Ridership data were segmented according to Day of Week (DOW), 𝑖 ∈
{𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖} for each LIA. The result of this segmentation is the daily 
share of the given week’s rider number. Figure 5-3 represents the polar chart of mean 
and standard deviation (SD) daily ridership by DOW for all LIAs. Overall, 
observation revealed that in the majority of LIAs (three inner, three middle, and one 
outer ring LIA), Monday had the lowest ridership mean of all weekday types. On the 
other hand, LIAs did not follow a consensus regarding highest ridership mean. In 
Inner Ring LIAs, Friday had the highest mean (the polar chart skewed toward Friday 
for these LIAs). The reason might be close proximity to the CBD from these LIAs, 
which offers nightlife activities proper to weekends. Two MRLs had Thursday as the 
highest mean. The reason for this might be the presence of major shopping centres in 
these areas, which operate extended hours on Thursdays. The ORLs did not follow 
any consistent pattern regarding highest ridership mean. The SDs (shown with 
orange lines) are quite marginal in comparison with the means for each of the 
weekdays across the majority of LIAs. However, in ORLs Gumdale & Belmont, and 
Chandler Burbank & Wakerley, prominent values of SD are observed. This is also 
the case for the MRL of Kenmore. Moreover, Kenmore SD values skewed towards 
Fridays, whereas Gumdale & Belmont values skewed away from Friday.   
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Figure 5-3: Polar chart for mean (blue) and standard deviation (red) bus ridership by 
Day of Week for all studied Localised Investigation Areas for year 2012 
In order to confirm the statistical significance of the mean difference between 
each DOW, ANOVA testing was performed for each LIA (Kashfi et al., 2015b; 
2015c). Table 5-3 represents the ANOVA test results for three sample LIAs. The test 
results are significant for all LIAs (p value < 0.05). In comparison among the 
individual weekday types, in all three small LIAs both Monday and Friday were 
statistically significant. Conversely, Wednesdays and Thursdays were not 
statistically significant in comparison with each other in all three LIAs. Likewise, 
Tuesdays were not significant in comparison with Wednesdays but significant with 
Thursdays in all three LIAs. The outcomes of this analysis confirmed the existence 
of weekly seasonality in the daily ridership patterns and therefore, the ridership data 
should be seasonally adjusted.  
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Table 5-3 Comparison of means among weekdays in three sample Localised Investigation Areas 
(significant values have been highlighted) 
 
Monday Tuesday Wednesday Thursday Friday ANOVA 
West End 
Monday - 0.00 0.00 0.00 0.00 
0.00 
Tuesday 0.00 - 0.31 0.02 0.00 
Wednesday 0.00 0.31 - 0.77 0.00 
Thursday 0.00 0.02 0.77 - 0.00 
Friday 0.00 0.00 0.00 0.00 - 
Carindale 
Monday - 0.00 0.00 0.00 0.00 
0.00 
Tuesday 0.00 - 0.18 0.54 0.00 
Wednesday 0.00 0.18 - 0.06 0.00 
Thursday 0.00 0.00 0.54 - 0.00 
Friday 0.00 0.00 0.00 0.00 - 
Chandler, 
Burbank , 
Wakerley 
Monday - 0.01 0.00 0.00 0.00 
0.00 
Tuesday 0.01 - 0.18 0.09 0.00 
Wednesday 0.00 0.18 - 0.99 0.00 
Thursday 0.00 0.04 0.99 - 0.01 
Friday 0.00 0.00 0.00 0.01 - 
 
 
In the following step, the mean difference between each Month of Year (MOY) 
was analysed for each LIA to identify the difference in mean ridership. The original 
ridership data was segmented into each MOY, showing even more discrepancies 
between means. Figure 5-4 presents the polar chart for mean daily ridership by 
month for all LIAs. 
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Figure 5-4: Mean (blue) and standard deviation (red) bus ridership by Month of Year 
for all studied Localised Investigation Areas for year 2012 
 
From the above graphs, it is evident that in all LIAs, ridership skewed from 
January towards the centre, meaning the lowest ridership in January months in all 
LIAs. On the other hand, in the majority of LIAs, ridership skewed towards March 
from the centre, indicating highest ridership in March. This can be related to the 
beginning of the university semester at the beginning of March. However, New Farm 
is an exception with its highest ridership month being December, which contains 
major holiday activities. 
Discrepancies among means are the least in IRLs and highest in ORLs. In 
addition, the MRL containing Chermside & Chermside West suburb had the largest 
discrepancy among the months’ means, in comparison with the other MRLs. Similar 
to the DOW observation, prominent SD value was again observed in the outer ring 
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LIAs of Gumdale & Belmont, and Chandler, Burbank & Wakerley and in the MRL 
of Kenmore. Among them, Gumdale & Belmont had the highest SD, closely 
followed by Kenmore. For other LIAs, SD was observed to be minimal in 
comparison with their mean for each day. 
To determine the statistical significance of variability observed from the 
monthly mean ridership, ANOVA testing was performed for all LIAs. Table 5-4 
represents the results regarding multiple comparisons of means among the months in 
three sample LIAs. Similar to DOW, at least one or more than one month were 
statistically different from all other months (where, p = 0.00 < 0.05). For example, 
January ridership was statistically different from all other months (p = 0.00 < 0.05) in 
the IRL of West End and ORL of Chandler, Burbank & Wakerley. Likewise, March 
was significant in comparison with almost all the months in both of these LIAS, 
probably due to the start of semester 1. For the MRL of Carindale, the results are 
more random, with no exclusive superiority in terms of significance in any of the 
months, except for December, where it was significant for 9 out of 11 months. The 
outcomes of this section’s analysis confirmed the existence of seasonality among 
months. 
Table 5-4: Comparison of means among months in three sample Localised Investigation Areas 
(significant values have been highlighted)  
 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec AVOVA 
West End 
Jan - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 
Feb 0.00 - 0.00 0.00 0.00 0.64 0.15 0.00 0.47 0.00 0.00 0.08 
Mar 0.00 0.00 - 0.69 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 
Apr 0.00 0.00 0.69 - 0.64 0.00 0.00 0.39 0.00 0.26 0.96 0.08 
May 0.00 0.00 0.00 0.64 - 0.21 0.68 1.00 0.34 1.00 1.00 0.98 
Jun 0.00 0.64 0.00 0.00 0.21 - 1.00 0.41 1.00 0.57 0.03 0.98 
Jul 0.00 0.15 0.00 0.00 0.68 1.00 - 0.88 1.00 0.95 0.23 1.00 
Aug 0.00 0.00 0.00 0.39 1.00 0.41 0.88 - 0.59 1.00 0.99 0.99 
Sep 0.00 0.47 0.00 0.00 0.34 1.00 1.00 0.59 - 0.74 0.07 0.99 
Oct 0.00 0.00 0.00 0.26 1.00 0.57 0.95 1.00 0.74 - 0.98 1.00 
Nov 0.00 0.00 0.02 0.96 1.00 0.03 0.23 0.99 0.07 0.98 - 0.75 
Dec 0.00 0.08 0.00 0.08 0.98 0.98 1.00 0.99 0.99 1.00 0.75 - 
Carindale 
Jan - 0.31 0.00 0.00 1.00 0.99 0.77 0.01 0.11 0.16 0.00 0.00 
0.00 
Feb 0.31 - 0.05 0.68 0.10 0.00 1.00 0.99 1.00 1.00 0.18 0.00 
Mar 0.00 0.05 - 0.99 0.00 0.00 0.00 0.54 0.12 0.09 1.00 0.36 
Apr 0.00 0.68 0.99 - 0.00 0.00 0.18 0.99 0.93 0.83 1.00 0.03 
May 1.00 0.10 0.00 0.00 - 1.00 0.46 0.00 0.03 0.04 0.00 0.00 
Jun 0.99 0.00 0.00 0.00 1.00 - 0.08 0.00 0.00 0.00 0.00 0.00 
Jul 0.77 1.00 0.00 0.18 0.46 0.08 - 0.73 0.98 1.00 0.02 0.00 
Aug 0.01 0.99 0.54 0.99 0.00 0.00 0.73 - 1.00 1.00 0.86 0.00 
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Sep 0.11 1.00 0.12 0.93 0.03 0.00 0.98 1.00 - 1.00 0.47 0.00 
Oct 0.16 1.00 0.09 0.83 0.04 0.00 1.00 1.00 1.00 - 0.29 0.00 
Nov 0.00 0.18 1.00 1.00 0.00 0.00 0.02 0.86 0.47 0.29 - 0.14 
Dec 0.00 0.00 0.36 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.14 - 
Chandler, 
Burbank , 
Wakerley 
Jan - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 
Feb 0.00 - 0.00 1.00 0.81 0.00 0.05 1.00 1.00 0.62 1.00 0.91 
Mar 0.00 0.00 - 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Apr 0.00 1.00 0.00 - 0.97 0.00 0.02 1.00 0.97 0.36 1.00 0.72 
May 0.00 0.81 0.00 0.97 - 0.00 0.00 0.68 0.18 0.00 0.70 0.05 
Jun 0.00 0.00 0.00 0.00 0.00 - 1.00 0.00 0.06 0.54 0.00 0.47 
Jul 0.00 0.05 0.00 0.02 0.00 1.00 - 0.06 0.45 0.98 0.05 0.95 
Aug 0.00 1.00 0.00 1.00 0.68 0.00 0.06 - 1.00 0.69 1.00 0.94 
Sep 0.00 1.00 0.00 0.97 0.18 0.06 0.45 1.00 - 0.99 1.00 1.00 
Oct 0.00 0.62 0.00 0.36 0.00 0.54 0.98 0.69 0.99 - 0.67 1.00 
Nov 0.00 1.00 0.00 1.00 0.70 0.00 0.05 1.00 1.00 0.67 - 1.00 
Dec 0.00 0.91 0.00 0.72 0.05 0.47 0.95 0.94 1.00 1.00 1.00 - 
 
 
5.4.2 Seasonal Decomposition Process for LIAs Ridership Data   
In order to eliminate the effect of seasonality from each LIA’s ridership data, 
seasonal decomposition was performed (Kashfi et al., 2015b; 2015c). Ridership data 
for each day across the year 2012 was adjusted for seasonality within the weekdays 
using Equation 5-1. The resultant data set was identified as weekly-decomposed 
ridership data. 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘,𝑠 =  
𝑅𝑂𝑖,𝑗,𝑘,𝑠  (∑ (∑ 𝑐𝑖,𝑗,𝑘,𝑠
52
𝑗=1 )
3
𝑘=1 )
∑ (∑ (
(𝑅𝑂𝑖,𝑗,𝑘,𝑠 ∑ 𝑐𝑖,𝑗,𝑘,𝑠
5
𝑖=1 )
∑ (𝑅𝑂𝑖,𝑗,𝑘,𝑠𝑐𝑖,𝑗,𝑘,𝑠)
5
𝑖=1
)52𝑗=1 )
3
𝑘=1
 
Equation 5−1 
Where,  
𝑖 ∈ {𝑤𝑒𝑒𝑘𝑑𝑎𝑦 = 1 (𝑀𝑜𝑛), 2 (𝑇𝑢𝑒), … 5 (𝐹𝑟𝑖)} 
𝑗 ∈ {𝑤𝑒𝑒𝑘 =  1, 2, … , 52} 
𝑘 ∈ {𝑦𝑒𝑎𝑟 = 1, 2, 3} 
𝑠  = index of LIA from the nine LIAs studied 
𝑅𝑂𝑖,𝑗,𝑘,𝑠 
= original ridership data for weekday 𝑖 within week 𝑗, within year 𝑘, for 
LIA 𝑠 
𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘,𝑠 
= weekly decomposed ridership for weekday 𝑖 within week 𝑗, within year 
𝑘, for LIA 𝑠 
𝑐𝑖,𝑗,𝑘,𝑠 
= 1 if weekday 𝑖 occurred within week 𝑗 within year 𝑘 for LIA 𝑠; 
otherwise = 0 
 
Each day type’s decomposed ridership calculated according to Equation 5-1 was 
averaged for the entire year by day type, using Equation 5-2.  
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𝑅𝑎𝑣,𝑖,𝑠 =
(∑ (∑ (𝑅𝑤𝑒𝑒𝑘𝑖,𝑗,𝑘,𝑠𝑐𝑖,𝑗,𝑘,𝑠)
52
𝑗=1 )
3
𝑘=1 )
(∑ (∑ 𝑐𝑖,𝑗,𝑘,𝑠
52
𝑗=1 )
3
𝑘=1 )
  Equation 5 − 2 
Where,   
𝑅𝑎𝑣,𝑖,𝑠 
= weekly decomposed ridership averaged by weekday type 𝑖, for LIA 𝑠, over 
year 2012 
 
Average ridership by weekday type 𝑖 ∈ {𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖} were plotted 
against their original average in a time series plot, in order to identify the efficiency 
of weekday decomposition. Figure 5-5 shows the difference of mean between 
original and decomposed ridership by weekday for three sample LIAs. The trend line 
for weekly-decomposed ridership data is not entirely flat. The residual difference 
among weekday type means may relate to marginal error in the decomposition 
process, weather effects, human activities, and random events. Nevertheless, the 
mean difference is very marginal compared to the original data.  
 
Figure 5-5: Localised Investigation Area’s ridership decomposition by Day of week 
For yearly ridership decomposition, Equation (5-3) was used for each of the LIAs 
and the resultant data set was identified as yearly-decomposed data for each LIA. 
𝑅𝑦𝑒𝑎𝑟𝑙𝑦 𝑙,𝑚,𝑘,𝑠 =  
𝑅𝑂𝑙,𝑚,𝑘,𝑠(∑ (∑ 𝑐𝑙,𝑚,𝑠,𝑘
31
𝑙=1 )
3
𝑘=1  )
∑ (∑ ( 
(𝑅𝑤𝑒𝑒𝑘𝑙,𝑚,𝑘,𝑠 ∑ 𝑐𝑙,𝑚,𝑠,𝑘
12
𝑚=1 )
∑ (𝑅𝑤𝑒𝑒𝑘𝑙,𝑚,𝑘,𝑠𝑐𝑙,𝑚,𝑠,𝑘)
12
𝑚=1
)31𝑙=1 )
3
𝑘=1
 
Equation 5 −3 
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Where,  
𝑙 ∈ {𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑑𝑎𝑦 = 1, 2, … , 31} 
𝑚 ∈ {𝑚𝑜𝑛𝑡ℎ = 1 (𝐽𝑎𝑛), 2 (𝐹𝑒𝑏), … 12 (𝐷𝑒𝑐)} 
𝑅𝑂𝑙,𝑚,𝑘,𝑠 
= original ridership  for calendar day 𝑙 within month 𝑚, within year 
𝑘, for LIA 𝑠 
𝑅𝑦𝑒𝑎𝑟𝑙𝑦 𝑙,𝑚,𝑘,𝑠 
= yearly-decomposed ridership for calendar day 𝑙 within month 𝑚, 
within year 𝑘, for LIA 𝑠 
𝑐𝑙,𝑚,𝑠,𝑘 
= 1 if calendar day 𝑙 occurred within month 𝑚 within year 𝑘, for LIA 
𝑠; otherwise = 0 
 
Following the yearly seasonal decomposition process, a new ridership data set was 
obtained for each LIA. Each month type’s decomposed ridership calculated 
according to Equation (5-3) was averaged by month type using Equation (5-4) for 
each LIA.  
𝑅𝑎𝑣,𝑚,𝑠 =
(∑ (∑ (𝑅𝑦𝑒𝑎𝑟𝑙𝑦 𝑙,𝑚,𝑘,𝑠𝑐𝑙,𝑚,𝑠,𝑘)
31
𝑙=1 )
3
𝑘=1 )
(∑ (∑ 𝑐𝑙,𝑚,𝑠,𝑘
31
𝑙=1 )
3
𝑘=1 )
   Equation 5−4 
Where,   
𝑅𝑎𝑣,𝑚,𝑠 
= yearly-decomposed ridership averaged by calendar day type 𝑙, for LIA 𝑠,  
over year 2012 
 
 
      
Figure 5-6:  Localised Investigation Area’s  ridership decomposition by Month of Year 
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Average ridership by month 𝑚 ∈ {𝐽𝑎𝑛, 𝐹𝑒𝑏, 𝑀𝑎𝑟, … … , 𝑁𝑜𝑣, 𝐷𝑒𝑐},  were 
plotted against their original average in a time series plot, in order to identify the 
efficiency of monthly seasonal decomposition (Figure 5-6). Similar to the weekly 
decomposition trend line (Figure 5-5), the trend line for average yearly-decomposed 
ridership data (by MOY) is not entirely flat. This again indicates existence of minor 
mean difference by month in the yearly-decomposed ridership data; however, it is 
very marginal compared to its original data. The daily ridership dataset acquired 
through the yearly-decomposition process was used for further ridership analysis.  
5.4.3 Ridership Rate Calculation for LIAs 
From initial observations of seasonally adjusted ridership data, inconsistency in 
ridership between LIAs was discovered, which was attributed to population 
difference. Among the selected LIAs, average daily ridership ranges between 200 
and 5,500 boardings over the year. Consequently, each LIA’s daily ridership was 
converted into its daily ridership rate (boardings/100 people) for unbiased 
comparison. One problem yet to be resolved is that LIAs including West End and 
Carindale have high job densities due to their key metropolitan centre status, 
attracting significant numbers of workers each day, who are not residents. When they 
leave the area on their homeward commute, they are counted as boarding trips 
originating from that LIA. This produces higher ridership for that particular LIA and 
does not reveal the real picture of its residents’ ridership. In order to overcome this 
inflation, ridership rate was scaled down adopting the ridership scaling method used 
in Kashfi et al. (2015b, 2015c). The process involved adding an LIA’s total job 
number to its total people, when calculating its ridership rate (boardings/100 people). 
The method of job density calculation was explained in Section 3.5. Equation 5-5 
was applied to calculate any given day’s ridership rate (boardings/100 people) for 
each LIA. 
 
𝑅𝑅𝑠 =
𝑅𝑠 ∗ 100
(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠  + 𝐽𝑜𝑏𝑠)
 Equation 5−5 
 
Where,  
𝑅𝑅𝑠 = daily bus ridership rate (boardings / 100 people) for LIA, 𝑠 
𝑅𝑠 = daily bus ridership (boardings) for LIA, 𝑠 
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𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠 = total people of a LIA, 𝑠 
𝐽𝑜𝑏𝑠 = total number of job of a LIA, 𝑠 
𝑠 = index of LIA from the nine LIAs studied 
 
Average daily ridership rate was found to be highest for the LIA containing the 
inner suburb West End (26.5%), whereas the lowest was found for the LIA 
containing outer suburb group of Chandler, Burbank & Wakerley (3.0%). From this 
point forward, all future ridership analysis will be conducted based on LIA’s 
ridership rate (boardings / 100 people). 
Table 5-5: Ridership rate calculation for individual Localised Investigation Areas 
LIA 
Area 
(km2) 
People 
𝑑𝑒𝑛𝑠𝑝𝑜𝑝,𝑠 
(People /km2) 
amount 
of job 
𝑑𝑒𝑛𝑠𝑗𝑜𝑏,𝑠 
(job/km2) 
Yearly 
Average 
weekday 𝑅𝑅𝑠            
(boargings / 
100 people) 
In
n
er
 R
in
g
 West End 1.93 8,061 4176.7 6,820 3533.7 26.51 
New Farm 2.03 11,208 5521.2 3,375 1607.4 22.49 
Highgate Hill 1.20 5,824 4853.3 524 436.7 10.70 
M
id
d
le
 R
in
g
 
Carindale 9.40 13,625 1449.5 4,511 442.2 25.25 
Kenmore 5.20 8,482 1631.2 1,678 322.7 15.57 
Chermside & Chermside 
West 
6.80 14,291 2101.6 12,933 1901.9 20.52 
O
u
te
r 
R
in
g
 Chandler, Burbank & 
Wakerley 
48.4 10,384 214.5 2181 45.1 3.00 
Gumdale & Belmont 14.0 5,544 396.0 1030 73.6 3.05 
Moggill & Bellbowrie 17.6 9,427 535.6 838 51.7 6.37 
5.5 Inverse Weight Point Average (IWPA) Calculation for Weather Variables 
There are many private weather stations reporting via established platforms 
across the City of Brisbane, including stations within or in close proximity to each 
LIA. However, for this academic research, it was deemed that only Official Weather 
Station (OWS) data would be suitable. As mentioned in Section 3.6.2, there are three 
OWSs within the City of Brisbane, which provide quality controlled hourly weather 
measurement. Each LIA is located within an acceptable distance from a single or 
multiple OWS in different directions. LIAs close to more than one OWS required 
adaptation of an ‘Inverse Weight Point Average’ (IWPA) method for representing 
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weather variables for individual LIAs. IWPA calculation method is quantified by a 
simple concept that out of three OWSs, if a particular station is closer to a LIA, its 
weather reading will better represent that area’s weather condition and hence, will 
carry more weight. For instance, the MRL, which contains Carindale suburb, is close 
to two OWSs; Brisbane (7.69km) and Archerfield (12.12km) (see Figure 5-7). Since 
Brisbane station is closer to Carindale, any weather reading by Brisbane station will 
carry more weight for Carindale than Archerfield Station.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-7: Arial distance of Carindale suburb from two nearby official weather 
stations 
In order to calculate the weather variable for LIAs using the IWPA method, it 
is necessary to calculate the distance factor of OWS concerning a particular LIA. 
Distance factor is the calculated weight of an OWS for an LIA based its distance 
from that LIA. The number of OWS considered for an LIA was determined by 
comparing the distance of all weather stations from that area. For example, Brisbane 
and Archerfield stations are 7.69 km and 12.12 km from Carindale respectively. The 
third weather station, Brisbane Aero is 17.3 km from Carindale. Compared to the 
other two stations’ distance, it was considered unnecessary to include Brisbane 
Aero’s weather measurement for that LIA. Therefore, the distance factor for 
Brisbane aero station in the case of Carindale will be zero. Where multiple suburbs 
were grouped under one LIA (see Section 3.5), the suburb that contained the majority 
of ridership was selected to calculate distances from OWSs. Table 5-6 represents the 
number of selected OWSs for each LIA and their corresponding distance. 
Using Equation 5-6 the distance factor for each station was calculated as a 
harmonic mean for each LIA. Values are listed in Table 5-6. 
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𝑑𝑓𝑠𝑡,𝑠  = (
𝐴𝐷𝑠𝑡,𝑠
−1
∑ 𝐴𝐷𝑠𝑡,𝑠
−1𝑛
𝑠𝑡=1
) Equation 5−6 
 
Where,  
𝑑𝑓𝑠𝑡,𝑠 = calculated distance factor for a selected OWS 𝑠𝑡, for LIA, 𝑠 
AD 𝑠𝑡,𝑠 = aerial distance from OWS 𝑠𝑡, for LIA, 𝑠 
𝑛 = ∑ 𝑐𝑠𝑡,𝑠
3
1 ; number of OWSs selected for LIA 𝑠 
𝑐𝑠𝑡,𝑠 = 1 if OWS is selected for LIA 𝑠; otherwise = 0 
𝑠 = index of LIA from the nine LIAs studied 
Table 5-6: Distance between Localised Investigation Areas and weather observation centres; Source:  
Bureau of Meteorology, Australia, 2013 
Localised Investigation Area 
Brisbane CBD 
(040913) 
Archerfield Airport 
(040211) 
Brisbane Aero 
(040265) 
Distance 
(km) 
𝑑𝑓𝐵𝑟𝑖𝑠𝑏𝑎𝑛𝑒,𝑠 
Distance 
(km) 
𝑑𝑓𝐴𝑟𝑐ℎ𝑒𝑟𝑓𝑖𝑟𝑙𝑑,𝑠 
Distance 
(km) 
𝑑𝑓𝐵𝑟𝑖𝑠 𝐴𝑒𝑟𝑜,𝑠 
West End 2.84 0.78 10.14 0.22 ̶ ̶ 
New Farm 1.62 0.88 ̶ ̶ 11.64 0.12 
Highgate Hill 2.11 0.81 9.11 0.19 ̶ ̶ 
Carindale 7.69 0.61 12.12 0.39 ̶ ̶ 
Kenmore 10.63 0.45 8.77 0.55 ̶ ̶ 
Chermside&  Chermside West 11.15 0.48 ̶ ̶ 8.85 0.52 
Chandler, Burbank & Wakerley 12.31 0.46 16.41 0.54 ̶ ̶ 
Gumdale & Belmont 10.43 0.40 14.65 0.28 13.12 0.32 
Moggill & Bellbowrie 19.06 0.41 12.56 0.59 ̶ ̶ 
        
 
Using Equation 5-7, for each LIA, hourly weather variables (air temperature, 
relative humidity, wind speed, and WRA) were calculated using IWPA method. 
𝑊𝑉𝑠  = ∑ 𝑊𝑉𝑠𝑡 ∗
𝑛
𝑠𝑡=1
𝑑𝑓𝑠𝑡,𝑠 Equation 5−7 
 
Where,  
𝑊𝑉𝑠 = calculated weather variables using IWPA for LIA, 𝑠 
𝑊𝑉𝑠𝑡 = measurement of a weather variable from OWS, 𝑠𝑡 
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5.6 Effects of Weather Variables on Localised Investigation Area’s Ridership 
Rate 
This section expands on the regression process implemented in Section 5.3. To 
understand the influence of individual weather variables on each LIA’s ridership 
rate, several regression models were developed considering weather variables as 
independent, and daily ridership rate for LIAs as the dependent variable. A total of 
15 regression models were developed based on various combinations of weather 
variables. Appendix B provides the results of three LIAs as examples. Similar to 
Brisbane’s regression analysis, regression using individual weather variables did not 
show any noticeable result for an intra-LIA model, with low goodness of fit (R2) and 
high Ԑ (constant) values. Aside from WRA, the directions of coefficients (β) were not 
expected. For MRLs, WRA was observed to have statistically significant coefficient. 
This may be due to the demographic setting of the MRLs, with more family and aged 
people, who have the potential to be affected by rainfall more than IRLs. For ORLs, 
the small ridership rate is less likely to be affected by rainfall. In addition, t-value for 
WRA was high compared with the other three variables in both IRL and MRLs.  
No significant influence of individual weather variables was observable from 
this analysis. Therefore, the following section will attempt to integrate several 
weather variables into a single variable and analyse its effect on LIA’s daily ridership 
rate in this region. 
5.7 Integration of Weather Variables 
A pragmatic approach to analysing weather effects on human travel behaviour 
would dictate the notion that multiple weather variables are present in any given 
day’s weather conditions and their concurrent effects influence human perception 
regarding weather conditions. For instance, on a hot summer day, a gentle breeze 
reduces the perception of temperature and elevates human comfort, whereas that 
same breeze during a Winter period would be an inhibitor to human comfort. 
Evidently, the effect of weather variables on human comfort does not entirely depend 
on measurements from weather stations, represented by some numeric digits; rather 
it depends on human perception. As the human body is not capable of gauging the 
impact of each individual weather variable, it is conceivable that integration of 
weather variables in a single variable may provide a more realistic representation of 
weather conditions based on human perception of comfort.  
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A thorough literature review (see Chapter 2) revealed that previous studies 
used some form of integrated weather variable instead of using a single weather 
variable. Some limitations were evident in selecting weather index. Burke et al. 
(2006) used the Canadian ‘heat index’ based on temperature and humidity, named 
HUMEDEX. They did not use wind speed in their index calculation. Likewise, air 
mass used by Kalkastaine et al. (2009) is also deficient in incorporating wind speed. 
Wind flow accelerates the rate of heat loss and can reduce the sensation of 
temperature up to certain degree. Hence, the effect is contextual and works in two 
ways. In a cold climate, a gentle breeze can amplify the chill effect. Then again, in a 
muggy and humid setting, wind flow reduces the feeling of unpleasantness. Indexes 
encompassing multiple weather variables but ignoring wind speed are not 
comprehensive in capturing the human perception of temperature, so did not meet the 
purpose of this study.  
Physiologically Equivalent Temperature (PET) used by (Matzarakis & 
Amelung, 2008, p. 162) is a comprehensive thermal index. However, as mentioned in 
Chapter 2, due to the complex calculation process of PET, it is not possible to 
measure thermal equations using available weather data from OWS. Moreover, the 
thermal comfort index revealed that comfort range of temperature is spatially 
dependent and that a more sensible approach would be to avail of an integrated 
weather variable in the Australian context. For the purpose of this research, the heat 
index model developed by Australian researcher Steadman in the 1970s (Steadman, 
1994) was selected.  
Steadman combined the key variables defining human thermal comfort - of dry 
bulb temperature, wind speed, and relative humidity - into one indicator called the 
‘Apparent Temperature’ (AT). AT and its calculation method were described in 
detail in Section 2.2.2.2. It is noted that the version of AT, which incorporates net 
radiation absorbed by the human body, is not used in this study. Hourly weighted 
average weather variable measurement for each LIA (using the IWPA method form 
Section 5.3) was used for the calculation, calculating Hourly AT using Steadman’s 
formula. The calculated hourly AT for each LIA was then converted into daily 
average AT between 06:00 and 24:00. The following section will focus on the 
relationship between AT and LIA daily ridership rate. 
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5.7.1 Effect of Apparent Temperature on LIAs Daily Ridership Rate 
In order to determine the influence of AT in the City of Brisbane, regression 
was performed between AT (continuous independent variable) and daily ridership 
rate (dependent variable) for each LIA. A modest parabolic relationship between AT 
and ridership rate was found across all LIAs, revealing a ‘crest’ relationship between 
two variables (see Figure 5-8). This implies that up to a certain temperature, ridership 
rate increased with AT, and beyond this temperature, it declines with AT. This 
outcome accords with previous study (Nankarvis, 1999; Richardson, 2000; Phung & 
Rose, 2009; Ahmed et al., 2010, 2012) conducted in Australia in the context of 
cyclist ridership, where similar parabolic relationships between AT and cyclist 
numbers were observed.  
Figure 5-8: Effect of Apparent Temperature on daily bus ridership rate for Localised Investigation Areas 
5.7.2 Optimum Temperature Point and Linear Implication of Apparent 
Temperature  
 
In Figure 5-8, the peak of each crest corresponds to the highest daily ridership 
rates of an LIA. This study termed this as the ‘Optimum Temperature’ (OT). By 
means of visual inspection from all graphs, OT ranges narrowly between 20°C and 
22°C across all LIAs (see Figure 5-8). OT was found to be consistently 21ᵒC for 
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seven of the nine LIAs and OT ranged between 21ᵒC and 22ᵒC for the remaining two 
LIAs (West End and Highgate Hill). Thus, this study adopted 21ᵒC as the OT 
(Kashfi et al., 2015a). This finding of OT is very close to another study on cyclists in 
the same region of Brisbane (Ahmed et al., 2012), which confirmed 20°C as ‘ideal 
riding temperature’ for cyclists. 
For simplicity, the continuous function shown in Figure 5-8 was replaced with 
a dichotomised linear function hinged at OT. On the assumption that ridership rate 
falls away equally either side of OT, the dichotomised linear function was further 
simplified into a linear function with the dependent variable being the absolute 
difference between AT and OT (see Figure 5-9). Comparisons were made across all 
LIAs by forming a linear regression model, using ridership rate as the dependent 
variable and |AT - OT| as the independent variable. Equation 5-8 expresses the linear 
model in mathematical terms.  
𝑅𝑅𝑂,𝑠  =  β|AT − OT|,s   ∗  |𝐴𝑇 −  𝑂𝑇|𝑠  +  Ԑ Equation 5−8 
 
Where,  
𝑅𝑅𝑂,𝑠 = original daily ridership rate for LIA, 𝑠 
|𝐴𝑇 −  𝑂𝑇|𝑠 = absolute difference between daily average AT and OT for LIA, 𝑠 
β|AT − OT|,s = model constant 
𝜀 = constant term 
𝑠 = index of LIA from the nine LIAs studied 
 
Figure 5-9 represents scatter plots with a best-fit regression line for providing a 
visual illustration of any possible one-way relationships involving |AT – OT| vs 
ridership rate for all LIAs. As expected, the regression result showed a negative 
connection between variables, implying that as AT deviates from OT, daily ridership 
rate declines for all LIAs.  
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Figure 5-9: Relationship between absolute value of difference between Apparent Temperature and 
Optimum Temperature vs ridership rate for all Localised Investigation Areas 
Analysis indicated an overall weak correlation among the variables. R2 varied 
from 0.003 to 0.079 across the LIAs studied. Therefore, between 0.3% and 8% of the 
variability in daily ridership rate is explained by AT. The highest value of R2 found 
was for MRL Kenmore (0.079), whereas the lowest was observed for IRL of 
Highgate Hill (0.003). For Highgate Hill, the scatterplot revealed a dispersed set of 
values without any distinguishable trend as AT increased. New Farm also observed a 
limited effect of AT. A reason might be that, with IRL being very close to Brisbane 
CBD, typically regular commuters or workforce live in those LIAs. Therefore, it is 
expected that temperature may not significantly affect this group of people as much 
as it affects recreational or other non-commuter riders. For the remaining LIAs 
(MRLs and ORLs), coefficient values (β) were marginal. 
5.7.3 Effect of Rainfall and |AT-OT| on LIA Daily Ridership Rate 
In Chapter 4, it was discovered that rainfall has a potential negative influence 
on Brisbane’s overall daily ridership (boardings). On the other hand, this research 
has to this point observed some form of relationship between AT and daily ridership 
rate across all LIAs studied. This section investigates the effect of both of these 
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weather variables on ridership rate using a multivariate regression model. The 
following model was used to determine the effects of WRA and |AT – OT| for a 
given LIA. 
𝑅𝑅𝑂,𝑠  =  β|AT − OT|,s   ∗  |𝐴𝑇 −  𝑂𝑇|𝑠  +  βWRA,s   ∗  𝑊𝐷𝑅𝑠  +  Ԑ Equation 5−9 
 
Where,  
𝑊𝐷𝑅𝑠 = cumulative rainfall for a day, for LIA, 𝑠 
β|AT − OT|,s, βWRA,s = model constant 
𝜀 = constant term 
 
Table 5-7 presents the Multiple Linear Regression (MLR) modelling results 
using Equation 5-9 across all LIAs. The result includes estimated coefficient (𝛽) 
(significant variables shown in bold) and t statistics for all explanatory variables. 
Overall, the goodness-of-fit reflected negligible explanatory power for variability in 
ridership rate, with R2 ranging between 0.05 and 0.12 and adjusted R2 ranging 
between 0.04 and 0.12. Likewise, the coefficients of both weather variables in the 
majority of LIAs were substantially small, but in the expected direction. The 
outcome implied that difference in AT from its optimum point or the advent of 
rainfall had a negative influence on ridership rate. Six out of nine LIAs have both 
weather variables as significant and two have only one weather variable as 
significant. Highgate Hill is an exception, without any significant variable.  
Table 5-7: Results Multiple Linear Regression between |AT-OT|, WRA and ridership rate across all 
Localised Investigation Areas 
Localised Investigation Area R2 Adj R2 𝜀 𝛽|AT - OT| 𝛽WRA 
West End 0.06 0.05 26.89 (235.67) -0.02 (-2.07) -0.08 (-3.01) 
New Farm 0.06 0.05 22.72 (199.27) -0.03 (-3.51) -0.04 (-1.66) 
Highgate Hill 0.05 0.04 10.72  (139.66) -0.01 (-1.11) -0.02 (-0.91) 
Carindale 0.08 0.07 25.74  (149.96) -0.05  (-2.97) -0.16 (-3.50) 
Kenmore 0.08 0.07 16.32 (91.93) -0.02 (-0.90) -0.22 (-4.56) 
Chermside & Chermside West 0.12 0.12 20.83  (212.71) -0.04  (-5.12) -0.08 (-3.02) 
Chandler/Wakerley/ Burbank 0.04 0.03 3.08  (98.44) -0.01 (-1.96) -0.02 (-2.65) 
Gumdale & Belmont 0.07 0.06 3.26  (52.95) -0.01  (-2.06) -0.07 (-3.91) 
Moggill & Bellbowrie 0.12 0.11 6.51 (162.56) -0.02  (-5.30) -0.03 (-2.82) 
Note: Numbers in parentheses are t-statistics, and bold numbers indicate significant variables. 
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Despite the weak performance, some possible inferences can be drawn from 
the model results. The influence of WRA is comparatively stronger than variation in 
|AT-OT| across all LIAs studied. Most of the significant coefficient values were 
observed in both middle and ORLs, meaning the extent of weather influence on these 
areas’ ridership rate are more evident than the IRLs. This relates to the demography 
of the areas (see Section 3.5), where IRLs have young professionals and students as 
their dominant residents, who are less likely to be affected by weather. On the other 
hand, middle and ORLs comprise mostly of families and aged people, who are more 
vulnerable to adverse weather conditions. 
Incorporating WRA variable with relative AT, this model has showed a slightly 
better result in comparison with previously developed models. Yet, the 
comparatively very high value of the constant term in the models for all LIAs implies 
deficiency in explaining ridership rate variability. 
5.8 Summary of the Findings  
This chapter analysed the effect of individual weather variables on daily 
ridership (boardings), considering the City of Brisbane as the case study. None of the 
weather variables showed any noticeable effect on ridership. Since measurement of 
WRA and other weather variables are inconsistent across this entire city, individual 
weather variables were determined for nine LIAs. However, as before, no significant 
results were found. Overall, compared with individual weather variables, integrated 
weather variables contained within the index called apparent temperature (AT) 
(Steadman, 1994) proved to be slightly influential on daily ridership rate 
(boardings/100 people). Even though statistical results were weak, the final model 
suggested temperature and rainfall accumulation have some effect on daily ridership 
rate. The model showed that rainfall has a slightly stronger effect than temperature 
difference across all nine LIAs. These results imply that some other underlying 
factors affect daily ridership rate in this region. The following chapter (Chapter 6) 
will look into more dynamics that could affect daily ridership rate pattern along with 
weather variables. 
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 Modelling and Analysing Effects of Complex 
Seasonality and Weather on an Area’s Daily Transit 
Ridership Rate 
6.1 Introduction 
Chapter 5 outlined the development of models to estimate the effect of both 
individual and integrated weather variables in each of a representative sample of 
Localised Investigation Areas (LIAs)’ daily bus ridership rate (boardings/100 people) 
during 2012. It was found that by using weather variables, there was limited ability 
to explain variation in ridership rate across each of a representative sample of 
Localised Investigation Areas (LIAs). Following that analysis, this chapter will 
broaden the investigation into the underlying variables that predominantly influence 
variation in daily ridership rate. It also aims to answer the research question, which is
 ‘How can the underlying reasons that predominantly influence daily 
ridership rate of an LIA be identified?’ 
Bus ridership rate can vary from day to day within an LIA due to temporal 
influences, while yearly average weekday ridership rate can vary between LIAs due 
to spatial influences. In order to grasp the complete picture of variation, a simplistic 
approach would be to include all variables that influence ridership rate in a single 
multiple linear regression (MLR) model. However, closer consideration related to 
plausible variables of interest suggests that this would be inadequate. For example, 
each of the variables within the class that is related to the weather, changes from day 
to day, as does its effect on daily ridership rate. Thus, weather variables are related to 
daily ridership rate variation within an LIA. The effect of weather-related variables 
may differ from area to area, but they ought not to relate to variation in yearly 
average weekday ridership rate between LIAs. A second class of variables, which 
includes Transit Quality of Service (TQoS) as well as the demographic conditions of 
an area, do not vary from day to day. Rather, they vary between LIAs and are 
consequently relevant to variation in yearly average weekday ridership rate between 
those LIAs.  
It is postulated that by combining these two distinct classes of variables into a 
single regression model, their individual impacts may be convoluted and this may 
result in an ambiguous model. Therefore, each class of variables ought to be 
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considered discretely, when developing a complete form of ridership rate estimation 
model to fulfil the aim of this research.  
The principal aspiration of this research is to develop a daily ridership rate 
estimation model that incorporates influences of variation between the two above-
mentioned classes. To this end, an innovative method of model development is 
adopted in this research, which is capable of dealing with the variables that influence 
ridership rate in a focused manner. The adopted method is based on a nested model 
structure, which consists of two levels. The lower level, cited as Lower Nest Model 
(LNM), considers the temporal variation of ridership rate throughout the calendar 
year within a given LIA studied. The model’s purpose is to quantify the underlying 
reasons behind variation in daily ridership rate away from yearly average weekday 
ridership rate in the LIA.  
Table 6-1 details the two classes of variables that are considered to relate to the 
variation in ridership rate. Class 1 variables represent the variables categories that 
relate to the temporal variation. They include seasonality factors and weather factors. 
These factors vary temporally within a given LIA and will be used in development of 
the LNM. This chapter investigates the optimal form of the LNM including the 
statistically significant variables.  
Class 2 variables represent transit service quality and socio-demographic 
factors. These factors do not vary temporally during the calendar year, but do vary 
between LIAs. They are used in development of the Upper Nest Model (UNM). 
Chapter 7 investigates the optimal form of the UNM, including the statistically 
significant variables. More detail regarding the nested model structure will be 
provided in Chapter 8, where both UNM and LNM will be combined together to 
complete the Combined Nest Model (CNM). 
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Table 6-1:  Variable classes and their variability with respect to temporal and spatial variation in 
ridership rate   
Variable 
Class/es 
Model 
Developed 
in Chapter 
Factors 
Represented 
by Variables 
Temporal 
Variation Within 
LIA During 
2012 Study 
Period 
Temporal 
Variation 
Between LIAs 
During 2012 
Study Period 
Spatial 
Variation 
Within LIA 
During 2012 
Study Period 
Spatial 
Variation 
Between LIA 
During 2012 
Study Period 
1 
Lower 
Nest 
Model 
6 
Complex 
Seasonality 
Yes Indirect No Indirect 
Weather Yes Indirect No Indirect 
2 
Upper 
Nest 
Model 
8 
Transit Service 
Quality 
No No No Yes 
Demographic No No No Yes 
Both 1&2 
Combined 
Nest 
Model 
8 
All Relevant 
Factors 
Yes Indirect No Yes 
 
Section 5.4 identified an underlying reason for variation in ridership rate across 
days and months over a year, while analysing the daily ridership rate pattern for all 
LIAs studied. The reasoning was termed the seasonality effect, which is relevant to 
daily variation of an area. Chapter 5 was devoted to identifying the effect of weather 
on an LIA’s daily ridership rate. Analysis regarding the seasonality effect is reported 
in this chapter.  
Seasonality tends to be eclipsed by the implication of calendar season 
(Summer, Autumn, Winter, Spring). Studies have often acknowledged the effect of 
seasonality on ridership but have not offered insights in their analyses. Instead, 
almost all have limited the effect of seasonality on ridership with that of the effect of 
the calendar season. For example, Chang & Fan (2013) in their analysis as well as 
Böcker et al., (2012) in a transit weather-related review study mentioned certain 
effects of seasonality. However, neither study drew a clear distinction between 
calendar season based on temporal variation and seasonality due to human activities. 
Section 2.2.3.1 of this thesis labelled the seasonality effect on ridership rate that is 
due to human activities, as ‘customary seasonality’. Incorporation of calendar 
seasonality with customary seasonality might better explain variation in transit 
ridership rate. The combination of both forms of seasonality is termed in this study as 
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‘complex seasonality’. Consequently, this chapter responds to the following two 
research questions of this thesis:  
 How do calendar season and customary seasonality affect variation in bus 
ridership rate in an area? 
 What are the underlying reasons behind day-to-day variation in ridership 
rate in an area?  
The following sections of this chapter will analyse the influences of both 
seasonality and weather variables on daily ridership rate across all LIAs studied. 
Section 6.2 will define the term seasonality and offer a sophisticated system of 
approaching complex seasonality. Sections 6.3 and 6.4 will illustrate the method 
adopted to analyse seasonality and day-of-week variation. Section 6.5 will develop a 
ridership rate estimation model based on seasonality and day of week variation, 
along with weather variables adopted from Chapter 5. Section 6.6 will develop a 
method to convert daily weather variable measurements to relevant factors, while 
Section 6.7 will use weather factors along with seasonality and day-of-week factors 
to develop several candidate models. The section will also compare the efficacy of 
the candidate models and identify the best performing model for further use. Section 
6.8 will establish the Lower Nest Model by conducting a normalisation process to 
comprehensively appreciate the relationship between yearly average weekday 
ridership rate of an LIA and its daily ridership rate. Section 6.9 will summarise the 
outcome of this chapter.  
6.2 Characterisation of Seasonality 
In general, season refers to the segmentation of a calendar year into four equal 
blocks of time, each within which, weather conditions are fairly uniform. Away from 
the Earth’s tropics, four formal calendar seasons exist: Summer, Autumn, Winter and 
Spring. The official calendar period for each calendar season was illustrated in 
Section 3.3. The statistical models developed in Chapter 5 could not establish any 
significant relationships between weather variables and ridership rate. Hence, it is 
postulated that calendar season does not particularly govern variability in ridership 
rate within an area over a year. 
Distinct from calendar season, this research defines complex seasonality as a 
systematic partitioning of the year into discrete blocks of time, considering both 
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calendar seasons and seasonality due to human activities. Each block possesses 
relative internal consistency with respect to the dependent variable of transit 
ridership rate in an LIA, whereas variation in this dependent variable between 
seasonality blocks is a result of complex but systematic patterns observed in 
independent variables. These variations may reflect influences, such as holidays and 
festivals, yearly socio-economic cycles, yearly educational and institutional cycles, 
as well as other actions including weather cycles.  
The next section will conduct in-depth investigation on seasonality in terms of 
its significance, applicability, and implementation in ridership variation analysis.  
6.3 Seasonality Investigation 
6.3.1 Significance of Seasonality Factor 
The prevailing characteristics of daily ridership reflect a fluctuating trend 
across the year for both the City of Brisbane (Section 4.2) as well as for the sample 
LIAs (Section 5.4.1). However, adhering to the requirements of those chapters, daily 
ridership was decomposed to eradicate the extraneous effect (such as seasonality) on 
ridership, so that their analysis could focus solely on the influence of weather. Based 
on the knowledge acquired from Chapters 4 and 5, analysis of this chapter will 
accommodate all relevant factors, including weather, which influence ridership rate 
on a daily basis. This will inform the development of the LNM.  
It is noteworthy that, for the analysis in this chapter, the original weekday daily 
ridership for each LIA was converted to a corresponding ridership rate by using the 
ridership rate calculation method adopted in Section 5.4.3. A component of the 
model development process is to analyse the fluctuating trend of the daily ridership 
rate across the year and identify the underlying reasons for oscillation. Hence, daily 
ridership rate for each LIA was plotted against the whole year in a time series plot to 
observe the fluctuating trend across each LIA.  
Figure 6-1 shows the trend in ridership rate and monthly average weekday 
ridership rate for the MRL of Carindale. It reveals a two ‘hump’ trend in ridership 
rate. The lowest months are the Summer months of December and January and the 
Winter months of June and July. This includes Christmas, school holidays, and 
university semester-break periods. Moreover, the cold and gusty winds during the 
Winter months of June and July may adversely influence ridership rate. The Autumn 
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months of March to May, August, and the Spring months of September to November 
possess summits along the time history. These periods belong to the teaching periods 
in the university calendar and the school year. However, a close inspection of Figure 
6-1 reveals two brief but distinct depressions in April and September. Similar 
monthly variations were observed in other LIAs studied.  
Figure 6-1: Ridership trend and monthly average weekday ridership rate (boardings/100 
people) for Localised Investigation Area, Carindale in 2012 
This data indicates that ridership rate is not static within any distinct calendar 
season. Rather, it varies from month to month and even within months. The semester 
break pattern of Brisbane universities coincides with lower ridership rates during 
mid-Summer and mid-Winter when more extreme weather conditions occur. While it 
is apparent that ridership rate changes with calendar season, the sharp depression 
during the semester break period observed within a calendar season questions 
whether calendar season is a sufficient determinant of ridership rate. While the 
general perception is that ridership rate is influenced by weather conditions, the most 
influential factors revealed from the time-series plot appeared to be yearly 
educational and institutional cycles, along with holiday activities.  
Among the four distinct seasons, the start of Autumn is aligned with the start of 
semester 1. The maturation of semester 1 occurs at the end of Autumn and lasts until 
the beginning of Winter. Similarly, semester 2 starts in the last month of Winter until 
the end of Spring. Moreover, the mid semester breaks between each of semesters 1 
and 2 occur in mid-Autumn and mid-Spring. Summer season is unique. The Brisbane 
universities have a third semester (or Summer semester), during which time, very 
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limited teaching is offered. Despite having less university academic activity, in 
Summer there are children’s school activities during February. Summer also holds 
the most significant holiday season from Christmas to New Year, during late 
December and early January.  
After considerable analysis and interpretation of the data for each LIA, the 
daily ridership rate was segregated into nine seasonality blocks (Figure 6-2). Each 
block represents a combination of the calendar season, school/university shoulder 
(in-session) or holiday (recess) period, and observance holiday periods. The more 
dominant ridership periods coinciding with schooling and semester teaching periods 
were denoted as ‘Shoulder Period’, while the null ridership periods coinciding with 
school holiday, semester break and mid semester break were defined as ‘Holiday 
Period’. The naming also includes its relevant calendar season. Within each complex 
seasonality block, ridership rate should be fairly uniform. Figure 6-2 uses the 
ridership rate trend for Carindale as a sample and illustrates the incorporated 
complex seasonality blocks. 
 
Figure 6-2: Illustration of complex seasonality block partitioning for Localised Investigation 
Area of Carindale 
The Autumn shoulder period constitutes of the whole month of March until the 
beginning of April and from the middle of April to the end of May. The mid-
semester break of semester 1 and the Easter holiday period is traced between these 
two time bocks. Thus, this holiday period is denoted as the Easter holiday period. 
Similarly, the Spring shoulder period consists of two segmented time periods while 
the mid-semester break of semester 2, denoted as the Spring holiday period, rests 
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between them. Table 6-2 details the segmentation of daily ridership rate over year 
2012, according to complex seasonality blocks. 
Table 6-2: Segmentation of 2012 daily ridership rates applied to all Localised Investigation Areas 
studied 
 
 
The Summer and Winter shoulders are aligned with the childhood schooling 
period. Likewise, Summer and Winter holidays correspond with the school holiday 
periods during these seasons. Major portions of both of these calendar seasons occur 
during the semester recess periods. The Summer calendar season is distinct, as it 
holds two-holiday periods; school holidays and the Christmas period. Due to its 
distinctive nature, Christmas was separated from the Summer holiday period. 
Moreover, since the Christmas holiday period commenced at the end of December in 
the previous year of 2011, those few days were incorporated into this analysis. 
Similarly, two days from the last week of year 2012 were added in this chapter. Due 
to very low ridership, these days were not included in the analysis in previous 
chapters.  
Seasonality 
Block, b 
From Until Days Total Comments 
Christmas 
period 
28/12/2011 06/01/2012 7 
10 
Holiday period in majority of institutions including 
government and private sector. 
24/12/2012 28/12/2012 3 
Summer 
school 
Holiday 
9/01/2012 27/01/2012 14 14 
Covers Summer school holiday period. Heavy rainfall occurs 
during this period. 
Summer 
Shoulder 
30/01/2012 24/02/2012 20 
45 
Covers first half of first schooling term and second half of 
fourth schooling term. Also, covers major portion of long 
Summer university break (3 months). High temperatures and 
heavy rainfall.  
19/11/2012 21/12/2012 25 
Autumn 
Shoulder 
27/02/2012 5/04/2012 28 
56 
Covers university semester 1 and second half of the first 
schooling term. Temperature is within the middle zone with 
medium amount of rainfall. 16/04/2012 25/05/2012 28 
Easter 
Holiday 
10/04/2012 13/04/2012 4 4 
Mid-semester break of semester 1 and the Easter school 
holiday period. 
Winter 
Shoulder 
28/05/2012 22/06/2012 19 
29 
Covers exam period of university semester 1 and last half of 
second schooling term. Cold temperature with very limited 
rainfall.  9/07/2012 20/07/2012 10 
Winter school 
Holiday 
25/06/2012 6/07/2012 10 10 
Covers Winter university break and school holiday periods. 
Cold temperature with very limited rainfall. 
Spring 
Shoulder 
23/07/2012 21/09/2012 44 
74 
Covers university semester 2 and entire third and first half of 
fourth schooling terms. Comfortable temperature and limited 
rainfall but observes a spike during October.  8/10/2012 16/11/2012 30 
Spring school 
Holiday 
24/09/2012 5/10/2012 9 9 
Mid semester break of semester 2 and Spring school holiday 
period. 
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6.3.2 Applicability of Seasonality Factor 
While Figure 6-3 shows that a complex seasonality model can represent a trend 
in ridership rate during a year, it is essential to prove its superiority over a simpler 
calendar season model. Equation 6-1 quantifies the normalised complex seasonality 
factor for an LIA,𝑠 during a complex seasonality block 𝑏 according to Table 6-2. 
 
 𝑆𝐹𝑠,𝑏  =
 ∑ 𝑅𝑅𝑂,𝑠,𝑏,𝑖
𝑑
𝑖=1
𝑑 𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠
 Equation 6 − 1 
Where 
 𝑆𝐹𝑠,𝑏 
= complex seasonality factor for LIA, 𝑠 during a given complex 
seasonality block 𝑏 
 𝑅𝑅𝑂,𝑠,𝑏,𝑖  
= original ridership rate within  LIA, 𝑠 on day 𝑖 of complex seasonality 
block 𝑏 (boardings/100 people) 
𝑑 
= number of relevant weekdays occurring during complex seasonality 
block 𝑏 
𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠 
= original yearly average weekday ridership rate of LIA 𝑠 (boardings/100 
people) 
𝑠 = index of LIA form the nine selected LIAs 
 
The values of 𝑆𝐹𝑠,𝑏 for all seasonality blocks across all LIAs s are listed in Table 6-3. 
Table 6-3: Complex seasonality factor, 𝑆𝐹𝑠,𝑏 by complex season across all Localised Investigation 
Areas studied 
 
Localised 
Investigation 
Area 
Yearly average 
weekday ridership 
rate (𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 
people) 
Complex Seasonality Block 
Shoulder Period Holiday Period 
Autumn  Spring  Winter  Summer  Easter  Spring  Winter  Summer  Christmas  
Number of weekdays, 𝑑 56 74 29 45 4 9 10 14 10 
West End 26.17 1.06 1.03 1.02 1.00 1.00 1.00 0.96 0.88 0.61 
New Farm 22.37 1.02 1.00 0.96 1.03 1.03 1.06 0.99 0.96 0.85 
Highgate Hill 10.48 1.10 1.03 0.97 1.01 0.95 0.93 0.91 0.87 0.59 
Carindale 24.84 1.14 1.06 0.98 0.96 0.98 0.95 0.86 0.76 0.62 
Kenmore 15.35 1.14 1.08 1.04 0.97 0.80 0.79 0.75 0.78 0.46 
Chermside, 
Chermside West 
20.26 1.06 1.05 0.99 1.02 0.95 0.95 0.90 0.86 0.74 
Chandler, 
Burbank , 
Wakerley 
2.94 1.00 1.16 0.97 1.06 0.83 0.96 0.79 0.67 0.41 
Gumdale, 
Belmont 
2.98 1.18 1.14 1.01 0.99 0.70 0.69 0.58 0.63 0.37 
Moggill,  
Bellbowrie 
6.31 1.08 1.01 0.98 1.00 1.07 1.00 0.93 0.89 0.69 
Total Number of  days = 251 
Note: The highest 𝑆𝐹 value has been shaded with color 
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Likewise, Equation 6-2 quantifies the normalised calendar seasonality factor for a 
LIA, 𝑠 during a calendar seasonality block 𝑐. 
 𝐶𝐹𝑠,𝑐  =
∑ 𝑅𝑅𝑂,𝑠,𝑐,𝑖
𝑛
𝑖=1
𝑛 𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠
 Equation 6 − 2 
Where 
 𝐶𝐹𝑠,𝑐 
= calendar seasonality factor for LIA, 𝑠 during a given calendar seasonality 
block 𝑐 
𝑅𝑅𝑂,𝑠,𝐶,𝑖  
= original daily ridership rate within  LIA, 𝑠 on day 𝑖 of calendar seasonality 
block 𝑐 (boardings/100 people) 
   𝑛 = number of relevant weekdays occurring during calendar seasonality block 𝑐 
 
The values of calculated 𝐶𝐹𝑠 for all seasonality blocks across all LIAs are presented 
in Table 6-4. 
    Table 6-4: Calendar seasonality factor, 𝐶𝐹𝑠,𝑐  for all calendar seasons across all Localised 
Investigation Areas studied 
 
Localised Investigation Area 
Yearly average 
weekday ridership 
rate(𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 people) 
Summer Autumn Winter Spring 
Number of weekdays, 𝑛 61 62 64 64 
West End 
26.17 0.96 1.06 1.01 1.02 
New Farm 
22.37 1.02 1.01 0.99 1.02 
Highgate Hill 
10.48 0.97 1.09 0.98 1.01 
Carindale 
24.84 0.90 1.12 0.99 1.03 
Kenmore 
15.35 0.90 1.05 1.01 1.01 
Chermside, Chermside West 
20.26 0.97 1.04 1.00 1.03 
Chandler, Burbank , Wakerley 
2.94 0.92 0.98 0.99 1.18 
Gumdale, Belmont 
2.98 0.86 1.13 0.99 1.07 
Moggill,  Bellbowrie 
6.31 0.97 1.07 0.98 1.01 
Note: The highest 𝑆𝐹 value has been shaded with color 
           
 
Model 6A estimates daily ridership rate from complex seasonality factor for 
LIA, 𝑠 during a given seasonality block, 𝑏 ∈
{𝑐ℎ𝑟𝑚𝑎𝑠, 𝑠𝑚𝑟ℎ𝑜𝑙, 𝑠𝑚𝑟𝑠ℎ𝑙, 𝑎𝑢𝑡𝑠ℎ𝑙, 𝑒𝑎𝑠𝑡𝑒𝑟, 𝑤𝑖𝑛𝑠ℎ𝑙, 𝑤𝑖𝑛ℎ𝑜𝑙, 𝑠𝑝𝑟ℎ𝑜𝑙, 𝑠𝑝𝑟𝑠ℎ𝑙}  
According to Equation 6-3: 
𝑅𝑅𝐸,𝑠,𝑏  =   𝛽𝑆𝐹  ∗ 𝑆𝐹𝑠,𝑏  + 𝜀6𝐴 Equation 6 − 3 
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Where, 
𝑅𝑅𝐸,𝑠,𝑏  
= estimated daily ridership rate for LIA, 𝑠 during a given complex 
seasonality block (boardings/100 people) 
𝜀6𝐴 = constant term (boardings/100 people) 
Model 6B , which is the calendar season ridership rate estimation model, estimates 
daily ridership rate from calendar season factor for LIA, 𝑠 during a given calendar 
season, 𝑐 ∈ {𝑎𝑢𝑡𝑢𝑚𝑛, 𝑤𝑖𝑛𝑡𝑒𝑟, 𝑠𝑝𝑟𝑖𝑛𝑔, 𝑠𝑢𝑚𝑚𝑒𝑟} according to Equation 6-4: 
𝑅𝑅𝐸,𝑠,𝑐  =   𝛽𝐶𝐹  ∗ 𝐶𝐹𝑠,𝑐  + 𝜀6𝐵 Equation 6 − 4 
 
Table 6-5 presents the parameters of Models 6A and 6B determined from linear 
regression using Equations 6-3 and 6-4 respectively, along with their test statistics. 
The regression outcomes of both models aided in identifying the strength of 
relationship between variation in ridership rate and the two different seasonal 
systems. Interestingly, the β-value was quite similar for both calendar and complex 
seasonality but the t-value was much higher in the complex seasonality Model 6A. 
Likewise R2 values for the complex seasonality model across all LIAs were 
significantly higher than the calendar season model. This proves superiority of the 
complex seasonality model over the calendar season model. 
Table 6-5: Result of linear regression and statistical testing between actual data and calendar season as 
well as complex seasonality model for all Localised Investigation Areas 
Localised Investigation Area 
Model Development 
Calendar Season (Model 6B) Complex Seasonality (Model 6A) 
𝜀6B 𝛽CF R2 𝜀6A 𝛽SF R2 
West End 
0.00 
(0.00) 
26.19 
(9.31) 
0.26 
0.02 
(0.01) 
26.17 
(20.08) 
0.62 
New Farm 
0.35 
(0.04) 
22.01 
(2.51) 
0.02 
0.01 
(0.00) 
22.36 
(7.78) 
0.19 
Highgate Hill 
0.07 
(0.06) 
10.42 
(8.90) 
0.24 
0.00 
(0.00) 
10.48 
(21.72) 
0.65 
Carindale 
0.00 
(0.00) 
24.86 
(14.53) 
0.46 
0.18 
(0.25) 
24.64 
(33.86) 
0.82 
Kenmore 
0.05 
(0.03) 
15.30 
(9.47) 
0.26 
0.00 
(0.00) 
15.35 
(28.58) 
0.77 
Chermside, Chermside West 
0.00 
(0.00) 
20.34 
(7.01) 
0.16 
0.00 
(0.00) 
20.26 
(18.62) 
0.58 
Chandler, Burbank , Wakerley 
0.03 
(0.10) 
2.91 
(11.78) 
0.36 
0.00 
(0.01) 
2.94 
(28.92) 
0.77 
Gumdale, Belmont 
0.00 
(0.01) 
2.98 
(7.94) 
0.20 
0.00 
(0.01) 
2.98 
(19.38) 
0.60 
Moggill,  Bellbowrie 
0.05 
(0.07) 
6.25 
(8.31) 
0.21 
0.17 
(0.44) 
6.14 
(16.32) 
0.52 
Note: Numbers in parentheses are t-statistics, and bold numbers indicate significant variables in 95% Confidence 
Interval 
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In both cases, the constant term was close and insignificant in all LIAs, which 
is why it may appear that the R2 should have been a lot higher (close to 1.0). 
However the perception is wrong, simply because against the 251 days of ridership 
the independent variable SF has only 9 (9 seasonality block) and CF has only 4 (4 
calendar season) values. Therefore, even though the line of fit resulted in a very 
limited intercept, the distance of the majority of data points from the line was 
considerably high, resulting in a relatively low R2 value. 
Figure 6-3 illustrates the 2012 time series of ridership rate for Carindale as an 
example. Shown are original ridership rate, along with the best fit calendar seasonal 
(Model 6B) and best fit complex seasonality (Model 6A). It is evident that Model 6A 
is superior to Model 6B in explaining the variation in ridership rate over the year.  
Figure 6-3: 2012 Time series of original daily ridership trend, calendar season (Model 6B), & 
complex seasonality (Model 6A) for Localised Investigation Area of Carindale.  
 
This analysis across all nine LIAs demonstrates that the more finely grained 
complex seasonality model is far superior as a basis for estimating ridership rate than 
is the calendar season model. Henceforth, this study continues by adopting the 
complex seasonality model. 
6.3.3 Investigation of Variation in Seasonality Factor 
Figure 6-4 illustrates the variation in 𝑆𝐹 with seasonality blocks throughout 
2012, across all LIAs studied. The variation in ridership rate through the year follows 
a distinct pattern reflecting segmentation. It demonstrates that seasonality block has a 
substantial effect on ridership rate. All shoulder periods have higher 𝑆𝐹 compared to 
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their adjacent holiday periods across all LIAs, except for New Farm. It is evident 
that, except in two LIAs, the Autumn shoulder had the highest 𝑆𝐹 value in all the 
LIAs. In Australia, usually the first semester starts in the beginning of Autumn. 
Similarly, higher ridership rate is evident in the Spring shoulder due to 
commencement of the Spring semester, elevating the ridership rate of the seasonal 
block to the second highest position.  
 
  Figure 6-4: Variation in Seasonality Factor with seasonality block across all Localised 
Investigation Areas studied (Note: Time not to scale) 
 
In both Autumn and Spring shoulder, 𝑆𝐹 exceeded 1.0 across all LIAs. 
Meanwhile, across all LIAs the Christmas period has the lowest value of 𝑆𝐹 
compared with all other seasonality periods. Traditionally, businesses aside from 
retail and essential services close between Christmas and New Year. The Summer 
holiday period holds the second lowest position in ridership in the majority of LIAs, 
due to its closeness to Christmas and the recess period both in schools and in 
universities. Thus, 𝑆𝐹 is less than 1.0 for both blocks in all LIAs.  
It is also evident from Figure 6-4 that the majority of the LIAs followed a 
similar pattern, with the exception of New Farm. 𝑆𝐹 is highest in this LIA during the 
Spring holiday period. This is attributed in part to the ‘Brisbane River Festival’, 
which generates extra activity in this transit-oriented inner city LIA. This value of 𝑆𝐹 
for New Farm’s Spring holiday period not only surpasses its corresponding schooling 
period but also its Autumn shoulder period, which has the highest ridership rate in all 
other LIAs. Similarly, during other holiday periods this LIA generally maintained 
higher ridership rates than the adjacent shoulder periods.  
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In the case of the LIA containing Chandler and its surrounding LIA, the highest 
seasonality block was the Spring shoulder, which appeared second in the other LIAs.  
In Section 4.2 ridership rate was found to follow an undulating trend during the 
year. The difference in yearly average ridership rate among weekday types 𝑑 ∈
{𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖} across the year proved to be significant through ANOVA 
testing. A similar result was observed for yearly average ridership rate difference 
among month types 𝑚 ∈ {𝑗𝑎𝑛, 𝑓𝑒𝑏, … … , 𝑛𝑜𝑣, 𝑑𝑒𝑐}. The monthly variation in 
ridership rate is linked with the calendar season as well as customary seasonality due 
to human activities, and therefore is included in the complex seasonality factor.  
6.4 Investigation of Weekday Variation in Ridership Rate  
6.4.1 Applicability of Weekday Variation 
The daily ridership rate was segregated into the five weekdays (Monday to 
Friday). Weekend ridership and public holidays are beyond the scope of this study 
and therefore, they were not included in the analysis. Calculation of the day factor 
(𝐷𝐹) required adjusting the daily ridership rate for 𝑆𝐹 in order to avoid any influence 
of seasonality. This adjustment was made only for the 𝐷𝐹 calculation and not for 
further analysis in this chapter.  
The 𝑆𝐹 adjusted daily ridership rate is denoted as 𝑅𝑅𝑆𝐹_𝑎𝑑𝑗. Equation 6-5 
quantifies the calculation of day factor (𝐷𝐹) for a given weekday type, 𝑑 ∈
{𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖}, in a given LIA, 𝑠: 
𝐷𝐹𝑠,𝑑  =
 ∑  𝑅𝑅𝑆𝐹𝑎𝑑𝑗 ,𝑠,𝑑,𝑖
𝑁𝑑
𝑖=1
𝑁𝑑  𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠
 Equation 6 − 5 
 
Where 
 
𝐷𝐹𝑠,𝑑 
= day factor for weekday type 𝑑 ∈ {𝑚𝑜𝑛, 𝑡𝑢𝑒, 𝑤𝑒𝑑, 𝑡ℎ𝑢, 𝑓𝑟𝑖}, for 
LIA, 𝑠 
𝑅𝑅𝑆𝐹𝑎𝑑𝑗,𝑠,𝑑,𝑖 
= SF adjusted daily ridership rate segmented into weekday type 𝑑,  for 
LIA,𝑠 (boardings/100 people)  
𝑁𝑑 = number of relevant days occurring in a weekday type 𝑑,  for LIA, 𝑠 
𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠 
= original yearly average weekday ridership rate of a LIA, 𝑠 
(boardings/100 people) 
𝑠 = index of LIA form the nine selected LIAs 
The values of calculated 𝐷𝐹s for all day types across LIAs presented in Table 6-6. 
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Table 6-6: Day factor, 𝐷𝐹𝑠,𝑑 by weekday type across all Localised Investigation Areas studied 
Localised Investigation Area Monday Tuesday Wednesday Thursday Friday 
West End 0.91 0.98 1.00 1.00 1.09 
New Farm 0.91 0.97 1.00 1.01 1.10 
Highgate Hill 0.92 0.98 1.01 1.01 1.07 
Carindale 0.94 1.00 1.00 1.07 0.99 
Kenmore 0.96 1.00 1.01 1.00 1.04 
Chermside, Chermside West 0.91 0.99 1.00 1.09 1.00 
Chandler, Burbank , Wakerley 1.01 1.02 1.02 1.00 0.96 
Gumdale, Belmont 1.02 1.08 1.04 1.03 0.84 
Moggill,  Bellbowrie 0.93 0.98 1.02 1.01 1.06 
Note: The highest 𝐷𝐹 value for a LIA has been shaded with colour 
6.4.2 Day Factor Implementation 
Variation in ridership rate, as represented by 𝐷𝐹 is evident across all LIAs as is 
shown in Figure 6-5. The IRLs have highest ridership rates on Fridays. This may 
reflect social activities on Friday nights in these more socially vibrant LIAs. 
Moreover, high costs as well as parking constraints favour transit ridership. Of the 
middle LIAs, Carindale and Chermside have highest ridership rates on Thursdays. 
Each of these LIAs contains a major sub-regional shopping centre, each of which 
operates extended hours on Thursdays. The middle LIA containing the Kenmore 
suburb has some restaurants, which may generate some additional ridership rate on 
Fridays, making it the highest day. Monday was found to have lowest ridership rate 
across the majority of the LIAs, which is consistent with traditional working habits in 
suburban Australia, whereby individuals will be more likely to use a leave day on 
Monday than any other day, in order to extend their weekend. Future research might 
help to explain this point further. Overall, Tuesday showed a consistently high 
ridership rate compared to Monday. Finally, the outer LIAs’ highest day varies in 
such a way that conclusions cannot be drawn.  
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Figure 6-5: Variation in Day Factor with Day-of-Week across all Localised Investigation Areas 
(Note: Time not to scale) 
6.5 Preliminary Model Development 
With the aspiration of developing a daily ridership rate estimation model, 
which can perform with minimal error, comprehensive analysis of interaction 
between weather, complex seasonality, and weekday variables is necessary. In light 
of the outcome in comparison between Models 6A and 6B, the former was adopted 
for further investigation.  
6.5.1 Preliminary Model Trials 
The first model trialled presumes that each complex seasonality factor and day 
factor has a proportional influence on ridership rate in an LIA and that the product of 
the two can be ascribed as one independent variable. No day-to-day weather 
variation is included. Model 6C estimates ridership rate based on a combination of 
complex seasonality and weekday factors for LIA, 𝑠 on weekday 𝑑 during 
seasonality block : 
 
𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝛽𝑠,(𝑆𝐹∗𝐷𝐹)  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑)  + 𝜀6𝐶 Equation 6−6 
 
Where, 
𝑅𝑅𝐸,𝑠,𝑏 
= estimated daily ridership rate on day 𝑑 during seasonality block 𝑏, for 
LIA, 𝑠 (boardings/100 people) 
𝑆𝐹𝑠,𝑏 = season factor for LIA, 𝑠 
𝐷𝐹𝑠,𝑑 = day factor for LIA, 𝑠 
Chapter 6:  Effects of Complex Seasonality and Weather on an Area’s Daily Transit Ridership Rate 145 
𝛽𝑠,(𝑆𝐹∗𝐷𝐹) = model constant (boardings/100 people) 
𝜀6𝐶  = constant term (boardings/100 people) 
𝑠 = index of LIA form the nine selected LIAs 
 
Table 6-7 presents the linear regression (LR) modelling results for Model 6C, 
across all LIAs. The results include estimated coefficient (𝛽) and t statistics for all 
explanatory variables. The goodness-of-fit statistics reflected promising results for 
explaining variability in ridership rate with adjusted R2 from 0.68 to 0.90 and t-value 
from 23.21 to 48.24. Compared with Model 6A, incorporating 𝐷𝐹 with 𝑆𝐹 in Model 
6C to estimate daily ridership rate yielded superior results. Model 6C had slightly 
higher 𝛽 -values across all LIAs and far superior t-value and adjusted R2 values.  
The second model that was trialled presumes that each complex seasonality 
factor and day factor has a proportional influence on ridership rate in an LIA, and 
that the product of the two can be ascribed as one independent variable.  It also 
presumes that Whole Day Rainfall Accumulation (𝑊𝑅𝐴) has a proportional 
influence on ridership rate, but in an additive manner as a second independent 
variable, because it is an occasional occurrence. Model 6D estimates ridership rate 
for LIA 𝑠 on weekday d during seasonality block 𝑏: 
𝑅𝑅𝐸,𝑠,𝑏,𝑑  =  𝛽𝑠,𝑊𝑅𝐴  ∗  𝑊𝑅𝐴𝑠,𝑏,𝑑 + 𝛽𝑠,(𝑆𝐹∗𝐷𝐹)  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑)  
+ 𝜀6𝐷 
        Equation 6−7 
 
Where, 
𝑊𝑅𝐴𝑠,𝑏,𝑑 = rainfall accumulation for a day (mm) 
𝛽𝑊𝑅𝐴 = model constant (boardings/100 people) 
 
Table 6-7 shows that, compared to the high 𝛽 and t-value of Model 6C, the 
weather variables of Model 6D are less influential with small coefficients and t-
values. The WRA coefficients of each LIA being zero or slightly negative were as 
anticipated, with whole day rainfall having a slightly negative influence on ridership. 
Even so, its effect was very small and significant for only three of the nine LIAs. It 
also had a negligible t- value compared to the (𝑆𝐹 ∗ 𝐷𝐹) variable. However, for each 
LIA the adjusted R2 value was identical or ever slightly higher than Model 6C.  
The third model trialled presumes that each complex seasonality factor and day 
factor has a proportional influence on ridership rate in an LIA, and that the product 
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of the two can be ascribed as one independent variable. It also presumes that 𝑊𝑅𝐴 
has a proportional influence on ridership rate, but in an additive manner as a second 
independent variable, because it is an occasional occurrence. Further, it presumes 
that apparent temperature deviation has a proportional influence on ridership rate, but 
in an additive manner as a third independent variable, because it can vary from the 
reference value of zero, which corresponds to optimal temperature. Model 6E 
estimates ridership rate for LIA s on weekday 𝑑 during seasonality block 𝑏: 
 
𝑅𝑅𝐸,𝑠,𝑏,𝑑  =  𝛽𝑠,𝑊𝑅𝐴  ∗  𝑊𝑅𝐴𝑠,𝑏,𝑑 + 𝛽𝑠,|𝐴𝑇−𝑂𝑇|  ∗  |𝐴𝑇 −  𝑂𝑇| 𝑠,𝑏,𝑑
+  𝛽𝑠,(𝑆𝐹∗𝐷𝐹)  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑)  + 𝜀6𝐸 
Equation 6−8 
 
Where, 
𝑅𝑅𝐸,𝑠,𝑏,𝑑 
= estimated ridership rate amongst LIA’s population on day 𝑑, 
during seasonality block 𝑏, for LIA, 𝑠 (boardings/100 people) 
𝑂𝑇 = optimum temperature point (0C) 
|𝐴𝑇 −  𝑂𝑇| 𝑠,𝑏,𝑑 = apparent temperature deviation for LIA, 𝑠 (
0C) 
𝛽|𝐴𝑇−𝑂𝑇| = model constant (
0C) 
𝜀 = constant term (boardings/100 people) 
 
Table 6-7 represents the statistics of Model 6E. The 𝑊𝑅𝐴 coefficients of each 
LIA being zero or slightly negative were again as anticipated, with 𝑊𝑅𝐴 having a 
marginally negative influence on ridership rate; however, this variable was 
significant only in four out of nine LIAs. The apparent temperature deviation 
coefficients of each LIA being zero or distantly negative were also as anticipated; 
however, this variable was significant in only one of the nine LIAs. The (𝑆𝐹 ∗ 𝐷𝐹) 
variable remained almost similar with high 𝛽 and t-value and low 𝜀1. In terms of 
Adjusted R2, there is only minor difference among all the models, which suggests 
that the weather variables of 𝑊𝑅𝐴 and |𝐴𝑇 −  𝑂𝑇| are not essential, and therefore 
that Model 6C is the best overall preliminary model to predict daily ridership rate for 
a given LIA.  
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Table 6-7: Result of Multiple Linear Regression and statistical testing between daily ridership rate and 
possible Lower Nest Models for all Localised Investigation Areas. 
Localised 
Investigation 
Area 
Model 6C Model 6D Model 6E 
𝜀6𝐶 𝛽s,SF*DF 
Adj 
R2 
𝜀6𝐷 𝛽𝑠,𝑊𝑅𝐴 𝛽s,SF*DF 
Adj 
R2 
𝜀6𝐸 𝛽𝑠,𝑊𝑅𝐴 𝛽𝑠,|𝐴𝑇−𝑂𝑇| 𝛽s,SF*DF 
Adj 
R2 
West End 
-1.15                 
(-1.79) 
27.35
(42.70) 
0.88 
-1.07 
(-1.65) 
-0.02 
(-1.53) 
27.28 
(42.64) 
0.88 
-0.66 
(-.097) 
-0.018   
(-1.57) 
-0.06          
(-1.86) 
27.07 
(41.83) 
0.88 
New Farm 
-1.07                
(-1.02) 
23.44
(22.51) 
0.67 
-0.97 
(-0.94) 
-0.03 
(-2.85) 
23.39 
(22.78) 
0.68 
-.066 
(-0.63) 
-0.03     
(-2.87) 
-0.04 
(-1.28) 
23.24 
(22.52) 
0.68 
Highgate Hill 
-0.44                
(-1.38) 
10.92
(34.44) 
0.83 
-0.44     
(-1.37) 
0.00 
(-0.98) 
10.93 
(34.29) 
0.83 
-0.46 
(-1.37) 
0.00 
(0.04) 
0.00 
(0.19) 
10.93 
(33.91) 
0.82 
Carindale 
0.06 
(0.12) 
24.76 
(48.24) 
0.90 
0.27      
(0.52) 
-0.02     
(-2.10) 
24.56 
(47.63) 
0.91 
0.45     
(0.82) 
-0.03 
(-2.17) 
-0.03 
(-1.08) 
24.52 
(47.07) 
0.91 
Kenmore 
-0.23               
(-0.45) 
15.58
(31.50) 
0.80 
-0.35 
(-0.68) 
0.02 
(1.45) 
15.66 
(31.50) 
0.80 
0.12     
(0.22) 
0.02 
(1.12) 
-0.07 
(-1.93) 
15.41 
(30.17) 
0.80 
Chermside, 
Chermside West 
0.12 
(0.25) 
20.14 
(41.66) 
0.87 
0.41      
(0.86) 
-0.03 
(-4.57) 
19.90 
(42.54) 
0.88 
0.55     
(1.09) 
-0.03 
(-4.62) 
-0.02 
(-0.85) 
19.81 
(41.35) 
0.88 
Chandler, 
Burbank , 
Wakerley 
0.02 
(0.17) 
2.92 
(29.40) 
0.78 
0.032       
(-0.31) 
-0.00     
(-0.65) 
2.91 
(28.77) 
0.78 
0.06      
(0.52) 
-0.00     
(-0.70) 
-0.00 
(-0.54) 
2.89 
(27.56) 
0.77 
Gumdale, 
Belmont 
0.03 
(0.23) 
2.95 
(23.21) 
0.68 
0.02       
(0.16) 
0.00     
(0.32) 
2.96 
(22.97) 
0.68 
0.21      
(1.36) 
0.00     
(0.00) 
-0.04 
(-2.49) 
2.88 
(21.93) 
0.69 
Moggill,  
Bellbowrie 
-0.24                
(-0.88) 
6.54
(23.95) 
0.70 
-0.15       
(-0.57) 
0.02 
(3.67) 
6.45 
(24.26) 
0.71 
-0.01      
(-0.04) 
-0.02 
(-3.74) 
-0.69 
(-1.03) 
6.98 
(12.61) 
0.71 
Note: Bold numbers indicate significant variables. Numbers in parentheses are t-statistics. 
6.5.2 Inspection of Preferred Preliminary Model  
 
Figure 6-6 illustrates the fit of Model 6C to actual daily ridership rate as a 2012 
time series graph for the example LIA of Carindale. Weekly patterns are repeated 
within each seasonality block, although some peaks and troughs from the actual data 
are not fully captured. Nevertheless, the minor mismatch between original daily 
ridership rate and estimated ridership rate using Model 6C appeared negligible in 
Figure 6-6. Comparison between Figures 6-3 and 6-6 shows that for Carindale, 
inclusion of day factor in Model 6C provides a much better estimation than Model 
6A, throughout the entire year. Similar strong models resulted across all other LIAs. 
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Figure 6-6: Time series graph of actual daily ridership trend & fitting of Model 6C for Localised 
Investigation Area of Carindale 
 
The statistical results for Model 6C were very promising across all LIAs; 
nevertheless, it was essential to identify the existence of any systematic bias. Figure 
6-7 illustrates a line of equality plot between actual ridership rate and Model 6C 
estimate for each of the nine LIAs. Close inspection revealed a very good fit with 
varied limited systematic overestimation or underestimation across all LIAs. 
Figure 6-7: Lines of equality plot between actual ridership rate and estimated ridership (Model 6C) by 
individual Localised Investigation Areas 
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 6.5.3 Consideration of Error in Preferred Preliminary Model  
It is essential to quantify the amount of error while estimating daily ridership 
rate using the model developed. It serves as a performance measure as well as 
ensuring the credibility of the developed model. Hence, the root mean square error, 
RMSE between estimated and actual daily ridership rate for each LIA was calculated 
for Model 6C, as listed in Table 6-8. Also calculated was the coefficient of variation 
in root mean square error, CVRMSE, for all IRLs and MRLs, Model 6C can estimate 
ridership rate within 10 percent of error. In fact, except for the LIA Kenmore, the 
other MRLs and all IRLs are close to within 5 percent error. For the ORLs 
(Chandler, Wakerley, Burbank), estimation is within 10 to 20 percent error; however, 
estimates are from low bases and within 0.5 boardings/100 people. It can be concluded 
that for every LIA studied, Model 6C can be used confidently to estimate ridership 
rate for a given day of the week during a given seasonality block. 
Table 6-8: Root Mean Square Error analysis in ridership rate estimation using Model 6C 
 
Localised Investigation Area 
Yearly average weekday 
ridership rate(𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 people) 
RMSE 
(boardings/100 people) 
CVRMSE 
Inner Ring 
LIAs 
West End 26.17 1.03 3.9% 
New Farm 22.37 1.15 5.1% 
Highgate Hill 10.48 0.56 5.4% 
Middle 
Ring LIAs 
Carindale 24.84 1.05 4.2% 
Kenmore 15.35 1.26 8.2% 
Chermside, Chermside West 20.26 0.70 3.5% 
Outer Ring 
LIAs 
Chandler, Burbank , Wakerley 2.94 0.28 9.4% 
Gumdale, Belmont 2.98 0.47 15.9% 
Moggill,  Bellbowrie 6.31 0.39 6.1% 
 
6.5.4 Consideration of Cyclical Effects in Preferred Preliminary Model 
 
In order to appreciate whether any cyclical effects remained after applying 
Model 6C compared with the original data, the yearly time series data of each LIA 
was analysed using Fourier Transformation. This method of Fourier Transformation 
has been used widely in scientific endeavours, such as signal processing and time 
series analysis to quantify underlying signals and repetitive cycles in data forms. It is 
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well suited to this study as an independent basis of validating the efficacy of the 
stochastic modelling.  
For each day, actual ridership rate was corrected for Seasonality Factor and 
Day Factor (which together represent the independent variable of the preferred 
model) to produce an adjusted dataset. Figure 6-8 provides an example of Fourier 
transformations for the LIA of Carindale. For ease of viewing, the amplitude axis has 
been truncated to exclude the average ridership rate of 25 boardings/100 people on 
the zero frequency.  
The transformed original dataset shows a spike at a frequency of 0.2 
cycles/weekday corresponding to a period of five days, and a lesser spike at a 
frequency of 0.4 cycles/weekday corresponding to a period of 2.5 days. These spikes 
reflect the observed recurrent intra-week variation, which included a greater peak 
day and a lesser peak day on most weeks. The transformed corrected dataset using 
Model 6C shows that these spikes are eliminated by inclusion of 𝐷𝐹.  
Figure 6-8: Fourier analysis of adjusted ridership rate time series for Carindale (corrected 
for complex seasonality factor and day of week factor) 
A number of low frequency spikes in amplitude are also evident in the 
transformed original dataset with periods of 26 weeks, 13 weeks, and 6.5 weeks, 
which correspond to the two university semesters, four school terms, and eight half-
terms during the year respectively. A lesser spike with a period of 17.3 weeks or one-
third of a year is also evident. It is postulated that these signals convolute to reflect 
the pattern of variation in ridership rate due to complex seasonality, because the 
transformed corrected dataset using Model 6C shows that these spikes are dampened 
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considerably by inclusion of 𝑆𝐹. Across other frequencies, the transformed corrected 
dataset is considered to be background noise rather than signal, with minimal 
amplitudes less than 0.2. This noise is reflective of surface periodicity that has 
resulted in the error described above. Similar results were evident across all LIAs. 
The denouement of this section’s analysis regarding the effect of weather 
variables of |𝐴𝑇 − 𝑂𝑇| and 𝑊𝑅𝐴 as terms of MLR models contradicts the results 
obtained from Chapter 5, where they appeared significant in a majority of LIAs (see 
Section 5.7.3). Hence, further modelling was necessary to examine more closely the 
effect of weather variables on ridership rate. For that purpose, the next section will 
look at weather as a variable from a different perspective in the model development 
process. 
6.6 Further Consideration of Weather Factors and Optimisation of Preferred 
Preliminary Model 
In the previous section, neither the rainfall accumulation nor the temperature-
related independent variable was found to be advantageous in explaining ridership 
rate as terms of a MLR model. However, it was considered appropriate to investigate 
the potential influence of these variables further, by considering them as extra factors 
in a combined independent variable to be applied in a standard linear regression 
model. 
Consequently, through empirical analysis, the effect of each weather variable 
was converted into a normalised weather factor. Variation in ridership rate due to 
weather variables in all sample LIAs came under scrutiny. Since the effect of 
weather is different in different seasons, the factors relating to both weather variables 
need to be calculated separately for each season in each LIA. This analysis will 
ensure whether or not the weather variables can have some meaningful explanatory 
ability as factors of a combined independent variable. 
 
6.6.1 Apparent Temperature Factor 
In order to determine the value of Apparent temperature factor (𝐴𝑇𝐹) for LIA, 
𝑠 in a seasonality block 𝑏, linear regression must be performed between apparent 
temperature deviation and ridership rate. However, before proceeding, it is essential 
to acknowledge that the data set of original daily ridership rate should be adjusted for 
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𝑆𝐹 and 𝐷𝐹 to avoid their influence on  𝐴𝑇𝐹. This adjustment process was made only 
for the 𝐴𝑇𝐹 calculation and not for other analysis in this chapter. The 𝑆𝐹 and 𝐷𝐹 
adjusted daily ridership rate is denoted as 𝑅𝑅𝑆𝐹_𝐷𝐹_𝑎𝑑𝑗. Equation 6 – 9 is a rearranged 
form of linear regression equation: 
𝐴𝑇𝐹𝑖,𝑏,𝑠 =  1 −
𝑠𝑙𝑜𝑝𝑒∗|𝐴𝑇𝑖−𝑂𝑇|
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
  Equation 6 − 9 
 
Regression of daily |AT - OT| against  𝑅𝑅𝑆𝐹_𝐷𝐹_𝑎𝑑𝑗  was performed for each 
seasonality block, across all LIAs studied. Figure 6-9 presents the regression result 
for each segment using the LIA of Carindale as an example. 
 
Figure 6-9:  Regression between |AT-OT| and ridership rate for each seasonal segment using the  Localised 
Investigation Area of Carindale 
 
Equation 6-10 simplifies the 𝐴𝑇𝐹 by normalising the apparent temperature deviation 
with respect to optimum temperature.  
 𝐴𝑇𝐹𝑖,𝑏,𝑠 =  1 −  
|𝐴𝑇𝑖,𝑏,𝑠−𝑂𝑇|
𝑂𝑇∗ 𝐾𝐴𝑇𝐹𝑏,𝑠
     Equation 6 − 10 
Where 
𝐾𝐴𝑇𝐹𝑏,𝑠 
= apparent temperature deviation intensity constant in a seasonality block 𝑏, 
for LIA, 𝑠 
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𝑂𝑇 = optimal temperature of 21 degrees Celsius 
𝑖  = day index within a seasonality block 𝑏 
 
A large value of the constant 𝐾𝐴𝑇𝐹𝑏,𝑠indicates an insignificant effect of apparent 
temperature deviation on  𝐴𝑇𝐹, and therefore on ridership rate.  
Substitution of Equation 6-9 into Equation 6-10 yields the apparent 
temperature deviation intensity constant: 
𝐾𝐴𝑇𝐹𝑏,𝑠 =
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
𝑠𝑙𝑜𝑝𝑒∗𝑂𝑇
  Equation 6 − 11 
                                  
Table 6-9 lists the value of 𝐾𝐴𝑇𝐹 calculated for each seasonality block across 
all LIAs studied. A positive value corresponds to a  𝐴𝑇𝐹𝑖,𝑏,𝑠 value of less than 1, 
while a negative value corresponds to a value greater than 1. 
Table 6-9: Calculated value of KATF for each seasonality block in each Localised Investigation Area 
Localised Investigation 
Area 
Christmas 
Summer 
Holidays 
Easter 
Holidays 
Winter 
Holiday 
Spring 
Holiday 
Summer 
Shoulder 
Autumn 
Shoulder 
Winter 
Shoulder 
Spring 
Shoulder 
West End -6.482 15.59 -3.809 -18.91 -4.361 -8.279 183.4 -48.09 16.59 
New Farm 1.307 -23.41 3.365 3.495 -2.324 -61.24 5.080 -8.676 -1186 
Highgate Hill -5.116 -5.156 -1.514 -4.372 -22.28 -68.73 6.076 -4.268 32.48 
Carindale -4.370 51.23 99.76 -6.802 2.286 -8.494 21.65 -157.6 31.48 
Kenmore 3.708 -5.264 1.947 -30.36 -7.325 -5.350 4.333 51.12 11.55 
Chermside, Chermside 
West 
-17.15 6.200 6.757 100.2 -59.52 -10.51 23.62 11.21 28.33 
Chandler, Burbank , 
Wakerley 
1.584 6.208 -2.026 43.35 -7.431 -3.286 3.218 53.53 -3.483 
Gumdale, Belmont 0.904 -3.121 -0.658 -2.619 -0.842 -6.139 3.266 1.192 18.73 
Moggill,  Bellbowrie 13.08 -120.59 -54.75 9.303 2.479 -6.985 18.88 -18.23 -43.79 
Note: Negative value of k denoted upward trend in ridership rate due to variation in Apparent temperature 
 
𝐴𝑇𝐹 was calculated for each day of the year in all LIAs using Equation 6-9. 
The large value of 𝐾𝐴𝑇𝐹 will equate to a large value of 𝐴𝑇𝐹, which implies very 
limited effect of temperature variation. The positive value of 𝐾𝐴𝑇𝐹 refers to deterrent 
effect of temperature variation and the negative value signifies the opposite. The 
difference between 𝑆𝐹, 𝐷𝐹 and 𝐴𝑇𝐹 is that both 𝑆𝐹 and 𝐷𝐹 are calculated for their 
respective block of time for each LIA. Inside the time block, the effect of seasonality 
is somewhat static, whereas for 𝐴𝑇𝐹, not only does the temperature vary among the 
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seasonality blocks, but also varies from day to day. Hence, 𝐴𝑇𝐹 was calculated for 
each day of the study period for each LIA by the means of calculating the empirical 
constant 𝐾𝐴𝑇𝐹.  
Figure 6-10 shows the range in average 𝐴𝑇𝐹 for each complex seasonality 
block across all LIAs studied. The value of average 𝐴𝑇𝐹 varies based on the 
seasonality block to which it belongs. The ATFs ranged from 0.8 to 1.15. The 
greatest fluctuation in ATF is evident for ORL of Chandler, Burbank, Wakerley, and 
Gumdale & Belmont, and the IRL of New Farm. In the remaining LIAs, the values 
of ATF generally lie between 1.0 and 1.1. It is noteworthy that a significant number 
of LIAs have ATF greater than 1.0, which indicated deviation from the apparent 
temperature point may increase ridership rate. 
Figure 6-10: Average Apparent Temperature Factor for each complex seasonality blocks 
across all Localised Investigation Areas 
 
6.6.1.1 Optimisation of Preferred Preliminary Model using Apparent  
Temperature Factor 
Having confirmed the dominating effect of seasonality on daily ridership rate 
across all LIAs and converted the influence of apparent temperature variable into its 
relevant factors, this section will endeavour to establish the optimal refined ridership 
rate estimation model by testing the efficacy of the newly developed model that 
includes seasonality  and 𝐴𝑇𝐹. The model is denoted as Model 6F and formulated 
using Equation 6-13:   
Model 6F: 𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝛽𝑠,6𝐹  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑 ∗ 𝐴𝑇𝐹𝑠,𝑏 )  + 𝜀𝑠,6𝐹 Equation 6 − 13 
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Table 6-10 lists the statistical performance of Model 6F against base Model 6C 
across all LIAs. The results include estimated coefficient (𝛽) and t statistics for all 
explanatory variables. The goodness-of-fit statistics reflected unfavourable results for 
explaining variability in ridership rate with relatively low adjusted R2 compared to 
Model 6C, ranging from 0.51 to 0.88 across LIAs. The coefficient of the independent 
variable ranged from 2.26 to 27.61 and t-value from 16.05 to 35.93. Model 6F also 
has higher standard error across all LIAs compared to Model 6C. From the result, it 
is evident that inclusion of 𝐴𝑇𝐹 in the independent variable reduces the predictive 
capability of the model. Hence, ATF was excluded from further analysis.  
Table 6-10: Result of simple linear regression and statistical testing between daily ridership rate and 
possible optimised Lower Nest Model for all Localised Investigation Areas. 
Localised Investigation Area 
Model 6C Model 6F 
𝛽SF*DF 𝜀6𝐶 R
2 
Standard 
Error 
𝛽𝑠,6𝐹 𝜀6𝐹 R
2 
Standard 
Error 
West End 
27.35 
(42.70) 
-1.15                 
(-1.79) 
0.88 1.04 
27.61 
(35.93) 
-1.56  
(-2.00) 
0.84 1.21 
New Farm 
23.44 
(22.51) 
-1.07                
(-1.02) 
0.67 1.15 
14.78 
(16.05) 
7.78 
(8.55) 
0.51  1.41 
Highgate Hill 
10.92 
(34.44) 
-0.44                
(-1.38) 
0.83 0.57 
11.94 
(26.34) 
-1.52  
(-3.33) 
0.74 0.70 
Carindale 
24.76 
(48.24) 
0.06 
(0.12) 
0.90 1.05 
26.18 
(41.69) 
-1.45  
(-2.28) 
0.88 1.19 
Kenmore 
15.58 
(31.50) 
-0.23               
(-0.45) 
0.79 1.27 
15.81 
(26.97) 
-0.37 
(-0.62) 
0.74 1.42 
Chermside, Chermside West 
20.14 
(41.66) 
0.12 
(0.25) 
0.87 0.74 
19.07 
(35.44) 
1.27 
(2.35) 
0.83 0.81 
Chandler, Burbank , 
Wakerley 
2.92 
(29.40) 
0.02 
(0.17) 
0.77 0.28 
2.26 
(23.43) 
0.64 
(6.39) 
0.69 0.33 
Gumdale, Belmont 
2.95 
(23.21) 
0.03 
(0.23) 
0.68 0.48 
2.63 
(17.10) 
0.42 
(2.74) 
0.54 0.57 
Moggill,  Bellbowrie 
6.54 
(23.95) 
-0.24                
(-0.88) 
0.70 0.39 
6.12 
(21.46) 
0.16 
(0.56) 
0.65 0.42 
 
6.6.2 Whole Day Rainfall Accumulation Factor  
The calculation of Whole Day Rainfall Accumulation Factor (𝑊𝑅𝐴𝐹) is 
somewhat similar to 𝐴𝑇𝐹 calculation. In order to determine the value of 𝑊𝑅𝐴𝐹 for 
LIA, 𝑠 in a seasonality block 𝑏, linear regression must be performed between rainfall 
amount and daily  ridership rate (𝑅𝑅𝑆𝐹_𝐷𝐹_𝑎𝑑𝑗) adjusted for 𝑆𝐹 and 𝐷𝐹. Equation 6 – 
12 is a rearranged form of linear regression equation: 
 
𝑊𝑅𝐴𝐹𝑠,𝑏,𝑖 =  1 −
𝑠𝑙𝑜𝑝𝑒∗𝑊𝑅𝐴𝑠,𝑏,𝑖
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
  Equation 6 − 12 
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Regression of daily 𝑊𝑅𝐴 against 𝑅𝑅𝑆𝐹_𝐷𝐹_𝑎𝑑𝑗 was performed for each seasonality 
block, across all LIA studied. Figure 6-11 presents the regression result for each 
segment, using the LIA of Carindale as an example. 
 
Figure 6-11: Regression between ridership rate vs rainfall accumulation for each seasonality block using  
Localised Investigation Area of Carindale 
 
𝑊𝑅𝐴𝐹𝑠,𝑏,𝑖 =  1 − 
𝑊𝑅𝐴𝑠,𝑏,𝑖
100∗ 𝐾𝑊𝑅𝐴𝐹𝑠,𝑏
  Equation 6 − 13 
Where 
𝐾𝑊𝑅𝐴𝐹𝑠,𝑏  = rainfall intensity constant in a seasonality block b, for LIA, 𝑠 
 
A large value of the intensity constant indicates an insignificant effect of rainfall on 
𝑊𝑅𝐴𝐹, and therefore on ridership rate. Substitution of Equation 6-12 into Equation 
6-13 yields the estimation of intensity whole rainfall amount constant: 
𝐾𝑊𝑅𝐴𝐹𝑠,𝑏 =
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
𝑠𝑙𝑜𝑝𝑒∗100
  Equation 6 − 14 
 
The large value of 𝐾𝑊𝑅𝐴𝐹 will equate to the large value of 𝑊𝑅𝐴𝐹, which implies 
very limited effect of rainfall. Table 6-11 represents the value of 𝐾𝑊𝑅𝐴𝐹for each 
seasonality block across all LIAs studied.  
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Table 6-11: Calculated value of rainfall intensity constant for each seasonality block in each Localised 
Investigation Area 
Localised 
Investigation 
Area 
Christmas 
Summer 
Holidays 
Easter 
Holidays 
Winter 
Holiday 
Spring 
Holiday 
Summer 
Shoulder 
Autumn 
Shoulder 
Winter 
Shoulder 
Spring 
Shoulder 
West End -0.140 -24.40 0.622 74.82 -0.523 11.38 -6.619 -11.09 28.17 
New Farm -0.045 -36.29 -1.571 -1.293 -0.054 -4.948 -4.766 -9.135 -1.636 
Highgate Hill 0.720 262.4 0.300 2.759 -0.621 -4.629 3.709 2.069 -10.50 
Carindale 10.65 -45.53 0.454 -1.902 -0.564 -13.05 7.476 -3.578 -7.211 
Kenmore -0.308 5.282 0.471 -2.301 -1.289 3.897 36.55 -5.595 -1.957 
Chermside, 
Chermside West 
-0.429 -10.66 0.592 -1.803 -0.696 -12.40 -3.312 -2.676 -1.592 
Chandler, 
Burbank , 
Wakerley 
-0.213 -29.52 0.195 -1.839 -0.067 -26.73 -9.497 6.509 -15.46 
Gumdale, 
Belmont 
-0.541 23.09 0.068 -0.896 -1.224 4.165 3.487 -0.877 1.149 
Moggill,  
Bellbowrie 
-0.364 -5.455 0.454 -1.168 -0.771 -7.120 -2.736 -5.645 -6.320 
Note: Negative value of k denoted upward trend in ridership rate due to increase in rain amount  
 
Figure 6-12 shows the average 𝑊𝑅𝐴𝐹 for each complex seasonality block 
across all LIAs studied. The value of average  𝑊𝑅𝐴𝐹 varies based on the seasonality 
blocks, to which it belongs. Values greater than 1 indicate increase in ridership rate 
due to rainfall, and values less than one indicate the opposite. The range in 𝑊𝑅𝐴𝐹 
values is smaller than for 𝐴𝑇𝐹 values, varying from 0.97 to 1.04. Figure 6-12 
presents that rainfall has some effect on ridership rate during some seasonality 
blocks. During Winter holidays, a deterrent effect of rainfall was observed (through 
𝑊𝑅𝐴𝐹 value noticeably less than 1) in the majority of LIAs. Further, during Spring, 
holiday values of 𝑊𝐴𝑅𝐹 were observed distinctly as less than 1 in all LIAs except 
for MRL Carindale and ORLs of Gumdale & Belmont. The value of 𝑊𝑅𝐴𝐹 was also 
less than 1 during Summer holidays in all  LIAs except one middle and one ORL, 
which implies that due to rainfall, ridership rate decreases. 
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 Figure 6-12: Average Whole Day Rainfall Accumulation Factor for each complex seasonality block 
across all Localised Investigation Areas 
 
6.6.2.1 Optimisation of Preferred Preliminary Model using Whole Day Rainfall 
Accumulation Factor 
This section will endeavour to establish the optimal refined ridership rate 
estimation model by testing the efficacy of the newly developed model that includes 
seasonality factor, day factor and Whole Day Rainfall Accumulation Factor. The 
model is denoted as Model 6G and formulated using Equation 6-14:   
Model 6G: 𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝛽𝑠,6𝐺  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑 ∗ 𝑊𝑅𝐴𝐹𝑠,𝑏 )  + 𝜀𝑠,6𝐺 Equation 6 − 14 
   
Table 6-12 lists the statistical performance of Model 6G against base Model 6C 
across all LIAs. The results include estimated coefficient (𝛽) and t statistics for all 
explanatory variables. The goodness-of-fit statistics reflected favourable results for 
explaining variability in ridership rate with higher adjusted R2 compared to Model 
6C in seven out of nine LIAs; however, the R2 of both models were the same for the 
LIA containing Highgate Hill. The R2 value for Model 6G ranged from 0.68 to 0.91 
across LIAs. The coefficient of the independent variables ranged from 2.89 to 25.98 
and t statistics from 23.19 to 49.44. The constant term for Model 6G was lower than 
Model 6C in the majority of LIAs. Model 6G also has lower standard error across the 
majority of LIAs compared to Model 6C. The analysis demonstrates the superiority 
of Model 6G over Model 6C.   
 
 
Chapter 6:  Effects of Complex Seasonality and Weather on an Area’s Daily Transit Ridership Rate 159 
14
17
20
23
26
29
32
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
D
ai
ly
 R
id
er
sh
ip
 R
at
e 
()
b
o
ar
d
in
gs
/1
0
0
  
p
eo
p
le
Month-of-Year
Carindale Ridership Rate
Original RR Model 7
Table 6-12: Result of simple linear regression and statistical testing between daily ridership rate and 
possible optimised Lower Nest Model for all Localised Investigation Areas 
 
Localised Investigation 
Area 
Model 6C Model 6G 
𝛽SF*DF 𝜀6𝐶 R
2 
Standard 
Error 
𝛽𝑠,6𝐹 𝜀6𝐹 R
2 
Standard 
Error 
West End 
27.35 
(42.70) 
-1.15                 
(-1.79) 
0.88 1.04 
25.98 
(41.01) 
0.20 
(0.31) 
0.87 1.07 
New Farm 
23.44 
(22.51) 
-1.07                
(-1.02) 
0.67 1.15 
22.14 
(23.19) 
0.29 
(0.31) 
0.68 1.13 
Highgate Hill 
10.92 
(34.44) 
-0.44                
(-1.38) 
0.83 0.57 
10.63 
(34.17)  
-0.19   
 (-0.60) 
0.83 0.57 
Carindale 
24.76 
(48.24) 
0.06 
(0.12) 
0.90 1.05 
24.48 
(49.44) 
0.41 
(0.82) 
0.91 1.03 
Kenmore 
15.58 
(31.50) 
-0.23               
(-0.45) 
0.79 1.27 
15.46 
(31.94) 
-0.14 
 (-0.28) 
0.80 1.25 
Chermside, Chermside 
West 
20.14 
(41.66) 
0.12 
(0.25) 
0.87 0.74 
19.36 
(42.59) 
0.94 
(2.06) 
0.88 0.69 
Chandler, Burbank , 
Wakerley 
2.92 
(29.40) 
0.02 
(0.17) 
0.77 0.28 
2.89 
(29.67) 
0.05 
(0.47) 
0.78 0.28 
Gumdale, Belmont 
2.95 
(23.21) 
0.03 
(0.23) 
0.68 0.48 
2.93 
(23.59) 
0.06 
(0.47) 
0.69 0.47 
Moggill,  Bellbowrie 
6.54 
(23.95) 
-0.24                
(-0.88) 
0.70 0.39 
6.32 
(24.76) 
0.01 
(0.02) 
0.71 0.38 
. 
 
6.6.3 Comparison between Preferred Preliminary and Refined Models 
 
The time series plot of the estimated ridership rate, calculated using Model 6G, 
is compared with the original ridership rate in Figure 6-13. 
 
Figure 6-13: Time series graph of actual daily ridership trend & fitting of Model 6G using  
Localised Investigation Area of Carindale as sample 
 
odel 6G 
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Because weekly patterns are repeated within each seasonality block, some 
peaks and troughs from the actual data are not completely captured. However, 
comparison between Figures 6-6 and 6-13 shows that for the LIA, Carindale for 
example, inclusion of 𝑊𝑅𝐴𝐹 in Model 6G yields a slight improvement in ridership 
estimation over Model 6C, particularly during the earlier months of 2012.  
The ridership rates by LIA, estimated using each of Model 6C and Model 6G, 
are plotted against the original ridership rates in Figure 6-14. From visual inspection, 
very minor differences can be observed between the two models’ estimations.  
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Figure 6-14: Comparison of line of equality plots between Model 6C and Model 6G across all 
Localised Investigation Areas 
6.6.4 Consideration of Error in Selected Refined Model 
Root mean square error (RMSE) and coefficient of variation in root mean 
square error, CVRMSE, were calculated for Model 6G. Results are listed in Table 6-13. 
For all IRLs and MRLs, Model 6G can estimate ridership rate within 10 percent of 
error. Aside from the MRL of Kenmore, all IRLs and MRLs are close to within five 
percent error. For the ORLs (Chandler, Wakerley, Burbank) estimation is within 10 
to 20 percent error; however, estimates are from low bases and within 0.5 
boardings/100 people. In comparison with Model 6C, Model 6G can better estimate 
ridership rate in seven of nine LIAs. It can be concluded that for every LIA studied, 
Model 6G is the best model to estimate ridership rate for a given day of the week 
during a given seasonality block across the LIAs studied. 
         Table 6-13: Root Mean Square Error analysis in ridership rate estimation comparing Model 6C 
with Model 6G 
Localised Investigation Area 
Yearly average weekday 
ridership rate (𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 people) 
Model 6C Model 6G 
RMSE CVRMSE RMSE CVRMSE 
West End 26.17 1.03 3.94% 1.07 4.09% 
New Farm 22.37 1.15 5.13% 1.12 5.02% 
Highgate Hill 10.48 0.56 5.39% 0.57 5.42% 
Carindale 24.84 1.05 4.22% 1.03 4.12% 
Kenmore 15.35 1.26 8.22% 1.25 8.13% 
Chermside, Chermside West 20.26 0.70 3.45% 0.69 3.39% 
Chandler, Burbank , Wakerley 2.94 0.28 9.43% 0.28 9.36% 
Gumdale, Belmont 2.98 0.47 15.85% 0.47 15.67% 
Moggill,  Bellbowrie 6.31 0.39 6.11% 0.38 5.96% 
Note: Lowest error percentages highlighted with colour 
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6.7 Establishment of Lower Nest Model 
Model 6G was identified above as the best model from which to form the basis 
of the Lower Nest Model (LNM). However, in its current form, coefficients 𝛽𝑠,6𝐺 
and 𝜀6𝐺  do not offer a comprehensive appreciation of the relationship between yearly 
average weekday ridership rate of an LIA and its daily ridership rate. The purpose of 
the LNM is to enable ridership rate to be estimated on a daily basis, given the yearly 
average weekday ridership rate. In order for this to be possible, it was necessary to 
normalise Model 6G using the original yearly average weekday ridership rate 
(𝑅𝑅𝑂_𝑌_𝑎𝑣) as base ridership according to Equation 6-15: 
Mode 6𝐺0
𝑛 : 
𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠  (𝛽
𝑛
𝑠,6𝐺  ∗ (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑
∗ 𝑊𝑅𝐴𝐹𝑠,𝑏 )  + 𝜀
𝑛
𝑠,6𝐺) 
Equation 6 − 15 
 
Normalisation brings all of the variables under a notionally common scale so 
that the interaction among different variables can be identified relatively. Table 6-14 
presents the calculated normalised value of 𝛽𝑛
𝑠,6𝐺
 and 𝜀𝑛𝑠,6𝐺 using original yearly 
average weekday ridership rate(𝑅𝑅𝑂_𝑌_𝑎𝑣) as the base value.  
Table 6-14: Calculation of normalised values of 𝛽 and constant term (intercept) pertaining to Model 
6𝐺0
𝑛, using original yearly average weekday ridership rate of Localised Investigation Areas, 𝑠 as base 
value 
Localised Investigation Area 𝛽𝑠,6𝐺 𝜀6𝐺  
Yearly average weekday 
ridership rate (𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 people) 
 𝛽𝑛
𝑠,6𝐺
  𝜀𝑛𝑠,6𝐺  
West End 25.98 0.20 26.17 0.99 0.01 
New Farm 22.14 0.29 22.37 0.99 0.01 
Highgate Hill 10.67 -0.23 10.48 1.02 -0.02 
Carindale 24.52 0.36 24.84 0.99 0.01 
Kenmore 15.45 -0.13 15.35 1.01 -0.01 
Chermside, Chermside West 19.3 1.01 20.26 0.95 0.05 
Chandler, Burbank , Wakerley 2.89 0.05 2.94 0.98 0.02 
Gumdale, Belmont 2.93 0.06 2.98 0.98 0.02 
Moggill,  Bellbowrie 6.32 0.01 6.31 1.00 0.00 
 
 
It can be seen from the results that majority of the LIAs have 𝛽 value within  
close proximity of 1 (with minor over or under estimates) and intercept value close to 
zero. Deviations in these coefficients away from 1 and from 0 respectively are 
artefacts of the linear regressions themselves, because a zero intercept was not forced 
when applying Model 6Gn. The deviations are therefore a consequence of the dataset 
not representing a full range of ridership rates, or being from a limited clustered 
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sample. The most prominent deviations occur in the LIA containing Chermside & 
Chermside West, however as Table 6-14 shows, this did not result in a substantive 
RMSE. 
This Lower Nested Model has been demonstrated to be fit for purpose for the 
nine LIAs studied. If the analyst wished to estimate daily ridership rate for a different 
LIA in the City of Brisbane, provided that yearly average ridership rate of that LIA is 
known or can be estimated (see Chapter 7), the LNM may offer some insight. The 
analyst would need to consider the nature of the LIA and compare its characteristics 
with those LIAs included in this study. They may then interpolate the three factors 
of𝑆𝐹𝑠,𝑏, 𝐷𝐹𝑠,𝑑, and 𝑊𝑅𝐴𝐹𝑠,𝑏 from the information provided in the tables of this 
chapter. It may then be necessary to examine the sensitivity, with respect to 
assumptions made in the interpolation process. 
6.7.1 Refinement of Lower Nest Model 
In order to simplify the LNM model even further, the normalised constant 
terms have been set to a value of 0 and the normalised coefficient (𝛽𝑛
𝑠,6𝐺
) set to a 
value of 1. This further simplifies of LNM formulated by Equation 6-16: 
Model 6𝐺1
𝑛: 𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠 (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑 ∗  𝑊𝑅𝐴𝐹𝑠,𝑏 )  Equation 6 − 16 
 
However the refined model needs to be scrutinised for estimation error, especially 
when it has disregarded the constant term and enforced a zero intercept. 
Figure 6-15 illustrates the Mean Percentage Error (MPE) in estimated daily 
ridership rate using the refined LNM (Model 6𝐺1
𝑛). The MPE represents the 
estimation accuracy of refined LNM by computing the average of percentage error 
by which the estimated daily ridership rate differs from the original one. Overall, 
from the figure, modest MPE values can be observed, ranged between 0.45 percent 
and 5.28 percent. In all the LIAs, the ridership rate estimation is positively biased. 
The highest positive MPE value is observed in the ORL of Gumdale and Belmont 
and the lowest MPE is observed in the IRL of New Farm.  
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Figure 6-15: Mean Percentage Error in estimated daily ridership rate using refined Lower 
Nest Model 
All line of equity plots developed with Model 6𝐺1
𝑛 for all LIAs are combined in 
Figure 6-16, which reveals overall a very good fit with very limited systematic 
overestimation across all LIAs studied. 
 
Figure 6-16: Lines of equality plot between actual ridership rate and estimated ridership rate 
(Model 6𝐺1
𝑛) by individual Localised Investigation Areas 
 
It also warranted the calculation of RMSE and CVRMSE for the simplified LNM. Table 
6-15 presents the comparison of Model 6𝐺0
𝑛 and Model 6𝐺1
𝑛. 
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Table 6-15: Root Mean Square Error analysis of Model 6𝐺0
𝑛 and Model 6𝐺1
𝑛 
Localised Investigation Area 
Yearly average weekday 
ridership rate(𝑅𝑅𝑂_𝑌_𝑎𝑣) 
(boardings/100 people) 
Model 6𝐺0
𝑛 Model 6𝐺1
𝑛 
RMSE CVRMSE RMSE CVRMSE 
West End 26.17 1.07 4.09% 1.07 4.09% 
New Farm 22.37 1.12 5.02% 1.13 5.03% 
Highgate Hill 10.48 0.57 5.42% 0.57 5.44% 
Carindale 24.84 1.03 4.12% 1.03 4.13% 
Kenmore 15.35 1.25 8.13% 1.25 8.13% 
Chermside, Chermside West 20.26 0.69 3.39% 0.70 3.42% 
 Chandler, Burbank , Wakerley 2.94 0.28 9.36% 0.28 9.37% 
Gumdale, Belmont 2.98 0.47 15.67% 0.47 15.68% 
Moggill,  Bellbowrie 6.31 0.38 5.96% 0.38 5.97% 
Note: change in RMSE and  error percentages highlighted with colour 
 
Error increased very minimally in seven out of nine LIAs and in two of them it 
remained unchanged. Hence, it is safe to eliminate the coefficient (𝛽) and error term 
(ε) from model 6𝐺0
𝑛 to estimate the daily ridership rate in terms of average daily 
ridership rate.   
6.8 Chapter Summary 
This chapter identified that the majority of the variation in daily ridership is 
caused by travel demand variation due to work and schooling activities, which reflect 
customary seasonality. It identified a limited but significant effect of Whole Day 
Rainfall Accumulation factor on LIA’s daily ridership rate. Through the analysis, this 
chapter also identified the governing factors for transit users as being their inflexible 
work schedule and the seasonality effect due to human activities. In general, a 
holiday period generates less travel demand than its corresponding shoulder period. 
However, this is not always the case. The New Farm LIA serves as an example 
where this is not the case. Higher ridership rate occurs during holiday periods than 
corresponding shoulder periods.  
People’s general assumption dictate the notion that warm Summer weather 
attracts higher ridership rate than cold Winter. This implies that variation in ridership 
rate is directed by temporal variation from Summer to Winter. However, this study 
observed an opposite outcome in the majority of the LIAs. Comparing holiday 
periods, Winter had a higher ridership rate than Summer, because of extended 
holiday activities during the Summer period (such as long university and school 
breaks, and Christmas time). In addition, parents might align their yearly holidays 
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with their children’s school holidays, so that the whole family can spend time 
together, consequently resulting in lower travel demand.  
Because of the inability of weather variables to explain variation in an LIA’s 
ridership rate as terms of an MLR model, the potential influence of these variables 
was investigated further, by considering them as extra factors in a combined 
independent variable applied to a standard linear regression model. Of three models 
developed, only one produced a promising result. It contains the Season Factor (𝑆𝐹), 
Day Factor (𝐷𝐹), and Whole Day Rainfall Accumulation Factor (𝑊𝑅𝐴𝐹). The 
temperature effect was also considered by calculating Apparent Temperature Factor 
(𝐴𝑇𝐹). However, it proved to be irrelevant in explaining daily ridership fluctuation 
in an LIA. In comparison with the model using only seasonality and day factors, the 
newly developed model produced a superior result. The model was then normalised 
on the basis of original yearly average weekday ridership rate to finalise the Lower 
Nest Model. 
The next chapter will account for spatial differences in yearly average ridership 
rate, as well as variables related to transit quality of service, which may be 
responsible for ridership variation.   
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 Modelling and Analysing Effects of Transit 
Quality of Service Characteristics on an Area’s Yearly 
Average Transit Ridership Rate 
7.1 Introduction 
Chapter 6 presented the development of a model to estimate a daily ridership 
rate (boardings/100 people) within an LIA of a city, based on daily weekday 
ridership rate, complex seasonality, and weather variables particular to that LIA. 
That model is cited as the Lower Nest Model (LNM) of a nested modelling system.  
The second stage of the nested model system involves development of an 
Upper Nest Model (UNM), which enables estimation of the yearly average weekday 
ridership rate of an LIA considering its base characteristics. It includes the quality of 
transit service, its socio-demographic and socio-economic conditions. This estimate 
provides a measure of the relative transit attractiveness of an LIA. Estimation of this 
measure is vital, especially in the field of transport planning, where planners can 
estimate the plausible yearly average weekday ridership rate based on its base 
characteristics. This also enables them to plan and enhance transit facilities and other 
provisions to stimulate public transit usage.  
The purpose of this chapter is to develop the UNM using the Class 2 variables 
identified in Section 6.1, and in so doing, it addresses the variables that govern 
variation in ridership rate between LIAs. It focuses on answering the research 
question: ‘How can the governing base characteristics that dictate spatial variation 
of yearly average ridership rate between LIAs be determined?’ 
The transit quality of service (TQoS) of an area is bound to dictate its ridership. 
According to the Transit Capacity and Quality of Service Manual (TCQSM) (2013), 
TQoS is characterised by two important sets of measures: Availability, and Comfort 
and Convenience. The measures have direct influences on ridership (TRB, 2013).  
Initially this chapter will identify the TQoS elements, most influential upon 
variation in yearly average weekday ridership rate between LIAs. The effectiveness 
and performance of various TQoS elements in relation to service availability 
measures were scaled to their transit systems performance, within each LIA studied. 
It is important to note that TQoS measures used in this chapters analysis, which falls 
directly under the availability measures, have been termed as ‘Service Offerings’. 
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The UNM will be developed, involving the governing measures from service 
offerings, other variables distantly related to the availability measure, as well as 
transit-car travel time ratio from the domain of comfort and convenience. It strives to 
develop an efficient estimation model for yearly average weekday ridership rate 
using only the necessary number of variables that govern spatial variations of 
ridership rate. In the second stage of the development in UNM, the analysis 
incorporated other class 2 variables related to the base characteristics of an area, such 
as socio-economic and socio-demographic factors. Only the most influential 
variables were included for UNM development. At the final stage of the chapter the 
UNM will be developed, which can explain the spatial variation of yearly average 
weekday ridership rate across LIAs.  
The chapter is organised as follows. Section 7.2 will provide an overview of 
TQoS measures in terms of two principal sets: Availability, and Comfort and 
Convenience. Section 7.3 will provide some clarifications regarding treatment of 
variables in this chapter’s analysis. It will also detail the measurement of bus route 
length in an LIA. Section 7.4 will detail measurement and investigate of influence of 
measures of various service offerings. This section will also compare the ability of 
various service offering measures to estimate the yearly average weekday ridership 
rate variation among LIAs and select the most suitable measure. Section 7.5 will 
outline the influence of measures of mobility relevant to this study. Section 7.6 will 
explain the model development process to estimate yearly average weekday ridership 
rates using significant TQoS elements. Section 7.7 will consider all the Class 2 
variables for Upper Nest Model development using socially related variables. Section 
7.8 will justify the preliminary consideration of variables in the development of an 
Upper Nest Model and Section 7.9 illustrates the reasoning and process of 
normalisation of selected significant variables for UNM development. Section 7.10 
will demonstrate the Upper Nested Model development process, and interpret 
estimation results. Section 7.11 will summarise this chapter’s findings.  
7.2 Transit Quality of Service Measurement  
The Transit Capacity and Quality of Service Manual (TCQSM, 3rd edition) 
(TRB, 2013) has been used as the central reference to scrutinise the spectrum of 
attributes allied to TQoS elements, in order to determine the transit system’s 
performance within a particular area. Analysis in any dimension needs to reflect the 
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passengers’ point-of-view, because whatever value public transit has for society 
stems from its value to its riders.  
TCQSM parses the quality of transit service framework is into two major areas; 
‘Availability’ and ‘Comfort & Convenience’. Availability describes how often 
service is provided, how long service is provided and where service is provided. 
Comfort and Convenience measures address passengers’ on-board comfort, 
reliability of service and comparative journey time between transit and private car. It 
deals with passengers’ satisfaction of the service and likelihood of use. Overcrowded 
services genuinely reduce passenger comfort level and excessive wait time or transit 
time reduces the level of convenience. 
This study uses certain TQoS measures, which are either direct measures from 
the TCQSM, or measures closely allied to those of the TCQSM. These are now 
discussed. 
Service Frequency 
Increasing service frequency reduces the wait time of travellers and thus, 
increases the demand for transit service. In comparison with personal vehicle as well 
as active transport, transit service will always face the drawback of not being at the 
users’ disposal at a given time. Fixed route transit service can only be used in 
accordance with a previously formulated rigid schedule. TCQSM quantifies this 
measure based on time gap between buses servicing that same bus stop (Table 7-1).   
Table 7-1: Fixed-route transit service frequency from passengers’ perspective; Source: TRB, 2013 
Average Gap 
Time 
Service Category 
Riders Need 
to Consult 
Schedule 
Feasible Service Area Type 
≤ 5 min Very frequent service No High-density area 
> 5-10 min Frequent service No High density area 
11-15 min Relatively frequent Usually Minimum density 15 dwelling units/net acre (36 dwg/Ha net) 
16-30 min Less than optimal Yes Moderate density area 
31-59 min Inadequate Yes Low to moderate density area 
60 min Minimal Service Yes Densities as low as 4 dwelling units/net acre(10 dwg/Ha net) 
> 60 min Undesirable  Yes Suitable for demand-responsive transit 
Service Span 
According to TCQSM, service span represents the number of hours during 
which transit service is provided between two areas or along a route in a day. In 
order to attract sufficient riders to use transit, adequate hours of service should be 
available in both peak hours and off-peak hours throughout the week. Extended 
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service span serves a greater variety of trip purposes and gives travel flexibility to 
transit users. TCQSM identifies the quality of service provided at different ranges of 
service span in the following manner (Table 7-2).  
Table 7-2: Service span and their corresponding passenger’s perspective; Source: TRB, 2013 
Service Span Service Category Serves Trip  Purposes 
> 18 h Very wide service span Full range of trip purpose 
15-18 h Wide service span Broad rang including Early morning and late evening 
12-14 h Adequate service span Work trips with limited arrival and departure time flexibility 
7-11 h Less than Adequate  Inflexible arrival and departure times. Allows middle of the day trips 
4-6 h Inadequate Mostly peak period services 
< 4 h Minimal Service Provided on rural routes 
Access 
Access defines the ease of riders’ access to transit service at their desired 
origins and destinations. Systematic distribution of bus routes across a given area 
based on their potential productivity ensures meaningful access to transit. Walking 
dominates as a mode of access to transit and receives most attention in transit studies 
(TRB, 2013). According to TCQSM, the measure of service coverage being the 
percentage of transit supportive area served, defines access to transit via walking or 
other modes.  
Route density (route km/km2) is another measure of service coverage that 
indicates the quantity of bus route length present per unit area. Street network pattern 
and presence of pedestrian crossings also influence access to transit. Topographic 
grade (𝑇𝐺) can also obstruct transit access by posing difficulties in walking for 
potential riders.  
Travel Time Ratio 
Length of transit travel time in comparison with the car (travel time ratio or 
TTR) is an important factor for a potential transit user's decision to use transit on a 
regular basis. Travel time ratio as described by TCQSM is presented in Table 7-3. 
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Table 7-3: Fixed-route transit-car travel time ratio QOS; Source: TRB, 2013 
Travel Time ratio Comparison with car Possible Scenario 
≤ 1 Faster than car Separate right-of-way in a  congested roadway network  
> 1- 1.25 Comparable to car Express or limited service with separate right-of-way 
> 1.25- 1.5 Tolerable for choice riders - 
> 1.5- 1.75 Less than Adequate  - 
> 1.75- 2 Twice as long as car Mixed traffic operations in a  congested roadway network 
> 2 Tedious for all riders Provided on rural routes 
                    
Confined by the scope of study, this research evaluated the differences in 
ridership rate between LIAs due to frequency of service, actual hour of service, and 
access via route density, as well as travel time ratio. While topographic grade (𝑇𝐺) is 
not a direct TQoS measure, rather one of many factors that is considered while 
calculating access for an area, it has been included in this analysis because Brisbane 
is a hilly city, and 𝑇𝐺 may work as a deterrent to walking and, in turn, access to 
transit. 
Nevertheless, instead of categorising the above mentioned variables into the 
typical form of ‘availability’ and ‘comfort and convenience’ measures, this research 
will use their specifics to categorise them. For example, the frequency of available 
service or the hour of service actually represents transit service offerings of an area 
and hence, these variables have been categorised as ‘Service Offering Measures’. On 
the other hand, variables, such as travel time ratio or topographic grade are related 
with mobility of the riders and therefore, categorised as ‘Mobility Measures’.  
The analysis will initially focus on the dominating variables relating to service 
offering. It will also attempt to establish their influences on differences in ridership 
rate between areas. Before proceeding with a variable calculation method, it is 
essential to clarify some relevant issues. 
7.3 Clarification Regarding Treatment of Variables 
Timeframes for Weather and TQoS 
 
The daily timeframe of all TQoS variables in this chapter is between 07:00 and 
24:00 (except for 𝑆𝑆), even though some services start well before 07:00. This is 
because the transit agency for the City of Brisbane, TransLink, prescribes the start of 
the morning peak hour to be 07:00, due to very low ridership prior to this time. 
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However, in Section 5.2, the daily timeframe used for weather variables in this 
research was between 06:00 and 24:00. This yields a one-hour mismatch in daily 
timeframe between these two distinct sets of variables. This is not considered to be 
problematic in the ensuing analysis, due to very low ridership prior to 07:00. 
Timeframe for Service Hours of Interest 
 
In this study, the original timeframe is defined as the actual hours of service. 
However, the timeframe between 07:00 and 24:00 is defined as the service hours of 
interest. An example will clarify the difference between the two timeframes. In West 
End, route 192 runs for 11 hours within the service hours of interest (between 07:00 
and 24:00). When calculating all of the TQoS-related variables in the forthcoming 
analysis, service hours of interest for that route would be 11 h, whereas the actual 
hours of service are 12 hours. This indicates that for route 192, one hour of its 
service falls outside of the service hours of interest. 
Ridership Quantification 
 
Ridership data provided by TransLink included only boardings, which are trips 
originating from a particular area. Therefore, ridership for a particular route within 
an LIA is calculated for only one direction, originating from that LIA. The original 
yearly average weekday ridership rate (𝑅𝑅𝑂_𝑌_𝑎𝑣) was used as the dependent variable 
for investigation into the effectiveness of variables in explaining difference in 
ridership rate between LIAs. Section 6.3.1 detailed the calculation of 𝑅𝑅𝑂_𝑌_𝑎𝑣. 
Bus Schedule Collection 
 
Bus ridership data for this research was acquired for the year 2012. In order to 
calculate the TQoS-related variables, schedule data was required. At the time of 
interrogation of schedule data from service provider TransLink’s website in 2013, 
some bus routes had changed from the 2012 provisions (i.e. timetable, location of 
bus stop, merging and/or closing routes). It was therefore necessary to obtain 2012 
schedules for some bus routes through personal communication with TransLink. 
Service Frequency Determination 
 
Typically, 𝑆𝑒𝐹 is calculated at the route level. It involves converting the total 
number of buses servicing of an area within the service hour of interest for a 
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particular route, into number of buses per hour for that route. Multiple bus routes 
may exist in an LIA. If this analysis focused on a particular LIA as a destination, 
such as Brisbane CBD, multiple routes bound for that destination could have been 
combined. However, this analysis does not contain a single, fixed destination and 
therefore, combining multiple routes when calculating 𝑆𝑒𝐹 was not possible. Thus, 
while calculating the overall service frequency, bus frequency for each individual 
bus route was weighted according to the total length of its route (km) within that 
LIA. The same method was used to calculate actual hours of service of each LIA. 
Measurement of Area and Bus Route Length within LIA 
 
The portion of bus route length (route km) contained within a subject LIA’s 
boundary was identified using the Google Maps for bus route paths that are 
embedded in TransLink’s website (TransLink, 2014) and then customising them in 
‘Google Maps’ following the exact route path through the LIA (see Figure 7-1). 
Table 7-4 represents the total route length calculated for each LIA along with some 
other relevant information that will be useful as reference in the upcoming analysis. 
It is noteworthy that within an LIA, lands where dwellings are uncommon (such as 
park, picnic ground, and recreational reserve) were excluded, yielding the net area 
for that LIA. These areas were observed in MRL and ORLs only.  
Figure 7-1: Bus route path drawn for route km calculation using google maps for West 
End (map not to scale) 
N 
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Table 7-4: Net area, population, total route length, and original yearly average weekday ridership rate 
by Localised Investigation Area 
Localised Investigation Area 
Net area 
(km2) 
People 
Total route length 
(km) 
  Original yearly average weekday 
ridership rate 
(boardings / 100 people) 
West End 1.93 8,061 14.6 26.51 
New Farm 2.03 11,208 12.5 22.49 
Highgate Hill 1.22 5,824 4.26 10.70 
Carindale 6.72 13,625 66.6 25.25 
Kenmore 4.99 8,482 38.1 15.57 
Chermside, Chermside West 6.40 14,291 63.9 20.52 
Chandler, Burbank , Wakerley 39.5 5,544 96.6 3.00 
Gumdale, Belmont 9.71 9,427 24.5 3.05 
Moggill,  Bellbowrie 17.3 10,382 14.5 6.37 
7.4 Influence of Service Offering Measures 
A prerequisite for transit service usage is the amount of service offered to the 
people within an area. It is a common view of transit planners that measures of 
service offering govern transit ridership. In order to develop the UNM, the measures 
of service offering that most directly influence yearly average weekday ridership rate 
must be determined. This section examines a number of possible service offering 
measures variables through linear regression sub-models in order to establish the best 
estimator variable regarding service offering.  
 
Service Frequency 
 
Service Frequency (SeF) (bus/h) is a self-explanatory component of TQoS, 
quantifying the availability of service to its riders without considerable waiting time. 
Previous research dictates the notion that 𝑆𝑒𝐹 is the key factor that influences 
ridership (Kain & Liu, 1996; Gomez-Ibanez, 1996; Litman, 2008). All other things 
being equal, if only frequency increased, ridership should increase (TRB, 2013). 
Services that are more frequent provide more opportunities for immediate travel, and 
allow transit to be competitive with the private vehicle in terms of departure time 
convenience. However, maximising frequency can pose a huge strain on the transit 
agency’s budget. Moreover, increasing bus frequency during extreme off peak hours 
(very early morning and late night) does not offer much help for transit services in 
terms of increase in ridership numbers. This is also the case for areas with low 
population density. Equation 7-1 defines service frequency for an LIA: 
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𝑆𝑒𝐹𝑠 =
∑ [(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 𝑅𝑖,𝑠] 
𝑛𝑠
𝑖=1
∑ (𝑅𝑖,𝑠) 
𝑛𝑠
𝑖=1
 Equation 7−1 
Where,  
𝑆𝑒𝐹𝑠  = overall service frequency of an LIA 𝑠, within service hours of interest (bus/h) 
𝑛𝑠 
= number of bus routes operating within LIA 𝑠, within service hours of interest 
(routes) 
𝑁𝑖,𝑠 
= number of bus services (revenue trips) on route 𝑖, within LIA 𝑠, within service 
hours of interest (bus) 
𝐻𝑖,𝑠 = service hours of interest for bus route 𝑖, within LIA 𝑠, (h) 
𝑅𝑖,𝑠 
= component length of bus route, for route 𝑖, within LIA 𝑠, within service hours of 
interest (km) 
𝑠 = index of LIA form the nine selected LIAs 
𝑖 = index of bus routes operating within LIA 𝑠, within service hours of interest 
 
It is important to note that Equation 7-1 weights  𝑆𝑒𝐹  by the service hours of 
each individual route (within service hours of interest). This reflects that routes are 
typically only scheduled to operate at times of day when warranted by demand. The 
value calculated is thus the average service frequency that is apparent to the LIA’s 
transit ridership base. Table 7-5 represents the detailed calculation method of 𝑆𝑒𝐹 for 
the LIA of West End. 
Table 7-5: Calculation of service frequency for Localised Investigation Area of West End 
Bus 
Route  
Length of Route ( 
𝑅𝑖,𝑠) 
(km) 
Service Hours of 
Interest (𝐻𝑖,𝑠) (h) 
Number of bus 
(𝑁𝑖,𝑠) 
Bus per Hour 
(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 
(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 𝑅𝑖,𝑠  
Service Frequency 
(𝑆𝑒𝐹) (bus/h) 
192 4.29 11.0 27 2.45 10.5 
5.22 
199 2.64 16.5 117 7.09 18.7 
60 3.16 16.0 188 11.7 37.1 
196 0.54 16.5 81 4.91 2.65 
198 3.97 11.0 20 1.82 7.22 
Total 14.6 71.0 - 28.0 76.3 
 
The values of 𝑆𝑒𝐹 calculated for the nine LIAs studied ranged between 1.73 
and 7.05 bus/h as Figure 7-2 illustrates. The coefficient of determination 𝑅2 equals 
0.03, F-value equals 0.19 (insignificant), and standard error is very large at 9.89 
boardings/100 people. All of the test statistics indicate negligible correlation and a 
very poor explanatory model. Moreover, the sample power for this regression 
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equates to 0.07, such that there is only a 7 percent probability that the estimating 
model correctly infers a relationship between service frequency and ridership rate. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-2: Relationship between Service Frequency and yearly average weekday ridership rate 
Route density 
Route density (𝑅𝐷) (km/km2) of an LIA is defined by Equation 7-2 as the 
available bus route length per unit of net area: 
𝑅𝐷𝑠 =  
∑ 𝑅𝑖,𝑠
𝑛𝑠
𝑖=1
𝐴𝑠
 Equation 7−2 
Where,  
𝑅𝐷𝑠  = overall route density of LIA 𝑠, within service hours of interest (km/km
2) 
𝐴𝑠 = net area of LIA 𝑠 (km
2) 
 
The values of 𝑅𝐷 calculated for the nine LIAs studied ranged between 0.84 
and 9.99 km/km2, as Figure 7-3 illustrates. The coefficient of determination 𝑅2 
equals 0.75 and F-value equals 20.96 (significant). The sample power for this 
regression equals 0.99, such that there is an extremely high probability that the 
estimating model correctly infers a relationship between route density and ridership 
rate. Although the test statistics indicate a very strong correlation between overall 
route density and ridership rate, the standard error on the estimate is high at 5.02 
boardings / 100 people. 
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Figure 7-3: Relationship between Route Density  and yearly average weekday ridership rate 
 
Despite the strong performance of route density in the linear regression, the 
variable selection process sought an even stronger indicator variable. The 
combination 𝑆𝑒𝐹 and 𝑅𝐷 variable may show improved performance but it is 
essential to keep in mind the limitation of the data sample size, due to the 
unavailability of ridership data for more LIAs. The small sample size can 
accommodate only a limited number of independent variables. Hence, only the 
variables that exert substantial effect on ridership should be selected. For that reason, 
it was necessary to search for a stronger transit service offering measure that can 
replace both service frequency and route density and provide a superior result.  
Moreover, a closer inspection of the functionality of both variables revealed 
that, while service frequency (bus/h) describes how frequently bus service is 
provided in an area, it does not describe how many km of bus route services are 
present in an area. This information is necessary to understand the ease or difficulty 
of accessing transit services. If bus routes are concentrated only on certain high-
density commercial points, residents in the other parts of that area cannot fully utilise 
the bus service. LIAs with very frequent bus service, but confined to a very small 
portion of land area, may have limited transit access for the majority of their 
population. Hence, increasing bus frequency alone does not always help to achieve 
the desired goal. However, if the service is well spread throughout the LIA, it will 
attract more riders, providing that the underlying assumption of the LIA’s population 
being well spread is met.  
Additionally, as route density (km/km2) indicates the quantity of bus route 
length present per unit area, increasing the route density improves accessibility to 
transit but at additional cost. Likewise, increasing route density by making the routes 
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lengthier inside the LIA increases the in-vehicle travel time and, in turn, the total 
travel time. Therefore, harmony needs to be achieved between maximisation of 
service offering measures and their alleged benefits. A systematic combination of 
𝑆𝑒𝐹 and 𝑅𝐷 can ensure both the service offering measurement and access to the 
transit for the majority of residents in an area.  
In the following section, the analysis will seek to incorporate bus service 
frequency and route information as well as other relevant factors into one variable, in 
order to strengthen the service offering measures. 
Actual Hours of Service  
Actual hour of service (𝐻𝐴) is calculated as the number of hours, when transit 
service is available along a route or at a given location or between origin-destination 
places. Transit service ought to be available, when potential riders want to travel. 𝐻𝐴 
of a particular route was defined as the time difference between the first service 
entering and the last service leaving the LIA. The direction of travel was outward 
from the LIA. The actual hours of service for a bus route was weighed by the number 
of bus services and corresponding route km to calculate the overall actual hours of 
service, 𝐻𝐴 for each LIA. Equation 7-3 defines 𝐻𝐴𝑠 for an LIA: 
𝐻𝐴𝑠 =
∑ 𝐻𝐴𝑖,𝑠 𝑁𝑖,𝑠 𝑅𝑖,𝑠
𝑛𝑠
𝑖=1
∑ 𝑁𝑎𝑐𝑡,𝑖,𝑠 𝑅𝑖,𝑠
𝑛𝑠
𝑖=1
 Equation 7−3 
Where,  
𝐻𝐴𝑠 = overall actual hour of service of an LIA 𝑠 (h) 
𝑛𝑠 
= number of bus routes operating within LIA 𝑠, within actual hours of 
service (routes) 
𝑁𝑎𝑐𝑡,𝑖,𝑠 
= number of bus services (revenue trips) on route 𝑖, within LIA 𝑠, within 
actual hours of service (bus) 
𝑁𝑖,𝑠 
= number of bus services (revenue trips) on route 𝑖, within LIA 𝑠, within 
service hours of interest (bus) 
𝐻𝐴𝑖,𝑠 = actual hours of service for bus route 𝑖, within LIA 𝑠 (h) 
𝑅𝑖,𝑠 
= component length of bus route 𝑖  within LIA 𝑠, within actual hours of 
service (km) 
𝑠 = index of LIA form the nine selected LIAs 
𝑖 
= index of bus routes operating within LIA 𝑠, within actual hours of 
service 
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Table 7-6 represents the detailed calculation method of 𝐻𝐴 for the LIA of West End. 
Table 7-6: Calculation of overall actual hour of service for Localised Investigation Area of West End 
Inner Ring LIA (IRL): West End [Area  = 1.93 km2] 
Bus 
Route  
Length of Route 
( 𝑅𝑖,𝑠) 
(km) 
Actual hours of 
service (𝐻𝐴𝑖,𝑠) (h) 
Number of bus 
(𝑁𝑎𝑐𝑡,𝑖,𝑠) 
Bus-Km 
(𝑁𝑎𝑐𝑡,𝑖,𝑠 𝑅𝑖,𝑠 ) 
𝐻𝐴𝑖,𝑠 𝑁𝑎𝑐𝑡,𝑖,𝑠 𝑅𝑖,𝑠 
overall actual 
hour of service 
(𝐻𝐴𝑠) (h) 
192 4.29 12.0 29 124.41 1492.92 
16.91 
199 2.64 18.0 120 316.8 5702.4 
60 3.16 18.0 192 606.72 10920.96 
196 0.54 18.5 85 45.9 849.15 
198 3.97 11.0 20 79.4 873.4 
Total - - - 1173.23 19838.83 
 
The values of overall 𝐻𝐴 calculated for the nine LIAs studied ranged between 
9.84 and 16.91 h, as Figure 7-4 illustrates. The coefficient of determination, 𝑅2 
equals 0.63 and F-value equals 11.91 (significant). The sample power for this 
regression equals 0.92, such that there is a high probability that the estimating model 
correctly infers a relationship between hours of service and ridership rate. However, 
although the test statistics indicate a very strong correlation between apparent 𝐻𝐴 
and ridership rate, the standard error on the estimate is high at 6.10 boardings / 100 
people.  
Figure 7-4: Relationship between Actual Hour of Service and yearly average weekday 
ridership rate 
Service provision 
The service provision (𝑆𝑃) (bus-km/h) is measured by combining an area’s 
apparent bus frequency with its total route km. Equation 7-4 defines service 
provision for an LIA: 
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𝑆𝑃𝑠 = ∑[(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 𝑅𝑖,𝑠] 
𝑛𝑠
𝑖=1
 Equation 7−4 
 
Where,  
𝑆𝑃𝑠 
= overall service provision of an LIA 𝑠, within service hours of interest (bus-
km/h) 
 
It is important to note that unlike the service frequency calculation, Equation 7-
4 does not weight the bus frequency by the service hours of interest for each 
individual route. Rather, it combines the bus frequency with route km for each route. 
Table 7-7 represents the detailed calculation method of 𝑆𝑃 for the LIA of West End. 
Table 7-7: Calculation method of service provision for Localised Investigation Area of West End 
Bus 
Route  
Length of Route ( 
𝑅𝑖,𝑠) 
(km) 
Service hours of 
interest (𝐻𝑖,𝑠) (h) 
Number of bus 
(𝑁𝑖,𝑠) 
(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 𝑅𝑖,𝑠 
Service Provision (𝑆𝑃) 
(bus-km/h) 
192 4.29 11.0 27 10.53 
76.25 
199 2.64 16.5 117 18.72 
60 3.16 16.0 188 37.13 
196 0.54 16.5 81 2.65 
198 3.97 11.0 20 7.22 
Total 
 
71.0 - 76.25 
 
The values of 𝑆𝑃 calculated for the nine LIAs studied ranged between 15.17 to 
212.2 bus-km/h as Figure 7-5 illustrates. The coefficient of determination, 𝑅2 equals 
0.03, F-value equals 0.18 (insignificant) and standard error is very large at 9.90 
boardings/100 people. All of the test statistics indicate negligible correlation and a 
very poor explanatory model. Moreover, the sample power for this regression 
equates to 0.07, such that there is only a 7 percent probability that the estimating 
model correctly infers a relationship between service provision and ridership rate. 
Figure 7-5: Relationship between Service Provision and yearly average weekday ridership rate 
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Service provision rate 
Following the poor performance of 𝑆𝑃, the variable was modified to involve 
population factor into the calculation. The new variable service provision rate (𝑆𝑃𝑅)  
(bus-km/hr per 100 people) was calculated by dividing 𝑆𝑃 of an area with its 
population and then converting it to the area’s population percentage. It represents 
the amount of bus-km provided in an hour for 100 people. Equation 7-5 defines 
service provision rate for an LIA: 
𝑆𝑃𝑅𝑠 =  
100𝑆𝑃𝑠
𝑃𝑠
 Equation 7−5 
Where,  
𝑆𝑃𝑅𝑠  
= service provision rate of an LIA 𝑠, within service hours of interest (bus-km/hr per 
100 people) 
𝑃𝑠 = population of an LIA 𝑠 
 
 
The values of 𝑆𝑃𝑅 calculated for the nine LIAs studied, ranged between 0.26 
to 3.43 (bus-km/h per 100 people), as Figure 7-6 illustrates. The coefficient of 
determination 𝑅2 equals 0.06, F-value equals 0.42 (insignificant), and standard error 
is very large at 9.74 boardings /100 people. All of the test statistics indicate 
negligible correlation and a very poor explanatory model. Moreover, the sample 
power for this regression equals 0.10, such that there is only a 10% percent 
probability that the estimating model correctly infers a relationship between service 
provision rate and ridership rate, and that the sample size for this regression is 
inadequate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-6: Relationship between Service Provision Rate and yearly average weekday ridership rate  
 
y = -2.3387x + 17.526
R² = 0.0566
0
5
10
15
20
25
30
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Ye
ar
ly
 a
ve
ra
ge
 r
id
er
sh
ip
 r
at
e 
(b
o
ar
d
in
gs
/1
0
0
 p
eo
p
le
)
Service provision rate (bus-km/h per 100 people)  
Middle ring LIAs 
(MRL) 
Inner ring LIAs (IRL) 
Outer ring LIAs 
(ORL) 
Chapter 7:  Effects of TQoS Characteristics on an Area’s Yearly Average Transit Ridership Rate 183 
Service frequency rate  
Similar to 𝑆𝑃𝑅, service frequency rate (𝑆𝑒𝐹𝑅) (bus/hr per 100 people) is 
simply measured as the apparent service frequency per hundred people. LIAs with 
low population and high frequency would mean less congestion in bus and area with 
high population and low service would result in congested ridership. This relates to 
the rider’s comfort of level, while in transit. Equation 7-6 defines service frequency 
rate for an LIA: 
𝑆𝑒𝐹𝑅𝑠 =  
100𝑆𝑒𝐹𝑠
𝑃𝑠
 Equation 7−6 
Where,   
𝑆𝑒𝐹𝑅𝑠 
= overall service frequency rate of an LIA 𝑠, within service hours of 
interest (bus/h per 100 people) 
 
The values of 𝑆𝑒𝐹𝑅 calculated for the nine LIAs studied ranged between 0.02 
to 0.07 bus/h per 100 people as illustrated in Figure 7-7. The coefficient of 
determination, 𝑅2 equals 0.03, F-value equals 0.25 (insignificant) and standard error 
is very large at 9.85. All of the test statistics indicate negligible correlation and a very 
poor explanatory model. Moreover, the sample power for this regression equates to 
0.07, such that there is only a 7 percent chance that the estimating model correctly 
infers a relationship between service frequency rate and ridership rate. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-7: Relationship between Service Frequency Rate and yearly average weekday ridership rate 
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combination 𝑆𝑒𝐹 , 𝐻𝐴 and 𝑅𝐷. The definition adopted in this research for 𝑆𝐼 embeds 
service coverage area with the frequency and then with the overall actual hours of 
service (𝐻𝐴) of an LIA. This approach provides a holistic representation of the 
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amount of transit service provision in an LIA. Equation 7-7 defines service intensity 
for an LIA: 
𝑆𝐼𝑠 = 𝐻𝐴𝑠  
 ∑ [(𝑁𝑖,𝑠 𝐻𝑖,𝑠)⁄ 𝑅𝑖,𝑠] 
𝑛𝑠
𝑖=1
𝐴𝑠
 Equation 7−7 
Where,  
𝑆𝐼𝑠 = weekday service intensity of LIA 𝑠 (bus-km/km
2) 
𝐴𝑠 = area of LIA 𝑠 (km
2) 
 
It is important to note that Equation 7-7 weights  𝑆𝐼  by the service hours of 
interest as well as route segment length of each individual route. Table 7-8 represents 
detailed calculation of 𝑆𝐼 for the sample LIA of West End.  
Table: 7-8: Calculation of service intensity for Localised Investigation Area of West End 
Inner Ring LIA (IRL): West End [Area  = 1.93 km2] 
Bus 
Route  
Length of Route 
( 𝑅𝑖,𝑠) 
(km) 
Service hours 
of interest 
(𝐻𝑖,𝑠) (h) 
Number of 
bus (𝑁𝑖,𝑠) 
Bus per 
Hour 
(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 
(𝑁𝑖,𝑠 𝐻𝑖,𝑠⁄ ) 𝑅𝑖,𝑠 𝐻𝐴𝑠 𝐻𝐴𝑠   ∑[(𝑁𝑖,𝑠 𝐻𝑖,𝑠)⁄ 𝑅𝑖,𝑠] 
𝑛𝑠
𝑖=1
 
𝑆𝐼  
(bus-
km/km2) 
192 4.29 11.0 27 2.45 10.53 
16.91 1289.37 668.07 
199 2.64 16.5 117 7.09 18.72 
60 3.16 16.0 188 11.75 37.13 
196 0.54 16.5 81 4.91 2.65 
198 3.97 11.0 20 1.82 7.22 
Total 14.6 71.00 - 28.02 76.25 
 
The values of 𝑆𝐼 calculated for the nine LIAs studied ranged between 47.43 
and 668.07 bus-km/km2 as Figure 7-8 illustrates. The coefficient of determination, 
𝑅2 equals 0.91, and F-value equals 75.8 (significant). The sample power for this 
regression equals 1.00; therefore, it is certain that the estimating model correctly 
infers a relationship between service intensity and ridership rate. The standard error 
on the estimate is considered reasonably moderate at 2.91 boardings / 100 people. 
Figure 7-8: Relationship between Service Intensity yearly average weekday ridership rate 
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7.4.1 Examination of Service Offering Measures Influence 
 
Table 7-9 summarises the statistics of the regression for each sub-model tested. 
Along with coefficient of determination, qualifying statistics include standard error, 
F value, t statistic, p value, and sample power. It was considered necessary to include 
these additional statistics, in particular sample power, due to the low sample size of 
nine LIAs. Suresh & Chandrashekara, (2012) define sample power as the probability 
of correctly rejecting the null hypothesis (r = 0) and therefore that the model 
correctly infers a relationship between the independent and dependent variable. 
As shown in Table 7-9, this analysis offered a valuable perspective of the 
performance of a number of potential estimating variables on the dependent variable 
of ridership rate across the nine LIAs studied. 
Table 7.9: Calculated values of service offering measures and regression statistics against ridership rate 
across all studied Localised Investigation Areas 
Localised Investigation Area 
Service 
frequency 
(𝑆𝑒𝐹) 
(bus/h) 
Route 
density 
(𝑅𝐷) 
(km/km2) 
Actual hour 
of service 
(𝐻𝐴) 
(h) 
Service 
Provision 
(𝑆𝑃)  
(bus-km/h) 
Service 
Provision 
rate (𝑆𝑃𝑅) 
Service 
frequency 
rate 
(𝑆𝑒𝐹𝑅) 
Service 
Intensity 
(𝑆𝐼) (bus-
km/km2) 
West End 5.22 7.56 16.91 76.25 0.95 0.06 668.11 
New Farm 3.59 6.14 16.76 44.82 0.40 0.03 370.06 
Highgate Hill 3.56 3.49 12.27 15.17 0.26 0.06 152.52 
Carindale 3.18 9.92 14.37 212.2 1.56 0.02 453.80 
Kenmore 2.52 7.63 13.87 95.89 1.13 0.03 266.58 
Chermside, Chermside West 2.73 9.99 14.34 174.5 1.22 0.02 391.05 
Chandler, Burbank , Wakerley 1.97 2.44 9.84 190.3 3.43 0.04 47.43 
Gumdale, Belmont 1.73 2.50 12.24 41.95 0.45 0.02 52.88 
Moggill,  Bellbowrie 7.05 0.84 14.56 102.0 0.98 0.07 85.90 
  
R2 value 0.03 0.75 0.63 0.02 0.06 0.03 0.91 
standard error 9.89 5.02 6.10 9.90 9.74 9.85 2.91 
F-value 0.19 20.96 11.91 0.18 0.42 0.25 75.8 
t-statistic 0.45 4.58 3.45 0.42 -0.65 -0.50 8.72 
p-value 0.67 0.00 0.00 0.68 0.54 0.63 0.00 
Sample power 0.07 0.99 0.92 0.07 0.10 0.07 1.00 
Note: significance of F-value and p-Value highlighted in bold 
 
An efficient indicator should be able to dictate the relation between increase in 
service facility and ridership variation in an area, with minimal error. The linear 
regression analysis produced the expected outcome in case of service intensity with 
highest R2 and F-value and minimal standard error. This indicates that 𝑆𝐼 can explain 
the greatest amount of variation in ridership rate between LIAs. Its closest competitor 
was route density with R2 equal to 0.75. The R2 value of actual hour of service was 
moderate (0.63) but it had high standard error on the estimate. The regression of 𝑆𝑒𝐹, 
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𝑆𝑒𝐹𝑟𝑎𝑡𝑒 , 𝑆𝑃 and 𝑆𝑃𝑟𝑎𝑡𝑒 resulted in very low R
2, and ranged from 0.02 to 0.06, 
indicating the ineffectiveness of these variables, when analysing ridership rate in a 
multi-route and multi-directional condition. Moreover, two of these variables 
(𝑆𝑒𝐹𝑟𝑎𝑡𝑒 and 𝑆𝑃𝑟𝑎𝑡𝑒) produced a negative ridership trend, indicating increase in their 
measurement will reduce ridership rate, which is counter to the expected result.  
7.4.2 Comparison of Predictive Capability between Best Service Offering 
Measures 
 
Excluding 𝑅𝐷, all calculated service offering measures showed weak 
performance compared to 𝑆𝐼. Hence, predictive capability of only service intensity 
and route density were examined more closely across LIAs.  
In order to identify the underlying reasons behind the difference in 
performance between two measures (service intensity and route density), yearly 
average weekday ridership rate was estimated using 𝑅𝐷 and 𝑆𝐼. The models 
developed using these variables individually is denoted by Model 7A and 7B 
respectively. The models can be expressed by the following equations: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑅𝐷,𝑠 𝑅𝐷𝑠 + 𝜀7𝐴,𝑠 Equation 7−8 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 𝑆𝐼𝑠 + 𝜀7𝐵,𝑠 Equation 7−9 
 
The estimated ridership rates for both variables were plotted in comparison 
with the original yearly average weekday ridership rate for all LIAs (see Figure 7-9). 
Overall, the performance of service intensity was satisfactory with very minimal 
discrepancy in predicting ridership rate, compared to the original ridership rate. Only 
for IRL, West End and New Farm, noticeable differences were observed between 
two ridership rates. The predictive capability of route density was relatively poor 
compared to that of service intensity. Noticeable differences were observed between 
 𝑅𝑅𝑂_𝑌_𝑎𝑣 and estimated ridership rate using 𝑅𝐷 in IRL of West End and New Farm 
as well as MRLs containing Kenmore and Chermside and Chermside West. The 
predictive capability of route density was comparable to service intensity, but to a 
limited extent. In comparison with 𝑆𝐼, the predictive capability of 𝑅𝐷 mostly 
performed poorly in both MRL and ORLs (except Carindale).  
In order to identify the underlying reason behind this, it is necessary to 
examine the discrepancy in values of 𝑅𝐷 calculated across the LIAs studied. 𝑅𝐷 for 
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all MRLs was higher than for West End, whereas ridership rates were lower than 
West End. Similarly, in New Farm LIA, 𝑅𝐷 was lower than in Kenmore and 
Chermside & Chermside West LIAs, whereas its ridership rate was higher than both 
of the LIAs. The reasoning behind this discrepancy is related to the calculation 
method of route density, which only focuses on the amount of route km presented in 
per unit area (km2) of an LIA. 
Figure 7-9: Comparison between original ridership rate, and estimated ridership rates using Service 
Intensity and Route Density 
Two of the MRLs, Carindale, and Chermside & Chermside West serve as a 
transit interchange for outer Brisbane’s LIAs, for going in different directions. 
Therefore, a significant number of bus routes (Carindale has 22 and Chermside & 
Chermside West 24 bus routes) pass through these LIAs and thus increase their route 
km and in turn their route density. Even though Kenmore does not serve as an 
interchange, there are nine bus routes present in that LIA, whereas West End and 
New farm both have only five routes present in them. This in turn increases the route 
km of Kenmore as well as its route density.  
Evidently, 𝑅𝐷 provided an inflated indication of service offerings for all 
MRLs. Since service frequency is not covered in the route density calculation, the 
actual bus service offerings cannot be detected by this variable. A similar scenario 
occurred for the LIA containing Moggill & Bellbowrie, which has only two bus 
routes in it. The rest of the two ORLs - Chandler, Burbank & Wakerley and Gumdale 
& Belmont - have 19 and 9 bus routes in them, inflating their route density over 
Moggill & Bellbowrie. However, the ridership rate of Moggill & Bellbowrie is twice 
than that of other ORLs. The above discussion clearly indicates the inefficiency of 
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route density as an indicator of service offerings measure and the biased result that it 
may produce. This also dictated the superiority of 𝑆𝐼 over 𝑅𝐷. 
7.5 Influence of Mobility Measures 
This section describes the calculation of topographic grade (𝑇𝐺) and travel 
time ratio (𝑇𝑇𝑅) respect to the potential rider’s whole journey mobility. The City of 
Brisbane has a sprawling land use pattern, which indicates people may have to travel 
far for their daily activities, compared to cities where land use pattern is more 
concise. Hence, the ratio between car and bus travel time may be important to the 
riders and may support in explaining variation in ridership rate. Likewise, 
topographic grade was included since Brisbane is a hilly city and the difference in 
𝑇𝐺 between areas may also partially explain variation in ridership rate. Inclusion of 
these two variables may improve the predictive capability beyond that of Model 7B, 
which includes 𝑆𝐼 as the only explanatory variable.  
Topographic Grade 
According to TCQSM, topographic grade is a component used for calculating 
Access within service availability measures, but not an availability measure itself. It 
is often presumed that topography negatively affects transit users as they access the 
transit stop, such that hilly LIAs ought to be less conducive to transit ridership than 
flat LIAs. TCQSM (2013) implies that topographic grades in excess of 5% reduced 
one’s walking capability.  
Brisbane City is comprised of mixed terrain with several hilly areas, which 
reflects unfavourable walking conditions in those parts. A study by Burke et al. 
(2006) on the effect of topography on average walking trips made by the population 
in greater Brisbane found that topography had an insignificant effect on walking 
trips. The study also suggested the requirement for further investigation to 
comprehend the importance of this variable in this region. Hence, this chapter will 
explore how topographic grade in analysis at route level may influence Brisbane’s 
daily bus ridership rate. 
Variation of topographic grade was calculated for each LIA following its road 
network, through which people predominantly walk to access transit. As mentioned 
earlier, areas where people’s dwellings are uncommon were excluded from the 
calculation of this research. ‘Brisbane City Plan 2014 interactive mapping tool’ 
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(Brisbane City Plan, 2014), was the key tool used to calculate average topographic 
grade in each LIA. The map provides separate interactive layers for different zones, 
overlays, neighbourhood plans and road networks for the whole of Brisbane City.  
Figure 7-10 shows the interface of the ‘Brisbane City Plan 2014 interactive 
mapping tool’ for the LIA of West End. It also provides contours for 1m and 5m 
elevations above Australian Height Datum. For better accuracy, the 1m contour was 
selected for analysis. According to the TCQSM, the service coverage of a local bus 
stop is considered as 400 m in all directions. In addition, (Crowley et al., 2009) 
identified that 400m is a convenient walking distance for riders using transit. 
Topographic grade is calculated as the elevation difference from a bus stop to an 
extended point (400m) along the road divided by that distance and then multiplied by 
100 to yield a percentage value.  
Figure 7-10: ‘Brisbane City Plan 2014 interactive mapping tool’ interface for LIA of West 
End (Brisbane City Plan, 2014) 
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Figure 7-11: Sample of calculation of Topographic Grade for LIA of West End (Brisbane 
City Plan, 2014) 
 
The location of the bus stop was identified using Google Maps service (2014). 
To provide an example of the calculation method, Figure 7-11 shows the 1m contour 
on Dornoch Terrace in the LIA of West End. The 170.7 m portion of the street shows 
that to negotiate that area, a person needs to start walking from the 28m contour and 
end at the 37m contour. That person needed to negotiate an average topographic 
grade of 4.7%. For each LIA, all sample topographic grades were averaged to 
determine the overall topographic grade, 𝑇𝐺. The average 𝑇𝐺 varied between LIAs 
from 3.5% to 10.8%. Table 7-10 details 𝑇𝐺 for each LIA. 
Figure 7-12 illustrates the relationship between 𝑇𝐺 and yearly average 
weekday ridership rate. The coefficient of determination 𝑅2 equals 0.06, F-value 
equals 0.41 (insignificant), and standard error is very large at 9.75 boardings /100 
people. All of the test statistics indicate negligible correlation and a very poor 
explanatory model. Moreover, the sample power for this regression equals 0.10, such 
that there is only a 10% percent probability that the estimating model correctly infers 
a relationship between topographic grade and ridership rate, and that the sample size 
for this regression is inadequate.  
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Figure 7-12: Relationship between Topographic Grade and yearly average weekday ridership rate 
Travel Time Ratio 
According to TCQSM, Travel Time Ratio,  𝑇𝑇𝑅 can be measured by dividing 
the in-vehicle transit travel time by the in-vehicle car travel time (TRB, 2013) for a 
particular destination. This study followed this method. The transport system of 
Brisbane is mainly CBD orientated; hence, the in-vehicle transit and car travel times 
were calculated using the CBD as the destination. Since multiple routes provide 
service to an LIA, in-vehicle transit travel time was determined as their mean. For 
car, the shortest travel time was used. Travel times were measured using Google Map 
(Google Map service, 2014), which includes the General Transit Feed Specification 
(𝐺𝑇𝐹𝑆) in its mapping system.  
Figure 7-13 illustrates the relationship between 𝑇𝑇𝑅 and yearly average 
weekday ridership rate. The coefficient of determination 𝑅2 equals 0.84, F-value 
equals 36.6 (significant), and standard error is low at 4.02 boardings /100 people. All 
of the test statistics indicate significant correlation and a good explanatory model. 
Moreover, the sample power for this regression equals 1.00; thus, it is certain that the 
model correctly infers a relationship between travel time ratio and ridership rate. 
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Figure 7-13: Relationship between Travel Time Ratio and yearly average weekday 
ridership rate 
7.5.1 Examination of Influence of Mobility Measures 
Table 7-10 summarises the statistics of the regression for each sub-model 
tested. Along with coefficient of determination, qualifying statistics include standard 
error, F value, t statistic, p value, and sample power. As shown in Table 7-10, this 
analysis offered a valuable perspective of the performance of supporting variables for 
UNM development across the nine LIAs studied. Travel time ratio had strong 
correlation with the ridership variation. The relationship between travel time ratio 
and ridership rate was strong with R2 equals to 0.84. However, for topographic grade 
the relationship was weak with R2 value equal to 0.06. Both variables had negative 
coefficient and t- value, indicating negative relationship with the dependent variable. 
Despite a weak relationship, topographic grade was retained in the model 
development, to further assess whether the hilliness of the area affects it ridership 
through overall regression statistics.  
Table 7-10: Calculated values of supporting TQoS variables and regression statistics against ridership 
rate across all Localised Investigation Areas 
Localised Investigation Area 
Travel Time Ratio 
(𝑇𝑇𝑅) 
Topographic Grade 
(𝑇𝐺) 
West End 1.20 7.50 
New Farm 1.25 3.50 
Highgate Hill 1.41 10.80 
Carindale 1.30 4.80 
Kenmore 1.62 8.70 
Chermside, Chermside West 1.53 6.60 
Chandler, Burbank , Wakerley 2.30 8.10 
Gumdale, Belmont 2.25 3.80 
Moggill,  Bellbowrie 2.00 7.80 
 
R2 value 0.84 0.06 
standard error 4.02 9.75 
F-value 36.6 0.41 
t-statistic -6.05 -0.64 
p-value 0.00 0.54 
Sample power 1.00 0.10 
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7.6 Model Estimation Using Significant TQoS Elements 
This section will explain the process of development and refinement of models 
to estimate yearly average weekday ridership rate. As stated before, the primary 
intent of this chapter is to identify the most influencing transit quality of service 
elements that dominates ridership variation between areas, which will be used as the 
independent variables of the Upper Nest Model (UNM).  
Regression models were estimated to examine the relationship between 
ridership rate and TQoS in terms of service intensity (𝑆𝐼), topographic grade (𝑇𝐺) 
and travel time ratio (𝑇𝑇𝑅). Equation 7-10 is cited as Model 7C and defines the 
multiple linear regression as follows: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠 𝑇𝑇𝑅𝑠 + 𝛽𝑇𝐺,𝑠 𝑇𝐺𝑠 + 𝜀7𝐶,𝑠 Equation 7−10 
 
Where,  
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 
= estimated yearly average weekday ridership rate (boardings/100 
people) 
𝑆𝐼𝑠 = overall weekday service intensity of an LIA 𝑠 (bus-km/km
2) 
𝑇𝑇𝑅𝑠 = travel time ratio between in-vehicle transit and car time for a LIA, s  
𝑇𝐺𝑠 = average topographic grade for a LIA, s 
𝜀7𝐶  = constant term  
𝛽𝑆𝐼 , 𝛽𝑆𝑆, 𝛽𝑇𝑇𝑅, 𝛽𝑇𝐺  are model constants 
 
Table 7-11 presents the multiple regression modelling results of Model 7C for 
ridership rate of all LIAs studied. The model’s results include estimated coefficient 
(β), t-statistics, and significance levels (p value) for all explanatory variables. The 
high value of R2 in Model 7C is consistent with other previous research (Kohn, 2000) 
using a similar method. Two explanatory variables (𝑆𝐼 and 𝑇𝑇𝑅, shown in bold) 
were statistically significant predictors of bus ridership rate and the signs of all 
variables’ constants were in the expected direction.  
Meanwhile, 𝑇𝐺 was found to have non-significant association with ridership 
rate. Even though 𝑇𝐺 was found to be non-significant, the negative coefficient sign 
showed the expected direction of the variable. In the context of Brisbane city, this 
result is not surprising. Many parts of Brisbane are hilly. Many of its suburbs have 
high average topographic grade, which may impede transit stop accessibility. 
Irrespective, some areas attract higher ridership compared with areas of flatter 
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terrain. Influences of other variables on ridership rate, such as higher service 
intensity or lower travel time ratio, might be the reason behind this. This result was 
similar to another previous study of this region (Burke et al., 2006). Hence, the 
insignificant variable of topographic grade was eliminated in the model development.   
The new model was denoted as Model 7D, which contains the service intensity 
and travel time ratio as independent variables. Equation 7-11 defines the MLR as 
follows: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠 𝑇𝑇𝑅𝑠 + 𝜀7𝐷,𝑠 Equation 7−11 
 
 
Table 7-11 presents the multiple regression modelling results of Model 7D. As 
hypothesised, Model 7D produced a negligibly reduced performance, in comparison 
to Model 7C. The R2 value of Model 7D reduced to 0.95 compared to the R2 value of 
0.96 for Model 7C. Nevertheless, it is still a very strong regression result with 
improved F-value equal to 71.17. The standard error on the estimate using Model 7C 
at 1.91 is slightly lower than the standard error on the estimate using Model 7D at 
2.18 boardings /100 people.  
Table 7-11: Summary of multiple regression modelling results for two models 
Variables 
Model 7C Model 7D 
Coefficient t-value p -value Coefficient t-value p -value 
𝛆𝟏 27.4.7 3.740 0.013 20.947 2.938 0.026 
𝑺𝑰 0.025 4.036 0.010 0.028 4.205 0.006 
𝑻𝑻𝑹 -9.721 -3.235 0.023 -8.407 -2.536 0.044 
𝑻𝑮 -0.496 -1.682 0.153 - - - 
R2 value 0.96 0.95 
standard error 1.91 2.18 
F-value 62.45 71.17 
p-value 0.00 0.00 
Sample power 1.00 1.00 
*Numbers showed in bold numbers indicate a significance level of at least 95% CI. Constant, unstandardized 
beta coefficient 
 
Figure 7-14 compares the original ridership rate and the estimated ridership 
rate using Model 7C and 7D. It can be observed that the predictive capability of 
Model 7D is slightly less than Model 7C in all IRLs and one MRL. In the remaining 
LIAs, the estimates are similar between both models. This confirms that ridership 
estimation capacity did not significantly reduce in Model 7D in contrast with Model 
7C.  
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Figure 7-14: Comparison among original and estimated ridership rate using Model 7C and 
Model 7D  
 
Moreover, the sample power for both regressions equals 1.00; therefore, it can 
be concluded that each estimating model correctly reflects a relationship between 
model variables and ridership rate.  
Comparing the standard error of Model 7B, which only had 𝑆𝐼 as an 
independent variable (Equation 7-7) it was at 2.91 boardings/100 people, higher than 
Model 7D at 2.18 boardings/100 people. This also proves the worth of including 
𝑇𝑇𝑅 in the regression model, in addition with 𝑆𝐼. Model 7D produced a strong 
regression result with fewer independent variables. This is vital considering the small 
sample size and it serves the purpose of this analysis considerably well.  
In light of the above analysis, Model 7D supports the aim of this chapter’s 
analysis of developing an efficient estimation model for a yearly average weekday 
ridership rate, using only the necessary number of Class 2 variables. 
7.7 Model Refinement Considering Societal Variables 
Aside from the TQoS variables examined above, Class 2 variables, such as 
socio-demographic and socio-economic conditions of an area (for example, 
population density, relative household income, measure of no vehicle ownership in a 
LIA and so on) may exert significant influence on the yearly average weekday 
ridership rate of an LIA. A variable selection process was undertaken in order to 
identify their influence on the variations in yearly average weekday ridership rate 
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between LIAs. This involved the trialling of a number of socio-demographic and 
socio-economic variables along with the variables selected from the domain of 
TQoS. A detailed calculation method for TQoS elements was provided in Section 
7.3. This section describes the calculation for important Class 2 variables related to 
the socio-demographic and socio economic conditions of an area. 
Typically, the characteristics of an area tend to dictate its ridership rate. The 
socio-economic and socio-demographic variables, which are considered to be 
prominent and have therefore been included in this analysis, are now defined. 
Population density 
Population density (𝑃𝐷) is defined as the number of residents per square km. 
The IRLs have greater population density than the MRLs or ORLs. In general terms, 
the more densely populated an area is, the higher its ridership rate ought to be, 
because of generally better transit access and service provision. Hence, population 
density may be an important element in explaining spatial variation of ridership rate. 
Percentage of no vehicle ownership 
The percentage of households without car ownership can provide an indication 
of the ridership base that is reliant on transit for its basic mobility. They can also use 
active transport, but these modes are limited and can meet only certain purposes and 
up to certain distances. LIAs with a higher percentage of no vehicle ownership 
(𝑁𝑉𝑃) ought to have higher transit ridership rate. 
Income per person per household 
This income variable is defined as the average household income in an LIA 
divided by average household size. It is postulated that high income will detract from 
transit usage due to higher private vehicle ownership and usage. 
Presence of Major Interchange  
In addition to the above-mentioned variables, a dummy variable corresponding 
to the existence of a major bus transit interchange, termed ‘interchange’ (𝐼𝐶), is used 
in this analysis. A transit hub ought to attract additional boardings within its LIA due 
to transfers. Additionally, residents of such an LIA ought to have more diverse bus 
routes at their disposal.   
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7.8 Preliminary Consideration of Variables in Development of Upper Nest 
Model  
Table 7-12 provides the values of Class 2 variables by Localised Investigation 
Area, calculated for development of the Upper Nest Model. 
Table 7-12: Values of Class 2 variables by Localised Investigation Area, calculated for development 
of Upper Nest Model 
Localised Investigation Area 
𝑹𝑹𝑶_𝒀_𝒂𝒗 
(boardings/100 people) 
𝑺𝑰  
(bus-km/km2) 
𝑻𝑻𝑹 
𝑷𝑫 
(people/km2) 
𝑵𝑽𝑷 
𝑰𝑷𝑷𝑯 
(AUS $) 
𝑰𝑪 
West End 26.51 
668.11 
1.20 4176.7 20.50 675 0 
New Farm 22.49 
370.06 
1.25 5521.2 19.50 853 1 
Highgate Hill 10.70 152.52 
1.41 4853.3 17.70 600 0 
Carindale 25.25 
453.80 
1.30 1449.5 4.40 675 1 
Kenmore 15.57 266.58 
1.62 1631.2 4.50 684 0 
Chermside & Chermside West 20.52 
391.05 
1.53 2101.6 12.10 542 1 
Chandler, Burbank & Wakerley 3.00 47.43 
2.30 214.5 1.20 711 0 
Gumdale & Belmont 3.05 52.88 
2.25 396.0 1.80 648 0 
Moggill & Bellbowrie 6.37 
85.90 
2.00 535.6 1.60 656 0 
 
As the intent of this analysis is to identify the most influential variables for use 
in the UNM, candidate models were formulated based on various combinations of 
the independent variables discussed above, their efficacy tested, followed by 
application of a backward elimination method.  
The initial model, which is cited as Model 7E, takes the following form.  
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 ∗  𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠  ∗  𝑇𝑇𝑅𝑠 +  𝛽𝑃𝐷,𝑠  ∗ 𝑃𝐷𝑠  + 𝛽𝑁𝑉𝑃,𝑠  
∗ 𝑁𝑉𝑃𝑠 +  𝛽𝐼𝑃𝑃𝐻,𝑠  ∗ 𝐼𝑃𝑃𝐻𝑠 + 𝛽𝐼𝐶,𝑠 ∗ 𝐼𝐶𝑠 + 𝜀7𝐸,𝑠 
Equation 7 − 12 
 
Where,  
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = estimated yearly average weekday ridership rate  
𝑆𝐼𝑠 = overall weekday service intensity of an LIA 𝑠 (bus-km/km
2) 
𝑇𝑇𝑅𝑠 = travel time ratio between in-vehicle transit and car time for a LIA, s  
𝑃𝐷𝑠 = population density of an LIA 𝑠 (people/km
2) 
𝑁𝑉𝑃𝑠 = percentage of no vehicle ownership  
𝐼𝑃𝑃𝐻𝑠 = income per person per household of an LIA 𝑠 (AUS $) 
𝐼𝐶𝑠 = LIA specific interchange variable 
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𝜀7𝐸,𝑠 = constant term  
𝛽𝑆𝐼 ,  𝛽𝑇𝑇𝑅 , 𝛽𝑃𝐷, 𝛽𝑁𝑉𝑃, 𝛽𝐼𝑃𝑃𝐻, 𝛽𝐼𝐶 = model constants 
 
Table 7-13 presents the MLR modelling results for Model 7E. Results include 
estimated coefficient (𝛽) and t statistics for all explanatory variables and significance 
levels (p-values) denoted in bold. The goodness-of-fit statistics for Model 7E reflect 
a promising model to explain variability in ridership rate between LIAs, with 
adjusted R2 equal to 0.99. The sample power for this regression equals 1.0, such that 
there is an extremely high probability that the estimating model correctly infers a 
relationship between the independent variables and ridership rate. However, the 
constant term is very large. Only two variables, 𝑇𝑇𝑅 and 𝐼𝐶, are significant. 
Nevertheless, most of the variables are in their expected direction, except for 
percentage of no vehicle ownership (𝑁𝑉𝑃). A possible explanation could be that 
inclusion of the income variable and the no vehicle ownership variable together in 
one model result in an ambiguity effect, as both are related to the economic condition 
of an LIA. In Model 7F, 𝑁𝑉𝑃 was excluded. 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 ∗  𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠  ∗  𝑇𝑇𝑅𝑠 +  𝛽𝑃𝐷,𝑠  ∗ 𝑃𝐷𝑠  
+ 𝛽𝐼𝑃𝑃𝐻,𝑠  ∗ 𝐼𝑃𝑃𝐻𝑠 +  𝛽𝐼𝐶,𝑠 ∗ 𝐼𝐶𝑠 + 𝜀7𝐹,𝑠 
Equation 7 − 13 
 
Model 7F shows some improvement in reducing the constant term while 
maintaining adjusted R2 equal to 0.99. The number of significant variables is 
increased to four. The sample power for this regression also equals 1.0, but the two 
insignificant variables are 𝑃𝐷 and 𝐼𝑃𝑃𝐻. The constant for 𝑃𝐷 is in the opposite from 
the expected direction and so was disregarded in the next model.  
Model 7G took the following form: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 ∗  𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠  ∗  𝑇𝑇𝑅𝑠 +  𝛽𝐼𝑃𝑃𝐻,𝑠  ∗ 𝐼𝑃𝑃𝐻𝑠
+  𝛽𝐼𝐶,𝑠 ∗ 𝐼𝐶𝑠 + 𝜀7𝐺,𝑠 
Equation 7 − 14 
 
Model 7G maintains a high adjusted R2 equal to 0.98 and sample power of 1.0. 
The number of significant variables is reduced to three. As expected, the integrated 
𝑆𝐼 variable has the highest t-value among all variables. The insignificant variable, 
𝐼𝑃𝑃𝐻 has the lowest t-value. Hence, the insignificant variable 𝐼𝑃𝑃𝐻 was disregarded 
in the next model.  
Model 7H took the following form: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑆𝐼,𝑠 ∗  𝑆𝐼𝑠 + 𝛽𝑇𝑇𝑅,𝑠  ∗  𝑇𝑇𝑅𝑠 +  𝛽𝐼𝐶,𝑠 ∗ 𝐼𝐶𝑠 + 𝜀7𝐻,𝑠 Equation 7 − 15 
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This model maintains a high value of adjusted R2 equal to 0.98. Again, the 
integrated 𝑆𝐼 variable has the highest t-value among all variables. Again, the sample 
power for this regression equals 1.0, such that there is an extremely high probability 
that the estimating model correctly infers a relationship between the independent 
variables and ridership rate. Both 𝑇𝑇𝑅 and 𝐼𝐶 variables maintain their 𝛽 value and t-
value similar to Model 7G. The constant term remains slightly high.  
Table 7-13: Multiple Linear Regression results of Model 7E, 7F, 7G and 7H.  
Models 𝜀 𝑆𝐼 𝑇𝑇𝑅 𝑃𝐷 𝑁𝑉𝑃 𝐼𝑃𝑃𝐻 𝐼𝐶 𝐴𝑑𝑗 𝑅2  
Standard 
error 
F-
value 
Sample 
Power 
Model 
7E 
26.51 
(4.04) 
0.02                       
(3.58) 
-9.74            
(- 6.67) 
0.003                   
(1.15) 
-0.95          
(-1.39) 
-0.003           
(-0.39) 
3.52       
(5.17) 
0.99 0.69 246.9 1.0 
Model 
7F 
18.74 
(4.72) 
0.03                       
(11.59) 
-9.21             
(-5.70) 
-0.001                 
(-2.77) 
- 
0.006            
(1.77) 
3.09       
(4.45) 
0.99 0.79 225.3 1.0 
Model 
7G 
14.12 
(2.40) 
0.03                       
(6.94) 
-6.34                     
(-3.13) 
- - 
0.004                
(0.65) 
3.48            
(3.48) 
0.98 1.23 104.9 1.0 
Model 
7H 
16.69 
(4.06) 
0.03                        
(7.36) 
-6.46                    
(-3.38) 
- - - 
3.80               
(3.81) 
0.98 1.21 157.9 1.0 
Note: Numbers in bold indicate significant variables. 
 
 
While the outcome of modelling is promising, it is important to correctly 
interpret the coefficients of the independents’ variables in relation to scaling. For 
Model 7H, the coefficient of variable 𝑆𝐼 is 0.03, meaning that a single unit change in 
𝑆𝐼 would correspond to change in yearly average weekday ridership rate of 0.03. The 
coefficient of the less dominant variable ‘travel time ratio’ (𝑇𝑇𝑅) is 6.46, meaning 
that a single unit change in 𝑇𝑇𝑅 will correspond to change in yearly average weekday 
ridership rate of 6.43. However, because the range in each of these independent 
variables differs, the size of each coefficient does not provide a picture of its 
proportional response in the independent variable. In order to better understand the 
response to each independent variable, they must be scaled by using a process of 
normalisation. 
7.9 Normalisation of Selected Independent Variables 
Normalisation brings all of the variables under a notionally common scale, so 
that the interaction among different variables can be identified. The construct of all 
of the normalised parameters are such that it would reflect the increase or decrease of 
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the original variable and relate the ridership rate change with that, all under similar 
scale. Interchange (𝐼𝐶) being a dummy variable does not require any normalisation, 
as it is already bounded limited to a value of 0 or 1. The method of normalisation for 
the other independent variables of Model 7H will be discussed in this section.  
Service Intensity 
For normalisation, a base value of  the dependent variable, (𝑆𝐼)  (bus-km/ km2) 
was established on the basis of ideal assumptions that in an ideal square km of 
service area, a grid street pattern and corresponding route pattern exist, with routes 
spaced 400m apart in both directions. An average service frequency of 15 minutes 
and actual hour of service of 24 hours are assumed. This yields a base service 
intensity, 𝑆𝐼Base equal to 600 bus-km/km
2. 
The normalised value of this independent variable is termed relative service 
intensity (𝑟𝑒𝑙_𝑆𝐼). A value of 𝑟𝑒𝑙_𝑆𝐼 equal to zero ought not to generate any 
ridership demand, while a value in excess of 1.0 means the area is most likely over-
serviced by bus and there is limited possibility of increasing ridership with increase 
in service intensity. 
 Travel time ratio  
Travel time ratio is itself already normalised. However, the ratio will typically 
exceed 1.0, reflecting car being faster than bus. In order to maintain a positive 
direction of this independent variable with a notional increase in ridership rate, it was 
considered appropriate to invert this variable, therefore becoming car: transit travel 
time. Its range is theoretically bounded by zero at the lower extreme, while a value 
exceeding 1 directs an atypical condition where bus is faster than car.   
Inspection of normalised values 
Table 7-14 lists the normalised values of the variables of Model 7H for 
purposes of inspection. Closer scrutiny of the normalised values of coefficients 
reveals an important issue regarding the LIA of West End, where the normalised 
coefficient for 𝑟𝑒𝑙_𝑆𝐼 has a surprisingly high value of 1.11 compared with those of 
other LIAs. This indicates that West End is most likely over-serviced by transit, with 
ridership demand having some limit, such that it will not increase with increasing 
service intensity or actual hour of service. Hence, a dummy variable called ‘excess 
relative service intensity’ (𝑋_𝑟𝑒𝑙_𝑆𝐼) was applied for West End only.  
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Table 7-14: Calculated value of normalised coefficients for each Localised Investigation Areas 
Localised Investigation Area 𝑟𝑒𝑙_𝑆𝐼 ITTR 𝐼𝐶 𝑋_𝑟𝑒𝑙_𝑆𝐼 
West End 1.11 0.83 0 1 
New Farm 0.62 0.80 1 0 
Highgate Hill 0.25 0.71 0 0 
Carindale 0.76 0.77 1 0 
Kenmore 0.44 0.62 0 0 
Chermside + West 0.65 0.65 1 0 
Chandler/Wakerley/ Burbank 0.08 0.43 0 0 
Gumdale & Belmont 0.09 0.44 0 0 
Moggill & Bellbowrie 0.14 0.50 0 0 
  
7.10 Upper Nest Model Development Using Normalised Selected Variables 
Section 7.9 identified a set of most influential factors from various Class 2 
variables that govern spatial variation of average ridership rate. The independent 
variables contained within Model 7H were found to be most dominating. The dummy 
variable  𝑋_𝑟𝑒𝑙_𝑆𝐼 was not part of Model 7H. Through inspection of normalised 
values of the independent variables from Model 7H, the dummy variable  𝑋_𝑟𝑒𝑙_𝑆𝐼 
was included in the list of the selected variables for the development of UNM.  
Models developed in Section 7.9 were calibrated to the original measured 
ridership rates. Likewise, the original yearly average weekday ridership rate 
(𝑅𝑅𝑂_𝑌_𝑎𝑣) for selected LIAs was used as the dependent variable for development of 
UNM. To calibrate the Upper Nest Model, initially a normalised form of Model 7H 
was used with the inclusion of the dummy variable  𝑋_𝑟𝑒𝑙_𝑆𝐼 . The independent 
variables were the normalised form of Service Intensity (𝑟𝑒𝑙_𝑆𝐼), and Travel Time 
Ratio (𝐼𝑇𝑇𝑅) and two dummy variables 𝐼𝐶 and 𝑋_𝑟𝑒𝑙_𝑆𝐼. The  central focus of 
developing UNM is to analyse all the independent variables so that the selected 
UNM can predict the yearly average weekday ridership rate (𝑅𝑅𝑂_𝑌_𝑎𝑣) with minimal 
error. The set of estimated ridership rates were denoted as 𝑅𝑅𝐸_𝑌_𝑎𝑣. 
Initially, the Upper Nest Model was formulated using Equation 7-16 and cited 
as Model 7I, 
 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑟𝑒𝑙_𝑆𝐼,𝑠  ∗  𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝛽𝐼𝑇𝑇𝑅,𝑠  ∗  𝐼𝑇𝑇𝑅𝑠 +  𝛽𝐼𝐶,𝑠  ∗ 𝐼𝐶𝑠  
+ 𝛽𝑋_𝑟𝑒𝑙_𝑆𝐼,𝑠  ∗ 𝑋_𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝜀7𝐼,𝑠 
Equation 7 − 16 
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Table 7-15 presents the multiple regression modelling results of Model 7I for 
all LIAs studied. The model’s results include estimated coefficient (β), t-statistics, 
and significance levels (p-value) for all explanatory variables. The high value of R2 
(R2 = 0.996) in Model 7I indicates the explanatory capability of selected class 2 
variables on ridership spatial variation. Two explanatory variables in normalised 
form (𝑟𝑒𝑙_𝑆𝐼 and 𝐼𝑇𝑇𝑅, shown in bold) were statistically significant predictors of  
yearly average weekday ridership rate and the signs of all variables’ constants were 
in the expected direction. However, none of the dummy variables were significant. 
The F-value of Model 7I is equal to 482.3 and the standard error on the estimate 
using Model 7I at 0.60 is lower than the standard error on estimate using Model 7H 
at 1.21 boardings/100 people. Similar to Model 7H, the sample power for Model 7I 
was 1.0, which indicates that there is an extremely high probability that the 
estimating model correctly infers a relationship between the independent variables 
and ridership rate.  
A closer look at the performance of each individual variable revealed that of 
four independent variables, 𝐼𝐶 performed the worst with minimal coefficient value. 
Therefore, it was excluded in the next model. Model 7J was formulated using 
Equation 7-17. 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝑟𝑒𝑙_𝑆𝐼,𝑠  ∗  𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝛽𝐼𝑇𝑇𝑅,𝑠  ∗  𝐼𝑇𝑇𝑅𝑠 + 𝛽𝑋_𝑟𝑒𝑙_𝑆𝐼,𝑠  
∗ 𝑋_𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝜀7𝐽,𝑠 
Equation 7 − 17 
 
Table 7-15 presents the regression results of Model 7J. Model 7J performed 
better than Model 7I with slightly higher R2  equal to 0.997 and all variables were 
statistically significant. Model 7J has higher 𝐹-value equals to 788.3 and lower 
standard error on estimate of 0.54 than Model 7I. Moreover, the sample power for 
Model 7J was 1.0. This analysis reveals Model 7J to be the most suitable as the 
UNM. 
Table 7-15: Result of Multiple Linear Regression and statistical testing between original yearly 
average ridership rate and possible Upper Nest Models for all Localised Investigation Areas 
Model 𝜀 𝑟𝑒𝑙_𝑆𝐼 𝐼𝑇𝑇𝑅 𝐼𝐶 𝑋_𝑟𝑒𝑙_𝑆𝐼 𝐴𝑑𝑗 𝑅2 
Standard 
error 
F-value 
Sample 
Power 
Model 7I 
-4.46  
(-3.17) 
27.3 
(11.1) 
12.1 
(3.96) 
-0.28  
(-0.28) 
-9.50 
 (-5.02) 
0.996 0.60 482.3 1.0 
Model 7J 
-4.44  
(-3.50) 
26.8 
(18.7) 
12.3 
(4.48) 
̶ 
-9.09  
(-10.6) 
0.997 0.54 788.3 1.0 
Note: Numbers in bold indicate significant variables and t-values area shown in parenthesis. 
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Line of equality plots were constructed between original and estimated yearly 
average weekday ridership rate for the chosen UNM (Model 7J). Figure 7-15 
illustrates no visual difference in the estimated yearly average weekday ridership 
rate, compared with the original yearly average weekday ridership rate in the 
preferred model over the model that includes the interchange variable (Model 7I).  
 
Figure 7-15: Comparison among developed Upper Nest Models concerning their estimation capability 
7.11 Chapter Summary 
Analysis of this chapter examined the influence of class 2 variables, transit 
facilities, socio-demographic and socio-economic factors on spatial variation of 
yearly average weekday transit ridership rate. First, it analysed several service 
offering measures relating to transit quality of service (TQoS) and confirmed service 
intensity (𝑆𝐼) to be the superior form of service offering indicator, explaining 
ridership variation between LIAs. It also exposed new insights into the effect of 
TQoS level on a CBDoriented city like Brisbane - that LIAs located in close 
proximity to a CBD will attract higher ridership is not supported by this study’s 
findings. Rather, an LIA can generate higher ridership, if it is provided with higher 
transit service facilities regardless of its proximity to a CBD. Comparison between 
the Middle Ring Localised investigation area (𝑀𝑅𝐿) of Carindale and Inner Ring 
Localised investigation area (𝐼𝑅𝐿) of Highgate Hill illustrate this finding. Highgate 
Hill is only 2.7 km from the CBD, while Carindale is 10.1 km away. Nevertheless, 
Carindale’s ridership by percentage of population is more than twice that of Highgate 
Hill. Apart from the factors examined here, using active transport as a principal mode 
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for Highgate Hill due to its proximity to the CBD may explain this finding, while 
active transport use is more generally an access mode to transit for Carindale.  
Result of statistical analysis observed a strong relationship between 
explanatory variables’ service intensity, travel time ratio, and yearly average 
weekday ridership rate. Discrepancies in the level of TQoS among LIAs are the 
result of any underlying factors, such as population density, closeness to the CBD 
and use of the LIA as transit interchange. Generally, LIAs closer to the CBD 
received a higher level of transit services but did not necessarily attract high numbers 
of ridership. The study revealed that the effect of 𝑆𝐼 showed the highest impact on 
yearly average weekday ridership rate compared to other variables. An LIA can 
attract higher ridership, only if it is facilitated with adequate transit (𝑆𝐼) (bus-
km/km2) regardless of its topographical condition and closeness to the CBD. 
Likewise, inadequate (𝑆𝐼) results in a low yearly average weekday ridership rate. 
The significant negative association of 𝑇𝑇𝑅 with ridership rate confirmed that as the 
transit-car 𝑇𝑇𝑅 increased, bus ridership rate decreased. The outcome of this result 
did not support some popular perception that closeness to a city’s central business 
district will attract higher ridership. Rather, Brisbane’s bus riders value high service 
frequency with higher route coverage. The analysis did not observed any significant 
influence of topographic grade (𝑇𝐺) on ridership rate, opposing views of other 
studies in the literature that hilly terrain reduces the propensity of walking to access 
transit and thus its ridership.  
While the influence of some elements proved to be stronger than others, 
collectively they provided a strong indication of the relationship between TQoS and 
average yearly weekday ridership variation between LIAs. This supports 
development of the optimal form of the Upper Nest Model (UNM) considering 
governing TQoS elements and other Class 2 variables identified in Section 6.1. In the 
second stage, this chapter analysed several Class 2 variables relating to TQoS, socio-
demographic and socio-economic factors, and confirmed that apart from quality of 
transit service, the rest of the variables have very limited influence on ridership rate 
of an area. Hence, they were excluded from the model development process. 
Inconsistency was identified between the apparent effect of a variable on 
ridership rate and its actual effect due to difference in scaling between selected 
variables. A method for normalising was adopted for all the independent variables. It 
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was observed that the LIA containing West End is most likely over-serviced with 
ridership demand having some limits, such that it will not increase with increasing 
service frequency or actual hour of service. Hence, a dummy variable called ‘excess 
relative service intensity’ (X_rel_SI) was applied for West End only. The normalised 
form of the variables was used to develop the Upper Nest Model (UNM) with a very 
strong relationship between the variables and variation in yearly average ridership 
rate.  
Chapter 6 dealt with the development of LNM within the nested model 
structure and this chapter completed the development of UNM, which can estimate 
spatial variation of yearly average weekday ridership rate, with minimal error. 
Chapter 8 will combine both LNM and UNM to develop the Combined Nested 
Model (CNM) system and complete the development of a nested model structure, 
which will enable its users to estimate ridership considering both temporal and 
special influences.  
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 Estimation of Daily Transit Ridership Rate 
Combining its Temporal and Spatial Variation 
8.1 Introduction 
The Lower Nest Model (LNM) developed in Chapter 6 was demonstrated to be 
a strong means of estimating daily ridership rate within a LIA of the subject, the City 
of Brisbane. Influential variables were cited as Class 1 variables. That model requires 
prior knowledge of yearly average ridership rate for the subject LIA. The Upper Nest 
Model (UNM) developed in Chapter 7 in turn was demonstrated to be a strong means 
of estimating yearly average weekday ridership rate of an LIA. Influential variables 
were cited as Class 2 variables. 
Both the LNM and the UNM can be used independently. The LNM can 
estimate the daily ridership rate for an area; however, this requires prior 
understanding of its yearly average ridership rate. On the other hand, the UNM deals 
with the estimation of yearly average ridership rate in relation to the base 
characteristics of an area, such as Transit Quality of Services (TQoS), socio-
economic and socio-demographic factors; however, it does not cover the daily 
variation of ridership rate. Consolidating them in the form of a Combined Nest 
Model (CNM) can provide a complete picture of transit ridership rate in an LIA. The 
form of this model can provide the transit planner or researcher with the ability to 
estimate an area’s daily ridership rate, if a certain set of its base characteristics is 
known.   
This chapter develops the CNM, which can estimate the daily ridership rate 
considering both temporal and spatial influences for the year 2012 in the case study 
City of Brisbane. This chapter focuses on answering the research question: ‘How can 
daily ridership rate of a LIA be best estimated considering both temporal and spatial 
influences?’  
Section 8.2 details the development of the CNM. Section 8.3 evaluates the 
CNM against the LNM using goodness-of-fit statistics, the line of equality technique, 
Mean Percentage Error (MPE) and Root Mean Square Error (RMSE). Section 8.4 
summarises this chapter. 
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8.2 Development of Combined Nest Model Structure 
Chapter 6 identified the most influential Class 1 variables that govern temporal 
variation of daily ridership rate. A linear regression model was developed with these 
produce as the independent variable and further normalised to produce the LNM. The 
model can estimate the daily ridership rate for an entire year and has the following 
form: 
 
Model 6𝐺1
𝑛: 𝑅𝑅𝐸,𝑠,𝑏,𝑑  = 𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠 (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑 ∗  𝑊𝑅𝐴𝐹𝑠,𝑏 )  Equation 6 − 16 
 
Where 
𝑅𝑅𝐸,𝑠,𝑏,𝑑 
= estimated daily ridership for weekday 𝑑, block b, LIA, 𝑠 
(boardings/100 people) 
   𝑅𝑅𝑂_𝑌_𝑎𝑣 ,𝑠 
= original yearly average weekday ridership for LIA, 𝑠 (boardings/100 
people) 
     𝑆𝐹𝑠,𝑏 = season factor for block b, LIA, 𝑠 
     𝐷𝐹𝑠,𝑑 = day factor for weekday 𝑑, LIA, 𝑠 
    𝑊𝑅𝐴𝐹𝑠,𝑏 = whole day rainfall accumulation factor block b, LIA, 𝑠 
 
Likewise, Chapter 7 identified the most influential base characteristics that 
govern variation in yearly ridership rate of an area, on spatial variation of ridership. 
The most influential Class 2 variables were drawn from the domain of Transit 
Quality of Service (TQoS) as well as the domain of socio-economic and socio-
demographic characteristics. The UNM has the following form: 
Model 7𝐽: 
𝑅𝑅𝐸_𝑌_𝑎𝑣,𝑠 = 𝛽𝒓𝒆𝒍_𝑺𝑰,𝒔  ∗  𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝛽𝐼𝑇𝑇𝑅,𝑠  ∗  𝐼𝑇𝑇𝑅𝑠
+ 𝛽𝑋_𝑟𝑒𝑙_𝑆𝐼,𝑠  ∗ 𝑋_𝑟𝑒𝑙_𝑆𝐼𝑠 + 𝜀7𝐽 
 Equation 7−17 
 
Where 
𝑅𝑅𝐸_𝑌_𝑎𝑣 = estimated yearly average weekday ridership rate (boardings/100 people) 
𝑟𝑒𝑙_𝑆𝐼𝑠 = normalised overall weekday service intensity of an LIA 𝑠 (bus-km/km
2) 
𝐼𝑇𝑇𝑅𝑠 = travel time ratio between car and in-vehicle transit time for a LIA, s  
𝑋_𝑟𝑒𝑙_𝑆𝐼𝑠 = excess relative service intensity for a LIA, s 
𝜀7𝐽 = constant term  
𝛽𝑟𝑒_𝑆𝐼, 𝛽𝐼𝑇𝑇𝑅, 𝛽𝑋_𝑟𝑒𝑙_𝑆𝐼  are model constants 
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Following the development of UNM, this chapter combines both the LNM and 
the UNM to construct the CNM. The structure of the Combined Nest Model is 
illustrated by Figure 8-1. In this model, the estimated yearly ridership rate (𝑅𝑅𝐸_𝑌_𝑎𝑣) 
using the UNM replaces the original yearly average weekday ridership rate from 
Equation 6-16 in order to estimate daily ridership rate for any LIA studied, and for 
any weekday. The Combined Nest Model, denoted by Model 8A, is as follows: 
𝑅𝑅𝐸′,𝑠,𝑏,𝑑  = 𝑅𝑅𝐸_𝑌_𝑎𝑣 ,𝑠 (𝑆𝐹𝑠,𝑏 ∗ 𝐷𝐹𝑠,𝑑 ∗  𝑊𝑅𝐴𝐹𝑠,𝑏 )  Equation 8 − 1 
 
Where 
       𝑅𝑅𝐸′,𝑠,𝑏,𝑑 
= estimated ridership rate amongst LIA’s population on day 𝑑 during 
seasonality block 𝑏, for LIA, 𝑠 (boardings/100 people) 
𝑅𝑅𝐸_𝑌_𝑎𝑣 ,𝑠 
= estimated yearly average weekday ridership rate of LIA 𝑠 
(boardings/100 people) 
𝑠 = index of LIA form the nine selected LIAs 
𝑏 = seasonality block from nine complex seasonality blocks 
𝑑 
= number of relevant weekdays occurring during complex seasonality 
block 𝑏 
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Figure 8-1: Detailed Combined Nest Model Structure 
8.3 Inspection of Combined Nest Model 
In the refined LNM model (Equation 6-16), the estimated yearly average 
ridership rate (𝑅𝑅𝐸_𝑌_𝑎𝑣) can replace the original yearly average ridership rate 
(𝑅𝑅𝑂_𝑌_𝑎𝑣). In addition, the area can be matched with one of the selected LIAs from 
this study, and the Season Factor, Day of Week Factor and Whole Day Rain 
Accumulation Factor of that closely matched LIA can be used as the 𝑆𝐹, 𝐷𝐹, 𝑊𝑅𝐴𝐹 
for the area under analysis. Using the estimated yearly average weekday ridership 
rate as well as the estimated factors in the LNM, the daily ridership rate can be 
estimated for that area, considering temporal and spatial influence. In order to 
evaluate the quality of the CNM, the daily ridership rate estimated using the CNM 
(Model 8A) for each LIA was compared with the original daily ridership rate. Figure 
8-2 illustrates the CNM and original daily ridership rate as a time series graph for the 
example LIA of Carindale. 
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In order to identify the existence of any systematic bias, the line of equality 
plot of Figure 8-3 was prepared, which contains the data for each of the nine LIAs. 
Close inspection reveals a strong fit with limited systematic overestimation across 
seven of the nine LIAs. This is discussed below. 
 
 Figure 8-3: Lines of equality plot between daily original and daily ridership rate (boardings/100 
people) estimated using Combined Nest Model by individual LIAs 
 
In addition, when compared with the equality plot developed using the refined LNM 
(Section 6.7.1), little difference can be observed in terms of systematic bias.  
  Figure 8-2: Time series graph of original daily ridership rate and daily ridership rate estimated 
using the Combined Nest Model for Carindale  
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8.3.1 Goodness of Fit Testing of Combined Nest Model 
The goodness-of-fit testing was conducted for the estimated daily ridership rate 
using the CNM for each LIA, and then compared with the goodness-of-fit for 
estimated daily ridership rate using the LNM. Table 8-1 lists the results of the 
Independent Samples Mann-Whitney U Test calculated by LIA for the LNM, under 
the null hypothesis that the distribution of LNM estimates is the same as that of the 
original data. For all LIAs aside from Highgate Hill, the null hypothesis is accepted 
at the 5 percent level of significance, so it can be concluded that for those LIAs the 
LNM provides a good fit to the original daily ridership rate data. For Highgate Hill 
the null hypothesis can only be accepted at the 1 percent level of significance. 
Table 8-1 also lists the results of the Independent Samples Mann-Whitney U 
Test calculated by LIA for the CNM, under the null hypothesis that the distribution 
of CNM estimates is the same as that of the original data. For one IRL (West End) 
and two MRLs (Carindale and Kenmore) the null hypothesis is accepted at the 5 
percent level of significance, so it can be concluded that for those LIAs the CNM 
provides a good fit to the original daily ridership rate data. For the IRL of New Farm 
and the ORL of Gumdale & Belmont, the null hypothesis can only be accepted at the 
1 percent level of significance. 
Table 8-1: Results of Independent Samples Mann-Whitney U Tests under null hypothesis that 
distribution of model data (LNM and CNM) is same as that of original data 
Localised Investigation Area 
Significance 
LNM CNM 
West End 0.066 0.066 
New Farm 0.507 0.018 
Highgate Hill 0.010 0.000 
Carindale 0.163 0.059 
Kenmore 0.339 0.109 
Chermside & Chermside West 0.062 0.000 
Chandler, Wakerley & Burbank 0.052 0.005 
Gumdale & Belmont 0.901 0.037 
Moggill & Bellbowrie 0.227 0.000 
 
Consideration was given as to why the CNM provides a lesser fit across the 
LIAs studied than the LNM. This can best be explained by the additional source of 
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error, which the Upper Nest Model brings to the estimate of daily ridership rate. In 
the case of the CNM, this additional source of error is due to the scaling of that 
model by the estimated yearly average weekday ridership rate, as compared with the 
original yearly average weekday ridership rate in the LNM. This suggested the need 
to compare the models further in relation to estimating error. 
Figure 8-4 illustrates the Mean Percentage Error (MPE) in estimated daily 
ridership rate using the CNM. The MPE represents the estimation accuracy of the 
CNM by computing the average of percentage error by which the estimated daily 
ridership rate differs from the original one. Overall, from the figure, modest MPE 
values can be observed, ranged between -1.75 percent and 8.75 percent. In the 
majority of LIAs (six out of nine LIAs) the ridership rate estimation is positively 
biased. The highest positive MPE value observed in the ORL of Gumdale and 
Belmont is followed by the IRL of Highgate Hill. The highest negative MPE was 
observed in the ORL of Moggill and Bellbowrie.  
The MPE calculated for the estimated daily ridership rate using the CNM 
shows some form of variation (Figure 8-4) from the MPE calculated for the 
estimated daily ridership data using the refined LNM (Model 6𝐺1
𝑛), in Section 6.7.1. 
In two of the LIAs (New Farm, and Moggill and Bellbowrie), the direction of 
biasness was opposite to that of the refined LNM while in all other LIAs the 
direction remained the same. In the majority of LIAs, the value of MPE increased 
using the CNM in comparison with the refined LNM, except for Kenmore and West 
End. The highest increase in MPE value was observed again in the LIA containing 
Moggill and Bellbowrie.  
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Figure 8-4: Mean percentage error in estimated daily ridership rate using Combined Nest Model 
 
 
 
 
 
 
 
 
 
 
 
Figure 8-4: Mean Percentage Error in estimated daily ridership rate using Combined Nest Model 
Figure 8-5 illustrates the Coefficient of Variation of Root Mean Square Error 
(CVRMSE) between original daily ridership rate (𝑅𝑅𝑂) and estimated daily ridership 
rate (𝑅𝑅𝐸′) using the CNM for each LIA, which is expressed as a percentage 
of 𝑅𝑅𝑂_𝑌_𝑎𝑣.  
The value of CVRMSE ranges between 4 percent and 17 percent.  It is evident 
from the following graph that error is influenced more by the LIA’s ridership rate 
than its location from the CBD. For all high ridership LIAs (West End, Carindale and 
Chermside & Chermside West), the CNM can estimate daily 𝑅𝑅 within 5 percent of 
error. New Farm is an exception in this case with slightly higher than 5 percent error. 
For the remaining LIAs, error in estimation is within 8 to 17 percent. The highest 
error can be observed in all ORLs; however, estimates are from low bases and within 
0.6 boardings per 100 people. It can be concluded that for every LIA studied, the 
CNM can be used with confidence to estimate ridership rate for a given day of the 
week during a given seasonality block. 
When daily ridership rate was estimated previously in Chapter 6 using the 
refined Lower Nest Model (Model 6𝐺1
𝑛, Section 6.7.1, Table 6-15), it also produced 
some error. The CVRMSE value from that estimate using the CNM was compared 
against the CV of RMSE calculated using the refined LNM to observe any 
significant change in error value for any LIA. It shows a noticeable change in only 
two LIAs; Highgate Hill, and Moggill and Bellbowrie. In other LIAs, the changes are 
minimal and in the LIA containing Kenmore, CVRMSE value evidently reduced 
compared to that of the refined LNM. 
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The Combined Nest Model encompassed two levels of estimation (Lower and 
Upper Nest Models) and yet has estimated the daily ridership rate with minimal error 
range. This provides compelling evidence of the strong performance of the 
Combined Nest Model and overall Nested Model Structure. 
Note: numbers on top of each bar represents the yearly average weekday ridership rate (boardings/100 people) 
for each LIA 
 
Figure 8-5: Route Mean Square Error in daily ridership rate estimation using Combined Nest 
Model as a percentage of original yearly average ridership rate 
8.4 Chapter Summary 
This chapter combines the outcome of both Lower and Upper Nest Model and 
develops a complete system of daily ridership estimation considering both temporal 
and spatial variation of ridership. The Combined Nest Model (CNM) estimates daily 
ridership rate using the estimated yearly average ridership rate. Therefore, it was 
conceivable that due to two inherent layers of error in two different ridership 
estimation models, the estimated daily ridership rate using the CNM may contain a 
significant error margin. However, error in ridership estimation is argued to be well 
within acceptable range for all LIAs. This provides evidence of strong performance 
of the CNM in regards to estimating daily ridership rate, which fulfils the principal 
aim of this research.  
The CNM can be applied by planners or researchers to other locations of 
Brisbane to estimate their daily ridership rate for multiple reasons. For example, 
prior to investment in major transport infrastructure or transit facilities, the CNM can 
be used to estimate the plausible daily ridership rate for that location. Using the 
26.51
22.49
10.70
25.25
15.57
20.52
3.00
3.05
6.37
0%
3%
6%
9%
12%
15%
18%
C
o
ef
fi
ci
en
t 
o
f 
V
ar
ia
ti
o
n
 o
f 
R
M
SE
 (
%
) 
Combine Nest Model RMSE Lower Nest Model RMSE
New Farm Carindale Kenmor
e 
Chermside, 
Chermside  
West 
Chandler, 
Burbank, 
Wakerley 
Gumdale, 
Belmont 
Moggill,  
Bellbowrie West End 
Highgate 
Hill 
Chapter 8:  Estimation of Daily Transit Ridership Rate Combining its Temporal and Spatial Variation 215 
UNM, the yearly average ridership rate can be estimated using the location’s base 
characteristics. With the CNM, the estimated ridership rate can be substituted into 
the LNM form to estimate the daily ridership rate for the whole year. Factors relating 
to the independent variables (𝑆𝐹, 𝐷𝐹 and 𝑊𝑅𝐴𝐹) of the LNM can be interpolated 
for the locational characteristics of the subject LIA, between those of the nine LIAs 
studied in this research.  
Likewise, the CNM can assist transport planners in identifying factors that may 
lead to an increase in the use of public transit. Moreover, while developing new land 
areas for residential and commercial use, planners can utilise the CNM to plan its 
transit facilities based on its base characteristics. A question can be raised as which 
should be given precedence, transportation planning or integrated land use. The ideal 
approach would be integration of transport planning process in the integrated land 
use planning. The CNM can be used as tool for both planners to have an realistic idea 
of how the transit facilities should be in an area, considering in proposed or existing 
land use pattern. 
Similarly, the CNM can be recalibrated for other cities in Australia, as well as 
around the world, using the analysis methodology adopted in this research and 
applying it to estimate daily ridership rate. 
The next chapter will draw conclusions from the research findings of all 
chapters and infer implications both in academic as well as in real world settings.  
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 Conclusions and Future Directions 
9.1 Introduction  
This chapter summarises the significant contributions of the research and 
provides potential directions for future research, which were formulated after 
achieving the research objectives. However, prior to that, a comprehensive 
understanding of the thesis is necessary, which can be achieved by summarising how 
each of the research objectives were achieved. This is illustrated in Section 9.2. 
Section 9.3 identifies the contributions of this study to transport research, while 
Section 9.4 highlights the practical implications of this research. Section 9.5 
discusses limitations of this research, and lastly Section 9.6 offers recommendations 
for future work. 
9.2 Achievement of Research Objectives 
This thesis has been organised to ensure a coherent flow of information in the 
process of model development to estimate daily bus ridership rate in a Localised 
Investigation Area (LIA) of a larger metropolitan region, using the sub-tropical City 
of Brisbane, Australia, as the case study. Section 1.6 identified the objectives of this 
research and the following discusses how analysis was conducted and contributed to 
their achievement. 
Research Objective 1 
‘Identify the weather variables that influence daily ridership in the City of 
Brisbane and analyse the degree to which they influence ridership rate in selected 
LIAs’. 
This objective was fulfilled in two stages. Preliminary analysis of weather 
influence only included the effect of rainfall accumulation on Brisbane’s aggregate 
daily bus ridership (boardings). The seasonality effect was identified within the 
ridership data, and seasonal decomposition was applied to neutralise the seasonality 
effect accordingly. The seasonally adjusted ridership dataset was used for further 
analysis, in order to isolate the influence of weather effects on daily ridership. 
Analysis identified that, in general, rainfall accumulation decreases daily 
ridership, and that the degree of impact varies with time of day, day of week, season 
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of year, amount of rainfall, and user group. It found bus ridership to be more 
sensitive to rainfall accumulation during the morning hours than the whole day 
period.  
Most of the previous studies focused their attention on how adverse weather 
influences daily ridership, whereas this study contributes to knowledge by 
quantifying the effect of Consecutive Rain Days (CRDs). Although it established that 
rainfall ordinarily affects ridership negatively, it observed a positive relationship 
between ridership and CRDs. This implies that throughout a period of consecutive 
days of rainfall, travellers may shift their transit mode to bus in this bus-reliant area.  
Following the preliminary analysis of the weather-transit relationship, other 
individual weather variables (temperature, wind speed, relative humidity), along with 
rainfall accumulation, were included in the analysis. Initially, the research focused on 
weather effect on Brisbane’s aggregate daily ridership (boardings), but the analysis 
outcome was insignificant. It argued that Brisbane’s sub-tropical weather is 
responsible. This compelled this research to consider weather effects on ridership 
rate (boardings per 100 people) on a granulated level, which provided opportunities 
to look deeply into specific conditions of an area.  
Analysis observed the influence of individual weather variables on ridership 
rate to be insignificant for all of the LIAs studied. This outcome directed the research 
to account for the fact that the human body cannot perceive weather effects 
discretely; rather, it perceives weather effects as a whole. Therefore, it integrated 
several weather variables (air temperature, wind speed and relative humidity) into the 
single variable of ‘Apparent Temperature’ (AT), which was established by 
Steadman, (1994).  
Through regression analysis it was identified that the independent variable of 
rainfall accumulation is stronger than the independent variable representing relative 
change of apparent temperature. However, the results found that both have limited 
effects on daily ridership rate. 
Research Objective 2 
‘Identify the underlying factors responsible for the variation of daily ridership 
rate throughout the year and develop a daily ridership rate estimation model 
considering those factors’. 
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In accomplishing this objective, initially a thorough analysis and interpretation 
of ridership data of each LIA identified that ridership follows a distinct pattern, 
which includes several periodic events. Hence, ridership rates for all LIAs for the 
study year 2012 were partitioned into nine complex seasonality blocks.  
Each block’s average ridership rate was normalised by calculation of 
Seasonality Factor (𝑆𝐹). Similar to 𝑆𝐹, ridership rates between the five weekdays 
were also normalised by calculating Day Factor (𝐷𝐹). The analysis found a 
combination of 𝑆𝐹 and 𝐷𝐹 to be the governing factors in explaining variation in 
ridership rate across all LIAs studied. Since weather variables influence ridership on 
a daily basis, they were again included as terms of the preliminary daily ridership 
estimation model, but analysis confirmed their insignificance. 
However, to examine the effect of weather variables on ridership rate more 
closely, further analysis converted the effect of each weather variable into the 
normalised weather factors of Apparent Temperature Factor (𝐴𝑇𝐹) and Whole day 
Rainfall Accumulation Factor (𝑊𝑅𝐴𝐹).  
Analysis found that inclusion of 𝐴𝑇𝐹 reduces the predictive capability of the 
model, while 𝑊𝑅𝐴𝐹 enhances the model’s predictive capability. The final daily 
ridership rate estimation model included 𝑆𝐹, 𝐷𝐹 and 𝑊𝑅𝐴𝐹 as the independent 
variables. The model was further normalised to gather comprehensive appreciation of 
the relationship between yearly average weekday ridership rate of an LIA and its 
daily ridership rate.  
Research Objective 3 
‘Determine the governing base characteristics that dictate spatial influence of 
ridership rate and develop a yearly average weekday ridership rate estimation model 
based on those characteristics’.  
This objective was achieved through analysis of each area’s base 
characteristics relating to its Transit Quality of Service (TQoS), socio-economic and 
socio-demographic conditions. Initially, the analysis identified the influence of 
governing TQoS elements, under the service availability domain, on yearly average 
weekday ridership rate. The Service Intensity (𝑆𝐼) variables were identified as the 
governing service availability measure. A preliminary model included 𝑆𝐼 as well as 
transit-car Travel Time Ratio (𝑇𝑇𝑅) from the domain of comfort and convenience.  
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The analysis further incorporated socio-economic and socio-demographic 
factors; however, none of them appeared significant. Finally, the most influential 
variables that were included in the model development, were the normalised form of 
𝑆𝐼 (𝑟𝑒𝑙_𝑆𝐼), travel time ratio between car: transit (𝐼𝑇𝑇𝑅) and the dummy variable of 
excessive service intensity (𝑋_𝑟𝑒𝑙_𝑆𝐼). The model could explain the variation in 
yearly average weekday ridership rate between all LIAs studied, considering their 
spatial characteristics.  
Research Objective 4 
‘Develop a comprehensive daily ridership rate estimation model encompassing 
temporal and spatial influences, using a nested modelling structure’. 
This objective was fulfilled by considering ridership rate variation due to both 
temporal and spatial influences within a single model. Hence, an innovative nested 
model structure was developed, which consisted of two levels to account for 
variation of ridership rate due to both type of influences.  
The daily ridership rate estimation model that accounts for the temporal 
influence on ridership was considered as the Lower Nested Model (LNM). 
Moreover, the yearly average ridership rate estimation model that accounts for the 
spatial influence on ridership was considered as the Upper Nested Model (UNM).  
The LNM and the UNM are capable of functioning independently. The LNM 
can estimate the daily ridership rate for an area, which requires prior understanding 
of its yearly average ridership rate. The UNM can estimate the yearly average 
weekday ridership rate in relation to the base characteristics of an LIA. 
Consolidating the LNM and UNM into the form of a Combined Nested Model 
(CNM) using the nested model structure provides a complete picture of ridership rate 
in a LIA. The form of this model can provide the transit planner or researcher with 
the ability to estimate an area’s daily ridership rate, if a certain set of its base 
characteristics is known.  
Overall, this research contributed significantly both in transport theory and 
practice. The next section will focus on the significant contributions of this research 
on the field of transport studies and the following section 9.4 will illustrate its 
contribution to the practice. In turn, they will fulfil the fifth research objective of this 
thesis, which is to make recommendations that will benefit policy makers, transit 
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agencies, transport planners and researchers regarding policy development and 
design interventions to increase the use of bus, in order to use their resources more 
efficiently and productively. 
9.3 Contributions of the Study to Transport Research 
This research provided detailed understanding of variation in ridership rate for 
bus transit due to both temporal and spatial influences. It addressed the key 
knowledge gap by determining the underlying causes of variation in daily ridership 
rate as well as variation in yearly average ridership rate between LIAs. Hence, the 
principal contribution of this research was the development of a comprehensive 
ridership rate estimation model within an LIA of a larger metropolitan area, 
considering temporal and spatial influences. In the process of achieving this principal 
contribution, this research has made the following original contributions to the study 
to transport research: 
 Researchers can utilise the new system of ridership data processing, 
developed in this research, which focuses on important influences on 
ridership and eliminates external factors. The method was termed as 
‘seasonal decomposition’. Fragments of the decomposition process have 
been used in prior literature (Tin Tin et al., 2012), but none have 
developed a complete model or methodology. 
 The seasonal decomposition process separates the effect of seasonality 
from ridership data and can help researchers to focus on the influence of 
weather variables or other external factors on ridership. Moreover, the 
method of converting the influence of weather variables into their relevant 
factors (Chapter 6) will aid researchers in eliminating both seasonality and 
weather effects from daily ridership data in order to look more deeply into 
other underlying factors that influence ridership on a daily basis. 
 The research focused on the sub-tropical City of Brisbane, Australia, to 
identify the underlying reasons for variation in ridership across the 
metropolitan area. This research is one of the very few studies that 
considers the influence of weather on human travel behaviour in an 
Australian context, and is the only study that has comprehensively 
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analysed the weather-transit relationship in the sub-tropical metropolitan 
area of Brisbane.  
 This research contributes to the knowledge gap regarding continuous 
adverse weather conditions (i.e., consecutive rain days). It found a positive 
relationship between ridership and consecutive rain days for the case 
study.  
 This research analysed LIAs, which provided opportunities to look more 
deeply into specific localised conditions. Research can benefit from the 
new method of scaling ridership data for LIAs, which considers its 
population and job density and converts daily ridership rate into its 
corresponding population percentage, while incorporating its job density. 
The method will help research to acquire precise results through unbiased 
conditions and to comprehend the actual picture of ridership rate in an 
area. 
 This research adopted a pragmatic approach to the analysis of weather 
effects on human travel behaviour by considering concurrent effects of 
multiple weather variables on human perception regarding weather 
conditions. Previously, some researchers attempted to integrate weather 
variables and use them as a single variable in the form of indices, but 
mostly for the analysis of non-motorised transport. This research pioneered 
the application of the integrated weather variable of Apparent Temperature 
(Steadman, 1994) to transit research. It also made an important discovery, 
that the optimum temperature for bus ridership in Brisbane is 21 degrees 
Celsius, which is a unique finding in this field of this research.  
 This research is the first of its kind that segments the year into complex 
seasonality blocks, based not only on calendar season, but also on 
customary seasonality effects due to schooling, semester and holidays. The 
use of complex seasonality through the dependent variable of 𝑆𝐹 can help 
researchers to evaluate the reasons behind daily ridership rate variations 
over the study year.  
 It is also the first of its kind that has considered the seasonality effect due 
to day of week. It segmented ridership across the study year of 2012 by the 
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five weekdays and analysed variation in ridership among these weekdays. 
Ridership rates between the five weekdays throughout the study year were 
normalised in the form of 𝐷𝐹. Combination of 𝑆𝐹 and 𝐷𝐹 enhanced the 
understanding of reasons behind daily ridership rate variation over the 
study year.  
 Overall, the research observed that the weather, measured by temperature 
and rainfall accumulation, has a limited influence on weekday bus 
ridership rates across Brisbane, which implies that inelastic and inflexible 
work schedules of commuters combined with complex seasonality tend to 
govern ridership. This contributes to the knowledge gap in weather-transit 
relation, in the context of a metropolitan city in Australia. 
 This research investigated the potential influence of weather variables 
further, by considering them as extra factors in a combined independent 
variable of a standard linear regression model. The final combined 
independent variable included the whole day rainfall accumulation factor. 
This is a new approach to analysis and an original contribution of this 
research.  
 Researchers can benefit from the developed daily ridership rate estimation 
model, which can estimate daily ridership rate for an LIA on any weekday 
of the year using 𝑆𝐹, 𝐷𝐹 and 𝑊𝑅𝐴𝐹. The model was termed as the Lower 
Nested Model (LNM). This LNM was demonstrated to be fit-for-purpose 
for the nine LIAs within the City of Brisbane included in the study. If a 
researcher wished to estimate daily ridership rate for a different LIA 
within Brisbane, provided that yearly average ridership rate of that LIA is 
known or can be estimated, interpolation using factors from those LIAs 
studied may offer valuable insight.  
 Moreover, through analysis, it was evident that in general, bus ridership is 
not influenced by topographic grade. This is an important finding for a 
hilly city, such as Brisbane, where significant differences in topographic 
grade occur between LIAs across the metropolitan area. 
 This research primarily focused on service availability measures of TQoS, 
which is the prerequisite for transit service usage. It developed a new 
Chapter 9:  Conclusion and Future directions 223 
approach of analysis by integrating typical availability measures in a single 
variable called Service Intensity (𝑆𝐼) (bus-km/km2), which can define the 
actual service offering of an area. When compared with typical availability 
measures, 𝑆𝐼 best explained spatial variability in ridership rate between 
LIAs. Researchers can analyse the variability in ridership rate between 
LIAs, by focusing on their service intensity. 
 This research identified the primary drivers affecting ridership rate within 
LIAs as service intensity and car: transit travel time ratio. Researchers can 
use them as the means for increase in ridership rate of an area 
 The Upper Nested Model (UNM) is another original contribution of this 
research, through which yearly average weekday ridership rate can be 
estimated for any LIA, by knowing only its base characteristics, which are 
a normalised form of service intensity (𝑟𝑒𝑙_𝑆𝐼), travel time ratio between 
car: transit (𝐼𝑇𝑇𝑅) and the dummy variable of excessive service intensity 
(𝑋_𝑟𝑒𝑙_𝑆𝐼).  
 The LNM and UNM can be applied independent of each other, but 
consolidating them in the form of a Combined Nested Model (CNM) can 
provide a complete picture of ridership rate within an LIA. The form of 
this model can provide transit researchers with the ability to estimate daily 
ridership rate, if a certain set of base characteristics of an LIA is known. 
To the best of the author’s knowledge, no research exists that has analysed 
both temporal and spatial influences and combined them to estimate daily 
ridership rate. 
 While ridership rate estimation models were developed in this research for 
bus-reliant LIAs, it is feasible that the form of these models could readily 
be used for LIAs where alternative transit modes, or multiple transit 
modes, are present. The dependent variable of ridership rate (boardings per 
100 people) can readily reflect such cross-modal or multimodal transit 
demand. 
 Finally, this research revealed that LIAs across Brisbane City are different 
in nature and bus riders do not behave consistently. This may be in part 
due to self-selection bias of inhabitants of an LIA. Most LIAs have a 
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higher ridership rate during the Autumn shoulder period except for New 
Farm, which has highest ridership rate during the Spring holiday period 
due to extensive holiday activities. Likewise, extended shopping hours on 
Thursdays boost ridership rates in the LIAs of Carindale and Chermside, 
which have large shopping centres. Hence, instead, of adopting policies as 
‘one size fits all’, this research identified that it would be more practical to 
cater for the individual needs of the area, incorporating considerations 
around self-selection in residential location. 
9.4 Practical Implications of the Research Findings 
This research revealed some valuable insights to transit authorities for bus 
system performance assessment between locations and for targeting measures to 
increase ridership, considering short-term and long-term approaches. These insights 
include the following: 
 
 Even though weather was identified to have limited influence on ridership 
rate, it cannot be entirely ignored in practice, especially when a positive 
influence on ridership rate was identified for consecutive rain days. For 
this reason, it would be prudent for the transit agency to seek to maintain 
reliability during continuous wet weather.  
 Analysis of the season factor and day factor revealed that ridership rate 
differs considerably between weekday and between complex seasonality 
block. It may be feasible for transport planners, in some instances, to 
adjust service offering to match predicted demand. For example, the 
Christmas period may not require the same service frequency as is usually 
required during the highest transit demand period of the Autumn shoulder. 
An adjusted timetable would be efficient and fit-for-purpose for customer 
demand, while providing cost efficiency dividends for transit agencies. 
This approach is already adopted on a sporadic basis in the Brisbane 
region, where scheduled operations of certain bus routes servicing 
university campuses are reduced during non-semester times.  
 Transit agencies can schedule additional services in order to meet the extra 
travel demand during holiday periods, specifically for LIAs that cater for 
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holiday activities. New Farm serves as an excellent example, whereby its 
holiday period ridership is higher than its shoulder period. In order to meet 
the extra travel demand, additional bus services can be provided for 
specific locations. For example, bus services can be provided for popular 
holiday destinations during holiday periods, with a special fare structure to 
attract target ridership markets.  
 The Lower Nested Model (LNM) can be used by planners to estimate daily 
ridership rate for LIAs across the City of Brisbane, provided that yearly 
average ridership rate of that LIA is known or can be estimated, and 
seasonality factor and day factor can be interpolated from those included 
in this research.  
 The study concluded that an integrated availability measure, service 
intensity (SI) (bus-km/km2), is a key driver of ridership. Hence, before 
investing valuable resources, transit agencies can utilise this measure to 
understand how it will influence the overall bus transit availability of an 
area and verify the plausible benefit from the investment.  
 The UNM can be used by planners to estimate yearly average ridership 
rate for an LIA within the City of Brisbane, or similar cities, using its base 
characteristics, such as service intensity and travel time ratio between car 
and transit. Moreover, for the development of a new suburb, the UNM 
could offer a means of predicting yearly average ridership rate, given other 
development specifications.  
 The UNM can also be used as a tool to increase the yearly average use of 
transit service by the means of planning and enhancing of certain specifics 
of the transit service condition of an area and predicting the possible 
outcome of the enhancement. This prediction aids in the cost benefit 
analysis of the enhancement. 
 Moreover, through the CNM, planners can translate the increase of yearly 
avenger transit ridership to the daily share of ridership growth and analyse 
the escalation in daily, monthly and quarterly revenue.  
 This research has found that once the service intensity of an area reaches a 
limit, adding more services may not improve its bus ridership. In Chapter 7 
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it was identified that the LIA containing West End could be considered to 
be over-serviced. In that case, valuable transit resources may be better 
deployed in other areas.  
 The research framework and methodologies developed in this study are 
readily transferable to other metropolitan cities in Australia as well as in 
metropolitan cities around the globe. Transit planners and agencies can 
apply the framework for their own city context, recalibrate the models to 
analyse the transit system performance and target measures to increase 
their ridership. 
9.5 Limitations of the Research 
The research conducted for this PhD has several limitations, primarily driven 
by data unavailability and research timeframe related matters. These limitations of 
the research are listed as below: 
 This research was limited by the availability of bus ridership data, which 
led to analysis for only nine LIAs. Each of these LIAs is distinct but it was 
not possible to collect a data set for similar LIAs for the purpose of model 
validation or expansion. 
 This research considered only the study year of 2012 and thus did not 
provide a longitudinal study of bus ridership. 
 The developed models may not be directly applied or transferable to 
another city context, due to further calibration requirements. 
There are also some research limitations generated, due to the scope of this 
research. These are listed as below: 
 This research only focused on weekday ridership rate and excluded 
weekends and public holidays, where ridership is heavily influenced by 
many random events. 
 TQoS measures from the domain of comfort and convenience are not 
included in this research, aside from transit: car travel time ratio. 
 Passenger congestion and transit system capacity, two important factors 
affecting ridership, were not explicitly examined in this thesis. However, 
the relationship between supply and demand through the segmentation of 
Chapter 9:  Conclusion and Future directions 227 
the year into complex seasonality blocks does implicitly incorporate such 
effects. Explicit analyses of transit system capacity and congestion require 
system level data and system level analysis approach, which lies beyond 
the scope of this research. 
 Only the transit mode of bus was considered for analysis of the study 
metropolitan area, which also has a significant heavy rail system and a 
noteworthy linear ferry system. 
 Urban planning-related measures, such as land use mix, urban form and 
density were not included in this research.  
9.6 Recommendations for Future Work 
The research has identified a number of areas of potential research directions 
regarding urban transit ridership. These include the following: 
 The analysis was constrained by the complexity in the data acquisition 
process and resulted in taking a sample of Brisbane’s suburbs. It would be 
interesting to include a larger sample and conduct similar research in 
future to generalise model findings. One fact that needs to be recognised is 
that microclimates and complex seasonality are spatially dependent; 
research findings from this research cannot directly be translated to other 
areas, although interpolation may be feasible. However, the methodology 
itself can be applied to other areas. 
 Moreover, longitudinal study on the same LIAs may provide a means of 
validation of the models and provide an understanding of the impacts of 
changed conditions on ridership rate. 
 Validation of the models developed in this research can be the most 
significant future direction on this research. Validation should be 
performed by collating ridership data from the areas within the 
metropolitan setting of Brisbane City or from the other cities of Australia, 
or even from metropolitan city within the western world. The validation 
process should include re-calculation of complex seasonality factors and 
rainfall factors for the LNM and the spatially dependent 𝑆𝐼 and 𝐼𝑇𝑇𝑅 
 228 Chapter 9:  Conclusion and Future directions 
variables for UNM. Finally, they can be combined into the CNM to 
comprehensively estimate daily ridership rate for an area.  
 It would be even interesting to incorporate the feedback opinions of the 
experts/officials, who are the decision-makers in the City of Brisbane, for 
the purpose of research validation and verification. It will provide the 
analysis with practical viewpoints. 
 The research excluded weekend days and public holidays. However, future 
research can use the methodology developed in this study to examine 
ridership variation on weekends and public holidays together with 
weekday analysis, or in a separate form. Moreover, school holiday days 
can be separately analysed to observed variation in ridership.  
 The study could not include all the variables related to TQoS mentioned in 
the Transit Capacity and Quality of Service Manual (TRB, 2013). It may 
be useful to explore how the other measures, such as passenger load and 
comparative reliability among car and transit commute, affect ridership in 
this city, along with the overall effect of travel time reliability on 
commuter’s mode choice.  
 Analysis of this research only focused on LIAs that have bus as primary 
mode of transit. However, the developed models can be applied to areas 
with multi-modal transit services. Future work may study how the models 
perform in these areas. 
 Moreover, this research focused on ease of access to riders, as people 
generally do not like to walk far for buses. However, train customers tend 
to walk further, or drive. This changes some dynamics of how service 
intensity would need to be calculated for an area. Analysing the models for 
services, which encourages riders to walk further or drive, would be 
important future work. This will enhance the knowledge regarding human 
travel behaviour ever further.  
 Furthermore, social and holiday activities usually vary by locale, so 
ridership patterns may differ with the fluctuation of those seasonal actions. 
Hence, it will be helpful to apply a similar analysis to different cities in 
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Australia as well as to cities in different continents, to establish 
differences.  
 While this research did not identify the dominant effects of weather on 
ridership in this subtropical region, it would be interesting to observe the 
weather influence in the more temperate urban regions of Australia, where 
seasons are more distinct and the higher fluctuation in weather is more 
common. 
 Finally, car users must leave their comfort zone and overcome certain 
impediments when they trade car for transit (such as understanding the 
schedule and ticketing system). Thus, factors that might affect the shift 
from car to transit as transit mode need to be explored in future analysis.  
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Appendices 
Appendix A 
 
Outliers Dates Day of Week Ridership amount Comments 
4/01/2010 Monday 2681 
Very low ridership at 
the beginning and end 
of the year 
5/01/2010 Tuesday 2742 
24/12/2010 Friday 2722 
29/12/2010 Wednesday 2191 
30/12/2010 Thursday 2122 
31/12/2010 Friday 2682 
11/01/2011 Tuesday 2221 
12/01/2011 Wednesday 159 
Due to flood in 2011 
ridership data was 
missing and/or too low. 
13/01/2011 Thursday Missing 
14/01/2011 Friday Missing 
15/01/2011 Saturday Missing 
16/01/2011 Sunday Missing 
17/01/2011 Monday 24 
18/01/2011 Tuesday 15 
19/01/2011 Wednesday 60 
20/01/2011 Thursday 6 
21/01/2011 Friday 4 
24/01/2011 Monday 2660 
Very low ridership at 
the beginning and end 
of the year 
28/12/2011 Wednesday 1923 
29/12/2011 Thursday 2165 
30/12/2011 Friday 2174 
3/01/2012 Tuesday 2468 
4/01/2012 Wednesday 2712 
5/01/2012 Thursday 2724 
29/02/2012 Wednesday Missing (leap year) 
24/12/2012 Monday 2172 
27/12/2012 Thursday 2071 
28/12/2012 Friday 2167 
31/12/2012 Monday 2386 
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Appendix B 
Model 
West End Carindale Chandler/ Burbank/ Wakerley 
βair temp βws βrel_humd βWRA Ԑ R2 βair temp βws βrel_humd βWRA Ԑ R2 βair temp βws βrel_humd βWRA Ԑ R2 
Model 1 
0.02 
(0.88) 
0.01 
(0.27) 
0.00 
(0.20) 
-0.02   
(-1.82) 
26.1 0.02 
0.03 
(0.97) 
-0.04        
(-0.97) 
-0.01        
(-0.62) 
-0.04       
(-2.18) 
25.5 0.04 
0.04 
(1.76) 
-0.04    
(-1.23) 
0.00 
(0.53) 
-0.00    
(-0.31) 
2.3 0.02 
Model 2 
0.02 
(0.98) 
0.00 
(0.03) 
-0.00       
(-0.74) 
- 26.5 0.01 
0.03 
(1.05) 
-0.05        
(-1.22) 
-0.02        
(-1.85) 
- 26.2 0.02 
0.04 
(1.75) 
-0.04    
(-1.25) 
0.00 
(0.46) 
- 2.3 0.02 
Model 3 
0.016 
(0.92) 
0.00 
(0.21) 
- 
-0.02   
(-1.97) 
26.25 0.02 
0.03 
(0.89) 
-0.03       
(-0.79) 
- 
-0.05       
(-2.80) 
25.0 0.03 
0.04 
(1.83) 
-0.05    
(-1.53) 
- 
-0.00    
(-0.16) 
2.6 0.02 
Model 4 
0.02 
(0.89) 
0.01 
(0.33) 
- - 26.2 0.01 
0.02 
(0.82) 
-0.02        
(-0.59) 
- - 24.9 0.00 
0.04 
(1.83) 
-0.05   
(-1.52) 
- - 2.6 0.02 
Model 5 
0.02 
(1.10) 
- 
0.00 
(0.11) 
-0.02   
(-1.81) 
26.2 0.02 
0.02 
(0.63) 
- 
-0.003        
(-0.28) 
-0.05         
(-2.31)  
25.1 0.03 
0.03 
(1.38) 
- 
0.01 
(1.04) 
-0.00    
(-0.38) 
1.9 0.01 
Model 6 
0.02 
(1.10) 
- 
-0.00       
(-0.82)  
26.5 0.01 
0.02 
(0.61) 
- 
-0.01        
(-1.53) 
- 25.7 0.01 
0.03 
(1.37) 
- 
0.01 
(0.97) 
- 1.9 0.01 
Model 7 
0.02 
(1.10) 
- - 
-0.02   
(-1.99) 
26.2 0.02 
0.02 
(0.64) 
- - 
-0.05       
(-2.76)  
24.9 0.03 
0.03 
(1.35) 
- - 
-0.00    
(-0.07) 
2.4 0.01 
Model 8 
0.02 
(1.11) 
- - - 26.2 0.00 
0.02 
(0.64) 
- - - 24.8 0.00 
0.03 
(1.35) 
- - - 2.4 0.01 
Model 9 - 
0.02 
(0.70) 
0.00 
(0.33) 
-0.02 
(-1.88) 
26.2 0.02 - 
-0.02       
(-0.63) 
-0.00       
(-0.50) 
-0.04       
(-2.22) 
25.8 0.03 - 
-0.02   
(-0.58) 
0.01 
(0.73) 
-0.00    
(-0.25) 
2.8 0.01 
Model 10 - 
0.01 
(0.48) 
-0.00       
(-0.61) 
- 26.7 0.00 - 
-0.03        
(-0.87) 
-0.02       
(-1.73) 
- 26.6 0.01 - 
-0.02   
(-0.60) 
0.01 
(0.68) 
- 2.9 0.00 
Model 11 - 
0.01 
(0.62) 
- 
-0.02   
(-1.95) 
26.5 0.02 - 
-0.02        
(-0.48) 
- 
-0.05       
(-2.78) 
25.4 0.03 - 
-0.02   
(-0.89) 
- 
0.00      
(-0.04) 
3.3 0.00 
Model 12 - 
0.02 
(0.75) 
- - 26.4 0.00 - 
-0.01         
(-0.30) 
- - 25.3 0.00 - 
-0.02   
(-0.89) 
- - 3.3 0.00 
Model 13 - - 
0.00 
(0.08) 
-0.02    
(-1.81) 
26.6 0.02 - - 
-0.00       
(-0.29) 
-0.05       
(-2.31) 
25.4 0.03 - - 
0.01 
(0.99) 
-0.00    
(-0.30) 
2.6 0.00 
Model 14 - - 
-0.00       
(-0.84) 
- 26.9 0.00 - - 
-0.01       
(-1.52) 
- 26.1 0.01 - - 
0.08 
(0.95) 
- 2.6 0.00 
Model 15 - - - 
-0.02   
(-1.99) 
26.6 0.02 - - - 
-0.05       
(-2.76) 
25.3 0.03 - - - 
0.00     
(-0.01) 
3.1 0.00 
                           Note: Bold numbers indicate significant variables. Numbers in parentheses are t-statistics. 
 
