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概 要 
 
近年，スマートフォン等の携帯端末の性能向上と，4G(第四世代移動通信システム)の整
備・普及に伴って，携帯端末向けの様々なサービスの需要が増大している．ビデオ・オン・
デマンド(Video on Demand, VoD) サービスもその中の１つである．モバイル環境における
VoD の実現方式としては，3G/4G 等の携帯ネットワークや Wi-Fi を利用したクライアント
／サーバ方式と，携帯端末を無線通信で相互に接続しネットワークを構成するモバイルア
ドホックネットワーク上で P2P ファイル共有技術を用いる方式が提案されている．これら
のシステムは，携帯端末が密集している環境だと，ネットワークの輻輳により動画の視聴に
必要な速度が出ない状況が発生する．その問題を解決する手法として，周期ブロードキャス
トを用いた VoD 配信方式が提案されている．周期ブロードキャストでは動画コンテンツを
特定の端末（配信端末）が周囲に向けてブロードキャストすることで，視聴者数が増えても，
必要なデータ通信量は増加しない．しかし，既存方式では，あらかじめ設置される配信端末
の通信範囲外の端末は動画を受信できないという問題がある． 
本論文では，この問題を解決するために，周期ブロードキャストによる VoD 配信手法を
MANET 上でのマルチホップを利用する形に拡張し，中継端末がより遠くの視聴者端末に動
画コンテンツを配信することで，広い敷地を使って行われる各種イベントにおいても，携帯
端末で VoD サービスを利用可能にするための中継再配信方式を提案する． 
提案方式の有効性確認のため，ネットワークシミュレータ上に提案方式と比較手法
(BitTorrent, BitTorrent-Mobile)を実装し，評価を行った． その結果，提案手法は比較手法と
  
 
 
比べ，端末が密集した環境において動画の再生完了までの時間を最大で 90%削減できるこ
とを確認した．また，提案方式に含まれる近隣フォワーダチェック機能により，データ通信
量を最大で 65%削減できることを確認した． 
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第1章 序論 
 研究の背景 
近年，スマートフォン等の携帯端末が急速に普及している．スマートフォンは従来の携帯
端末（フューチャフォン）と異なり，通話機能だけではなく，一般的なパーソナルコンピュ
ータと同様のウェブブラウジングや動画視聴等，様々な機能が利用可能である．また，スマ
ートフォンの大きな特徴として，一般の開発者がアプリケーションを自由に作成し，簡単に
配布することができるということが挙げられる．これによって，様々な個人や法人が数多く
のアプリケーションを公開していることも普及促進の要因となっている． 
また，4G(第四世代移動通信システム)が整備・普及したことにより，携帯端末であっても，
大容量のウェブページや画像・動画ファイルをストレスなくダウンロードすることが容易
になってきている．従来の 3G(第三世代移動通信システム)では最大でも 14 Mbps 程度の速
度しか出なかったのものが，4G では 100 Mbps から 200 Mbps 程度の速度を出すことが出来
る． 
このようなユーザ端末の高性能化と通信インフラの整備に伴って，携帯端末向けの様々
なサービスの需要が増大している [1]．ビデオ・オン・デマンド(Video on Demand, VoD)サー
ビスもその中の１つである．VoD は，視聴者が動画を観たいときにコンテンツを試聴する
ことができるサービスである．テレビ放送等ではユーザの意思と関係なく，番組表にしたが
って順次動画コンテンツ（番組）が常に流れてくるが，VoD ではユーザが望む動画を必要
なときに配信・再生することができる．そのため，多くの VoD サービス [2] [3] [4] [5]では，
それぞれの視聴者端末(PC 等)が VoD を提供するサーバにアクセスし，必要な動画コンテン
ツをダウンロードする方式をとっている．これは一般にクライアント／サーバ方式と呼ば
れる． 
 モバイル環境における VoD の実現方式としては，3G/4G 等の携帯ネットワークや Wi-Fi
を利用したクライアント／サーバ方式と，携帯端末を無線通信で相互に接続しネットワー
クを構成するモバイルアドホックネットワーク(Mobile Ad Hoc Network: MANET)上で P2P
ファイル共有技術を用いた方式 [6] [7] [8]が提案されている． 
3G/4G/WiFi を用いたクライアント／サーバ型システムでは，特別な技術は必要でなく，
無線ネットワークが混雑していない状況においては，安定して動画視聴が可能である．その
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反面，一箇所に携帯端末が密集している環境だと，ネットワークの輻輳により動画の視聴が
可能な速度が出ない状況が発生すると考えられる．例えば，花火大会や各種イベント等の人
口密度が高くなる状況では，多くの人が動画の視聴を試みると，ネットワークの混雑により，
一台一台が利用できる帯域幅が極端に狭くなるため，満足に視聴することができなくなる
という問題が発生する．この問題はクライアント／サーバ型システムに限らず，MANET 上
で動作する P2P(Peer to Peer)ファイル共有技術を用いたシステムでも発生する． 
その問題を解決する配信手法として，周期ブロードキャスト [9]を用いた VoD 配信方式 
[10]が提案されている．周期ブロードキャストでは動画コンテンツを特定の端末（配信端末）
が周囲に向けてブロードキャストすることで，視聴者数が増えても，必要なデータ通信量は
増加しないため，人口密度が高い環境における VoD システムとして優れている． 
既に提案されている周期ブロードキャストを利用した VoD 配信方式では，各視聴者の端
末が配信端末からブロードキャストされた動画コンテンツを直接受信する必要が有り，配
信端末の通信範囲外の端末は動画を受信できないという問題がある． 
 
 研究の目的と方針 
本論文では，花火大会や各種イベント会場等の人口密度が高い環境においても，快適に動
画コンテンツの取得・再生が可能な VoD 配信方式を提案する．これによって，例えばスポ
ーツ試合のハイライト動画の会場への配信や，野外音楽イベントでの PV 映像の配信，花火
大会等で開始前に昨年の映像や協賛企業の CM 等を配信することが可能となる等，様々な
用途に利用できる．  
これを実現するために，前述の周期ブロードキャストによる VoD システムを MANET 上
でのマルチホップを利用する形に拡張し，中継端末がより遠くの視聴者端末に動画コンテ
ンツを再配信することで，広い敷地を使って行われる各種イベントにおいても，携帯端末で
VoD サービスを利用可能にする． 
この時，中継端末の選択によって動画の再配信の効率が大きく変化することが考えられ
るため，各端末が自律的に適した中継端末を選択する方式を提案する． 
また，コンピュータシミュレーションにより，各携帯端末における再生途切れ時間（バ
ッファリングタイム）や再生終了までにかかる時間等の評価を行い，提案方式の有効性を検
証する． 
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 論文の構成 
第１章では研究の背景と全体の構成について述べる．第２章では，モバイル環境における
VOD 配信方式の先行研究と，VOD に利用することが可能な P2P ファイル共有技術である
BitTorrent と BitTorrent-Mobile について概説する．第３章では第二章で述べた先行研究の問
題点解消のための手法を提案する．第４章で提案方式と比較方式のシミュレーション評価
について，シミュレーション条件と結果を述べ考察する．最後に第５章で，本論文による研
究成果と共に結論を述べ，今後の課題を提起する． 
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 先行研究 
 先行研究の概要 
モバイル環境における VoD システムは，携帯端末から利用できる 3G/4G ネットワーク
と Wi-Fi ネットワークを利用可能である．本章では，先行して提案されている VoD システ
ム／サービスをいくつかのグループに分類し，それぞれの概要を述べる． 
 
2.1.1 クライアント／サーバ型 VoD システム 
現在，最も一般的に利用されており，既に多くのサービスが提供されているのが，クライ
アント／サーバ型の VoD システムである．これらのシステムでは各携帯端末は 3G/4G ネッ
トワークまたは Wi-Fi を利用して，インターネット経由でサーバから見たい動画を受信する
（図 1）．この仕組みは有線ネットワークで利用されるものと同等であり，モバイル環境に
最適化されてはいない． 
3G/4G ネットワークがあればどこでも使えるため，現在位置にかかわらずサービスを提
供できるというのが最大の特徴である．逆に，花火大会や音楽イベント等，多くの人が一箇
視聴者
視聴者 視聴者
視聴者
インターネット
 
図 1 クライアント／サーバ型の例 
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所に集まる状況においては，無線ネットワークが輻輳しやすい．これは，動画の視聴者それ
ぞれが，サーバと個別に通信する必要が有るためである．視聴者数を𝑛，動画のビットレー
トを𝑟 [bps]とすると，必要な通信容量は 𝑟𝑛 [bps]となり，視聴者が増えるほど必要な通信容
量は増加する．利用可能な通信容量は限られているため，人が多く密集した環境においては，
輻輳が発生することで通信を行うことが困難になり，多くの視聴者にサービスを提供でき
ない可能性が大きいという問題がある．また，多数の端末が同時に動画をダウンロードする
ことで，コンテンツサーバやその周辺のネットワークに負荷が集中するという問題も存在
する． 
 
2.1.2 P2P ファイル共有技術を用いたシステム 
 
前述のコンテンツサーバにかかる負荷を軽減するために， MANET 上に P2P 技術を適応
した配信方式の研究が行われている．この方式では，周囲の他の携帯端末と協力して動画コ
ンテンツをダウンロードする（図 2）． 
文献 [6]ではMANETの環境に P2P技術のみを用いたファイル共有技術としてGnutellaを
実装し，ノードを参加・移動・離脱させた場合についての評価を行い，通信のレイヤにおけ
るクロスレイヤ処理を用いた最適化を行っている．文献 [7]では P2P ファイル共有技術
BitTorrent [11]を MANET 上に実装しクロスレイヤ処理による最適化を行っている． 
BitTorrent-Mobile [8]ではクロスレイヤではなく，アプリケーション層の改良のみで MANET
上に BitTorrent を実装している．クロスレイヤ処理を使って実装する場合，同じ携帯端末上
の他のアプリケーションの動作に影響を与える可能性を考慮した結果，アプリケーション
視聴者
視聴者 視聴者
視聴者
視聴者
視聴者
視聴者
視聴者
 
図 2 P2P 型の例 
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層のみでの改良を行ったとしている．この手法では通常のユニキャストによるデータの送
受信に加えて，UDP ブロードキャストを用いて周囲の端末に対してデータを送信する機能
の追加実装を施してある．また，[8]では提案方式と比較方式としてオリジナルの BitTorrent
をネットワークシミュレータ ns-2 [12]に実装し評価している． 
しかし，これらの方式においても中心となるのはユニキャストであり，動画の視聴者数が
増えると必要な通信容量は増加するため，クライアント／サーバ型と同様に，視聴者が密集
した環境においてはサービスの提供が難しいという問題がある．  
 
2.1.3 周期ブロードキャストを用いたシステム 
視聴者が密集した環境に適した方式として，周期ブロードキャストを用いた VoD システ
ムMobiVoD[9]が提案された．このシステムでは，周期ブロードキャストと呼ばれる方法で，
周囲の視聴者に向けて，動画をストリーミング配信する．ストリーミング配信では，動画デ
ータを一度にまとめて送るのではなく，毎秒ごとに動画データを送信する．そのため，ネッ
トワークに途中参加した視聴者は，既に配信された部分を視聴出来ない．周期ブロードキャ
ストでは，動画を最後まで配信した後，先頭から再度配信をする．また，データを再配信す
るまでの時間を短くするため，図 3 に示すように，送信対象の動画を複数のセグメントに
分け，異なるセグメントを同時に送信する．動画の長さを𝑙，セグメント数を𝑘とすると，各
セグメントの送信周期は 
 𝑙
𝑘
  (1)  
となる．これによって，視聴者は，再生開始までの待機時間を 
 1
𝑘
 (2)  
とすることが可能である．  
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このシステムでは動画をブロードキャストするため，視聴者数が増加しても必要な通信
容量が増加しないという特徴がある．動画のビットレートを𝑟とすると，利用する通信容量
は𝑟𝑘[bps]となる．具体的にでは，動画のオリジナルデータを持つサーバ，視聴者であるクラ
イアント，そしてサーバ上の動画を周期ブロードキャストする配信用端末であるローカル
フォワーダ(LF)の 3 種類の端末からなる． 
この VoD 配信手法において視聴者は常に LFの通信範囲に位置しなければならず，広範囲
をカバーするためには，多くの LFの設置を事前に行う必要がある．そのため，常設の会場
外で開催されるイベント等には対応しにくいという問題がある． 
 BitTorrent  
2.2.1 BitTorrent の概要 
BitTorrentは Bram Cohen によって 2003 年にリリースされた P2P ファイル共有アプリケー
ションおよびプロトコルである．2015 年現在において最も利用されている P2P ファイル共
有アプリケーションの１つで，オープンソース・ソフトウェア等のアプリケーションや音
楽・動画コンテンツの配信に利用されている．通信プロトコルが公開されているため，
BitTorrent 社が公開しているメインライン(Mainline)と呼ばれる本家クライアントの他にも，
 
図 3 周期ブロードキャストの例 
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様々な互換クライアントが存在する． 
BitTorrent ではファイル毎にトレントと呼ばれる新規のオーバレイネットワークを構築す
る．他の P2P ファイル共有アプリケーションでは，利用者が欲しいコンテンツをダウンロ
ードする時には，当該コンテンツのダウンロードと同時に，当該コンテンツとは別のコンテ
ンツのデータブロックを他の端末（ピア）にアップロードするというシステムが主流である．
それに対して，BitTorrent では，コンテンツごとにオーバレイネットワークが分かれている
ため，自身が望むコンテンツのダウンロードとそれの拡散にのみ貢献することが出来る．こ
のため，需要の大きいコンテンツについては高速にダウンロードが可能である．その反面，
需要が少ないコンテンツのオーバレイネットワークは過疎状態になってしまうことが多く，
ネットワーク上から消えてしまうことも多々ある． 
BitTorrent にはトラッカという各ノード（ピア）の状態を管理するためのサーバが存在す
る．トラッカはファイルを所持しているピアのアドレスを保持しており，ファイルのダウン
ロードを新たに開始しようとするピアは，まずトラッカに接続し，他のピアのアドレスを取
得し，それらに接続することでオーバレイネットワークに参加する． 
初期の BitTorrent では，トラッカの IP アドレス・ホスト名は，ウェブページ経由等でダ
ウンロードする「.torrent」ファイルの中に記述されていた．現在の BitTorrent では，「.torrent」
ファイルの中に DHT(分散ハッシュテーブル, Distributed Hash Table)を利用した P2P ネット
ワークである Kademlia [13]のエントリーポイントが記述してあり，Kademlia によってピア
リストを取得するという形をとっている．これによって，トラッカを配置する必要がなくな
り，ファイルの配布が容易になった [14]． 
コンテンツは全てピースという単位で分割され，各ピースは複数のブロックで構成さ
れる．各ピア間でのコンテンツの交換は，ブロック単位で行われる．  
また，BitTorrent ではダウンロード・アップロードの効率化のため，2.2.4 節で後述する
チョークアルゴリズムという方式を採用している [15]．この方式では，接続しているピ
アそれぞれに対して「チョーク状態」「アンチョーク状態」を定める．チョーク状態にし
たピアに対してはコンテンツをアップロードせず，アンチョーク状態にしたピアに対し
てはアップロードする．一定時間毎にそれぞれのピアの状態を変更することで，効率的な
ダウンロード・アップロードを試みる．  
 
2.2.2 動作手順の概要 
BitTorrent の動作手順の概要を以下に述べる．なお，ここでは初期の BitTorrent の動作を
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対象とする． 
 
手順１ 
新しくネットワークに参加するピア（新規ピア）は，Web 等から「.torrent」
ファイルをダウンロードし，それに含まれるトラッカのアドレスを使い，トラ
ッカに接続し，接続対象のピアのアドレスを含むピアリストを要求する．トラ
ッカは新規ピアの情報を自身のピアリストに追加し，新規ピアに対して，自身
のピアリストの中からランダムで一定数のピアを選択し，その結果を返信する． 
手順２ 
新規ピアは，受信したピアリストに含まれるピアに接続を試みる．ここで閾
値より多く接続が失敗した場合，再度トラッカから新たなピアリストを取得
する．接続に成功したピアは，新規ピアに対して自身が保持するピース情報を
記したピースマップを返信する．新規ピアは，接続したピアをアクティブピア
と呼び，アクティブピアリストと呼ばれるリストにピースマップと共に追加
する． 
手順３ 
自身がいずれかのアクティブピアから，アンチョーク状態に指定されるま
で待機する．アンチョーク状態にされたら，新規ピアは 2.2.3 節で述べるピー
ス選択アルゴリズムにて，当該アクティブピアが所持するピースの中から，要
求するピース番号を決定し，そのピースの中で所持していないブロックにつ
いて，リクエストを送信する．リクエストを受信したアクティブピアは，リク
エストされたブロックを送信する． 
ブロックを受信できた新規ピアは，続くブロックをリクエストする．そうし
て 1 ピースが完成したら，アクティブピア全てに対して，新たにピースを獲
得したというメッセージを送信する．メッセージを受信したピアは，自身のア
クティブピアリスト内の当該ピアのピースマップに情報を追記する． 
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2.2.3 ピース選択アルゴリズム 
ダウンロードするピースの順番はダウンロード効率に大きく影響するため，BitTorrent
では以下の 4 つのピース選択戦略を採用している． 
 
取得中ピースのダウンロードに集中 
最優先の戦略として，現在ダウンロード中のピースに集中することが挙げられ
る．BitTorrent では前述の通りブロック単位でダウンロードを行い，完全なピース
が出来るとピースの整合性をチェックした後，そのピースを他のピアからのダウ
ンロード対象とする．そのため，様々なピースのブロックを手当たり次第にダウ
ンロードするよりも，1 つのピースに集中し，ピースを完成させるのが重要とな
る． 
 
レアレストファースト 
1 つのピースを完成させると，次にダウンロードするピースを決める．その時，
各ピアが持っているピースのうち，持っているピアが少ないピースをダウンロー
ドする．これは，ピースを唯一持っているピアがネットワークから離脱した場合，
コンテンツのダウンロードが不可能になるからである．それを防ぐため，希少ピ
ースを優先してダウンロードする． 
 
ランダム戦略 
BitTorrent の起動直後に限り，希少ピース選択戦略を用いずに，ランダムでダ
ウンロードするピースを決定する． 
 
エンドゲームモード 
最後のピースのダウンロード時，そのピースに関しては複数のピアに同じデー
タを一斉にリクエストする．特定のピアの通信速度が極端に遅い場合に，最後の
1 ピースのダウンロードに時間がかかるという問題を防ぐための戦略である． 
 
2.2.4 チョークアルゴリズム 
BitTorrent では，それぞれのピアが自律的にピースのダウンロードを効率化し，アッ
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プロード帯域を確保しようと試みる．どのピアにアップロードするかを各ピアが決定
する方法としてチョークアルゴリズムが用いられる． 
基本的に各ピアは一定数のピアに対してアップロードを許可する．この許可のこと
をアンチョークという．アンチョークされるピアの数はデフォルトで 4 つである．基
本的にアップロード速度でソートし，速度が速いものから順にアンチョークする．た
だし，アップロード速度のみを用いると，既にアップロードを開始したピアに固定さ
れてしまうため，デフォルトでは 4 つのなかで 1 つのピアのみ，ピアのリストの中か
ら，ランダムでアンチョークする． 
 
これらの戦略を元にピース・ブロックを接続したピアに要求する．具体的には次の手順
にしたがってダウンロードが行われる． 
 
 BitTorrent-Mobile 
Quental [7]らは MANET 上に BitTorrent を実装するにあたって，アプリケーション層に
UDP ブロードキャストを行う機能を追加した．本項ではオリジナルの BitTorrent と Quental
らが提案した手法 Mobile-BitTorrent について説明する． 
Mobile-BitTorrent は，アプリケーション層のみを用いて，1 ホップの無線通信を実装する
ことで，MANET におけるファイルのダウンロード速度を向上させる方式である．Mobile-
BitTorrent において，各ピアは散布ピア(Disseminator Peer)と共通ピア(Common Peer)に分けら
れる．散布ピアは，通常の BitTorrent の動作に加えて，UDP ブロードキャストを用いて，定
期的にピースを配信する．共通ピアはオリジナルの BitTorrent の通常ピアと同様に，TCP の
みを用いてピースのやりとりを行う． 
BitTorrent-Mobile はアプリケーション層に，BitTorrent とトランスポート層とを繋ぐイン
ターフェースとして実装される．このインターフェースは BMI(BitTorrent Mobile Interface)
と呼ばれる． 
2.3.1 BMI 
BMI は外から来るブロードキャストメッセージと，外へ向かうブロードキャストメッセ
ージを管理する．このインターフェースは散布ピアと共通ピアの両方に実装される．BMIイ
ンターフェースがピースを受信したら，それを BitTorrent に渡す．その時，そのピースを既
に所持している場合は，何もせず破棄する．2.3.3 節で述べる散布ピアの選択方法により決
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定された散布ピアは，一定間隔でピースをブロードキャストする．ブロードキャストするピ
ースの選択手法を 2.3.2 節で示す．  
 
2.3.2 ブロードキャストするピースの選択 
散布ピアはピースをブロードキャストするにあたり，共通ピアがユニキャストで要求す
るだろうピースと異なるものの選択を試みる戦略を取る．具体的には，共通ピアがレアレス
トファーストアルゴリズムを使ってピースをリクエストする時，希少ピースをピース ID で
降順に並び替え，先頭のものを選択するように実装し，反対に散布ピアにおいては，希少ピ
ースをピース IDで昇順に並び替え，先頭のものを選択するように実装する．これによって，
希少ピースの中でも，ユニキャストでリクエストされるものと異なるピースをブロードキ
ャストすることが出来る．また，散布ピアは同じピースを二度と送信しない． 
 
2.3.3 散布ピアの選択 
文献 [8]では，各ピアの IP アドレスの内で最も大きな数値を持つものを散布ピアとして
選択し評価している．また，この選択には MANET におけるリーダ選択アルゴリズム [16]
等を使うのが推奨されている． 
 
2.3.4 送信間隔 
ピースのブロードキャストはパケットの衝突回数を増加させ，ダウンロードパフォーマ
ンスを逆に下げる可能性があるため，送信間隔に注意が必要がある．そのため，再度ブロー
ドキャストするまでに間隔を開ける必要がある．この間隔は文献 [8]ではパラメータとして
おり，評価実験では 0 から 1 秒の間でランダムとしている． 
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 提案方式 
 
 提案方式の概要 
前章で示した通り，端末が密集した環境においては周期ブロードキャストを用いた配信
方式が有効であるが，先行研究では，配信範囲が配信者の周辺に限定されているという問題
がある． 
それを解決する手法として，動画を既に受信し終わり，動画データをすべて持つ視聴者端
末に，周囲に向けて周期ブロードキャストにて再配信させる方式を提案する [17]．その再
配信する視聴者端末を「フォワーダ端末(FN)」と定義する．先行研究の VoD システムにお
いて，LF の通信範囲外にいるために動画を視聴することが出来ない視聴者も，提案方式で
は FN の通信範囲にいれば動画を受信できる(図 4)．以下, LF と FN を総称してフォワーダ
と呼ぶ． 
 
図 4 提案方式の概要図 
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動画データを受信し終わった視聴者端末の全てが FN になると，通信容量を無駄に消費す
ることになるため，適切な端末を FN として選択する必要がある．例えば, 通信が混雑して
いる地点の端末が新たに FN になると，効率よく動画を配信することが出来ず，さらに周囲
の FN に悪影響を与える可能性が高い． 
各視聴者端末は，それぞれ動画を受信するために適したフォワーダを必ず１つ以上持ち，
このフォワーダのことを適格フォワーダ(AF: Appropriate-Forwarder)と呼ぶ．各視聴者端末は
１つの AF からのデータを主として，他のフォワーダから届くデータもキャッシュに保存
し，動画の再生を行う． 
 フォワーダ端末の作成手順 
視聴者（図 5 における視聴者 A）は，周囲に AF に適したフォワーダがいない場合や AF
がネットワークから離脱してしまった場合，また AFとの通信状況が悪化し動画受信に適さ
なくなった場合，以下の手順に従って AFとなりうる新たな FN の作成を行う [18]． 
 
手順１ 
周囲のフォワーダが既に AF に該当するか確認する．AF 判定基準は 3.2.1 節
で後述する．AF が存在する場合，AF から動画を受信し，この作成手順を終了
する．この確認作業は定期的に行われる． 
手順２ 
AF が存在しない場合，周囲の端末に対して，「FN 変更予備リクエスト」を
ブロードキャストする．この時，リクエストを送信した端末を「要求端末」と
定義する． 
 
手順３ 
FN 変更予備リクエストを受信した周囲の視聴者は，自身が動画の全てのキ
ャッシュを持っていない場合はリクエストを破棄する． 
全てのキャッシュを持っている場合は，3.2.3 節で述べる近隣フォワーダチ
ェック機能により，自身が FN になることが可能かチェックする．FN になるこ
とが可能であれば，自身がどの程度 FN に適しているかを判定するための情報
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（周囲の通信混雑度）を含めた予備レスポンスを要求端末に返信する． 
視聴者B
キャッシュなし
視聴者C
キャッシュあり
近距離
視聴者D
キャッシュあり
遠距離
破
棄
F
N
に
変
化
受
信
電
力
確
認
視聴者A
要求端末
 
図 5 提案方式のシーケンス図 
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手順４ 
要求端末は一定時間経過するまで，周囲の視聴者からの予備レスポンスを
受信し，それをもとに FN に適している端末を選択する．端末の選択方法は
3.2.2 節で述べる．適している端末が存在しない場合は，さらに一定時間待機
し，手順 1 からやり直す．存在する場合，その端末に「変更リクエスト」を送
信する． 
手順５ 
変更リクエストを受信した端末は FN となり，周囲への動画の配信を開始
する． 
 
 
これらの手順中において，ブロードキャストで送信する予備リクエストや変更リクエスト
等では，到達率を上げるために，数回再送を行うこととする． 
 
3.2.1 AF 判定基準 
周囲のフォワーダの中で，平均パケット到達率が設定した閾値以上のものを AFと認定す
る．ここでパケット到達率は，あらかじめ電波の受信電力とパケット到達率の対応テーブル
（4.2 節）を作成しておくことで，受信電力からパケット到達率を取得できるものとする． 
 
3.2.2 FN 選択基準 
予備レスポンスを送ってきたそれぞれの FN 候補端末に対して，次の 2 つの項目について
確認を行う．以下，確認対象の FN 候補端末を𝐹′とする． 
  
（１）配信に必要な帯域が確保可能か 
𝐹′における周囲の通信混雑度𝑅から，利用可能な通信容量を算出する．単位時間あた
りの，周囲で送受信されたデータ量（ビット量）を𝑆 [bps]とし，通信速度の理論値(IEEE 
802.11g の場合 54 [Mbps])を𝐵𝑅とする．MAC(Media Access Control)制御等のオーバヘッド
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によりスループットは低下するため，実効スループット𝐵𝐸は係数𝛽を用いて𝐵𝐸 = 𝐵𝑅 × 𝛽
と表す．これを用いることで，通信混雑度𝑅は 
 
𝑅 =
𝑆
𝐵𝐸
  (3)  
で表される．𝐹′が利用可能な通信容量𝐵′は 
 𝐵′ = 𝐵𝐸(1 − 𝑅) (4)  
で表される．周期ブロードキャストにおいて，送信に必要な通信容量は𝑟𝑘であるため， 
 𝐵′ ≥ 𝑟 ∙ 𝑘 (5)  
の条件を満たす場合，FN に適しているとする． 
 
（２）要求端末が動画をストレス無く視聴可能かどうか 
動画フレームの受信率が閾値α以上になるかどうか，パケット到達率𝑃 
 
𝑃 =
𝑁𝑅
𝑁𝑆
 (6)  
を利用して確認する．ただし，送信したパケット数を𝑁𝑆，受信したパケット数を𝑁𝑅と
する．この時， 
 𝑃 ≥ 𝛼 (7)  
が満たされれば FN に適しているとする．ここで P は，要求端末における𝐹′が発する電
波の受信電力から，4.2 節で述べる受信電力とパケット到達率のテーブルを用いて算出する． 
 
 近隣フォワーダチェック機能 
予備リクエストを受信した視聴者は，まず自身が動画の完全キャッシュを所持していな
い場合，FN に適していないとして，リクエストを無視する． 
次に，自身の至近距離にフォワーダがいないかを確認する．要求端末は，フェージングや
シャドーイングの影響により，一時的にリクエストを受信した視聴者の周囲にいる AFに成
り得るフォワーダを見逃す可能性がある．自身の至近距離にフォワーダがいる場合，自身が
FN になるよりも，既に存在する当該フォワーダを AF として認定するほうが，より効率的
に通信容量を利用できると言える．以上の理由により，至近距離にフォワーダが存在する場
合，リクエストを無視する．  
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 評価 
 シミュレーション評価の概要 
提案方式を用いることで効果的な動画配信が可能かどうか確認するため，提案方式をネ
ットワークシミュレータ上に実装し，シミュレーション評価を行った．ネットワークシミュ
レータには Qualnet 7.1 [19]を利用した． Qualnet は C++のソースコード形式で提供されてお
り，独自のプロトコルやアプリケーションを自由に実装することが出来る．また，比較方式
として BitTorrent と BitTorrent-Mobile を Qualnet 上に実装した． 
まず初めに, 提案方式において，パケット到達率閾値αを変化させた場合の評価を行う．
その次に，端末の数を変化させた場合の影響について評価する．また 3.2.3 節で述べた近隣
フォワーダチェック機能の効果を測定するために，機能を有効にした場合と無効にした場
合についても評価する．最後に，提案方式と比較方式を比較評価する．評価軸としては，再
生途切れ時間（バッファリングタイム）と再生完了までの時間の 2 つを主に用いた．再生途
切れ時間は，再生中，次の 1 秒に再生される動画フレームの受信率が閾値以下の場合，再生
が不可能だと判断し，平均途切れ時間を加算することとした． 
それぞれの評価実験において，端末が再生完了後に離脱しない場合とする場合の 2 通り
の評価を行った．また，全ての実験は 3 つのトポロジ・シードにおいて行っており，評価に
は 3 つの平均値を使用する． 
 シミュレーション条件 
4.2.1 共通条件 
提案方式，比較方式で共通となるシミュレーションフィールドや通信方式の設定を表 1  
シミュレーション条件にまとめた． 
 
（１）フィールドサイズ 
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シミュレーションする環境として，花火大会が行われる河川敷を模した横長のフィ
ールドを設定した．  
 
（２）通信方式 
通信方式には IEEE802.11g を利用することとした．周波数は 2.4GHz 最大通信速度
は 54 Mbps である（下位規格の IEEE802.11b が 11 Mbps）．現在最も一般的に利用さ
れている無線通信規格の１つである．送信レートは規格上で最大の 54 Mbps としてい
る． 
 
（３）パスロスモデル 
ネットワークシミュレータ Qualnet では，電波の伝搬路における電力の減少をパス
ロスモデルという形でモデル化しており，複数種類あるモデルから自由に選択できる． 
標準で選択できるモデルとして，以下の 4 つがある． 
 Free Space 
 Two Ray 
 Pathloss Matrix 
 Irregular Terrain Model 
シミュレーションでは，地形については考慮しないこととしたため Two Ray（2 波）
モデルを利用した．Two Ray モデルは地面の反射による損失と，自由空間損失のうち，
より損失が大きい結果を採用するモデルである．  
表 1  シミュレーション条件（共通の環境条件） 
フィールドサイズ 400[m] × 10[m] 
通信方式 802.11a/g 
伝送速度 54 [Mbps] 
使用周波数 2.4 [GHz] 
パスロスモデル TWO-RAY 
シャドーイングモデル CONSTANT 
フェージングモデル RAYLEIGH 
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また，気象条件についても特に考慮しないこととした． 
 
（４）シャドーイングモデル 
端末周辺の建物などによる遮蔽の影響で，受信レベルが変動することをシャドーイ
ングと呼ぶ．Qualnet では次の 3 つのモデルが利用可能である． 
 None 
 Constant 
 Lognormal 
ここでは常に一定の減衰が生じる Constant モデルを利用することとした． 
 
（５）フェージングモデル 
建物の反射や地面の反射により，電波が届く経路が複数ある場合，それぞれの伝播
経路の長さが違うことで，受信点での位相がずれ，電波の強め合い・弱め合いが起こ
り，受信電力が変動する．これを模擬するモデルとして Qualnet ではフェージングモ
デルを複数の中から指定することが出来る． 
 Fast Rayleigh 
 Rayleigh 
 Ricean 
Qualnet に実装されている Rayleigh（レイリー）フェージングは 2 種類ある．１つは
ドップラー周波数が一定の Rayleigh モデルで，もう一つが端末の移動速度に応じたド
ップラー周波数を適応する Fast Rayleigh モデルである． 
ここでは端末の移動は考慮していなため，ドップラー周波数が一定な Rayleigh モデ
ルを利用することとした． 
Qualnet ではフェージング処理において，予め外部で作成されたフェージング変動
を表す時系列データを基に生成を行っている．シミュレーションでは，Qualnet 付属
のフェージングデータを利用した． 
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次に，配置する端末と配信する動画のシミュレーション条件を表 2 シミュレーション条
件（端末・動画条件）に示す． 
（１）端末数 
シミュレーションは，端末数が 25, 50, 75, 100, 125, 150 のそれぞれについて行う．
この端末数には提案方式であらかじめ設置する LF や，比較方式の BitTorrent であら
かじめ設置するトラッカ兼シーダも含まれる．つまり，提案方式の場合，端末数が仮
に 25 であるとき視聴者数は 24 である． 
（２）端末位置 
各端末の位置はランダムに配置することした．ただし，提案方式で事前に設置する
LF と比較方式のトラッカ兼シーダは，フィールドの中央に配置する（フィールドサ
イズが 400[m] x 10[m]のため，LFの位置は[200, 5]となる）． 
 
（３）端末がネットワークに参加するタイミング 
各端末は初期化時にネットワークに参加するタイミングをそれぞれ設定し，その時
刻になるまでネットワーク上に存在しないようにする．参加タイミングは 0 分から 3
分の間の 0.1 秒単位で決定する．ただし，提案方式の LFと，比較方式の BitTorrent に
おけるトラッカとシーダはシミュレーション開始時から存在するものとする． 
表 2 シミュレーション条件（端末・動画条件） 
端末数 25, 50, 75, 100, 125, 150 
端末位置 ランダム 
端末がネットワークに参加するタイミング 0 – 3 [min] (ランダム) 
端末がネットワークを離脱するタイミング 50%の確率で離脱 
動画再生完了後から 
1 –2 [min] (ランダム) 
動画の長さ 30 [s] 
動画のビットレート 512 [Kbps] 
動画のフレームレート 30 [fps] 
再生を許可するフレームレート 15 [fps] 
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（４）端末がネットワークから離脱するタイミング 
離脱の影響を評価する場合は，再生完了後，50%の確率でネットワークから離脱す
る．離脱するタイミングは 1 から 2 分の間でランダムとする． 
 
（５）動画の長さ・ビットレート・フレームレート 
今回のシミュレーションでは，動画の種類を１つとした． 
動画の長さは 30 秒で，ビットレートは 512 [kbps]とする．これは YouTube が提案
しているライブストリーミング時の最低解像度における推奨ビットレートを参考に
決定した．動画を H264 コーデックで 400 [kbps]，音声を AAC コーデックで 128 [kbps]
とすることが Youtube では推奨されている．また動画フレームレートについては最も
一般的に利用されている 30 [fps]とした．  
（６）再生を許可するフレームレート 
シミュレーションでは，各視聴者は次に再生する１秒の内，指定のフレームレート
分を持っていれば再生することとした． 
 
4.2.2 提案方式における条件 
提案方式のシミュレーション時に利用するパラメータを表 3 シミュレーション条件
（提案方式）に示す． 
（１）周期ブロードキャストの分割送信数 
周期ブロードキャストの分割送信数は３とした．動画の長さが 30 秒のため，10 秒
に一度同一フレームの情報を受信するタイミングが来ることになる． 
  
表 3 シミュレーション条件（提案方式） 
周期ブロードキャストの分割送信数 3 
動画の再生タイミング AF発見時 
係数β 1 
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（２）動画の再生タイミング 
視聴者はネットワークに参加すると，周囲から動画のダウンロードを開始するが，
AFを発見したタイミングで動画の再生を開始することとする．これは，AFを保持し
ていない場合，安定して動画を受信することが出来ず，再生途切れ時間が大幅に増加
する可能性があるためである． 
 
（３）係数 β 
通信混雑度の計算に必要な係数 βは 1 として評価した．これは，実効スループット
が理論値と等しいということを意味する． 
 
4.2.3 比較方式における条件 
比較方式のシミュレーション時に利用するパラメータを表 4 シミュレーション条件
（比較方式）に示す． 
 
（１）ルーティングプロトコル 
現在の携帯端末にはモバイルアドホックネットワークのための機能が搭載されて
いない（一対一の通信のための Wi-Fi Direct は普及している）が，将来的にはモバイ
ルアドホックネットワーク構築のための何らかのルーティングプロトコルが実装さ
れると考えられる．そのため，今回のシミュレーションにおいては，ルーティングプ
表 4 シミュレーション条件（比較方式） 
ルーティングプロトコル AODV 
ピースサイズ 256 [Kbytes] 
ブロックサイズ 16 [Kbytes] 
Keep Alive 間隔 30 [s] 
チョークアルゴリズムの動作間隔 10 [s] 
動画の再生タイミング 動画の全受信時 
散布ピアのブロードキャスト間隔 0 - 1 [s]でランダム 
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ロトコルとして RFC として標準化もされている AODV（Ad hoc On-Demand Distance 
Vector） [20]を使用することとした． 
（２）ピースサイズ・ブロックサイズ 
動画コンテンツは BitTorrent では複数のピースに分割される．この分割単位を 256 
[Kbytes]とする．また，１つのピースは 16 [Kbytes]のブロックに分割する．つまり 1 ピ
ースは 16 ブロックで構成する． 
 
（３）動画の再生タイミング 
リクエストするピース・ブロックは，BitTorrent で標準的に用いられるレアレスト
ファーストアルゴリズムによって決定する．ここではコンテンツの先頭を優先して受
信する実装を行っていないため，動画を全て受信したタイミングで再生を開始するこ
ととする． 
 
（４）散布ピアの選択方法 
各ピアを 3 分の 1 の確立で散布ピアに決定することとした． 
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4.2.4 端末の配置 
各端末は設定されたシミュレーションフィールド内のランダムな位置にそれぞれ配置さ
れることとする．例として端末数が 100 の場合で利用した端末配置を図 6 から図 8 に示
す．なお，図において●は端末を表し，横方向の縮約と縦方向の縮尺は異なる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
図 6 端末の配置（シード値 1） 
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図 7 端末の配置（シード値 2） 
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図 8 端末の配置（シード値 3） 
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 シミュレーション結果と考察 
 
4.3.1 提案方式のためのパケット到達率と受信
電力テーブルの作成 
 
提案方式で利用するパケット到達率と受信電力の対応テーブルを事前に作成した．これ
は提案方式のシミュレーションと同様に，Qualnet にテーブル作成用アプリケーションを実
装し実験した結果を用いることとした． 
送信用端末と受信用端末との距離を 1[m]から 500[m]まで，1[m]ずつ増やして，パケット
到達率を測定した．全送信パケット 18,000 個の内，受信したパケットの割合をパケット到
達率とする．同時にパケット受信時の受信電力についても毎回取得し，最終的にその位置に
おける平均受信電力を求める．この実験を，シード値を変えて数回繰り返し結果を平均する．
最後に，求めた平均受信電力とパケット到達率をデータとして対応テーブルを作成する．実
験で求めたパケット到達率と受信電力の関係を図 9 に示す．また，距離と受信電力のグラ
フを図 10 に示す． 
 
図 9 パケット到達率と受信電力の関係 
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4.3.2 パケット到達率閾値αの評価 
 AF判定に利用するパケット到達率の閾値αを変化させて，平均途切れ時間と再生開始ま
での時間を評価した．αは 0.50, 0.75, 0.90 の 3 種類について，それぞれ端末数を 50 と 100
の場合で測定した． 
（１）平均途切れ時間 
端末数 100 および端末数 50 の場合の平均途切れ時間と閾値αの関係を，それぞれ図 11，
図 12 に示す． 
いずれの端末数の場合も，閾値αが 0.5の場合が最も平均途切れ時間が大きい．この場合，
パケット到達率が 0.5 以上のフォワーダを AFと判定し，それ以上の到達率になるフォワー
ダを自分から作成しようとしないため，再生が開始した後も，多くの場合でパケット到達率
が低いままとなり， 再生途切れが何度も発生していると考えられる．それと比べて，閾値
αが 0.9 の場合が最も平均途切れ時間が小さいという結果が出た．これらの結果から，閾値
αは 0.90 を利用するのが妥当であると考えられ，以降の実験ではそれを使う． 
 
 
 
図 10 受信電力と距離の関係 
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図 11 閾値αと平均途切れ時間の関係（端末数 50） 
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図 12 閾値 αと平均途切れ時間の関係（端末数 100） 
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（２）再生開始までの時間の平均 
端末数 50 および端末数 100 の場合の再生開始までの時間の平均と閾値 αの関係を，それ
ぞれ図 13，図 14 に示す．また，FN 数と閾値の関係と，各視聴者の受信可能範囲内に存在
する FN の数をそれぞれ図 15，図 16 に示す． 
いずれの場合も，閾値αが小さい場合に再生開始までの時間が短いことがわかる．再生開
始は AF を見つけたタイミングなので，再生開始までの時間は，AF を見つけるまでの時間
と同等である．閾値αが小さい場合，大きい場合より判定基準のパケット到達率が低くなる
ため，素早く AFを確定させることが出来る．そのため，再生開始までの時間が短くなると
考えられる． 
端末数が 50 から 100 に増えた場合に，それぞれの閾値において再生開始までの時間が半
分程度に減少している．これは，フォワーダの数が 1 から 2 程度増えたことにより，各端末
が受信できるフォワーダの数も同様に 1 から 2 程度，増加したためであると考えられる． 
 
 
 
 
 
 
図 13 閾値αと再生時間までの時間の平均（端末数 50） 
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図 14 閾値 αと再生時間までの時間の平均（端末数 100） 
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図 15 閾値 αと FN の数の関係（端末数 50， 100） 
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4.3.3 端末数を変化させた場合の評価 
端末数を変化させた場合の提案方式の評価を行った．端末数は 25, 50, 100, 125, 150 と 25
刻みで設定し，それぞれに端末の離脱が行われる場合と行われない場合の両方について実
験を行った．4.3.2 節の結果から閾値αについては 0.90 を用いることとした．実験は 3 つの
トポロジ・シード値で行い，それらの結果を平均した． 
 
（１）端末の離脱がない場合 
端末の離脱がない場合の平均途切れ時間の結果を図 17 図 19 に示す．端末数が少ない
場合は，通信が混雑していないため平均途切れ時間は短い．端末数が多くなるに従って平
均途切れ時間は増加するが，端末数が 75 程度からは一定の値に落ち着いている．これ
は，フィールド内のフォワーダが一定数でエリア内の端末を全てカバーできるためである
と考えられる．FN 数を図 18 に示す．端末数 75 以降のフォワーダ端末の数を見ると，7
から 8 程度で落ち着いている．この結果から，提案方式は端末数が増えても問題なく動作
することがわかる．  
 
図 16 閾値αと各視聴者の受信可能範囲内の FN 数の関係（端末数 50，100） 
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また，図 19 に再生開始までの時間の平均を示す．端末数が多くなるほど，再生開始ま
での時間が短くなることがわかる．図 18 より FN の数は変化していないことから，端末
の密度が上がることにより，より適切な位置の端末が FN となることができ，再生までの
時間が短くなったと考えられる． 
 
 
図 18 端末数と FN 数の関係（端末離脱無し） 
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図 17 端末数と平均途切れ時間の関係（端末離脱無し） 
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（２）端末の離脱がある場合 
端末の離脱がある場合の平均途切れ時間のグラフを図 20 に示した．離脱なしの実験と同
じく，端末数が増えても，平均途切れ時間が増加していないことがわかる．また，図 21 に
 
図 20 端末数と平均途切れ時間の関係（端末離脱有り） 
 
 
0.059 
0.194 
0.240 
0.258 
0.170 
0.144 
0
0.05
0.1
0.15
0.2
0.25
0.3
25 50 75 100 125 150
平
均
途
切
れ
時
間
[s
]
端末数
 
図 19 端末数と再生までの時間の平均の関係（端末離脱無し） 
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示した再生開始までの時間も，端末の離脱がない場合と同様に，端末数が増えた場合に再生
開始までの時間が短くなることがわかる．  
4.3.4 近隣フォワーダチェックの評価 
提案方式では，予備リクエストを受信したキャッシュを全て持つ視聴者は，自身の近くに
FN が既にいる場合，FN 候補にならないために，返信しないという判断をする．ここでは，
これを近隣フォワーダチェックと定義する． 
 近隣フォワーダチェックを有効にした場合と，無効にした場合でどのような影響がある
か評価する．また，端末の離脱がある場合と，無い場合でそれぞれ評価する．評価項目とし
ては，平均途切れ時間・再生までの時間の平均に加えて，各視聴者周辺での利用されている
データ通信量の平均を評価する． 
（１）端末の離脱がない場合 
近隣フォワーダチェックが有効の場合，平均途切れ時間が若干増加している（図 222）．
再生までの時間の平均も若干増加している（エラー! 参照元が見つかりません。3）が，端
末数が増えると，FN チェック無効の場合とほぼ同等程度に落ち着いている． 
図 25 より FN の数が増加ることがわかる．各視聴者周辺での利用帯域の平均を見ると，
近隣フォワーダチェックが無効の場合と比べて 2/3 程度に抑えられている（図 24）． 
 
 
 
図 21 端末数と再生までの時間の平均の関係（端末離脱有り） 
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図 22 近隣フォワーダチェックの影響 – 平均途切れ時間（端末離脱無し） 
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図 23 近隣フォワーダチェックの影響 – 再生までの時間の平均（端末離脱無し） 
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（２）端末の離脱がある場合 
 
端末の離脱がある場合も同様に，平均途切れ時間・再生までの時間の平均は若干の増加が
見られた（図 26，図 27）．また，図 28 から FN の数は近隣フォワーダチェックが無効の
場合に比べて 2 倍以上になることを確認した．これは，端末の離脱な無い場合と比べて，FN
作成処理が行われる回数が増加するためだと考えられる．また図 29 に示す通り，それぞれ
の視聴者周辺でのデータ通信量も FN の増加に伴ない大きく増大している．このことから，
近隣フォワーダチェックを用いることで，平均途切れ時間・再生までの時間が少し増加する
が，FN の数を大幅に抑えられ，周囲の通信帯域の効率的な利用が出来ることがわかった． 
 
 
 
図 24 近隣フォワーダチェックの影響 – 各視聴者周辺のデータ通信量（端末離脱無
し） 
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図 25 近隣フォワーダチェックの影響 – FN 数（端末離脱無し） 
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図 26 近隣フォワーダチェックの影響 – 平均途切れ時間（端末離脱有り） 
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図 27 近隣フォワーダチェックの影響 – 再生までの時間の平均（端末離脱有り） 
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図 28 近隣フォワーダチェックの影響 – FN 数（端末離脱有り） 
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4.3.5 提案方式と比較方式の比較評価 
提案方式と比較方式（BitTorrent と BitTorrent-Mobile）の比較評価を行う．それぞれの方
式において，再生タイミングが異なり，前項までで用いた平均途切れ時間や再生開始までの
時間では公平に評価できないため，ここでは，再生完了までの時間を評価軸とする． 
（１）端末の離脱がない場合 
提案方式と２つの比較方式の結果を図 30 に示す．提案方式では端末数が増えても，再生
完了までの時間は増加せず，逆に端末数が多くなり FN 数が一定の値に落ち着くまで再生完
了までの時間が短いことがわかる．比較方式では，端末数が増えるに従って，再生完了まで
の時間が大幅に増加している．これは，ユニキャストを使うため，端末数が増えることで通
信量が増加し，チャンネルの輻輳が発生したことが原因だと考えられる．BitTorrent-Mobile
はブロードキャストを併用するため，少ない端末数では BitTorrent より良い結果を残してい
るが，端末数が極端に多い場合では，ユニキャストによるチャンネルの輻輳により，
BitTorrent と同等の結果になった． 
 
 
 
 
図 29 近隣フォワーダチェックの影響 –各視聴者周辺のデータ通信量(端末離脱有り） 
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図 30  提案方式と比較方式の比較 – 再生完了までの時間（端末離脱無し） 
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図 31 提案方式と比較方式の比較 – 再生完了までの時間（端末離脱あり） 
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（２）端末の離脱がある場合 
端末の離脱がある場合の結果を図 31 に示す．端末の離脱がある場合でも無い場合と同様
に，提案方式は端末数が増えても問題なく動画を配信できることがわかる．比較方式につい
ても，再生完了までの時間は，端末の離脱が無い場合とほぼ同等の結果になっている． 
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 結論 
本論文では，周期ブロードキャストによる VoD 配信手法を MANET 上でのマルチホップ
を利用する形に拡張し，広範囲の視聴者端末に動画コンテンツを配信可能とするための中
継再配信方式を提案した． 
提案方式では動画を多重に送信しそれを周期的に繰り返す周期ブロードキャスト手法を
拡張し，動画を受け取った視聴者が，さらに別の視聴者に周期ブロードキャストにより再配
信をしていく方式を採用した．ブロードキャストを用いることで，視聴者の密度が高くなっ
た場合でも，必要な帯域が増加すること無く動画を配信することができる．さらに，周期ブ
ロードキャストを用いることにより，単純なブロードキャストに比べて，再生を開始するま
でに必要な時間を短くすることができる．また，マルチホップに拡張したことにより，より
広いエリアに対しても動画を配信できる．そして，提案手法に含まれる近隣フォワーダチェ
ック機能により，必要なデータ通信量を削減できる．  
提案方式の有効性を確認するために，ネットワークシミュレータ Qualnet に提案方式と比
較手法（BitTorrent, BitTorrent-Mobile）を実装し，シミュレーション評価を行った． 
その結果，提案手法は比較手法と比べて，動画の再生完了までの時間を最大で 90%削減
できることを確認した．また，比較方式では端末数が増加した場合に，動画の再生完了まで
の時間が大きく増加したのに対して，提案方式では端末数が増えても再生完了までの時間
が増加せず，逆に短くなることを確認した．これは，提案手法ではブロードキャストを用い
ることで，複数の配信者からのデータが受信可能となるためだと考えられる．また提案方式
に含まれる，近隣フォワーダチェック機能により，端末が増加した場合におけるデータ通信
量の増加を最大で 65%削減できることを確認した． 
以上より，提案方式はモバイル環境における VoD 配信方式として，端末が密集する環境
においても再生途切れ時間を抑えながら動画を配信できることがわかった．これによって，
例えばスポーツ試合会場でのハイライト動画の配信や，野外音楽イベントでの PV 映像の配
信，および，花火大会等での開始前の前回映像や協賛企業 CM 等の配信が可能となる等，
様々な用途に利用できると考えられる． 
なお，シミュレーションでは，端末の途中参加・離脱については評価したが，端末の移動
に伴うトポロジの変化等は評価していない．また，実環境においては，受信電力は状況の変
化に伴って大きく変化することが考えられるため，提案方式で用いた受信電力とパケット
到達率の対応テーブルの代わりに，実際のパケット到達率を測定する手法が必要だと考え
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られる．さらに，比較方式として BitTorrent と BitTorrent-Mobile を用いたが，両者ともに動
画配信に最適化されている手法ではない．そのため，BitTorrent を動画配信に最適化させた
手法も同様に評価し，提案方式の有効性を確認する必要がある． 
今後は，より実環境に則した状況において正常に提案方式が動作することと，他の手法に
比べて優位性があることを検証すると同時に，中継端末の選択手法を改良することにより，
さらに快適な動画配信を可能にする． 
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付録C ソースコード 
ネットワークシミュレータQualnet上に実装した提案手法と比較手法のプログラムについ
て，ソースコードを付録する．Qualnet に付属するソースコードファイルを改変したものに
ついては，改変部分のみを記載している．  
 
main/application.cpp 
  … 
214   
215 /* added by Kenta Katsura */ 
216 #include "mpb/main/app_mpb.h" 
217 #include "mpb/packet_reachability/app_mpb_pr.h" 
218   
  … 
2480             /* added by Kenta Katsura */ 
2481             else 
2482             if (strcmp(appStr, "MPB") == 0) { 
2483                 AppMpbInit(nodeInput, nodeHash); 
2484             } 
  … 
6757         /* added by Kenta Katsura */ 
6758         case APP_MPB: 
6759         { 
6760             AppLayerMpb(node, msg); 
6761             break; 
6762         } 
  … 
7618         /* added by Kenta Katsura */ 
7619         case APP_MPB: 
7620         { 
7621             AppMpbFinalize(node, appList); 
7622             break; 
7623         } 
  … 
 
libraries/developer/src/Makefile-common 
  … 
21 $(DEVELOPER_SRCDIR)/mpb/main/mpb_global.cpp \ 
22 $(DEVELOPER_SRCDIR)/mpb/main/mpb_node.cpp \ 
23 $(DEVELOPER_SRCDIR)/mpb/main/mpb_node_my.cpp \ 
24 $(DEVELOPER_SRCDIR)/mpb/main/mpb_node_bto.cpp \ 
25 $(DEVELOPER_SRCDIR)/mpb/main/app_mpb.cpp \ 
26 $(DEVELOPER_SRCDIR)/mpb/packet_reachability/app_mpb_pr.cpp \ 
27 $(DEVELOPER_SRCDIR)/mpb/packet_reachability/mpb_pr_global.cpp \ 
28 $(DEVELOPER_SRCDIR)/mpb/packet_reachability/mpb_pr_node.cpp \ 
  … 
 
libraries/developer/src/mpb/main/app_mpb.h 
1 #ifndef MPB_APP_H 
2 #define MPB_APP_H 
3   
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4 void AppMpbInit(const NodeInput* node_input, IdToNodePtrMap* node_hash); 
5 void AppMpbFinalize(Node *node, AppInfo* appinfo); 
6 void AppLayerMpb(Node* node, Message* msg); 
7   
8 #endif 
 
libraries/developer/src/mpb/main/app_mpb.cpp 
1 #include <stdlib.h> 
2 #include <stdio.h> 
3 #include <string.h> 
4   
5 #include <fstream> 
6 #include "api.h" 
7 #include "partition.h" 
8 #include "network_ip.h" 
9 #include "app_util.h" 
10   
11 #include "mpb_defines.h" 
12 #include "app_mpb.h" 
13 #include "mpb_node.h" 
14 #include "mpb_node_my.h" 
15 #include "mpb_node_bto.h" 
16 #include "mpb_global.h" 
17   
18 /** 
19 *    全体初期化 
20 */ 
21 void AppMpbInit(const NodeInput* node_input, IdToNodePtrMap* node_hash) { 
22   
23     // 全体の初期化 
24     MpbGlobal::Initialize(node_input, node_hash); 
25   
26     printf("%d\n", MpbGlobal::method_type); 
27   
28     Node* node; 
29     MpbNode* mpb_node; 
30     for (int i = 1; i <= MpbGlobal::node_num; i++) { 
31         node = MAPPING_GetNodePtrFromHash(node_hash, i); 
32          
33         // ノード初期化 
34         switch (MpbGlobal::method_type) 
35         { 
36         case MPB_METHOD_MY: 
37             // 提案手法 
38             if (i <= MpbNodeMy::node_lf_num) { 
39                 mpb_node = new MpbNodeMy(node, MPB_NODE_LF); 
40             } 
41             else { 
42                 mpb_node = new MpbNodeMy(node, MPB_NODE_CLIENT); 
43             } 
44             break; 
45   
46         case MPB_METHOD_BITTORRENT_ORIGIN: 
47         case MPB_METHOD_BITTORRENT_MOBILE: 
48             // BitTorrent-Origin/Mobile 
49             if (i == 1) { 
50                 mpb_node = new MpbNodeBto(node, MPB_BT_NODE_TRACKER); 
51             } 
52             else { 
53                 mpb_node = new MpbNodeBto(node, MPB_BT_NODE_LEECHER); 
54             } 
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55             break; 
56         } 
57   
58         // ノードを大域変数として保持 
59         MpbGlobal::nodes.push_back(mpb_node);  
60     } 
61 } 
62   
63 /** 
64 *    終了処理  
65 */ 
66 void AppMpbFinalize(Node *node, AppInfo* appinfo) { 
67     if (node->nodeId == 1) { 
68         // データを出力する 
69         MpbGlobal::MeasurementOutput(); 
70     } 
71 } 
72   
73 /** 
74 *    イベント処理  
75 */ 
76 void AppLayerMpb(Node* node, Message* msg) { 
77     // イベント発火 
78     MpbGlobal::nodes[node->nodeId - 1]->Event(msg); 
79   
80     // メッセージ開放 
81     MESSAGE_Free(node, msg); 
82 } 
 
libraries/developer/src/mpb/main/mpb_defines.h  
1 #ifndef MPB_DEFINES_H 
2 #define MPB_DEFINES_H 
3   
4 /** 
5 *    使用する方式 
6 */ 
7 enum MpbMethodType 
8 { 
9     // 提案手法 
10     MPB_METHOD_MY = 1, 
11   
12     // Origin-BitTorrent 
13     MPB_METHOD_BITTORRENT_ORIGIN = 2, 
14   
15     // Mobile-BitTorrent 
16     MPB_METHOD_BITTORRENT_MOBILE = 3, 
17 }; 
18   
19 /** 
20 *    ノードタイプ 
21 */ 
22 enum MpbMyNodeType 
23 { 
24     MPB_NODE_LF, 
25     MPB_NODE_CLIENT, 
26     MPB_NODE_FORWARDER_NODE, 
27 }; 
28   
29 enum MpbBTNodeType 
30 { 
31     MPB_BT_NODE_TRACKER, 
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32     MPB_BT_NODE_LEECHER, 
33     MPB_BT_NODE_SEEDER, 
34 }; 
35   
36 /** 
37 *    通信メッセージタイプ 
38 */ 
39 enum MpbDataType { 
40     /* ================================== */ 
41     //    提案手法 
42     /* ================================== */ 
43   
44     // 動画データ 
45     MPB_MESSAGE_VIDEO_FRAME, 
46   
47     // FN予備リクエスト 
48     MPB_MESSAGE_FN_BEFORE_REQUEST, 
49   
50     // FN予備リクエストへの返信 
51     MPB_MESSAGE_FN_BEFORE_REQUEST_RESPONSE, 
52   
53     // FNリクエスト 
54     MPB_MESSAGE_FN_REQUEST, 
55   
56     // ダミーデータ 
57     MPB_MESSAGE_DUMMY_DATA, 
58   
59     /* ================================== */ 
60     //    BitTorrent 
61     /* ================================== */ 
62   
63     // ダミーデータ 
64     MPB_BTO_MSG_VIRTUAL, 
65   
66     // ピアリストのリクエスト 
67     MPB_BTO_MSG_PEERLIST_REQUEST, 
68   
69     // ピアリストのレスポンス 
70     MPB_BTO_MSG_PEERLIST_RESPONSE, 
71   
72     MPB_BTO_MSG_HANDSHAKE, 
73   
74     MPB_BTO_MSG_BITFIELD, 
75   
76     MPB_BTO_MSG_KEEP_ALIVE, 
77     MPB_BTO_MSG_CHOKE, 
78     MPB_BTO_MSG_UNCHOKE, 
79     MPB_BTO_MSG_INTERESTED, 
80     MPB_BTO_MSG_NOT_INTERESTED, 
81     MPB_BTO_MSG_HAVE, 
82     MPB_BTO_MSG_BLOCK_REQUEST, 
83     MPB_BTO_MSG_BLOCK, 
84   
85 }; 
86   
87 /** 
88 *    提案手法 送信パケットデータ 
89 */ 
90 class MpbData 
91 { 
92 public: 
93     // 送信元 MPBノードポインタ 
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94     int sender_id; 
95   
96     // 送信対象 ID (NULLの場合は ANY) 
97     int target_id; 
98   
99     // データタイプ 
100     MpbDataType type; 
101   
102     // ペイロードサイズ 
103     int payload_size; 
104      
105     // 再送信用ユニーク ID 
106     UInt32 unique_id; 
107   
108     // ---------------------------------------------- 
109     // [動画送信用] フレーム番号 
110     int frame_no; 
111   
112     // [FN予備リクエスト レスポンス用] 利用可能帯域幅 
113     double available_bandwidth; 
114   
115     // FN予備リクエストセッション ID 
116     int fn_request_session_id; 
117   
118   
119     // ---------------------------------------------- 
120     int piece_id; 
121   
122     int block_id; 
123   
124     // ---------------------------------------------- 
125     // コンストラクタ 
126     MpbData() { 
127         target_id = NULL; 
128         unique_id = NULL; 
129         payload_size = 0; 
130     } 
131 }; 
132   
133 /** 
134 *    受信電力-パケット損失率の対応表データ 
135 */ 
136 struct MpbPacketReachability 
137 { 
138     double rxPower_dBm; 
139     double packet_reachability; 
140 }; 
141   
142   
143 /** 
144 *    FN判定データ保存用構造体 
145 */ 
146 struct MpbFnInvestigate 
147 { 
148     int node_id; 
149   
150     // 利用可能帯域幅 
151     double available_bandwidth; 
152   
153     // 受信電力 
154     double rxPower_dBm; 
155 }; 
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156   
157   
158 /** 
159 *    測定データ：共通 
160 */ 
161 class MpbMeasurementBase 
162 { 
163 public: 
164     // ノードが有効になった時間 
165     clocktype simtime_node_availabled; 
166      
167     // ノードが離脱する時間 
168     clocktype simtime_node_quit; 
169   
170     // 再生開始時刻 
171     clocktype simtime_playing_started; 
172   
173     // 再生終了時間 
174     clocktype simtime_playing_ended; 
175   
176     // 全ての動画を受信し終えた時間 
177     clocktype simtime_recv_completed; 
178   
179     // 再生途切れ時間 (s) 
180     int time_playing_cant; 
181   
182     MpbMeasurementBase() { 
183         simtime_node_availabled = 0; 
184         simtime_playing_started = 0; 
185         simtime_playing_ended = 0; 
186         simtime_recv_completed = 0; 
187         time_playing_cant = 0; 
188     } 
189 }; 
190   
191   
192 /** 
193 *    測定データ：提案手法 
194 */ 
195 class MpbMeasurementMy : public MpbMeasurementBase 
196 { 
197 public: 
198     // FNになった時間 
199     clocktype simtime_fn_changed; 
200      
201     // FN予備リクエストの送信数 
202     int count_send_fn_before_request; 
203   
204     // FN予備リクエストの受信数 
205     int count_recv_fn_before_request; 
206   
207     // FN予備リクエストレスポンスの送信数 
208     int count_send_fn_before_request_response; 
209   
210     // FN予備リクエストレスポンスの受信数 
211     int count_recv_fn_before_request_response; 
212   
213     // FNリクエストの送信数 
214     int count_send_fn_request; 
215   
216     // FNリクエストの受信数 
217     int count_recv_fn_request; 
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218   
219     // 不適とした回数 A1 
220     int count_false_a1; 
221   
222     // 不適とした回数 A2 
223     int count_false_a2; 
224   
225     MpbMeasurementMy() { 
226         simtime_fn_changed = 0; 
227         count_send_fn_before_request = 0; 
228         count_recv_fn_before_request = 0; 
229         count_send_fn_before_request_response = 0; 
230         count_recv_fn_before_request_response = 0; 
231         count_send_fn_request = 0; 
232         count_recv_fn_request = 0; 
233         count_false_a1 = 0; 
234         count_false_a2 = 0; 
235     } 
236 }; 
237   
238 class MpbMeasurementBto : public MpbMeasurementBase 
239 { 
240 public: 
241     // 送信したブロックの数 
242     int send_block_num; 
243   
244     // 受信したブロックの数 
245     int recv_block_num; 
246   
247     // 総アップロードバイト数 
248     int send_bytes; 
249   
250     // 総受信バイト数 
251     int recv_bytes; 
252   
253     // ブロードキャスト送信ブロック数 
254     int send_broadcast_block_num; 
255   
256     // ブロックキャスト受信ブロック数 
257     int recv_broadcast_block_num; 
258   
259   
260     MpbMeasurementBto() { 
261         send_block_num = 0; 
262         recv_block_num = 0; 
263         send_bytes = 0; 
264         recv_bytes = 0; 
265         send_broadcast_block_num = 0; 
266         recv_broadcast_block_num = 0; 
267     } 
268 }; 
269   
270   
271 /** 
272 *    シミュレーション結果保存用データタイプ 
273 */ 
274 enum MpbLogType { 
275     // ネットワークへ参加 
276     MPB_LOG_JOIN_NETWORK = 100, 
277   
278     // 動画フレーム送信 
279     MPB_LOG_SEND_VIDEO_FRAME = 200, 
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280   
281     // 動画フレームの受信 
282     MPB_LOG_RECV_VIDEO_FRAME = 300, 
283   
284     // 動画フレームの受信完了 
285     MPB_LOG_RECV_VIDEO_COMPLETED = 400, 
286   
287     // 再生開始 
288     MPB_LOG_START_PLAY = 500, 
289   
290     // 再生停止 
291     MPB_LOG_STOP_PLAY = 600, 
292   
293     // 再生途切れ: この 1秒での受信フレーム, 再生位置, 合計途切れ時間 
294     MPB_LOG_BUFFERING_PLAY = 700, 
295   
296     // FN予備リクエスト送信 
297     MPB_LOG_SEND_FN_BEFORE_REQUEST = 800, 
298   
299     // FN予備レスポンス送信: 送信先 ID, 利用可能帯域 
300     MPB_LOG_SEND_FN_BEFORE_RESPONSE = 900, 
301   
302     // FN予備リクエストをキャッシュ済みでないため破棄: 送信先 ID, リクエストセッション 
303     MPB_LOG_REFUSE_FN_BEFORE_REQUEST = 1000, 
304   
305 
    // FN予備リクエストを近距離に別 FNがいるために破棄: 送信先 ID, リクエストセッション, 近距離
FNの ID 
306     MPB_LOG_REFUSE_FN_BEFORE_REQUEST_NEAR_FN = 1050, 
307   
308     // FN予備レスポンス受信 
309     MPB_LOG_RECV_FN_BEFORE_RESPONSE = 1100, 
310   
311     // FN予備レスポンスの確認 既に適合 FNを発見していたので中止  
312     MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_ALREADY_GET_FN = 1150, 
313   
314     // FN予備レスポンスの確認 (A1 REFUSE) : 利用可能帯域 
315     MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_A1 = 1200, 
316   
317     // FN予備レスポンスの確認 (A2 REFUSE) : 送信電力 
318     MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_A2 = 1300, 
319   
320     // 適合する FN候補が見つからなかった場合 
321     MPB_LOG_CHECK_FN_BEFORE_RESPONSE_NOTFOUND = 1400, 
322   
323     // FNリクエストの送信 : 送信対象 
324     MPB_LOG_SEND_FN_REQUEST = 1500, 
325   
326     // FNリクエストの受信 - 既に FNだったので破棄: リクエスト送信者の ID 
327     MPB_LOG_RECV_FB_REQUEST_REFUSE_ALREADY_FN = 1600, 
328   
329     // FNリクエストの受信: リクエスト送信者の ID 
330     MPB_LOG_RECV_FB_REQUEST = 1700, 
331   
332     // 適切な FNを発見: FNの ID, 受信電力 
333     MPB_LOG_FIND_GOOD_FN = 1800, 
334 }; 
335   
336 /* ========================================================== */ 
337 // BitTorrent Origin 
338 /* ========================================================== */ 
339   
340 /** 
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341 *    接続待機タイプ 
342 */ 
343 enum MpbWaitingReason { 
344     MPB_WAITING_REASON_TRACKER_UPDATE_PEERLIST, 
345   
346     MPB_WAITING_REASON_CONNECT_PEER, 
347 }; 
348   
349 /** 
350 *    接続待機情報 
351 */ 
352 class MpbWaitingConnect { 
353 public: 
354     int id; 
355     MpbWaitingReason type; 
356 }; 
357   
358 /** 
359 *    TCP送信データ 
360 */ 
361 class MpbBtoData { 
362 public: 
363     // 受信済みフラグ 
364     bool is_already_received; 
365   
366     // 送信元 MPBノードポインタ 
367     int sender_id; 
368   
369     // 送信対象 ID (NULLの場合は ANY) 
370     int target_id; 
371   
372     // データタイプ 
373     MpbDataType type; 
374   
375     // ペイロードサイズ 
376     int payload_size; 
377   
378     // ============================ 
379     int upload_bytes; 
380     int download_bytes; 
381   
382     // ============================ 
383     vector<int> node_ids; 
384   
385     // ============================ 
386     bool* bitfields; 
387     bool is_need_bitfields_response; 
388   
389     // ============================ 
390     int piece_id; 
391     int block_id; 
392   
393     // コンストラクタ 
394     MpbBtoData() { 
395         is_already_received = false; 
396         target_id = NULL; 
397         payload_size = 0; 
398     } 
399 }; 
400   
401 /** 
402 *    ビットフィールドのデータ 
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403 */ 
404 class MpbBtoBitField { 
405 public: 
406     // ピースを取得済みか 
407     bool have; 
408   
409     // ブロックの取得状況フラグ 
410     bool* blocks; 
411   
412     // リクエスト済みか 
413     bool is_request; 
414   
415     // 所持ブロック数 
416     int count; 
417   
418     MpbBtoBitField() { 
419         have = false; 
420         blocks = NULL; 
421         is_request = false; 
422         count = 0; 
423     } 
424   
425     ~MpbBtoBitField() { 
426         if (blocks != NULL) delete(blocks); 
427     } 
428 }; 
429   
430 /** 
431 *    パケットに付属させるヘッダー 
432 */ 
433 class MpbVirtualHeader { 
434 public: 
435     std::shared_ptr<MpbBtoData> data; 
436   
437     ~MpbVirtualHeader() { 
438         data = NULL; 
439     } 
440 }; 
441   
442 /** 
443 *    送信キューアイテム 
444 */ 
445 class MpbSendQueueItem { 
446 public: 
447     int connectionId; 
448   
449     bool is_dummy; 
450     int dummy_size; 
451   
452     shared_ptr<MpbBtoData> data; 
453   
454     MpbSendQueueItem() { 
455         is_dummy = false; 
456     } 
457   
458     static MpbSendQueueItem* createItem(int cid, shared_ptr<MpbBtoData> d) { 
459         MpbSendQueueItem* item = new MpbSendQueueItem(); 
460         item->connectionId = cid; 
461         item->data = d; 
462         return item; 
463     } 
464   
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465     static MpbSendQueueItem* createDummyItem(int cid, int virtualSize) { 
466         MpbSendQueueItem* item = new MpbSendQueueItem(); 
467         item->connectionId = cid; 
468         item->is_dummy = true; 
469         item->dummy_size = virtualSize; 
470         return item; 
471     } 
472 }; 
473   
474 /** 
475 *    ピアリスト用ピア情報 
476 */ 
477 class MpbBtoPeerInformation { 
478 public: 
479     int id; 
480   
481     int upload_bytes; 
482   
483     int download_bytes; 
484   
485     bool* bitfields; 
486   
487     // 自身が相手に興味を持っているか 
488     bool is_interested; 
489   
490     // 相手が自分に興味を持っているか 
491     bool is_interesting; 
492   
493     // 自身は相手に対してデータを送らない 
494     bool choked; 
495   
496     // 相手は自身に対してデータを送らない 
497     bool choking; 
498   
499     // リクエスト中フラグ 
500     bool is_requesting; 
501   
502     // リクエスト中のピース番号 
503     int request_piece_id; 
504   
505     // リクエスト中のブロック番号 
506     int request_block_id; 
507   
508     MpbBtoPeerInformation(int node_id) { 
509         id = node_id; 
510         upload_bytes = 0; 
511         download_bytes = 0; 
512         bitfields = NULL; 
513         is_interested = false; 
514         is_interesting = false; 
515         choked = true; 
516         choking = true; 
517         is_requesting = false; 
518         request_piece_id = -1; 
519         request_block_id = -1; 
520     } 
521      
522     ~MpbBtoPeerInformation() { 
523         if (bitfields != NULL) delete(bitfields); 
524     } 
525   
526     // アップロード降順 
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527 
    static bool upload_desc(const MpbBtoPeerInformation* left, const MpbBtoPeerInformation* 
right) { 
528         return left->upload_bytes > right->upload_bytes; 
529     } 
530 }; 
531   
532 enum MpbBtoConnectionType { 
533     MPB_CONN_UNKNOWN, 
534     MPB_CONN_TRACKER, 
535     MPB_CONN_PEER, 
536 }; 
537   
538 #endif 
 
libraries/developer/src/mpb/main/mpb_global.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MPB_GLOBAL_H 
10 #define MPB_GLOBAL_H 
11   
12 using namespace std; 
13   
14 /* 
15     Mpb用の大域変数保持用クラス 
16 */ 
17 class MpbGlobal 
18 { 
19 private: 
20     // コンフィグ読み込み 
21     static void LoadConfig(const NodeInput* node_input); 
22   
23     // 各種計算 
24     static void ComputeSomeVariables(); 
25   
26     // ランダム用シード 
27     static unsigned int xorshift_seed[4]; 
28   
29   
30 public: 
31     // MPBアプリケーションが動作しているかのフラグ (PSY層処理用) 
32     static bool is_need_mpb_rx; 
33   
34     // シミュレーション結果用ストリーム 
35     static ofstream ofsSim; 
36   
37     // ノード情報へのアクセス用ノードハッシュ 
38     static IdToNodePtrMap* node_hash; 
39   
40     // ノード保持 
41     static vector<MpbNode*> nodes; 
42   
43     // FNリクエストセッション ID 
44     static int fn_request_session_id; 
45   
46     // ------------------------------------------------- 
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47     // コンフィグ値 
48     // ------------------------------------------------- 
49     // シミュレーション基本情報 
50     static int seed; 
51   
52     // シミュレーション時間 
53     static clocktype simulation_time; 
54   
55     // ユニークなシナリオ名 
56     static char* unique_scenario_name; 
57   
58     // デバッグプリント有効/無効(0) 
59     static int is_debug_print; 
60   
61     // 手法選択フラグ 
62     static MpbMethodType method_type; 
63   
64     // ノード数 
65     static int node_num; 
66   
67     // クライアントのネットワーク参加までの最大待機時間 
68     static clocktype max_start_wait_client; 
69   
70     // 動画の長さ 
71     static clocktype movie_time; 
72   
73     // 動画ビットレート 
74     static int movie_bps; 
75   
76     // 動画フレームレート 
77     static int movie_frame_rate;  
78   
79     // 動画再生許可フレームレート 
80     static int movie_playable_frame_rate; 
81   
82     // ノード離脱機能フラグ 
83     static BOOL is_use_node_quit; 
84   
85     static BOOL is_use_near_fn_check; 
86   
87     static BOOL is_use_dummy_packet; 
88          
89     // ------------------------------------------------- 
90     // その他 
91     // ------------------------------------------------- 
92     // 1周期のフレーム数の計算 (総フレーム / 分割数) 
93     static int movie_frame_per_segment; 
94   
95     // 1フレームのデータサイズ(byte)の計算 
96     static int movie_payload_per_frame; 
97   
98     // 総フレーム数 
99     static int movie_frame_all; 
100   
101     // 初期化 
102     static void Initialize(const NodeInput* node_input, IdToNodePtrMap* node_hash); 
103   
104     // ログ出力 
105     static void MeasurementOutput(); 
106   
107     // 受信電力保存 
108     static void SaveAverageRxPower(int node_id, int origin_id, double rx); 
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109   
110     // ------------------------------------------------- 
111     // 乱数 
112     // ------------------------------------------------- 
113     static void SetXorshiftSeed(UInt32 s); 
114     static UInt32 GetXorshift(); 
115     static UInt32 GetXorshift(UInt32 min, UInt32 max); 
116   
117 }; 
118   
119   
120 #endif 
 
libraries/developer/src/mpb/main/mpb_global.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include <fstream> 
13 #include "api.h" 
14 #include "partition.h" 
15 #include "network_ip.h" 
16 #include "app_util.h" 
17   
18 #include "mpb_defines.h" 
19 #include "app_mpb.h" 
20 #include "mpb_node.h" 
21 #include "mpb_node_my.h" 
22 #include "mpb_node_bto.h" 
23 #include "mpb_global.h" 
24   
25 // 提案手法用，電力取得フラグ 
26 bool MpbGlobal::is_need_mpb_rx = false; 
27   
28 // 宣言 
29 unsigned int MpbGlobal::xorshift_seed[4]; 
30 char* MpbGlobal::unique_scenario_name; 
31 ofstream MpbGlobal::ofsSim; 
32 int MpbGlobal::is_debug_print; 
33 MpbMethodType MpbGlobal::method_type; 
34 IdToNodePtrMap* MpbGlobal::node_hash; 
35 int MpbGlobal::seed; 
36 clocktype MpbGlobal::simulation_time; 
37 int MpbGlobal::node_num; 
38 vector<MpbNode*> MpbGlobal::nodes; 
39 clocktype MpbGlobal::max_start_wait_client; 
40 clocktype MpbGlobal::movie_time; 
41 int MpbGlobal::movie_bps; 
42 int MpbGlobal::movie_frame_rate; 
43 int MpbGlobal::movie_frame_per_segment; 
44 int MpbGlobal::movie_payload_per_frame; 
45 int MpbGlobal::movie_playable_frame_rate; 
46 int MpbGlobal::movie_frame_all; 
47 int MpbGlobal::fn_request_session_id = 0; 
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48   
49 BOOL MpbGlobal::is_use_node_quit; 
50 BOOL MpbGlobal::is_use_near_fn_check; 
51 BOOL MpbGlobal::is_use_dummy_packet; 
52   
53 void MpbGlobal::Initialize(const NodeInput* node_input, IdToNodePtrMap* node_hash) 
54 { 
55     // ノードポインタを保持しておく 
56     node_hash = node_hash; 
57      
58     // コンフィグ読み込み 
59     LoadConfig(node_input); 
60   
61     // シード値の設定 
62     SetXorshiftSeed(seed); 
63   
64     // ノード保持変数メモリ確保 
65     nodes.reserve(node_num); 
66   
67     // コンフィグ値を用いてシミュレーションで利用する変数を計算 
68     ComputeSomeVariables(); 
69   
70     // シミュレーション結果出力ファイルストリーム 
71     char* filename = new char[256]; 
72     sprintf(filename, "_res_%s_simulated.csv", MpbGlobal::unique_scenario_name); 
73     ofsSim.open(filename, ios::out | ios::app); 
74   
75     // キャッシュ済みノード数の初期化 
76     MpbNode::node_cached_num = 0; 
77     MpbNode::is_ended = false; 
78   
79     // 受信電力-パケット損失率のテーブルを読み込み 
80     MpbNodeMy::LoadPacketReachabilityDb(); 
81   
82     // アプリ動作フラグを立てる 
83     if (MpbGlobal::method_type == MPB_METHOD_MY) is_need_mpb_rx = true; 
84   
85     MpbNodeBto::Initalize(); 
86 } 
87   
88 void MpbGlobal::ComputeSomeVariables() { 
89     // 総フレーム数 
90     movie_frame_all = (MpbGlobal::movie_time / SECOND) * MpbGlobal::movie_frame_rate; 
91   
92     // 1フレームのデータサイズ(byte)の計算 
93     movie_payload_per_frame = MpbGlobal::movie_bps / 8 / MpbGlobal::movie_frame_rate; 
94   
95     // 1周期のフレーム数の計算 (総フレーム / 分割数) 
96     movie_frame_per_segment = movie_frame_all / MpbNodeMy::movie_pb_k; 
97   
98 } 
99   
100 void MpbGlobal::LoadConfig(const NodeInput* node_input) { 
101     // 読み込みエラー用変数 
102     BOOL was_found; 
103      
104     // ユニークなシナリオ名 
105     unique_scenario_name = new char[256]; 
106 
    IO_ReadString(ANY_NODEID, ANY_ADDRESS, node_input, "UNIQUE_SCENARIO_NAME", &was_found, 
unique_scenario_name); 
107     ERROR_Assert(was_found, "UNIQUE_SCENARIO_NAME was not found."); 
108   
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109     // シード取得 
110     IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "SEED", &was_found, &seed); 
111     ERROR_Assert(was_found, "SEED was not found."); 
112   
113     // シミュレーション時間の取得 
114 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "SIMULATION-TIME", &was_found, 
&simulation_time); 
115     ERROR_Assert(was_found, "SIMULATION-TIME was not found."); 
116   
117     // デバッグプリント利用フラグ 
118 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_IS_DEBUG_PRINT", &was_found, 
&is_debug_print); 
119     ERROR_Assert(was_found, "MPB_IS_DEBUG_PRINT was not found."); 
120   
121     // 利用方式の設定 
122     int tmp_method_type; 
123 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_METHOD_TYPE", &was_found, 
&tmp_method_type); 
124     ERROR_Assert(was_found, "MPB_METHOD_TYPE was not found."); 
125     method_type = (MpbMethodType)tmp_method_type; 
126   
127     // ノード数 
128     IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_NODE_NUM", &was_found, &node_num); 
129     ERROR_Assert(was_found, "MPB_NODE_NUM was not found."); 
130   
131     // クライアントの参加最大時間 
132 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MAX_START_WAIT_CLIENT", &was_found, 
&max_start_wait_client); 
133     ERROR_Assert(was_found, "MPB_MAX_START_WAIT_CLIENT was not found."); 
134   
135     // 動画時間 
136 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MOVIE_TIME", &was_found, 
&movie_time); 
137     ERROR_Assert(was_found, "MPB_MOVIE_TIME was not found."); 
138   
139     // 動画ビットレート 
140     IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MOVIE_BPS", &was_found, &movie_bps); 
141     ERROR_Assert(was_found, "MPB_MOVIE_BPS was not found."); 
142   
143     // 動画フレームレート 
144 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MOVIE_FRAME_RATE", &was_found, 
&movie_frame_rate); 
145     ERROR_Assert(was_found, "MPB_MOVIE_FRAME_RATE was not found."); 
146   
147     // 動画再生許可フレームレート 
148 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MOVIE_PLAYABLE_FRAME_RATE", 
&was_found, &movie_playable_frame_rate); 
149     ERROR_Assert(was_found, "MPB_MOVIE_PLAYABLE_FRAME_RATE was not found."); 
150   
151 
    IO_ReadBool(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_IS_USE_NODE_QUIT", &was_found, 
&is_use_node_quit); 
152     ERROR_Assert(was_found, "MPB_IS_USE_NODE_QUIT was not found."); 
153   
154 
    IO_ReadBool(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_IS_NEAR_FN_CHECK", &was_found, 
&is_use_near_fn_check); 
155     ERROR_Assert(was_found, "MPB_IS_NEAR_FN_CHECK was not found."); 
156   
157 
    IO_ReadBool(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_IS_USE_DUMMY_PACKET", &was_found, 
&is_use_dummy_packet); 
158     ERROR_Assert(was_found, "MPB_IS_USE_DUMMY_PACKET was not found."); 
159   
160     // --------------------- 
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161   
162     // ノード数に占めるローカルフォワーダーの数 
163 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_NODE_LF_NUM", &was_found, 
&MpbNodeMy::node_lf_num); 
164     ERROR_Assert(was_found, "MPB_NODE_LF_NUM was not found."); 
165   
166     // 動画セグメント数 
167 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_MOVIE_PB_K", &was_found, 
&MpbNodeMy::movie_pb_k); 
168     ERROR_Assert(was_found, "MPB_MOVIE_PB_K was not found."); 
169   
170     // 適切 FN判定用パケット到達率 
171 
    IO_ReadDouble(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_PACKET_REACHABILITY_GOOD", 
&was_found, &MpbNodeMy::packet_reachability_good); 
172     ERROR_Assert(was_found, "MPB_PACKET_REACHABILITY_GOOD was not found."); 
173 } 
174   
175 void MpbGlobal::SetXorshiftSeed(UInt32 s) { 
176     for (UInt32 i = 0; i<4; ++i) xorshift_seed[i] = s = 1812433253U * (s ^ (s >> 30)) + i; 
177 } 
178   
179 UInt32 MpbGlobal::GetXorshift() { 
180     UInt32 *a(xorshift_seed); 
181     UInt32  t(a[0] ^ (a[0] << 11)); 
182     a[0] = a[1]; a[1] = a[2]; a[2] = a[3]; 
183     return a[3] = (a[3] ^ (a[3] >> 19)) ^ (t ^ (t >> 8)); 
184 } 
185   
186 UInt32 MpbGlobal::GetXorshift(UInt32 min, UInt32 max) { 
187     UInt32 rand = GetXorshift(); 
188     return min + (int)(rand * (max - min + 1.0) / (1.0 + UINT_MAX)); 
189 } 
190   
191 /** 
192 *    平均受信電力を計算 
193 */ 
194 void MpbGlobal::SaveAverageRxPower(int node_id, int origin_id, double rx) { 
195     if (MpbGlobal::nodes.size() >= node_id) { 
196         MpbNodeMy* mpb_node = (MpbNodeMy*)MpbGlobal::nodes[node_id - 1]; 
197   
198 
        double total = rx + (mpb_node->map_rxPower_dBm[origin_id] * mpb_node-
>map_rxPower_cnt[origin_id]); 
199         mpb_node->map_rxPower_cnt[origin_id]++; 
200         mpb_node->map_rxPower_dBm[origin_id] = total / mpb_node->map_rxPower_cnt[origin_id]; 
201     } 
202 } 
203   
204 /** 
205 *    ログ出力 
206 */ 
207 void MpbGlobal::MeasurementOutput() 
208 { 
209     // ファイル名の生成 
210     char* filename = new char[256]; 
211   
212     sprintf(filename, "_res_%s_result.csv", MpbGlobal::unique_scenario_name); 
213   
214     // ファイルを開く 
215     ofstream ofs(filename, ios::out | ios::app); 
216   
217     /* ======================================================= */ 
218     // ヘッダ 
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219     /* ======================================================= */ 
220     // 共通 
221     ofs << "ノード番号,"; 
222     ofs << "ネットワーク参加時間,"; 
223     ofs << "ネットワーク離脱時間,"; 
224     ofs << "再生開始時刻,"; 
225     ofs << "再生時間,"; 
226     ofs << "再生終了時間,"; 
227     ofs << "全ての動画を受信し終えた時間,"; 
228     ofs << "再生途切れ時間,"; 
229     ofs << "再生開始までの待機時間,"; 
230     ofs << "フレーム受信数,"; 
231     ofs << "フレーム受信率,"; 
232     ofs << ","; 
233   
234     switch (MpbGlobal::method_type) 
235     { 
236     case MPB_METHOD_MY: 
237         // 提案手法 
238         ofs << "ノードタイプ,"; 
239         ofs << "FN になった時間,"; 
240         ofs << "周囲の LFの数,"; 
241         ofs << "周囲の LFの ID,"; 
242         ofs << "FN 予備リクエストの送信数,"; 
243         ofs << "FN 予備リクエストの受信数,"; 
244         ofs << "FN 予備リクエストレスポンスの送信数,"; 
245         ofs << "FN 予備リクエストレスポンスの受信数,"; 
246         ofs << "FN リクエストの送信数,"; 
247         ofs << "FN リクエストの受信数,"; 
248         ofs << "不適とした回数 A1,"; 
249         ofs << "不適とした回数 A2,"; 
250          
251         break; 
252   
253     case MPB_METHOD_BITTORRENT_ORIGIN: 
254     case MPB_METHOD_BITTORRENT_MOBILE: 
255         ofs << "ノードタイプ,"; 
256         ofs << "送信ブロック数,"; 
257         ofs << "受信ブロック数,"; 
258         ofs << "送信データサイズ,"; 
259         ofs << "送信データサイズ,"; 
260         ofs << "ブロードキャスト送信ブロック数,"; 
261         ofs << "ブロードキャスト受信ブロック数,"; 
262   
263         break; 
264     } 
265   
266     ofs << endl; 
267   
268     /* ======================================================= */ 
269     // 実データ 
270     /* ======================================================= */ 
271   
272     // 各ノードについて結果を出力 
273     MpbNode* mpb_node; 
274     for (int i = 0; i < MpbGlobal::node_num; i++) { 
275         mpb_node = MpbGlobal::nodes[i]; 
276   
277         // ------------------------------------------------ 
278         //    共通 
279         // ------------------------------------------------ 
280         // ノード番号 
 75 
 
281         ofs << mpb_node->node->nodeId << ","; 
282   
283         // ノードが有効になった時間 
284         if (mpb_node->is_network_enabled == true) { 
285             ofs << (double)mpb_node->measure->simtime_node_availabled / SECOND << ","; 
286         } 
287         else { 
288             ofs << ","; 
289         } 
290   
291         // 再生開始時刻 
292         ofs << (double)mpb_node->measure->simtime_playing_started / SECOND << ","; 
293   
294         ofs << (double)mpb_node->measure->simtime_node_quit / SECOND << ","; 
295   
296         // 再生時間 
297         ofs << mpb_node->playing_seconds << ","; 
298   
299         // 再生終了時間 
300         if (mpb_node->is_playing_completed == true) { 
301             ofs << (double)mpb_node->measure->simtime_playing_ended / SECOND << ","; 
302         } 
303         else { 
304             ofs << ","; 
305         } 
306   
307         // 全ての動画を受信し終えた時間 
308         if (mpb_node->is_cache_completed == true) { 
309             ofs << (double)mpb_node->measure->simtime_recv_completed / SECOND << ","; 
310         } 
311         else { 
312             ofs << ","; 
313         } 
314   
315         // 再生途切れ時間 
316         if (mpb_node->playing_seconds > 0) { 
317             ofs << mpb_node->measure->time_playing_cant << ","; 
318         } 
319         else { 
320             ofs << ","; 
321         } 
322   
323         // 再生開始までの待機時間 
324         if (mpb_node->measure->simtime_playing_started == 0) { 
325             ofs << ","; 
326         } 
327         else { 
328 
            ofs << (double)(mpb_node->measure->simtime_playing_started - mpb_node->measure-
>simtime_node_availabled) / SECOND << ","; 
329         } 
330   
331         // フレーム受信数 
332         ofs << mpb_node->recv_frame_count << ","; 
333   
334         // フレーム受信率 
335         ofs << (double)mpb_node->recv_frame_count / MpbGlobal::movie_frame_all << ","; 
336   
337         // 空白セル 
338         ofs << ","; 
339   
340   
341         switch (MpbGlobal::method_type) 
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342         { 
343         case MPB_METHOD_MY: 
344         { 
345             // ------------------------------------------------ 
346             //    提案手法 
347             // ------------------------------------------------ 
348             MpbNodeMy* _node = (MpbNodeMy*)mpb_node; 
349   
350             // ノードタイプ 
351             ofs << _node->type << ","; 
352   
353             // FNになった時間 
354             if (_node->type == MPB_NODE_FORWARDER_NODE) { 
355                 ofs << (double)_node->_measure->simtime_fn_changed / SECOND << ","; 
356             } 
357             else { 
358                 ofs << ","; 
359             } 
360   
361             // 周囲の LFの数 
362             ofs << _node->around_lf_ids.size() << ","; 
363   
364             // 周囲の LFの ID 
365 
            for (vector<int>::iterator itr = _node->around_lf_ids.begin(); itr != _node-
>around_lf_ids.end(); ++itr) { 
366                 ofs << *itr << ";"; 
367             } 
368             ofs << ","; 
369   
370             // FN予備リクエストの送信数 
371             ofs << _node->_measure->count_send_fn_before_request << ","; 
372   
373             // FN予備リクエストの受信数 
374             ofs << _node->_measure->count_recv_fn_before_request << ","; 
375   
376             // FN予備リクエストレスポンスの送信数 
377             ofs << _node->_measure->count_send_fn_before_request_response << ","; 
378   
379             // FN予備リクエストレスポンスの受信数 
380             ofs << _node->_measure->count_recv_fn_before_request_response << ","; 
381   
382             // FNリクエストの送信数 
383             ofs << _node->_measure->count_send_fn_request << ","; 
384   
385             // FNリクエストの受信数 
386             ofs << _node->_measure->count_recv_fn_request << ","; 
387   
388             // 不適とした回数 A1 
389             ofs << _node->_measure->count_false_a1 << ","; 
390   
391             // 不適とした回数 A1 
392             ofs << _node->_measure->count_false_a2 << ","; 
393   
394             break; 
395         } 
396   
397         case MPB_METHOD_BITTORRENT_ORIGIN: 
398         case MPB_METHOD_BITTORRENT_MOBILE: 
399         { 
400             // ------------------------------------------------ 
401             //    比較手法(BitTorrent) 
402             // ------------------------------------------------ 
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403             MpbNodeBto* _node = (MpbNodeBto*)mpb_node; 
404   
405             // ノードタイプ 
406             ofs << _node->type << ","; 
407   
408             // 送信したブロックの数 
409             ofs << _node->_measure->send_block_num << ","; 
410   
411             // 受信したブロックの数 
412             ofs << _node->_measure->recv_block_num << ","; 
413   
414             // 総アップロードバイト数 
415             ofs << _node->_measure->send_bytes << ","; 
416   
417             // 総受信バイト数 
418             ofs << _node->_measure->recv_bytes << ","; 
419   
420             // 総アップロードバイト数 
421             ofs << _node->_measure->send_broadcast_block_num << ","; 
422   
423             // 総受信バイト数 
424             ofs << _node->_measure->recv_broadcast_block_num << ","; 
425   
426             break; 
427         } 
428         } 
429   
430         // 改行 
431         ofs << endl; 
432     } 
433 } 
 
libraries/developer/src/mpb/main/mpb_node.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MPB_NODE_H 
10 #define MPB_NODE_H 
11   
12 #include "mpb_defines.h" 
13   
14 class MpbNode 
15 { 
16 protected: 
17   
18 public: 
19     /* ================================================ */ 
20     //    静的変数 
21     /* ================================================ */ 
22   
23     // キャッシュ済みノード数 
24     static int node_cached_num; 
25   
26     static bool is_ended; 
27   
28     /* ================================================ */ 
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29     //    インスタンス変数 
30     /* ================================================ */ 
31   
32     // ノードポインタ 
33     Node* node; 
34   
35     // 自身のネットワークアドレス 
36     Address my_addr; 
37   
38     // 自身のポート番号 
39     short my_port; 
40   
41     // ネットワーク参加フラグ 
42     bool is_network_enabled; 
43   
44     // 再生中フラグ 
45     bool is_playing; 
46   
47     // 再生完了フラグ 
48     bool is_playing_completed; 
49   
50     // 再生中の時間(秒数) 
51     int playing_seconds; 
52   
53     // 動画キャッシュ済みフラグ 
54     bool is_cache_completed; 
55   
56     // 受信用バッファマップ 
57     bool* recv_buffer; 
58   
59     // ネットワーク参加時間 
60     clocktype time_join; 
61   
62     // ネットワーク離脱時間 
63     clocktype time_quit; 
64   
65     // 受信し終わったフレーム数 (同じフレームはカウントしない) 
66     int recv_frame_count; 
67   
68     // 測定データ 
69     MpbMeasurementBase* measure; 
70   
71     /** 
72     *    コンストラクタ 
73     */ 
74     MpbNode(Node* node); 
75   
76     /** 
77     *    メッセージ処理 
78     */ 
79     virtual void Event(Message* msg); 
80   
81     /** 
82     *    毎秒処理タイマー 
83     */ 
84     virtual void TimerEachSecond(); 
85   
86     /** 
87     *    ノードのネットワーク参加イベントの登録 
88     */ 
89     void AddNetworkJoinEvent(); 
90   
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91     /** 
92     *    ノードのネットワーク離脱イベントの登録 
93     */ 
94     void AddNetworkQuitEvent(); 
95   
96     /** 
97     *    ネットワーク参加 
98     */ 
99     virtual void JoinNetwork(clocktype start_time); 
100   
101     virtual void QuitNetwork(); 
102   
103     /** 
104     *    UDP送信 
105     */ 
106     void SendUdpMessage(MpbData* data); 
107   
108     /** 
109     *    シミュレーション情報吐き出し用ベース文字列 
110     */ 
111     char* GetSimulatedBaseInfo(int type); 
112   
113     /** 
114     *    デバッグプリント 
115     */ 
116     void d(const char* format, ...); 
117   
118 }; 
119   
120 #endif 
 
libraries/developer/src/mpb/main/mpb_node.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include <fstream> 
13 #include "api.h" 
14 #include "partition.h" 
15 #include "network_ip.h" 
16 #include "app_util.h" 
17 #include "transport_udp.h" 
18 #include "app_trafficSender.h" 
19   
20 #include "mpb_defines.h" 
21 #include "app_mpb.h" 
22 #include "mpb_node.h" 
23 #include "mpb_node_my.h" 
24 #include "mpb_global.h" 
25   
26 int MpbNode::node_cached_num = 0; 
27 bool MpbNode::is_ended = false; 
28   
29 /** 
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30 *    コンストラクタ 
31 */ 
32 MpbNode::MpbNode(Node* node) { 
33     // ノードの保持 
34     this->node = node; 
35   
36     // アドレスとポート番号を保持 
37     my_addr = MAPPING_GetDefaultInterfaceAddressInfoFromNodeId(node, node->nodeId); 
38     my_port = (short)APP_MPB + 1; 
39   
40     // アプリ登録 
41     APP_RegisterNewApp(node, APP_MPB, NULL); 
42      
43     // 初期化 
44     is_network_enabled = false; 
45     is_playing = false; 
46     is_playing_completed = false; 
47     is_cache_completed = false; 
48     recv_frame_count = 0; 
49     playing_seconds = 0; 
50   
51     // 受信バッファマップの初期化 
52     int frame_size = (MpbGlobal::movie_time / SECOND) * MpbGlobal::movie_frame_rate; 
53     this->recv_buffer = new bool[frame_size]; 
54     for (int i = 0; i < frame_size; i++) { 
55         this->recv_buffer[i] = false; 
56     } 
57 } 
58   
59 /** 
60 *    メッセージ処理 
61 */ 
62 void MpbNode::Event(Message* msg) { 
63     if (is_ended) return; 
64   
65     // ネットワーク参加タイマー 
66     if (!is_network_enabled) { 
67         if (msg->eventType == MSG_APP_MPB_TIMER_START_CLIENT) { 
68             JoinNetwork(SECOND); 
69         } 
70         return; 
71     } 
72   
73     switch (msg->eventType) { 
74     case MSG_APP_MPB_TIMER_QUIT_CLIENT: 
75         QuitNetwork(); 
76         break; 
77   
78     case MSG_APP_MPB_EACH_SECOND_TIMER: 
79         // 毎秒処理タイマー 
80         TimerEachSecond(); 
81         break; 
82     } 
83 } 
84 /** 
85 *    毎秒処理タイマー 
86 */ 
87 void MpbNode::TimerEachSecond() { 
88   
89     // 1秒後に再呼び出し 
90     Message* send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, MSG_APP_MPB_EACH_SECOND_TIMER); 
91     MESSAGE_Send(node, send_msg, 1 * SECOND); 
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92 } 
93   
94   
95 /** 
96 *    ノードのネットワーク参加イベントの登録 
97 */ 
98 void MpbNode::AddNetworkJoinEvent() { 
99 
    time_join = MpbGlobal::GetXorshift(0, MpbGlobal::max_start_wait_client / MILLI_SECOND) * 
MILLI_SECOND; 
100     Message* msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, MSG_APP_MPB_TIMER_START_CLIENT); 
101     MESSAGE_Send(node, msg, time_join); 
102     d("Network Join Time: %lf [sec]", (double)time_join / SECOND); 
103   
104     measure->simtime_node_availabled = time_join; 
105 } 
106   
107   
108 /** 
109 *    ノードのネットワーク離脱イベントの登録 
110 */ 
111 void MpbNode::AddNetworkQuitEvent() { 
112     if (MpbGlobal::is_use_node_quit) { 
113         // [現在時刻, シミュレーション終了時刻 * 2]で離脱時間を設定 
114 
        time_quit = MpbGlobal::GetXorshift((node->getNodeTime() / MILLI_SECOND) + 1, 
MpbGlobal::simulation_time * 2 / MILLI_SECOND) * MILLI_SECOND; 
115         Message* msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, MSG_APP_MPB_TIMER_QUIT_CLIENT); 
116         MESSAGE_Send(node, msg, time_quit); 
117         d("Network Quit Time: %lf [sec]", (double)time_quit / SECOND); 
118         measure->simtime_node_quit = time_quit; 
119     } 
120 } 
121   
122   
123 /** 
124 *    ネットワーク参加 
125 */ 
126 void MpbNode::JoinNetwork(clocktype start_time) { 
127     d("ネットワーク参加イベント"); 
128     MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_JOIN_NETWORK) << endl; 
129     measure->simtime_node_availabled = node->getNodeTime(); 
130   
131     // ネットワークに参加 
132     is_network_enabled = true; 
133   
134     // 毎秒ごとに行われるタスクを起動 
135     Message* send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, MSG_APP_MPB_EACH_SECOND_TIMER); 
136     MESSAGE_Send(node, send_msg, start_time); 
137 } 
138   
139 /** 
140 *    ネットワーク離脱 
141 */ 
142 void MpbNode::QuitNetwork() { 
143     d("ネットワーク離脱イベント"); 
144   
145     is_network_enabled = false; 
146 } 
147   
148   
149 /** 
150 *    UDP送信 
151 */ 
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152 void MpbNode::SendUdpMessage(MpbData* data) { 
153     ERROR_Assert(data->payload_size >= 4, "sizeof(payload) < 4"); 
154 
    ERROR_Assert(data->payload_size <= APP_MAX_DATA_SIZE, "sizeof(payload) > 
APP_MAX_DATA_SIZE"); 
155   
156     // UDPメッセージの作成 
157     AppToUdpSend *info = NULL; 
158 
    Message * msg = MESSAGE_Alloc(node, TRANSPORT_LAYER, TransportProtocol_UDP, 
MSG_TRANSPORT_FromAppSend); 
159   
160     // 仮想ペイロードのセット 
161     MESSAGE_AddVirtualPayload(node, msg, data->payload_size); 
162   
163     // UDPデータ付与 
164     MESSAGE_InfoAlloc(node, msg, sizeof(AppToUdpSend)); 
165     info = (AppToUdpSend*)MESSAGE_ReturnInfo(msg); 
166     info->sourceAddr = my_addr; 
167     info->sourcePort = my_port; 
168     SetIPv4AddressInfo(&info->destAddr, ANY_DEST); 
169     info->destPort = (short)APP_MPB; 
170     info->priority = APP_DEFAULT_TOS; 
171     info->outgoingInterface = ANY_INTERFACE; 
172     info->ttl = IPDEFTTL; 
173   
174     // 実データの付与 
175     MpbData* header = NULL; 
176     header = (MpbData*)MESSAGE_AddInfo( 
177         node, msg, sizeof(MpbData), INFO_TYPE_MPB_MESSAGE_HEADER 
178         ); 
179     ERROR_Assert(header != NULL, "Unable to add an info field!"); 
180   
181     memcpy_s(header, sizeof(MpbData), data, sizeof(MpbData)); 
182   
183     delete(data); 
184   
185     // 基本情報の埋め込み 
186     header->sender_id = node->nodeId; 
187   
188     // UDP送信準備 
189     std:string url; 
190     url.clear(); 
191   
192     AppUdpPacketSendingInfo packetSendingInfo; 
193     memset(&packetSendingInfo, 0, sizeof(AppUdpPacketSendingInfo)); 
194   
195     // 送信 
196     node->appData.appTrafficSender->appUdpSend( 
197         node, 
198         msg, 
199         url, 
200         my_addr, 
201         APP_MPB, 
202         my_port, 
203         packetSendingInfo); 
204   
205     return; 
206 } 
207   
208 /** 
209 *    シミュレーション情報吐き出し用ベース文字列 
210 */ 
211 char* MpbNode::GetSimulatedBaseInfo(int type) { 
 83 
 
212     char* str = new char[256]; 
213     char time[256]; 
214     TIME_PrintClockInSecond(node->getNodeTime(), time); 
215     sprintf(str, "%d,%s,%d,", node->nodeId, time, type); 
216     return str; 
217 } 
218   
219 /** 
220 *    デバッグプリント 
221 */ 
222 void MpbNode::d(const char* format, ...) 
223 { 
224     // デバッグプリントフラグがオフになっている場合，終了 
225     if (MpbGlobal::is_debug_print == 0) { 
226         return; 
227     } 
228   
229     // 特定ノード 
230     //if (node->nodeId != 1 && node->nodeId != 12) return; 
231   
232     // 出力 
233     va_list argp; 
234     if (node != NULL) { 
235         char buf[MAX_STRING_LENGTH]; 
236         TIME_PrintClockInSecond(node->getNodeTime(), buf); 
237         printf("[Mpb][%s](NodeID:%d): ", buf, node->nodeId); 
238     } 
239     else { 
240         printf("[Mpb]: "); 
241     } 
242   
243     va_start(argp, format); 
244     vprintf(format, argp); 
245     va_end(argp); 
246     printf("\n"); 
247   
248     fflush(stdout); 
249 } 
 
libraries/developer/src/mpb/main/mpb_node_my.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MPB_NODE_MY_H 
10 #define MPB_NODE_MY_H 
11   
12 #include "mpb_defines.h" 
13   
14 class MpbNodeMy : public MpbNode 
15 { 
16 protected: 
17     typedef MpbNode base; 
18   
19   
20 public: 
21     /* ================================================ */ 
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22     //    静的変数 
23     /* ================================================ */ 
24   
25     // ノード数に占めるローカルフォワーダーの数 
26     static int node_lf_num; 
27   
28     // 同時送信数 
29     static int movie_pb_k; 
30   
31     // 適切 FN判定用パケット到達率 
32     static double packet_reachability_good; 
33   
34     // 受信電力-パケット損失率のテーブル 
35     static vector<MpbPacketReachability> db_packet_reachability; 
36   
37     // パケット到達率ファイル読み込み 
38     static void LoadPacketReachabilityDb(); 
39   
40     /* ================================================ */ 
41     //    インスタンス変数 
42     /* ================================================ */ 
43   
44     // 測定データ 
45     MpbMeasurementMy* _measure; 
46   
47     // ノードタイプ 
48     MpbMyNodeType type; 
49   
50     // FN予備リクエスト受信待ちフラグ 
51     bool is_waiting_fn_before_request; 
52   
53     // FN作成動作途中 
54     bool is_making_fn; 
55   
56     // 近くに適切な LFがいる場合 
57     bool has_good_lf; 
58   
59     int good_fn_id; 
60   
61     // 周囲の LF 
62     vector<int> around_lf_ids; 
63   
64     // 単位時間(second)あたりの混雑度 
65     double congestion; 
66   
67     // 混雑度計算用 
68     int congestion_tmp; 
69   
70     // パケットの平均受信電力 
71     map<int, double> map_rxPower_dBm; 
72   
73     // パケットの平均受信電力算出時用のパケット受信回数 
74     map<int, double> map_rxPower_cnt; 
75   
76     // FN予備リクエストの返信 
77     vector<MpbFnInvestigate> fn_request_responses; 
78   
79     // 周囲のフォワーダ調査イベントのカウント 
80     int fn_create_wait_cnt; 
81   
82     // 送られたメッセージのユニーク IDを 10個保持しておく 
83     vector<UInt32> past_msg_unique_id; 
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84   
85     // 現在受信待機中の FNリクエストセッション ID 
86     int fn_request_session_id; 
87   
88     // 送信中のフレーム番号 
89     unsigned int send_frame_no; 
90   
91     map<int, int> tmp_around_nodes; 
92   
93     int count_check_around_node; 
94   
95     /** 
96     *    コンストラクタ 
97     */ 
98     MpbNodeMy(Node* node, MpbMyNodeType type); 
99   
100     /** 
101     *    フォワーダノード初期化 
102     */ 
103     void ForwarderInitialize(); 
104   
105     /** 
106     *    メッセージ処理 
107     */ 
108     virtual void Event(Message* msg); 
109   
110     /** 
111     *    UDPメッセージの受信処理 
112     */ 
113     void EventUDPRecv(Message* msg); 
114   
115     /** 
116     *    毎秒処理タイマー 
117     */ 
118     virtual void TimerEachSecond(); 
119   
120   
121     virtual void AddNetworkQuitEvent(); 
122   
123     void CheckAroundNode(); 
124   
125     /** 
126     *    動画送信タイマー 
127     */ 
128     void TimerMovieSend(); 
129   
130     /** 
131     *    動画受信イベント 
132     */ 
133     void RecvMovieFrame(MpbData* recv); 
134   
135     /** 
136     *    動画再生 
137     */ 
138     void MoviePlaying(); 
139   
140     /** 
141     *    FN作成処理開始 
142     */ 
143     void CreateFowarder(); 
144   
145     /** 
 86 
 
146     *    FN予備リクエストの受信 
147     */ 
148     void RecvFnBeforeRequest(MpbData* recv); 
149   
150     /** 
151     *    FN予備リクエストレスポンスの受信 
152     */ 
153     void RecvFnBeforeRequestResponse(MpbData* recv); 
154   
155     /** 
156     *    FN予備リクエストの確認タイマー 
157     */ 
158     void TimerCheckFnBeforeRequest(); 
159   
160     /** 
161     *    FNリクエストの受信 
162     */ 
163     void RecvFnRequest(MpbData* recv); 
164   
165     /** 
166     *    受信電力が適切レベルかチェックする 
167     */ 
168     bool CheckGoodFnRx(double rx); 
169   
170     /** 
171     *    帯域が適切レベルかチェック 
172     */ 
173     bool CheckGoodFnBandwidth(double bandwidth); 
174   
175     /** 
176     *    受信電力からおおよそのパケット到達率を求める 
177     */ 
178     double GetPacketReachability(double rxPower_dBm); 
179   
180 }; 
181   
182 #endif 
 
libraries/developer/src/mpb/main/mpb_node_my.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include <fstream> 
13 #include "api.h" 
14 #include "partition.h" 
15 #include "network_ip.h" 
16 #include "app_util.h" 
17 #include "transport_udp.h" 
18 #include "app_trafficSender.h" 
19   
20 #include "mpb_defines.h" 
21 #include "app_mpb.h" 
22 #include "mpb_node.h" 
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23 #include "mpb_node_my.h" 
24 #include "mpb_global.h" 
25   
26 int MpbNodeMy::node_lf_num; 
27 int MpbNodeMy::movie_pb_k; 
28 double MpbNodeMy::packet_reachability_good; 
29 vector<MpbPacketReachability> MpbNodeMy::db_packet_reachability; 
30   
31 /** 
32 *    コンストラクタ 
33 */ 
34 MpbNodeMy::MpbNodeMy(Node* node, MpbMyNodeType type) : MpbNode(node) { 
35     // 測定形式の設定 
36     this->_measure = new MpbMeasurementMy(); 
37     this->measure = this->_measure; 
38   
39     // タイプの保持 
40     this->type = type; 
41   
42     // 初期化 
43     is_waiting_fn_before_request = false; 
44     is_making_fn = false; 
45     has_good_lf = false; 
46     congestion = 0; 
47     congestion_tmp = 0; 
48     fn_create_wait_cnt = 0; 
49     count_check_around_node = 0; 
50   
51     if (type == MPB_NODE_CLIENT) 
52     { 
53         // ネットワーク参加イベントの追加 
54         AddNetworkJoinEvent(); 
55     } 
56     else if (type == MPB_NODE_LF) 
57     { 
58         JoinNetwork(MILLI_SECOND); 
59         ForwarderInitialize(); 
60   
61         d("初期化終了. (LF)"); 
62     } 
63 } 
64   
65 /** 
66 *    フォワーダノード初期化 
67 */ 
68 void MpbNodeMy::ForwarderInitialize() { 
69     // 送信中フレーム番号の初期化 
70     send_frame_no = 0; 
71   
72     // FNになった時間を保存 
73     _measure->simtime_fn_changed = node->getNodeTime(); 
74   
75     // 送信フラグを立てる 
76 
    Message* send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, 
MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND); 
77     MESSAGE_Send(node, send_msg, 1 * SECOND / MpbGlobal::movie_frame_rate); 
78 } 
79   
80 /** 
81 *    メッセージ処理 
82 */ 
83 void MpbNodeMy::Event(Message* msg) { 
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84     // 共通処理の実行 
85     base::Event(msg); 
86   
87     // 終了確認 
88     if (is_ended) return; 
89   
90     // ネットワーク未参加の場合，終了 
91     if (!is_network_enabled) return; 
92      
93     // イベント分岐 
94     switch (msg->eventType) { 
95     case MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND: 
96         // 動画送信タイマー 
97         TimerMovieSend(); 
98         break; 
99   
100     case MSG_APP_MPB_NETWORK_JOIN_CONFIRM_FN_BEFORE_REQUEST: 
101         // FN予備リクエストの結果確認タイマー 
102         TimerCheckFnBeforeRequest(); 
103         break; 
104   
105     case MSG_APP_FromTransport: 
106         // UDPメッセージ受信処理 
107         EventUDPRecv(msg); 
108         break; 
109     } 
110 } 
111   
112 /** 
113 *    UDPメッセージの受信処理 
114 */ 
115 void MpbNodeMy::EventUDPRecv(Message* msg) { 
116     MpbData* recv = (MpbData*)MESSAGE_ReturnInfo(msg, INFO_TYPE_MPB_MESSAGE_HEADER); 
117     if (recv == NULL) return; 
118   
119     // 周囲のノードを保存する 
120     tmp_around_nodes[recv->sender_id] = 1; 
121   
122     // 混雑度計算用に受信したデータ量を保持しておく 
123     congestion_tmp += recv->payload_size; 
124   
125     // 対象ノードか判定 
126     if (recv->target_id != NULL && recv->target_id != node->nodeId) return; 
127   
128     // 複数回送信フラグが立っている場合は重複受信を排除 
129     if (recv->unique_id != NULL) { 
130         auto itr = find(past_msg_unique_id.begin(), past_msg_unique_id.end(), recv->unique_id); 
131         if (itr != past_msg_unique_id.end()) return; 
132   
133         // 受信したユニーク IDを保持(最大 10件) 
134         past_msg_unique_id.push_back(recv->unique_id); 
135         if (past_msg_unique_id.size() > 10) 
136             past_msg_unique_id.erase(past_msg_unique_id.begin()); 
137     } 
138   
139     // イベント分岐 
140     switch (recv->type) { 
141     case MPB_MESSAGE_VIDEO_FRAME: 
142         // 動画受信イベント 
143         RecvMovieFrame(recv); 
144         break; 
145   
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146     case MPB_MESSAGE_FN_BEFORE_REQUEST: 
147         // FN予備リクエスト 
148         RecvFnBeforeRequest(recv); 
149         break; 
150   
151     case MPB_MESSAGE_FN_BEFORE_REQUEST_RESPONSE: 
152         // FN予備リクエストレスポンス 
153         RecvFnBeforeRequestResponse(recv); 
154         break; 
155   
156     case MPB_MESSAGE_FN_REQUEST: 
157         // FNリクエスト 
158         RecvFnRequest(recv); 
159         break; 
160     } 
161 } 
162   
163 /** 
164 *    毎秒処理タイマー 
165 */ 
166 void MpbNodeMy::TimerEachSecond() { 
167     base::TimerEachSecond(); 
168   
169     // 混雑度計算 
170     congestion = congestion_tmp / (54 * 1024 * 1024 / 8); 
171     congestion_tmp = 0; 
172   
173     if (++count_check_around_node == 5) { 
174         count_check_around_node = 0; 
175         CheckAroundNode(); 
176     } 
177   
178     if (type == MPB_NODE_CLIENT) { 
179         // FNが存在しない場合，FN作成 
180         if (!is_cache_completed && !has_good_lf) { 
181             CreateFowarder(); 
182         } 
183   
184         // 動画再生進捗確認 
185         MoviePlaying(); 
186     } 
187 } 
188   
189 void MpbNodeMy::CheckAroundNode() { 
190     // good fn check 
191     if (has_good_lf) { 
192         if (tmp_around_nodes.count(good_fn_id) == 0) { 
193             has_good_lf = false; 
194             d("lost good fn."); 
195         } 
196     } 
197   
198     // around lf id 
199     for (auto itr = around_lf_ids.begin(); itr != around_lf_ids.end();) { 
200         if (tmp_around_nodes.count(*itr) == 0) { 
201             itr = around_lf_ids.erase(itr); 
202         } 
203         else { 
204             itr++; 
205         } 
206     } 
207   
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208     tmp_around_nodes.clear(); 
209 } 
210   
211   
212 void MpbNodeMy::AddNetworkQuitEvent() { 
213     // base::AddNetworkQuitEvent(); 
214   
215     if (MpbGlobal::is_use_node_quit) { 
216         // 2分の 1の確立で離脱．1分後から 2分の間で離脱する 
217         if (MpbGlobal::GetXorshift(0, 1) == 0) { 
218             time_quit = (MpbGlobal::GetXorshift( 
219                     (node->getNodeTime() + 1 * MINUTE) / MILLI_SECOND, 
220                     (node->getNodeTime() + 2 * MINUTE) / MILLI_SECOND) 
221                 ) * MILLI_SECOND; 
222   
223 
            Message* msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, 
MSG_APP_MPB_TIMER_QUIT_CLIENT); 
224             MESSAGE_Send(node, msg, time_quit); 
225             d("Network Quit Time: %lf [sec]", (double)time_quit / SECOND); 
226             measure->simtime_node_quit = time_quit; 
227         } 
228     } 
229 } 
230   
231   
232 /** 
233 *    動画送信タイマー 
234 */ 
235 void MpbNodeMy::TimerMovieSend() { 
236     // 同時送信数分 分けて送信 
237     MpbData* send_data; 
238     for (int i = 0; i < movie_pb_k; i++) { 
239         send_data = new MpbData(); 
240         send_data->type = MPB_MESSAGE_VIDEO_FRAME; 
241         send_data->payload_size = MpbGlobal::movie_payload_per_frame; 
242         send_data->frame_no = send_frame_no + (MpbGlobal::movie_frame_per_segment * i); 
243         SendUdpMessage(send_data); 
244   
245 
        MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_SEND_VIDEO_FRAME) << ',' << 
send_data->frame_no << endl; 
246     } 
247   
248     // 次回送信フレーム番号の計算 
249     send_frame_no++; 
250     if (send_frame_no == MpbGlobal::movie_frame_per_segment) 
251         send_frame_no = 0; 
252   
253 
    Message* send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, 
MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND); 
254     MESSAGE_Send(node, send_msg, 1 * SECOND / MpbGlobal::movie_frame_rate); 
255 } 
256   
257   
258 /** 
259 *    動画受信イベント 
260 */ 
261 void MpbNodeMy::RecvMovieFrame(MpbData* recv) { 
262     // LFの IDを保存しておく 
263     auto itr = find(around_lf_ids.begin(), around_lf_ids.end(), recv->sender_id); 
264     if (itr == around_lf_ids.end()) { 
265         around_lf_ids.push_back(recv->sender_id); 
266     } 
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267   
268     // 視聴者じゃない場合，終了 
269     if (type != MPB_NODE_CLIENT) return; 
270   
271     // キャッシュ済みの場合は終了 
272     if (is_cache_completed == true) return; 
273   
274     // 適切な FNかチェック 
275     if (!has_good_lf) { 
276         if (CheckGoodFnRx(map_rxPower_dBm[recv->sender_id])) { 
277             // 適切な FNを発見した場合 
278             has_good_lf = true; 
279             good_fn_id = recv->sender_id; 
280   
281             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_FIND_GOOD_FN) 
282                 << ',' << recv->sender_id 
283                 << ',' << map_rxPower_dBm[recv->sender_id] 
284                 << endl; 
285         } 
286     } 
287     else if (has_good_lf && good_fn_id == recv->sender_id) { 
288         // AFが現在も適切かチェック 
289         if (CheckGoodFnRx(map_rxPower_dBm[recv->sender_id])) { 
290             has_good_lf = false; 
291         } 
292     } 
293   
294     // 既に受信済みフレームかどうかを確認 
295     if (recv_buffer[recv->frame_no] == false) { 
296         recv_buffer[recv->frame_no] = true; 
297         recv_frame_count++; 
298   
299         MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_RECV_VIDEO_FRAME) 
300             << ',' << recv->frame_no 
301             << ',' << recv->sender_id 
302             << ',' << map_rxPower_dBm[recv->sender_id] 
303             << endl; 
304   
305         // 全フレームを受信し終わったらキャッシュ済みフラグを立てる 
306         if (recv_frame_count == MpbGlobal::movie_frame_all) { 
307             is_cache_completed = true; 
308             _measure->simtime_recv_completed = node->getNodeTime(); 
309   
310             d("動画フレーム受信終了．キャッシュ済み．"); 
311             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_RECV_VIDEO_COMPLETED) << endl; 
312   
313             node_cached_num++; 
314             if (node_cached_num == MpbGlobal::node_num - 1) { 
315                 // 全ノードが受信完了 
316                 is_ended = true; 
317                 d("シミュレーション完了．終了フラグオン"); 
318             } 
319         } 
320     } 
321 } 
322   
323   
324 /** 
325 *    動画再生 
326 */ 
327 void MpbNodeMy::MoviePlaying() { 
328     if (is_playing_completed == true) return; 
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329     if (recv_frame_count == 0) return; 
330   
331     // 再生開始判定 
332     if (!is_playing) { 
333         if (has_good_lf) 
334             is_playing = true; 
335         else 
336             return; 
337     } 
338   
339     // 次の 1秒で再生するべきフレームのうちα取得できているかチェック 
340     int frame_available = 0; 
341     int offset = playing_seconds * MpbGlobal::movie_frame_rate; 
342     for (int i = offset; i < offset + MpbGlobal::movie_frame_rate; i++) { 
343         if (recv_buffer[i] == true) { 
344             frame_available++; 
345         } 
346     } 
347   
348     if (frame_available >= MpbGlobal::movie_playable_frame_rate) { 
349         // 再生可能の場合，再生開始できた時間を保存 
350         if (playing_seconds == 0) { 
351             _measure->simtime_playing_started = node->getNodeTime(); 
352             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_START_PLAY) << endl; 
353             d("動画の再生開始．"); 
354         } 
355   
356         // 再生位置をシーク 
357         playing_seconds++; 
358   
359         // 再生終了の場合，再生終了フラグを立てる 
360         if (playing_seconds == MpbGlobal::movie_time / SECOND) { 
361             is_playing = false; 
362             is_playing_completed = true; 
363             _measure->simtime_playing_ended = node->getNodeTime(); 
364   
365             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_STOP_PLAY) << endl; 
366             d("動画の再生終了．"); 
367             return; 
368         } 
369     } 
370     else { 
371         // 再生不可能の場合，途切れ時間を追加 
372         if (playing_seconds != 0) { 
373             _measure->time_playing_cant++; 
374   
375 
            d("再生途切れ(%d/%d) 再生位置[s]:%d, 合計途切れ時間[s]: %d", frame_available, 
MpbGlobal::movie_frame_rate, playing_seconds, _measure->time_playing_cant); 
376             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_BUFFERING_PLAY) 
377                 << ',' << frame_available 
378                 << ',' << playing_seconds 
379                 << ',' << _measure->time_playing_cant 
380                 << endl; 
381         } 
382     } 
383 } 
384   
385   
386 /** 
387 *    FN作成処理開始 
388 */ 
389 void MpbNodeMy::CreateFowarder() { 
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390     if (is_making_fn) return; 
391   
392     // 2秒に 1度作成処理開始 
393     fn_create_wait_cnt++; 
394     if (fn_create_wait_cnt == 2) { 
395   
396         // 作成イベント開始 
397         fn_create_wait_cnt = 0; 
398         is_making_fn = true; 
399         is_waiting_fn_before_request = true; 
400         fn_request_session_id = MpbGlobal::fn_request_session_id++; 
401   
402         // FN作成処理開始 
403         MpbData* data; 
404         UInt32 unique_id = MpbGlobal::GetXorshift(); 
405         for (int i = 0; i < 3; i++) { 
406             data = new MpbData(); 
407             data->payload_size = 4; 
408             data->type = MPB_MESSAGE_FN_BEFORE_REQUEST; 
409             data->unique_id = unique_id; 
410             data->fn_request_session_id = fn_request_session_id; 
411             SendUdpMessage(data); 
412         } 
413   
414         _measure->count_send_fn_before_request++; 
415         MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_SEND_FN_BEFORE_REQUEST) 
416             << ',' << data->fn_request_session_id 
417             << endl; 
418   
419         // FN予備リクエストの結果確認タイマーを設定 
420 
        Message* send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, 
MSG_APP_MPB_NETWORK_JOIN_CONFIRM_FN_BEFORE_REQUEST); 
421         MESSAGE_Send(node, send_msg, 5 * SECOND); 
422   
423         d("FN予備リクエストを送信"); 
424     } 
425 } 
426   
427   
428 /** 
429 *    FNリクエストの受信 
430 */ 
431 void MpbNodeMy::RecvFnBeforeRequest(MpbData* recv) { 
432     if (type != MPB_NODE_CLIENT) return; 
433     if (!is_cache_completed) return; 
434   
435     // 周囲に閾値以上の FNが存在する場合，それに仕事をしてもらうために無視する 
436     if (MpbGlobal::is_use_near_fn_check) { 
437         for (int i = 0; i < around_lf_ids.size(); i++) 
438         { 
439             if (GetPacketReachability(map_rxPower_dBm[around_lf_ids[i]]) > 0.90) { 
440                 d("超近距離に FNが存在するため，リクエストを無視"); 
441 
                MpbGlobal::ofsSim << 
GetSimulatedBaseInfo(MPB_LOG_REFUSE_FN_BEFORE_REQUEST_NEAR_FN) 
442                     << ',' << recv->sender_id 
443                     << ',' << recv->fn_request_session_id 
444                     << ',' << around_lf_ids[i] 
445                     << endl; 
446                 return; 
447             } 
448         } 
449     } 
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450   
451     MpbData* send_data; 
452     if (MpbGlobal::is_use_dummy_packet) { 
453         // ダミーデータを 100パケット送信(フェージングの影響を抑えるため) 
454         for (int i = 0; i < 100; i++) { 
455             send_data = new MpbData(); 
456             send_data->payload_size = 512; 
457             send_data->type = MPB_MESSAGE_DUMMY_DATA; 
458             SendUdpMessage(send_data); 
459         } 
460     } 
461   
462     // 利用可能な帯域を計算 
463     double available_bandwidth = (54 * 1024 * 1024) * (1 - congestion); 
464   
465     // 応答を送信 
466     UInt32 unique_id = MpbGlobal::GetXorshift(); 
467     for (int i = 0; i < 3; i++) { 
468         send_data = new MpbData(); 
469         send_data->payload_size = 4; 
470         send_data->type = MPB_MESSAGE_FN_BEFORE_REQUEST_RESPONSE; 
471         send_data->unique_id = unique_id; 
472         send_data->target_id = recv->sender_id; 
473         send_data->available_bandwidth = available_bandwidth; 
474         send_data->fn_request_session_id = recv->fn_request_session_id; 
475         SendUdpMessage(send_data); 
476   
477     } 
478   
479     _measure->count_send_fn_before_request_response++; 
480     MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_SEND_FN_BEFORE_RESPONSE) 
481         << ',' << recv->sender_id 
482         << ',' << available_bandwidth 
483         << ',' << recv->fn_request_session_id 
484         << endl; 
485 
    d("FN予備リクエストを受信．返信済み [sender: %d], [bandwidth: %lf]", recv->sender_id, 
available_bandwidth); 
486 } 
487   
488   
489 /** 
490 *    FN予備リクエストレスポンスの受信 
491 */ 
492 void MpbNodeMy::RecvFnBeforeRequestResponse(MpbData* info) { 
493     if (type != MPB_NODE_CLIENT) return; 
494     if (!is_waiting_fn_before_request) return; 
495   
496     // FN予備リクエストの返信を保存しておく 
497     MpbFnInvestigate investigate; 
498     investigate.node_id = info->sender_id; 
499     investigate.available_bandwidth = info->available_bandwidth; 
500   
501     // 保存 
502     fn_request_responses.push_back(investigate); 
503   
504 
    d("FN予備リクエストレスポンスを受信．[sender: %d], [bandwidth: %lf]", info->sender_id, 
info->available_bandwidth); 
505     MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_RECV_FN_BEFORE_RESPONSE) 
506         << ',' << info->sender_id 
507         << ',' << investigate.available_bandwidth 
508         << ',' << investigate.rxPower_dBm 
509         << ',' << info->fn_request_session_id 
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510         << endl; 
511 } 
512   
513   
514 /** 
515 *    FN予備リクエストの確認タイマー 
516 */ 
517 void MpbNodeMy::TimerCheckFnBeforeRequest() { 
518     // 予備リクエスト受信待ちフラグを折る 
519     is_waiting_fn_before_request = false; 
520   
521     // 既に適合 FNを発見した場合は中止する 
522     if(has_good_lf) { 
523         is_making_fn = false; 
524         fn_request_responses.clear(); 
525          
526 
        MpbGlobal::ofsSim << 
GetSimulatedBaseInfo(MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_ALREADY_GET_FN) 
527             << ',' << fn_request_session_id 
528             << endl; 
529         return; 
530     } 
531   
532     // 適合ノードの調査 
533     MpbFnInvestigate* fn_adapt_request = NULL; 
534     for (auto itr = fn_request_responses.begin(); itr != fn_request_responses.end(); ++itr) { 
535         MpbFnInvestigate* investigate = &(*itr); 
536         investigate->rxPower_dBm = map_rxPower_dBm[investigate->node_id]; 
537   
538         // 帯域チェック 
539         if (!CheckGoodFnBandwidth(investigate->available_bandwidth)) { 
540             _measure->count_false_a1++; 
541   
542 
            d("[確認対象:%d] a1:不適 [bandwidth: %lf]", investigate->node_id, investigate-
>available_bandwidth); 
543 
            MpbGlobal::ofsSim << 
GetSimulatedBaseInfo(MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_A1) 
544                 << ',' << investigate->node_id 
545                 << ',' << investigate->available_bandwidth 
546                 << ',' << fn_request_session_id 
547                 << endl; 
548   
549             continue; 
550         } 
551   
552         // 受信電力チェック 
553         if (!CheckGoodFnRx(investigate->rxPower_dBm)) { 
554             _measure->count_false_a2++; 
555 
            d("[確認対象:%d] a2:不適 [rxPower_dBm: %lf]", investigate->node_id, investigate-
>rxPower_dBm); 
556   
557 
            MpbGlobal::ofsSim << 
GetSimulatedBaseInfo(MPB_LOG_CHECK_FN_BEFORE_RESPONSE_REFUSE_A2) 
558                 << ',' << investigate->node_id 
559                 << ',' << investigate->rxPower_dBm 
560                 << ',' << fn_request_session_id 
561                 << endl; 
562   
563             continue; 
564         } 
565   
566         // 最も適しているものを選ぶ 
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567         if (fn_adapt_request != NULL) { 
568             if (fn_adapt_request->rxPower_dBm < investigate->rxPower_dBm) 
569                 fn_adapt_request = investigate; 
570         } 
571         else { 
572             fn_adapt_request = investigate; 
573         } 
574     } 
575   
576     if (fn_adapt_request != NULL) { 
577         _measure->count_send_fn_request++; 
578         d("FN適合ノードを発見．FNリクエストを送信． [target:%d]", fn_adapt_request->node_id); 
579   
580         // 適合ノードに FNリクエストを送信 
581         MpbData* send_data; 
582         UInt32 unique_id = MpbGlobal::GetXorshift(); 
583         for (int i = 0; i < 3; i++) { 
584             send_data = new MpbData(); 
585             send_data->payload_size = 4; 
586             send_data->type = MPB_MESSAGE_FN_REQUEST; 
587             send_data->unique_id = unique_id; 
588             send_data->target_id = fn_adapt_request->node_id; 
589             send_data->fn_request_session_id = fn_request_session_id; 
590             SendUdpMessage(send_data); 
591         } 
592   
593         is_making_fn = false; 
594   
595         MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_SEND_FN_REQUEST) 
596             << ',' << fn_adapt_request->node_id 
597             << ',' << fn_request_session_id 
598             << endl; 
599     } 
600     else { 
601         d("FN適合ノードを発見できず．2秒待機し，再度 FN予備リクエストを送信する"); 
602          
603         MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_CHECK_FN_BEFORE_RESPONSE_NOTFOUND) 
604             << ',' << fn_request_session_id 
605             << endl; 
606     } 
607   
608     // 処理中フラグを折る 
609     is_making_fn = false; 
610   
611     // FN予備リクエストレスポンスの情報を初期化 
612     fn_request_responses.clear(); 
613 } 
614   
615   
616 /** 
617 *    FNリクエストの受信 
618 */ 
619 void MpbNodeMy::RecvFnRequest(MpbData* info) { 
620     if (type != MPB_NODE_CLIENT) return; 
621   
622     _measure->count_recv_fn_request++; 
623   
624     // ノードタイプを FNに変更 
625     type = MPB_NODE_FORWARDER_NODE; 
626   
627     // 初期化 
628     ForwarderInitialize(); 
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629   
630     // 離脱時間を設定 
631     AddNetworkQuitEvent(); 
632   
633     d("FNリクエストの受信．タイプを FNに変更し，動画のブロードキャスト開始"); 
634     MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_RECV_FB_REQUEST) 
635         << ',' << info->sender_id 
636         << ',' << info->fn_request_session_id 
637         << endl; 
638 } 
639   
640   
641 /** 
642 *    帯域が適切レベルかチェック 
643 */ 
644 bool MpbNodeMy::CheckGoodFnBandwidth(double bandwidth) { 
645     if (bandwidth >= MpbGlobal::movie_bps * movie_pb_k) { 
646         return true; 
647     } 
648     return false; 
649 } 
650   
651   
652 /** 
653 *    受信電力からおおよそのパケット到達率を求める 
654 */ 
655 double MpbNodeMy::GetPacketReachability(double rxPower_dBm) { 
656     // パケット到達率の取得 
657     double packet_reachability = -1; 
658     vector<MpbPacketReachability>::iterator itr; 
659     for (itr = db_packet_reachability.begin(); itr != db_packet_reachability.end(); ++itr) { 
660         MpbPacketReachability* pr = &(*itr); 
661         if (rxPower_dBm > pr->rxPower_dBm) { 
662             // テーブルから適切なパケット到達率を取得 (下側に寄せてる) 
663             packet_reachability = pr->packet_reachability; 
664             break; 
665         } 
666     } 
667     if (packet_reachability == -1) { 
668         // テーブルに存在する受信電力より小さい場合 
669         packet_reachability = 0; 
670     } 
671   
672     return packet_reachability; 
673   
674 } 
675   
676   
677 /** 
678 *    受信電力が適切レベルかチェックする 
679 */ 
680 bool MpbNodeMy::CheckGoodFnRx(double rxPower_dBm) { 
681     // 閾値と比較 
682     if (GetPacketReachability(rxPower_dBm) > packet_reachability_good) { 
683         return true; 
684     } 
685     return false; 
686 } 
687   
688   
689 void MpbNodeMy::LoadPacketReachabilityDb() { 
690     ifstream ifs("db_packet_reqachablity.csv"); 
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691     ERROR_Assert(ifs, "db_packet_reqachablity could not open."); 
692   
693     string line; 
694     int tmp; 
695     double rxPower_dBm; 
696     double packet_reachability; 
697   
698     while (getline(ifs, line)) { 
699         sscanf(line.data(), "%d,%lf,%lf", &tmp, &rxPower_dBm, &packet_reachability); 
700   
701         MpbPacketReachability r; 
702         r.rxPower_dBm = rxPower_dBm; 
703         r.packet_reachability = packet_reachability; 
704         db_packet_reachability.push_back(r); 
705     } 
706 } 
 
libraries/developer/src/mpb/main/mpb_node_bto.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MPB_NODE_BTO_H 
10 #define MPB_NODE_BTO_H 
11   
12 #include "mpb_defines.h" 
13   
14 class MpbNodeBto : public MpbNode 
15 { 
16 protected: 
17     typedef MpbNode base; 
18   
19   
20 public: 
21     /* ================================================ */ 
22     //    静的変数/メソッド 
23     /* ================================================ */ 
24   
25     static void Initalize(); 
26     static void MakeBufferCorrespondMap(); 
27   
28     // 待ち受けポート 
29     static int listen_port; 
30   
31     // データ総量 
32     static int data_size; 
33   
34     // ピースサイズ 
35     static int piece_size; 
36   
37     // ブロックサイズ 
38     static int block_size; 
39   
40     // ピース数 
41     static int piece_num; 
42   
43     // ブロック数 per peace 
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44     static int block_num; 
45   
46     // 受信フレームバッファとピース/ブロックの対応マップ 
47     static map<int, vector<pair<int, int>>> buffer_correspond_map; 
48   
49   
50     /* ================================================ */ 
51     //    インスタンス変数 
52     /* ================================================ */ 
53   
54     // 測定データ 
55     MpbMeasurementBto* _measure; 
56   
57     // ノードタイプ 
58     MpbBTNodeType type; 
59   
60     // 送られたメッセージのユニーク IDを 10個保持しておく 
61     vector<UInt32> past_msg_unique_id; 
62      
63     // 次に使う受信用ポート番号 
64     int next_client_port; 
65   
66     // 接続待機ノード情報 
67     vector<MpbWaitingConnect*> waiting_connects; 
68   
69     // 送信先コネクション ID 
70     map<int, int> connection_tmp_ids; 
71     map<int, int> connection_tracker_ids; 
72     map<int, int> connection_peer_ids; 
73   
74     // 送信処理待機フラグ 
75     map<int, bool> is_waiting_send; 
76   
77     // 送信キュー 
78     map<int, queue<MpbSendQueueItem*>> sendQueue; 
79   
80     // ピアリスト 
81     map<int, MpbBtoPeerInformation*> peers; 
82   
83     // アクティブピアリスト 
84     map<int, MpbBtoPeerInformation*> active_peers; 
85   
86     // 所持ピース情報 
87     vector<MpbBtoBitField*> bitfields; 
88   
89     // チョーク動作タイマー用カウント 
90     int choke_timer_count; 
91   
92     // Keepalive動作タイマー用カウント 
93     int keepalive_timer_count; 
94   
95     // ピアリスト受信タイマー用カウント 
96     int peerlist_timer_count; 
97   
98     // チョークラウンド情報 
99     int choke_round; 
100   
101     // 所持ピースの数 
102     int piece_have_count; 
103   
104     // レアピースセット 
105     vector<int> rare_piece_ids; 
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106   
107     // BTM: disseminator flag 
108     bool is_disseminator; 
109   
110     int disseminate_piece_id; 
111   
112     int disseminate_block_id; 
113   
114     vector<int> disseminate_sended_piece_id; 
115   
116     /** 
117     *    コンストラクタ 
118     */ 
119     MpbNodeBto(Node* node, MpbBTNodeType type); 
120      
121     /** 
122     *    メッセージ処理 
123     */ 
124     virtual void Event(Message* msg); 
125   
126     /** 
127     *    TCPコネクション確立イベント 
128     */ 
129     void EventTcpOpenResult(Message* msg); 
130   
131     /** 
132     *    TCPコネクション切断イベント 
133     */ 
134     void EventTcpCloseResult(Message* msg); 
135   
136     /** 
137     *    TCP送信完了イベント 
138     */ 
139     void EventTcpDataSent(Message* msg); 
140   
141     /** 
142     *    TCPメッセージの受信処理 
143     */ 
144     void EventTcpRecv(Message* msg); 
145   
146     /** 
147     *    UDPメッセージの受信処理 
148     */ 
149     void EventUdpRecv(Message* msg); 
150   
151     /** 
152     *    UDPブロードキャストによるブロック拡散 
153     */ 
154     void TimerDisseminate(); 
155      
156     /** 
157     *    毎秒処理タイマー 
158     */ 
159     virtual void TimerEachSecond(); 
160   
161     /** 
162     *    ネットワーク参加 
163     */ 
164     virtual void JoinNetwork(clocktype start_time); 
165   
166     virtual void QuitNetwork(); 
167   
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168     /** 
169     *    トラッカーに接続してピアリストをリクエスト 
170     */ 
171     void RequestPeerListToTracker(); 
172   
173     /** 
174     *    ピアリストのリクエストを受信 
175     */ 
176     void RecvPeerListRequest(shared_ptr<MpbBtoData> recv); 
177   
178     /** 
179     *    ピアリストのレスポンスを受信 
180     */ 
181     void RecvPeerListResponse(shared_ptr<MpbBtoData> recv); 
182   
183     /** 
184     *    アクティブピアリストの更新 
185     */ 
186     void UpdateActivePeerList(); 
187   
188     /** 
189     *    ピアに接続 
190     */ 
191     void ConnectedPeer(int node_id); 
192   
193     /** 
194     *    アクテイブピアを追加 
195     */ 
196     void AddActivePeer(int node_id); 
197   
198     /** 
199     *    ハンドシェイクの受信 
200     */ 
201     void RecvHandshake(shared_ptr<MpbBtoData> recv); 
202   
203     /** 
204     *    ビットフィールドの送信 
205     */ 
206     void SendBitfields(int node_id, bool is_need_response); 
207   
208     /** 
209     *    ビットフィールドの受信 
210     */ 
211     void RecvBitfields(shared_ptr<MpbBtoData> recv); 
212   
213     /** 
214     *    interested/not interested 状態を更新 
215     */ 
216     void UpdateInterested(); 
217   
218     /** 
219     *    interestedの受信 
220     */ 
221     void RecvInterested(shared_ptr<MpbBtoData> recv); 
222   
223     /** 
224     *    not interestedの受信 
225     */ 
226     void RecvNotInterested(shared_ptr<MpbBtoData> recv); 
227   
228     /** 
229     *    レアピース情報を更新する 
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230     */ 
231     void UpdateRarePieceIds(); 
232   
233     /** 
234     *    チョークアルゴリズム 
235     */ 
236     void ChokeAlgorithm(); 
237   
238     /** 
239     *    chokedの受信 
240     */ 
241     void RecvChoked(shared_ptr<MpbBtoData> recv); 
242   
243     /** 
244     *    unchokedの受信 
245     */ 
246     void RecvUnChoked(shared_ptr<MpbBtoData> recv); 
247   
248     /** 
249     *    リクエストを送る 
250     */ 
251     void RequestBlock(int node_id); 
252   
253     /** 
254     *    リクエストピースを選択する 
255     */ 
256     int SelectRequestPiece(int node_id); 
257   
258     /** 
259     *    リクエストブロックを選択する 
260     */ 
261     int SelectRequestBlock(int node_id); 
262      
263     /** 
264     *    ブロックリクエストの受信 
265     */ 
266     void RecvBlockRequest(shared_ptr<MpbBtoData> recv); 
267   
268     /** 
269     *    ブロックの受信 
270     */ 
271     void RecvBlock(int piece_id, int block_id, int sender_id); 
272   
273     /** 
274     *    haveメッセージの送信 
275     */ 
276     void SendHave(int piece_id); 
277   
278     /** 
279     *    haveメッセージの受信 
280     */ 
281     void RecvHave(shared_ptr<MpbBtoData> recv); 
282   
283     /** 
284     *    キャッシュ完了処理 
285     */ 
286     void CacheCompleted(); 
287   
288     /** 
289     *    動画再生 
290     */ 
291     void MoviePlaying(); 
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292   
293     /** 
294     *    ピース/ブロックをバッファマップに反映 
295     */ 
296     void UpdateRecvBuffer(); 
297   
298     /** 
299     *    Keep-Aliveの送信 
300     */ 
301     void SendKeepAlive(); 
302   
303     /** 
304     *    ピアとの接続が切断された 
305     */ 
306     void DisconnectPeer(int node_id); 
307   
308     /** 
309     *    ノードに接続 
310     */ 
311     void Connect(int node_id, MpbWaitingReason reason); 
312   
313     /** 
314     *    ノードとの接続を切断 
315     */ 
316     void Disconnect(int connection_id); 
317   
318     /** 
319     *    ヘッダー付与 
320     */ 
321     void AddVirtualHeader(Message* msg, shared_ptr<MpbBtoData> data); 
322   
323     /** 
324     *    メッセージ送信(キューに追加) 
325     */ 
326     void SendMessage(int connection_id, shared_ptr<MpbBtoData> data); 
327   
328   
329   
330     /** 
331     *    メッセージ送信  
332   
333     */ 
334     void SendNextData(int connection_id); 
335   
336     /** 
337     *    TCPメッセージの作成 
338     */ 
339     Message* CreateTcpMessage(int connection_id, int payload_size); 
340   
341     /** 
342     *    メッセージ受信 
343     */ 
344     vector<shared_ptr<MpbBtoData>> RecvTcpMessages(Message* msg); 
345   
346 }; 
347   
348 #endif 
 
libraries/developer/src/mpb/main/mpb_node_bto.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
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3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include <fstream> 
13 #include "api.h" 
14 #include "partition.h" 
15 #include "network_ip.h" 
16 #include "app_util.h" 
17 #include "transport_udp.h" 
18 #include "app_trafficSender.h" 
19   
20 #include "mpb_defines.h" 
21 #include "app_mpb.h" 
22 #include "mpb_node.h" 
23 #include "mpb_node_bto.h" 
24 #include "mpb_global.h" 
25   
26 int MpbNodeBto::listen_port; 
27 int MpbNodeBto::data_size; 
28 int MpbNodeBto::piece_size; 
29 int MpbNodeBto::block_size; 
30 int MpbNodeBto::piece_num; 
31 int MpbNodeBto::block_num; 
32 map<int, vector<pair<int, int>>> MpbNodeBto::buffer_correspond_map; 
33   
34 /** 
35 *    初期化 
36 */ 
37 void MpbNodeBto::Initalize() { 
38     listen_port = APP_MPB + 2; 
39   
40     piece_size = 256 * 1024; 
41     block_size = 16 * 1024; 
42   
43     data_size = MpbGlobal::movie_bps / 8 * (MpbGlobal::movie_time / SECOND); 
44     piece_num = ceil((double)data_size / piece_size); 
45     block_num = ceil((double)piece_size / block_size); 
46   
47     MakeBufferCorrespondMap(); 
48 } 
49   
50   
51 /** 
52 *    ピース/ブロックとバッファマップの対応マップを作成 
53 */ 
54 void MpbNodeBto::MakeBufferCorrespondMap() { 
55   
56     for (int i = 0; i < MpbGlobal::movie_frame_all; i++) { 
57         // 対応する先頭ピース/ブロック 
58         int start_byte = i * MpbGlobal::movie_payload_per_frame; 
59         int start_piece = floor((double)start_byte / piece_size); 
60         int start_block = floor((double)(start_byte % piece_size) / block_size); 
61   
62         // 対応する末尾ピース/ブロック 
63         int end_byte = (i + 1) * MpbGlobal::movie_payload_per_frame; 
64         int end_piece = floor((double)end_byte / piece_size); 
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65         int end_block = ceil((double)(end_byte % piece_size) / block_size); 
66         if (end_block == block_num) { 
67             end_piece++; 
68             end_block = 0; 
69             if (end_piece == piece_num) { 
70                 end_piece = piece_num - 1; 
71                 end_block = block_num - 1; 
72             } 
73         } 
74   
75         // 当該ピース/ブロックを確認 
76         bool has = true; 
77         for (int j = start_piece; j <= end_piece; j++) { 
78             // 開始時は開始ピースから 
79             int s_block = 0; 
80             if (j == start_piece) s_block = start_block; 
81   
82             // 終了時は終了ピースまで 
83             int e_block = block_num - 1; 
84             if (j == end_piece) e_block = end_block; 
85   
86             for (int k = s_block; k <= e_block; k++) { 
87                 buffer_correspond_map[i].push_back(pair<int, int>(j, k)); 
88             } 
89         } 
90     } 
91   
92     /* 
93     // 確認 
94     for (int i = 0; i < MpbGlobal::movie_frame_all; i++) { 
95         printf("[%d] ", i); 
96 
        for (auto itr = buffer_correspond_map[i].begin(); itr != 
buffer_correspond_map[i].end(); itr++) { 
97             int piece_id = itr->first; 
98             int block_id = itr->second; 
99             printf("(%d,%d) ", piece_id, block_id); 
100         } 
101         printf("\n"); 
102     } 
103     ERROR_Assert(false, "stop"); 
104     */ 
105 } 
106   
107   
108 /** 
109 *    コンストラクタ 
110 */ 
111 MpbNodeBto::MpbNodeBto(Node* node, MpbBTNodeType type) : MpbNode(node) { 
112      
113     // 測定形式の設定 
114     this->_measure = new MpbMeasurementBto(); 
115     this->measure = this->_measure; 
116   
117     // タイプの保持 
118     this->type = type; 
119   
120     // 初期化 
121     choke_timer_count = 0; 
122     choke_round = 0; 
123     piece_have_count = 0; 
124     keepalive_timer_count = 0; 
125     peerlist_timer_count = 0; 
 106 
 
126     is_disseminator = false; 
127     disseminate_piece_id = -1; 
128   
129     // TCPListen 
130     APP_TcpServerListen(node, APP_MPB, my_addr, listen_port); 
131     next_client_port = listen_port + 1; 
132   
133     // ビットフィールドの初期化 
134     for (int i = 0; i < piece_num; i++) { 
135         auto field = new MpbBtoBitField(); 
136         field->blocks = new bool[block_num]; 
137   
138         for (int j = 0; j < block_num; j++) 
139             field->blocks[j] = false; 
140   
141         bitfields.push_back(field); 
142     } 
143      
144     if (type == MPB_BT_NODE_LEECHER) 
145     { 
146         // ネットワーク参加イベントの追加 
147         AddNetworkJoinEvent(); 
148   
149     } 
150     else if (type == MPB_BT_NODE_TRACKER) 
151     { 
152         // ビットフィールドを全所持状態に変更 
153         for (int i = 0; i < piece_num; i++) { 
154             bitfields[i]->have = true; 
155         } 
156          
157         // ピアリストに自身を追加(TRACKERは SEEDER兼用) 
158         peers[1] = new MpbBtoPeerInformation(1); 
159   
160         // ネットワーク参加 
161         JoinNetwork(MILLI_SECOND); 
162         d("初期化終了. (TRACKER)"); 
163     } 
164 } 
165   
166   
167 /** 
168 *    メッセージ処理 
169 */ 
170 void MpbNodeBto::Event(Message* msg) { 
171     // 共通処理の実行 
172     base::Event(msg); 
173   
174     // 終了確認 
175     if (is_ended) return; 
176   
177     // ネットワーク未参加の場合，終了 
178     if (!is_network_enabled) return; 
179      
180     // イベント分岐 
181     switch (msg->eventType) { 
182   
183     case MSG_APP_FromTransOpenResult: 
184         // TCPコネクション確立イベント 
185         EventTcpOpenResult(msg); 
186         break; 
187   
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188     case MSG_APP_FromTransCloseResult: 
189         // TCPコネクション切断イベント 
190         EventTcpCloseResult(msg); 
191         break; 
192   
193     case MSG_APP_FromTransDataSent: 
194         // TCP送信完了イベント 
195         EventTcpDataSent(msg); 
196         break; 
197   
198     case MSG_APP_FromTransDataReceived: 
199         // TCPメッセージ受信処理 
200         EventTcpRecv(msg); 
201         break; 
202   
203     case MSG_APP_FromTransport: 
204         // UDPメッセージ受信処理 
205         EventUdpRecv(msg); 
206         break; 
207   
208     case MSG_APP_MPB_TIMER_DISSEMINATE: 
209         // UDPブロードキャストによるブロック拡散 
210         TimerDisseminate(); 
211         break; 
212     } 
213 } 
214   
215   
216 /** 
217 *    TCPコネクション確立イベント 
218 */ 
219 void MpbNodeBto::EventTcpOpenResult(Message* msg) { 
220     TransportToAppOpenResult* result = (TransportToAppOpenResult*)MESSAGE_ReturnInfo(msg); 
221      
222     // 接続したノード IDを取得 
223 
    NodeAddress nid = MAPPING_GetNodeIdFromInterfaceAddress(node, result-
>remoteAddr.interfaceAddr.ipv4); 
224   
225     // 送信待機フラグ初期化 
226     is_waiting_send[nid] = false; 
227   
228     // 接続待機クラスを取得 
229     MpbWaitingConnect* wc = NULL; 
230     for (int i = 0; i < waiting_connects.size(); i++) { 
231         if (waiting_connects[i]->id == nid) { 
232             wc = waiting_connects[i]; 
233             waiting_connects.erase(waiting_connects.begin() + i); 
234             break; 
235         } 
236     } 
237   
238     // ノード IDと ConnectionIDの対応を保存 
239     connection_tmp_ids[nid] = result->connectionId; 
240   
241     //d("接続しました %d", nid); 
242      
243     // 接続開始者が自分でない場合(=接続待機クラスが設定されていない) 
244     if (wc == NULL) return; 
245   
246     // 接続理由による分岐 
247     switch (wc->type) { 
248     case MPB_WAITING_REASON_TRACKER_UPDATE_PEERLIST: 
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249         // トラッカーへの接続: ピアリストの取得 
250         connection_tracker_ids[nid] = result->connectionId; 
251         connection_tmp_ids[nid] = -1; 
252   
253         RequestPeerListToTracker(); 
254         break; 
255   
256     case MPB_WAITING_REASON_CONNECT_PEER: 
257         // ピアへの接続 
258         connection_peer_ids[nid] = result->connectionId; 
259         connection_tmp_ids[nid] = -1; 
260   
261         ConnectedPeer(nid); 
262         break; 
263     } 
264   
265     // 接続待機クラスを開放 
266     delete(wc); 
267 } 
268   
269   
270 /** 
271 *    TCPコネクション切断イベント 
272 */ 
273 void MpbNodeBto::EventTcpCloseResult(Message* msg) { 
274     TransportToAppCloseResult* result = (TransportToAppCloseResult*)MESSAGE_ReturnInfo(msg); 
275   
276     // 接続 IDマップから削除する (tmp->tracker->peer) 
277     for (auto itr = connection_tmp_ids.begin(); itr != connection_tmp_ids.end(); itr++) { 
278         if (itr->second == result->connectionId) { 
279             connection_tmp_ids[itr->first] = -1; 
280             connection_tmp_ids.erase(itr); 
281             return; 
282         } 
283     } 
284   
285 
    for (auto itr = connection_tracker_ids.begin(); itr != connection_tracker_ids.end(); itr++) 
{ 
286         if (itr->second == result->connectionId) { 
287             connection_tracker_ids[itr->first] = -1; 
288             connection_tracker_ids.erase(itr); 
289             return; 
290         } 
291     } 
292   
293     for (auto itr = connection_peer_ids.begin(); itr != connection_peer_ids.end(); itr++) { 
294         if (itr->second == result->connectionId) { 
295             DisconnectPeer(itr->first); 
296   
297             connection_peer_ids[itr->first] = -1; 
298             connection_peer_ids.erase(itr); 
299             return; 
300         } 
301     } 
302   
303   
304 } 
305   
306   
307 /** 
308 *    TCP送信完了イベント 
309 */ 
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310 void MpbNodeBto::EventTcpDataSent(Message* msg) { 
311     TransportToAppDataSent* appSend = (TransportToAppDataSent*)MESSAGE_ReturnInfo(msg); 
312     SendNextData(appSend->connectionId); 
313 } 
314   
315   
316 /** 
317 *    TCPメッセージの受信処理 
318 */ 
319 void MpbNodeBto::EventTcpRecv(Message* msg) { 
320     // 受信イベントを取得 
321     vector<shared_ptr<MpbBtoData>> recvs = RecvTcpMessages(msg); 
322     for (int i = 0; i < recvs.size(); i++) { 
323         // 接続確認 
324         if (connection_peer_ids.count(recvs[i]->sender_id) != 0) { 
325             if (active_peers.count(recvs[i]->sender_id) == 0) continue; 
326         } 
327 //        d("type: %d", recvs[i]->type); 
328         switch (recvs[i]->type) { 
329         case MPB_BTO_MSG_PEERLIST_REQUEST: 
330             // ピアリストのリクエストを受信 
331 
            connection_tracker_ids[recvs[i]->sender_id] = connection_tmp_ids[recvs[i]-
>sender_id]; 
332             connection_tmp_ids[recvs[i]->sender_id] = -1; 
333   
334             RecvPeerListRequest(recvs[i]); 
335             break; 
336   
337         case MPB_BTO_MSG_PEERLIST_RESPONSE: 
338             RecvPeerListResponse(recvs[i]); 
339             break; 
340   
341         case MPB_BTO_MSG_BITFIELD: 
342             RecvBitfields(recvs[i]); 
343             break; 
344   
345         case MPB_BTO_MSG_HANDSHAKE: 
346             connection_peer_ids[recvs[i]->sender_id] = connection_tmp_ids[recvs[i]->sender_id]; 
347             connection_tmp_ids[recvs[i]->sender_id] = -1; 
348   
349             RecvHandshake(recvs[i]); 
350             break; 
351   
352         case MPB_BTO_MSG_INTERESTED: 
353             RecvInterested(recvs[i]); 
354             break; 
355   
356         case MPB_BTO_MSG_NOT_INTERESTED: 
357             RecvNotInterested(recvs[i]); 
358             break; 
359   
360         case MPB_BTO_MSG_CHOKE: 
361             RecvChoked(recvs[i]); 
362             break; 
363   
364         case MPB_BTO_MSG_UNCHOKE: 
365             RecvUnChoked(recvs[i]); 
366             break; 
367   
368         case MPB_BTO_MSG_BLOCK_REQUEST: 
369             RecvBlockRequest(recvs[i]); 
370             break; 
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371   
372         case MPB_BTO_MSG_BLOCK: 
373             RecvBlock(recvs[i]->piece_id, recvs[i]->block_id, recvs[i]->sender_id); 
374             break; 
375   
376         case MPB_BTO_MSG_HAVE: 
377             RecvHave(recvs[i]); 
378             break; 
379         } 
380     } 
381 //    d("b"); 
382 } 
383   
384   
385 /** 
386 *    UDPメッセージの受信処理 
387 */ 
388 void MpbNodeBto::EventUdpRecv(Message* msg) { 
389     MpbData* recv = (MpbData*)MESSAGE_ReturnInfo(msg, INFO_TYPE_MPB_MESSAGE_HEADER); 
390     if (recv == NULL) return; 
391   
392     // 対象ノードか判定 
393     if (recv->target_id != NULL && recv->target_id != node->nodeId) return; 
394   
395     // 複数回送信フラグが立っている場合は重複受信を排除 
396     if (recv->unique_id != NULL) { 
397         auto itr = find(past_msg_unique_id.begin(), past_msg_unique_id.end(), recv->unique_id); 
398         if (itr != past_msg_unique_id.end()) return; 
399   
400         // 受信したユニーク IDを保持(最大 10件) 
401         past_msg_unique_id.push_back(recv->unique_id); 
402         if (past_msg_unique_id.size() > 10) 
403             past_msg_unique_id.erase(past_msg_unique_id.begin()); 
404     } 
405   
406     // イベント分岐 
407     switch (recv->type) { 
408     case MPB_BTO_MSG_BLOCK: 
409         RecvBlock(recv->piece_id, recv->block_id, -1); 
410         _measure->recv_broadcast_block_num++; 
411         break; 
412   
413     default: 
414         break; 
415     } 
416 } 
417   
418   
419 /** 
420 *    毎秒処理タイマー 
421 */ 
422 void MpbNodeBto::TimerEachSecond() { 
423     base::TimerEachSecond(); 
424   
425     // 30秒に 1度，Keep-Alive送信 
426     if (++keepalive_timer_count == 30) { 
427         keepalive_timer_count = 0; 
428         SendKeepAlive(); 
429     } 
430   
431     // 10秒に 1度，チョークアルゴリズム 
432     if (++choke_timer_count == 10) { 
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433         choke_timer_count = 0; 
434         ChokeAlgorithm(); 
435     } 
436   
437     // 30秒に 1度，ピアリストを再度受信する 
438     if (++peerlist_timer_count == 30) { 
439         peerlist_timer_count = 0; 
440         RequestPeerListToTracker(); 
441     } 
442   
443     // 動画再生進捗確認 
444     if (type != MPB_BT_NODE_TRACKER) { 
445         MoviePlaying(); 
446     } 
447 } 
448   
449   
450 /** 
451 *    ネットワーク参加 
452 */ 
453 void MpbNodeBto::JoinNetwork(clocktype start_time) { 
454     base::JoinNetwork(start_time); 
455   
456     RequestPeerListToTracker(); 
457   
458     // disseminator 
459     if (MpbGlobal::method_type == MPB_METHOD_BITTORRENT_MOBILE) { 
460         if (MpbGlobal::GetXorshift(0, 2) == 0) { 
461             is_disseminator = true; 
462   
463             // 送信タイマーのセット 
464 
            clocktype next_disseminate_countdown = MpbGlobal::GetXorshift(0, SECOND / 
MILLI_SECOND) * MILLI_SECOND; 
465 
            Message* msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, 
MSG_APP_MPB_TIMER_DISSEMINATE); 
466             MESSAGE_Send(node, msg, next_disseminate_countdown); 
467         } 
468     } 
469 } 
470   
471 void MpbNodeBto::QuitNetwork() { 
472     base::QuitNetwork(); 
473   
474     // 切断する 
475     for (auto itr = connection_tmp_ids.begin(); itr != connection_tmp_ids.end(); itr++) { 
476         if (itr->second > 0) APP_TcpCloseConnection(node, itr->second); 
477     } 
478 
    for (auto itr = connection_tracker_ids.begin(); itr != connection_tracker_ids.end(); itr++) 
{ 
479         if (itr->second > 0) APP_TcpCloseConnection(node, itr->second); 
480     } 
481     for (auto itr = connection_peer_ids.begin(); itr != connection_peer_ids.end(); itr++) { 
482         if (itr->second > 0) APP_TcpCloseConnection(node, itr->second); 
483     } 
484 } 
485   
486   
487 /** 
488 *    トラッカーにピアリストをリクエスト 
489 */ 
490 void MpbNodeBto::RequestPeerListToTracker() { 
491     if (type != MPB_BT_NODE_LEECHER) return; 
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492   
493     if (connection_tracker_ids[1] <= 0) { 
494         d("トラッカーとの接続がありません．接続します"); 
495         Connect(1, MPB_WAITING_REASON_TRACKER_UPDATE_PEERLIST); 
496         return; 
497     } 
498   
499     /* 
500         データは以下の形式の HTTPの GETリクエストで送信される 
501         データサイズは 180byte程度 
502   
503         http://xxx.xxx.xxx.xxx:xxxx/announce 
504         ?info_hash=12345678901234567890 
505         &peer_id=ABCDEFGHIJKLMNOPQRST 
506         &ip=255.255.255.255 
507         &port=xxxx 
508         &downloaded=xxxxx 
509         &left=xxxxx 
510         &event=stopped 
511     */ 
512   
513     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
514     data->type = MPB_BTO_MSG_PEERLIST_REQUEST; 
515     data->payload_size = 180; 
516     data->upload_bytes = 0; 
517     data->download_bytes = 0; 
518     SendMessage(connection_tracker_ids[1], data); 
519   
520     d("トラッカーとの接続を確立，ピアリストをリクエスト %d", connection_tracker_ids[1]); 
521 } 
522   
523   
524 /** 
525 *    ピアリストのリクエストを受信 
526 */ 
527 void MpbNodeBto::RecvPeerListRequest(shared_ptr<MpbBtoData> recv) { 
528     // リクエストピアの情報を保存 
529     if (peers.find(recv->sender_id) != peers.end()) { 
530         // すでに対象ピアの情報がある場合，削除 
531         delete(peers[recv->sender_id]); 
532     } 
533   
534     // ピア情報を保存 
535     peers[recv->sender_id] = new MpbBtoPeerInformation(recv->sender_id); 
536     peers[recv->sender_id]->upload_bytes = recv->upload_bytes; 
537     peers[recv->sender_id]->download_bytes = recv->download_bytes; 
538   
539     // ピアリストを返信 
540     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
541     data->type = MPB_BTO_MSG_PEERLIST_RESPONSE; 
542   
543     // ランダムに複数個選択 
544     auto _p = peers; 
545     for (int i = 0; i < 10; i++) { 
546         if (_p.size() == 0) break; 
547   
548         auto itr = _p.begin(); 
549         advance(itr, MpbGlobal::GetXorshift(0, _p.size() - 1)); 
550         data->node_ids.push_back(itr->first); 
551         _p.erase(itr); 
552     } 
553   
 113 
 
554     /* 
555         各ピアの ID, ip, portが渡される 
556         ペイロードサイズはおおよそ(20+14+5)*ピア数 
557     */ 
558   
559     data->payload_size = sizeof(int) + data->node_ids.size() * 39; 
560     SendMessage(connection_tracker_ids[recv->sender_id], data); 
561   
562     d("ピアリストリクエストを受信．ピアリストを返信"); 
563 } 
564   
565   
566 /** 
567 *    ピアリストのレスポンスを受信 
568 */ 
569 void MpbNodeBto::RecvPeerListResponse(shared_ptr<MpbBtoData> recv) { 
570     d("ピアリストレスポンスを受信．:size() = %d", recv->node_ids.size()); 
571   
572     // トラッカーとの接続を終了 
573     APP_TcpCloseConnection(node, connection_tracker_ids[recv->sender_id]); 
574     connection_tracker_ids[recv->sender_id] = -1; 
575   
576     // 既存のピアリストを解放 
577     for (int i = 0; i < peers.size(); i++) { 
578         delete(peers[i]); 
579     } 
580     peers.clear(); 
581   
582     // ピアリストを更新 
583     for (int i = 0; i < recv->node_ids.size(); i++) { 
584         if (recv->node_ids[i] == node->nodeId) continue; 
585         peers[recv->node_ids[i]] = new MpbBtoPeerInformation(recv->node_ids[i]); 
586     } 
587   
588     UpdateActivePeerList(); 
589 } 
590   
591   
592 /** 
593 *    アクティブピアリストの更新 
594 */ 
595 void MpbNodeBto::UpdateActivePeerList() { 
596      
597     for (auto itr = peers.begin(); itr != peers.end(); itr++) { 
598         // 接続待機ピア数と現在接続数が規定値以上の場合は終了 
599         if (active_peers.size() + waiting_connects.size() >= 10) return; 
600   
601         // 当該ピアに既に接続している場合は処理を飛ばす 
602         if (active_peers.count(itr->first) != 0) continue; 
603   
604         // 接続待機中の場合，飛ばす 
605         bool is_connecting = false; 
606         for (int i = 0; i < waiting_connects.size(); i++) { 
607             if (waiting_connects[i]->id == itr->second->id) { 
608                 is_connecting = true; 
609                 break; 
610             } 
611         } 
612         if (is_connecting) continue; 
613   
614         // 新規接続 
615         Connect(itr->second->id, MPB_WAITING_REASON_CONNECT_PEER); 
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616         d("ピア %dに接続", itr->second->id); 
617     } 
618 } 
619   
620   
621 /** 
622 *    ピアに接続 
623 */ 
624 void MpbNodeBto::ConnectedPeer(int node_id) { 
625     if (connection_peer_ids[node_id] < 0) { 
626         d("ピアとの接続に失敗"); 
627         Disconnect(connection_peer_ids[node_id]); 
628         return; 
629     } 
630   
631     // ハンドシェイクの送信 
632     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
633     data->type = MPB_BTO_MSG_HANDSHAKE; 
634     data->payload_size = 1; 
635     SendMessage(connection_peer_ids[node_id], data); 
636   
637     // アクティブピアを追加 
638     AddActivePeer(node_id); 
639   
640     d("ハンドシェイクの送信"); 
641 } 
642   
643   
644 /** 
645 *    アクテイブピアを追加 
646 */ 
647 void MpbNodeBto::AddActivePeer(int node_id) { 
648     // アクティブピアリストに追加 
649     active_peers[node_id] = new MpbBtoPeerInformation(node_id); 
650     active_peers[node_id]->bitfields = new bool[piece_num]; 
651   
652     for (int i = 0; i < piece_num; i++) { 
653         active_peers[node_id]->bitfields[i] = false; 
654     } 
655   
656     // チョークアルゴリズムを動作させる 
657     ChokeAlgorithm(); 
658 } 
659   
660   
661 /** 
662 *    ハンドシェイクの受信 
663 */ 
664 void MpbNodeBto::RecvHandshake(shared_ptr<MpbBtoData> recv) { 
665     // アクティブピアを追加 
666     AddActivePeer(recv->sender_id); 
667   
668     // ビットフィールドの送信 
669     SendBitfields(recv->sender_id, true); 
670   
671     d("ハンドシェイクの受信完了.ビットフィールドの交換"); 
672 } 
673   
674   
675 /** 
676 *    ビットフィールドの送信 
677 */ 
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678 void MpbNodeBto::SendBitfields(int node_id, bool is_need_response) { 
679     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
680     data->type = MPB_BTO_MSG_BITFIELD; 
681     data->is_need_bitfields_response = is_need_response; 
682     data->bitfields = new bool[piece_num]; 
683     for (int i = 0; i < piece_num; i++) { 
684         data->bitfields[i] = bitfields[i]->have; 
685     } 
686     data->payload_size = 1 + piece_num; 
687     SendMessage(connection_peer_ids[node_id], data); 
688 } 
689   
690   
691 /** 
692 *    ビットフィールドの受信 
693 */ 
694 void MpbNodeBto::RecvBitfields(shared_ptr<MpbBtoData> recv) { 
695     // ビットフィールドを保存 
696     for (int i = 0; i < piece_num; i++) { 
697         active_peers[recv->sender_id]->bitfields[i] = recv->bitfields[i]; 
698     } 
699      
700     // Interestedを更新する 
701     if (type == MPB_BT_NODE_LEECHER) 
702         UpdateInterested(); 
703   
704     // レアピース情報を再計算する 
705     UpdateRarePieceIds(); 
706   
707     // 返信を希望されている場合は，自身のビットフィールドを返信する 
708     if (recv->is_need_bitfields_response) { 
709         SendBitfields(recv->sender_id, false); 
710     } 
711 } 
712   
713   
714 /** 
715 *    interested/not interested 状態を更新 
716 */ 
717 void MpbNodeBto::UpdateInterested() { 
718     vector<int> update_interested_ids; 
719     vector<int> update_not_interested_ids; 
720   
721     for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
722   
723         bool interested = false; 
724   
725         // 自分の持っていないピースを持っているかチェック 
726         for (int i = 0; i < piece_num; i++) { 
727             if (bitfields[i]->have) continue; 
728             if (itr->second->bitfields[i]) { 
729                 interested = true; 
730                 d("ピア: %d, ピース番号: %d", itr->first, i); 
731                 break; 
732             } 
733         } 
734   
735         // いままでの状態と異なる場合，アップデート対象に入れる 
736         if (interested && !itr->second->is_interested) { 
737             update_interested_ids.push_back(itr->first); 
738         }  
739         else if (!interested && itr->second->is_interested) { 
 116 
 
740             update_not_interested_ids.push_back(itr->first); 
741         } 
742     } 
743   
744     // interestedメッセージの送信 
745     if (update_interested_ids.size() != 0) { 
746         for (int i = 0; i < update_interested_ids.size(); i++) { 
747             shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
748             data->type = MPB_BTO_MSG_INTERESTED; 
749             data->payload_size = 1; 
750             SendMessage(connection_peer_ids[update_interested_ids[i]], data); 
751         } 
752     } 
753   
754     // not interested メッセージの送信 
755     if (update_not_interested_ids.size() != 0) { 
756         for (int i = 0; i < update_not_interested_ids.size(); i++) { 
757             shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
758             data->type = MPB_BTO_MSG_NOT_INTERESTED; 
759             data->payload_size = 1; 
760             SendMessage(connection_peer_ids[update_not_interested_ids[i]], data); 
761         } 
762     } 
763 } 
764   
765   
766 /** 
767 *    interested の受信 
768 */ 
769 void MpbNodeBto::RecvInterested(shared_ptr<MpbBtoData> recv) { 
770     active_peers[recv->sender_id]->is_interesting = true; 
771     ChokeAlgorithm(); 
772 } 
773   
774   
775 /** 
776 *    not interested の受信 
777 */ 
778 void MpbNodeBto::RecvNotInterested(shared_ptr<MpbBtoData> recv) { 
779     active_peers[recv->sender_id]->is_interesting = false; 
780 } 
781   
782 /** 
783 *    レアピース情報を更新する 
784 */ 
785 void MpbNodeBto::UpdateRarePieceIds() { 
786   
787     rare_piece_ids.clear(); 
788     for (int i = 0; i < piece_num; i++) { 
789         if (bitfields[i]->have) continue; 
790   
791         // 所持しているピア数を確認 
792         int count = 0; 
793         for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
794             if (itr->second->bitfields[i]) count++; 
795         } 
796   
797         // 閾値より少ないならば，レアピースセットに追加する 
798         if (count < 2) { 
799             rare_piece_ids.push_back(i); 
800         } 
801     } 
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802   
803 } 
804   
805   
806 /** 
807 *    チョークアルゴリズム 
808 */ 
809 void MpbNodeBto::ChokeAlgorithm() { 
810     if (active_peers.size() == 0) return; 
811   
812     // 3ラウンドに 1度だけ動作する 
813     if (++choke_round == 3) { 
814         choke_round = 0; 
815         vector<int> unchoke_ids; 
816   
817         vector<MpbBtoPeerInformation*> interesting_node; 
818   
819         // interesting ノードの取得 
820         for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
821             if (itr->second->is_interesting) interesting_node.push_back(itr->second); 
822         } 
823   
824         // 興味を誰からも持たれて無ければ終了 
825         if (interesting_node.size() == 0) return; 
826          
827         // アップロードサイズでソートする 
828 
        sort(interesting_node.begin(), interesting_node.end(), 
MpbBtoPeerInformation::upload_desc); 
829   
830         // Regular Unchoked Peers 
831         // 上から 3ピアをアンチョーク対象に入れる 
832         for (int i = 0; i < min(3, (int)interesting_node.size()); i++) { 
833             unchoke_ids.push_back(interesting_node[i]->id); 
834         } 
835   
836         // Optimistic Unchoked Peers 
837         // interesting でかつ chokedノードからピアをランダムで選択 
838         vector<int> tmp; 
839         for (int i = 0; i < interesting_node.size(); i++) { 
840             if (interesting_node[i]->choked) tmp.push_back(interesting_node[i]->id); 
841         } 
842         if (tmp.size() != 0) { 
843             int random_id = tmp[MpbGlobal::GetXorshift(0, tmp.size() - 1)]; 
844   
845             // Regular Unchoked Peersにランダム選択ピアが含まれているか 
846             bool is_included = false; 
847             for (int i = 0; i < min(3, (int)interesting_node.size()); i++) { 
848                 if (interesting_node[i]->id == random_id) { 
849                     is_included = true; 
850                     break; 
851                 } 
852             } 
853   
854             if (!is_included) { 
855                 // 含まれていない場合，ランダム選択したピアをアンチョークする 
856                 unchoke_ids.push_back(random_id); 
857             } 
858             else { 
859 
                // 含まれていた場合，RegularUnchokedPeersで選択されていないピアからランダムで
選ぶ 
860                 if (interesting_node.size() > 3) { 
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861 
                    random_id = interesting_node[MpbGlobal::GetXorshift(3, 
interesting_node.size() - 1)]->id; 
862                     unchoke_ids.push_back(random_id); 
863                 } 
864             } 
865         } 
866   
867         // 前回までアンチョークされていたが，今回アンチョークされなかったピアをチョークする 
868         for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
869             MpbBtoPeerInformation* active_peer = itr->second; 
870             if (!active_peer->choked) { 
871                 // アンチョーク対象に含まれているかチェック 
872                 auto itr2 = find(unchoke_ids.begin(), unchoke_ids.end(), active_peer->id); 
873                 if (itr2 == unchoke_ids.end()) { 
874                     // チョークする 
875                     active_peer->choked = true; 
876   
877                     // 送信 
878                     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
879                     data->type = MPB_BTO_MSG_CHOKE; 
880                     data->payload_size = 1; 
881                     SendMessage(connection_peer_ids[active_peer->id], data); 
882   
883                     d("チョークする %d", active_peer->id); 
884                 } 
885             } 
886         } 
887   
888         for (int i = 0; i < unchoke_ids.size(); i++) { 
889             if (!active_peers[unchoke_ids[i]]->choked) continue; 
890   
891             // アンチョークする 
892             active_peers[unchoke_ids[i]]->choked = false; 
893   
894             // 送信 
895             shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
896             data->type = MPB_BTO_MSG_UNCHOKE; 
897             data->payload_size = 1; 
898             SendMessage(connection_peer_ids[unchoke_ids[i]], data); 
899             d("アンチョークする %d", unchoke_ids[i]); 
900         } 
901     } 
902 } 
903   
904   
905 /** 
906 *    chokedの受信 
907 */ 
908 void MpbNodeBto::RecvChoked(shared_ptr<MpbBtoData> recv) { 
909     active_peers[recv->sender_id]->choking = true; 
910   
911     // リクエストしていたピースのリクエスト状況を初期化 
912     if (active_peers[recv->sender_id]->is_requesting) { 
913 
        ERROR_Assert(active_peers[recv->sender_id]->request_piece_id != -1, "active_peers[recv-
>sender_id]->request_piece_id is -1"); 
914         bitfields[active_peers[recv->sender_id]->request_piece_id]->is_request = false; 
915         active_peers[recv->sender_id]->is_requesting = false; 
916     } 
917   
918     // リクエスト情報の消去 
919     active_peers[recv->sender_id]->request_piece_id = -1; 
920     active_peers[recv->sender_id]->request_block_id = -1; 
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921   
922     d("チョーク受信 %d", recv->sender_id); 
923 } 
924   
925   
926 /** 
927 *    unchoked の受信 
928 */ 
929 void MpbNodeBto::RecvUnChoked(shared_ptr<MpbBtoData> recv) { 
930     active_peers[recv->sender_id]->choking = false; 
931     d("アンチョーク受信 %d", recv->sender_id); 
932   
933     // リクエストを送る 
934     RequestBlock(recv->sender_id); 
935 } 
936   
937   
938 /** 
939 *    リクエストを送る 
940 */ 
941 void MpbNodeBto::RequestBlock(int node_id) { 
942     if (active_peers[node_id]->choking) return; 
943     if (active_peers[node_id]->is_requesting) return; 
944      
945     // ピース選択の必要性を確認 
946 
    if (active_peers[node_id]->request_piece_id == -1 || bitfields[active_peers[node_id]-
>request_piece_id]->have) { 
947         // リクエストピースを新規選択 
948         active_peers[node_id]->request_piece_id = SelectRequestPiece(node_id); 
949         if (active_peers[node_id]->request_piece_id == -1) return; 
950   
951         // リクエストフラグを立てる 
952         bitfields[active_peers[node_id]->request_piece_id]->is_request = true; 
953     } 
954   
955     // ブロックを選択する 
956     active_peers[node_id]->request_block_id = SelectRequestBlock(node_id); 
957   
958     // リクエスト送信 
959     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
960     data->type = MPB_BTO_MSG_BLOCK_REQUEST; 
961     data->piece_id = active_peers[node_id]->request_piece_id; 
962     data->block_id = active_peers[node_id]->request_block_id; 
963     data->payload_size = sizeof(int) * 3; 
964     SendMessage(connection_peer_ids[node_id], data); 
965   
966     active_peers[node_id]->is_requesting = true; 
967 
    //d("リクエストの送信 send to:%d piece:%d, block:%d", node_id, data->piece_id, data-
>block_id); 
968 } 
969   
970   
971 /** 
972 *    リクエストピースを選択する 
973 */ 
974 int MpbNodeBto::SelectRequestPiece(int node_id) { 
975   
976     if (piece_have_count >= 4) { 
977         // 4ピース以上持っている場合は，レアピースセットから選択する 
978         // レアピースを当該ノードが持っていない場合はランダムで選択する 
979         // strict priority policy 
980   
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981         // レアピースセットの中で当該ノードが持っているピースを選択 
982         vector<int> tmp; 
983         for (int i = 0; i < rare_piece_ids.size(); i++) { 
984             if (bitfields[rare_piece_ids[i]]->have) continue; 
985             if (bitfields[rare_piece_ids[i]]->is_request) continue; 
986   
987             if (active_peers[node_id]->bitfields[rare_piece_ids[i]]) { 
988                 tmp.push_back(rare_piece_ids[i]); 
989             } 
990         } 
991         if (tmp.size() != 0) { 
992             if (MpbGlobal::method_type == MPB_METHOD_BITTORRENT_ORIGIN) { 
993                 // 通常はランダムで選択する 
994                 return tmp[MpbGlobal::GetXorshift(0, tmp.size() - 1)]; 
995             } 
996             else { 
997                 // BTOでは降順に選択する 
998                 return tmp[tmp.size() - 1]; 
999             } 
1000   
1001         } 
1002     } 
1003   
1004     // 4ピース未満しか持っていない場合は，ランダムで選択する 
1005     // random first policy 
1006     vector<int> piece_ids; 
1007     for (int i = 0; i < piece_num; i++) { 
1008 
        if (!bitfields[i]->have && !bitfields[i]->is_request && active_peers[node_id]-
>bitfields[i]) { 
1009             piece_ids.push_back(i); 
1010         } 
1011     } 
1012   
1013     if (piece_ids.size() != 0) { 
1014         return piece_ids[MpbGlobal::GetXorshift(0, piece_ids.size() - 1)]; 
1015     } 
1016   
1017     // 既に全てのピースをリクエスト中の場合，リクエスト中のピースをさらに選択する 
1018     // （エンドゲームモード） 
1019     piece_ids.clear(); 
1020     for (int i = 0; i < piece_num; i++) { 
1021         if (!bitfields[i]->have && active_peers[node_id]->bitfields[i]) { 
1022             piece_ids.push_back(i); 
1023         } 
1024     } 
1025     if (piece_ids.size() != 0) { 
1026         return piece_ids[MpbGlobal::GetXorshift(0, piece_ids.size() - 1)]; 
1027     } 
1028   
1029     return -1; 
1030 } 
1031   
1032   
1033 /** 
1034 *    リクエストブロックを選択する 
1035 */ 
1036 int MpbNodeBto::SelectRequestBlock(int node_id) { 
1037     int piece_id = active_peers[node_id]->request_piece_id; 
1038     if (piece_id == -1) return -1; 
1039   
1040     for (int i = 0; i < block_num; i++) { 
1041         if (!bitfields[piece_id]->blocks[i]) return i; 
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1042     } 
1043   
1044     d("request_piece: %d", active_peers[node_id]->request_piece_id); 
1045     d("bit->count %d", bitfields[piece_id]->count); 
1046     d("bit->have %d", bitfields[piece_id]->have); 
1047     d("bit->is_request %d", bitfields[piece_id]->is_request); 
1048   
1049     ERROR_Assert(false, "all block already has been had."); 
1050     return -1; 
1051 } 
1052   
1053   
1054 /** 
1055 *    ブロックリクエストの受信 
1056 */ 
1057 void MpbNodeBto::RecvBlockRequest(shared_ptr<MpbBtoData> recv) { 
1058     if (!bitfields[recv->piece_id]->have) { 
1059         return; 
1060     } 
1061   
1062     // ブロック送信 
1063     shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
1064     data->type = MPB_BTO_MSG_BLOCK; 
1065     data->piece_id = recv->piece_id; 
1066     data->block_id = recv->block_id; 
1067     data->payload_size = 4 + (16 * 1024); 
1068     SendMessage(connection_peer_ids[recv->sender_id], data); 
1069   
1070     // アップロードバイト数を加算 
1071     active_peers[recv->sender_id]->upload_bytes += 4 + (16 * 1024); 
1072   
1073     _measure->send_block_num++; 
1074   
1075 
    //d("リクエストの受信 sender:%d piece:%d, block:%d", recv->sender_id, recv->piece_id, recv-
>block_id); 
1076 } 
1077   
1078   
1079 /** 
1080 *    ブロックの受信 
1081 */ 
1082 void MpbNodeBto::RecvBlock(int piece_id, int block_id, int sender_id) { 
1083 
    //d("ブロックの受信 sender:%d piece:%d, block:%d, count:%d", recv->sender_id, recv-
>piece_id, recv->block_id, bitfields[recv->piece_id]->count + 1); 
1084   
1085     // リクエスト中フラグを折る 
1086     if (sender_id != -1) { 
1087         active_peers[sender_id]->is_requesting = false; 
1088     } 
1089   
1090     if (bitfields[piece_id]->blocks[block_id] != true) { 
1091         // ピース受信完了処理 
1092         bitfields[piece_id]->blocks[block_id] = true; 
1093         bitfields[piece_id]->count++; 
1094          
1095         _measure->recv_block_num++; 
1096   
1097         if (bitfields[piece_id]->count == block_num) { 
1098             // 所持フラグを立てる 
1099             bitfields[piece_id]->have = true; 
1100             piece_have_count++; 
1101   
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1102             // リクエスト情報をクリア 
1103             if (sender_id != -1) { 
1104                 active_peers[sender_id]->request_piece_id = -1; 
1105             } 
1106   
1107             // Haveメッセージを接続ピアに送信 
1108             SendHave(piece_id); 
1109   
1110             // 動画受信完了処理 
1111             if (piece_have_count == piece_num) { 
1112                 CacheCompleted(); 
1113                 return; 
1114             } 
1115         } 
1116     } 
1117     else { 
1118         // 既に受信済みブロックの場合でかつ，ブロックが全て受信完了している場合 
1119         if (bitfields[piece_id]->count == block_num) { 
1120             if (sender_id != -1) { 
1121                 active_peers[sender_id]->request_piece_id = -1; 
1122             } 
1123         } 
1124     } 
1125   
1126     // 次のピース/ブロックをリクエスト 
1127     if (sender_id != -1) { 
1128         RequestBlock(sender_id); 
1129     } 
1130 } 
1131   
1132   
1133 /** 
1134 *    haveメッセージの送信 
1135 */ 
1136 void MpbNodeBto::SendHave(int piece_id) { 
1137     for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
1138         shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
1139         data->type = MPB_BTO_MSG_HAVE; 
1140         data->piece_id = piece_id; 
1141         data->payload_size = 5; 
1142         SendMessage(connection_peer_ids[itr->first], data); 
1143     } 
1144 } 
1145   
1146   
1147 /** 
1148 *    haveメッセージの受信 
1149 */ 
1150 void MpbNodeBto::RecvHave(shared_ptr<MpbBtoData> recv) { 
1151     // ビットフィールドを更新 
1152     active_peers[recv->sender_id]->bitfields[recv->piece_id] = true; 
1153   
1154     // Interestedを更新する 
1155     if (type == MPB_BT_NODE_LEECHER) 
1156         UpdateInterested(); 
1157   
1158     // レアピース情報を再計算する 
1159     UpdateRarePieceIds(); 
1160 } 
1161   
1162   
1163 /** 
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1164 *    キャッシュ完了処理 
1165 */ 
1166 void MpbNodeBto::CacheCompleted() { 
1167     is_cache_completed = true; 
1168     measure->simtime_recv_completed = node->getNodeTime(); 
1169   
1170     type = MPB_BT_NODE_SEEDER; 
1171   
1172     // 離脱イベントの設定 
1173     AddNetworkQuitEvent(); 
1174   
1175     // 接続済みノードの中で，完全キャッシュを持っているノードとの接続を解除する 
1176     auto itr = active_peers.begin(); 
1177     while (itr != active_peers.end()) { 
1178         int count = 0; 
1179         for (int i = 0; i < piece_num; i++) { 
1180             if (itr->second->bitfields[i]) count++; 
1181         } 
1182   
1183         if (count == piece_num) { 
1184             // 接続解除 
1185             Disconnect(connection_peer_ids[itr->second->id]); 
1186             active_peers.erase(itr++); 
1187         } 
1188         else { 
1189             itr++; 
1190         } 
1191     } 
1192   
1193     node_cached_num++; 
1194     if (node_cached_num == MpbGlobal::node_num - 1) { 
1195         // 全ノードが受信完了 
1196         is_ended = true; 
1197         d("シミュレーション完了．終了フラグオン"); 
1198     } 
1199   
1200   
1201     d("動画受信完了！ SEEDERに変化します"); 
1202 } 
1203   
1204   
1205   
1206 /** 
1207 *    動画再生 
1208 */ 
1209 void MpbNodeBto::MoviePlaying() { 
1210     if (is_playing_completed == true) return; 
1211   
1212     // 再生開始判定 
1213     if (!is_playing) { 
1214         // 全てのピースを取得していたら，再生開始 
1215         if (is_cache_completed) { 
1216             is_playing = true; 
1217             _measure->simtime_playing_started = node->getNodeTime(); 
1218             MpbGlobal::ofsSim << GetSimulatedBaseInfo(MPB_LOG_START_PLAY) << endl; 
1219             d("動画の再生開始．"); 
1220         } 
1221         else { 
1222             return; 
1223         } 
1224     } 
1225      
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1226     // 受信バッファの更新 
1227     UpdateRecvBuffer(); 
1228   
1229     // 次の 1秒で再生するべきフレームのうちα取得できているかチェック 
1230     int frame_available = 0; 
1231     int offset = playing_seconds * MpbGlobal::movie_frame_rate; 
1232     for (int i = offset; i < offset + MpbGlobal::movie_frame_rate; i++) { 
1233         if (recv_buffer[i] == true) { 
1234             frame_available++; 
1235         } 
1236     } 
1237   
1238     if (frame_available >= MpbGlobal::movie_playable_frame_rate) { 
1239         // 再生位置をシーク 
1240         playing_seconds++; 
1241   
1242         // 再生終了の場合，再生終了フラグを立てる 
1243         if (playing_seconds == MpbGlobal::movie_time / SECOND) { 
1244             is_playing = false; 
1245             is_playing_completed = true; 
1246             _measure->simtime_playing_ended = node->getNodeTime(); 
1247   
1248             d("動画の再生終了．"); 
1249             return; 
1250         } 
1251     } 
1252     else { 
1253         // 再生不可能の場合，途切れ時間を追加 
1254         if (playing_seconds != 0) { 
1255             _measure->time_playing_cant++; 
1256   
1257 
            d("再生途切れ(%d/%d) 再生位置[s]:%d, 合計途切れ時間[s]: %d", frame_available, 
MpbGlobal::movie_frame_rate, playing_seconds, _measure->time_playing_cant); 
1258         } 
1259     } 
1260 } 
1261   
1262   
1263 /** 
1264 *    ピース/ブロックをバッファマップに反映 
1265 */ 
1266 void MpbNodeBto::UpdateRecvBuffer() { 
1267     for (int i = 0; i < MpbGlobal::movie_frame_all; i++) { 
1268         if (recv_buffer[i]) continue; 
1269   
1270         bool hasBlock = true; 
1271 
        for (auto itr = buffer_correspond_map[i].begin(); itr != 
buffer_correspond_map[i].end(); itr++) { 
1272             int piece_id = itr->first; 
1273             int block_id = itr->second; 
1274   
1275             if (!bitfields[piece_id]->blocks[block_id]) { 
1276                 hasBlock = false; 
1277                 break; 
1278             } 
1279         } 
1280   
1281         if (hasBlock) recv_buffer[i] = true; 
1282     } 
1283 } 
1284   
1285 /** 
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1286 *    Keep-Aliveの送信 
1287 */ 
1288 void MpbNodeBto::SendKeepAlive() { 
1289     for (auto itr = active_peers.begin(); itr != active_peers.end(); itr++) { 
1290         shared_ptr<MpbBtoData> data = make_shared<MpbBtoData>(); 
1291         data->type = MPB_BTO_MSG_KEEP_ALIVE; 
1292         data->payload_size = 1; 
1293         SendMessage(connection_peer_ids[itr->first], data); 
1294     } 
1295 } 
1296   
1297 void MpbNodeBto::TimerDisseminate() { 
1298     // 送信ピースが決定されていない場合，決定する 
1299     if (disseminate_piece_id == -1) { 
1300         int target_id = -1; 
1301         for (int i = 0; i < rare_piece_ids.size(); i++) { 
1302             // 持っているかチェック 
1303             if (bitfields[rare_piece_ids[i]]->have) { 
1304                 // 今まで送信していないピースかチェック 
1305 
                auto itr = find(disseminate_sended_piece_id.begin(), 
disseminate_sended_piece_id.end(), rare_piece_ids[i]); 
1306                 if (itr == disseminate_sended_piece_id.end()) { 
1307                     target_id = rare_piece_ids[i]; 
1308                     break; 
1309                 } 
1310             } 
1311         } 
1312   
1313         if (target_id == -1) { 
1314             // レアピースを持っていない場合，若いピースを送信 
1315             for (int i = 0; i < piece_num; i++) { 
1316                 if (bitfields[i]->have) { 
1317                     // 今まで送信していないピースかチェック 
1318 
                    auto itr = find(disseminate_sended_piece_id.begin(), 
disseminate_sended_piece_id.end(), i); 
1319                     if (itr == disseminate_sended_piece_id.end()) { 
1320                         target_id = i; 
1321                         break; 
1322                     } 
1323                 } 
1324             } 
1325         } 
1326   
1327         // 送信対象を見つけた場合 
1328         if (target_id != -1) { 
1329             disseminate_piece_id = target_id; 
1330             disseminate_block_id = 0; 
1331             disseminate_sended_piece_id.push_back(target_id); 
1332         } 
1333     } 
1334   
1335     if (disseminate_piece_id != -1) { 
1336         //printf("broadcast: %d, %d \n", disseminate_piece_id, disseminate_block_id); 
1337   
1338         // ブロックをを送る 
1339         MpbData* send_data = new MpbData(); 
1340         send_data->type = MPB_BTO_MSG_BLOCK; 
1341         send_data->payload_size = 4 + (16 * 1024); 
1342         send_data->piece_id = disseminate_piece_id; 
1343         send_data->block_id = disseminate_block_id++; 
1344         SendUdpMessage(send_data); 
1345   
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1346         _measure->send_broadcast_block_num++; 
1347   
1348         if (disseminate_block_id == block_num) { 
1349             // 全てのブロックを送信完了した場合 
1350             disseminate_piece_id = -1; 
1351         } 
1352     } 
1353   
1354     // 新しいピースを送信する 
1355 
    clocktype next_disseminate_countdown = MpbGlobal::GetXorshift(0, SECOND / MILLI_SECOND) * 
MILLI_SECOND; 
1356     Message* msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB, MSG_APP_MPB_TIMER_DISSEMINATE); 
1357     MESSAGE_Send(node, msg, next_disseminate_countdown); 
1358 } 
1359   
1360   
1361 /** 
1362 *    ピアとの接続が切断された 
1363 */ 
1364 void MpbNodeBto::DisconnectPeer(int node_id) { 
1365     // ActivePeerリストから削除 
1366     auto itr = active_peers.find(node_id); 
1367     if (itr != active_peers.end()) { 
1368         // 現在リクエストしているピースのフラグを折る 
1369         if (itr->second->request_piece_id != -1) { 
1370             bitfields[itr->second->request_piece_id]->is_request = false; 
1371         } 
1372   
1373         // 削除 
1374         delete(itr->second); 
1375         active_peers.erase(itr); 
1376     } 
1377   
1378     d("ノード%dとの接続が切断されました", node_id); 
1379   
1380     if (type == MPB_BT_NODE_LEECHER) { 
1381         // ピアリストを新規取得して，再接続 
1382         RequestPeerListToTracker(); 
1383     } 
1384 } 
1385   
1386   
1387 /** 
1388 *    ノードに接続 
1389 */ 
1390 void MpbNodeBto::Connect(int node_id, MpbWaitingReason reason) { 
1391     // 接続待機待ち配列に追加 
1392     MpbWaitingConnect* wc = new MpbWaitingConnect(); 
1393     wc->id = node_id; 
1394     wc->type = reason; 
1395     waiting_connects.push_back(wc); 
1396   
1397     // 接続 
1398     APP_TcpOpenConnection( 
1399         node, 
1400         APP_MPB, 
1401         my_addr, 
1402         next_client_port++, 
1403         MpbGlobal::nodes[node_id - 1]->my_addr, 
1404         listen_port, 
1405         node->appData.uniqueId++, 
1406         0 
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1407     ); 
1408      
1409     // 接続タイムアウト秒数は transport_tcp_timer.hの TCPTV_KEEP_INITが該当する 
1410 } 
1411   
1412   
1413 /** 
1414 *    ノードとの接続を切断 
1415 */ 
1416 void MpbNodeBto::Disconnect(int connection_id) { 
1417     // コネクションを閉じる 
1418     if (connection_id > 0) { 
1419         APP_TcpCloseConnection(node, connection_id); 
1420     } 
1421 } 
1422   
1423 /** 
1424 *    ヘッダー付与 
1425 */ 
1426 void MpbNodeBto::AddVirtualHeader(Message* msg, shared_ptr<MpbBtoData> data) { 
1427     MpbVirtualHeader* header; 
1428 
    header = (MpbVirtualHeader*)MESSAGE_AddInfo(node, msg, sizeof(MpbVirtualHeader), 
INFO_TYPE_MPB_VIRTUAL_HEADER); 
1429     ERROR_Assert(header != NULL, "Unable to add an info field!"); 
1430   
1431     header->data = data; 
1432 } 
1433   
1434 /** 
1435 *    メッセージ送信(キューに追加) 
1436 */ 
1437 void MpbNodeBto::SendMessage(int connection_id, shared_ptr<MpbBtoData> data) { 
1438   
1439     MpbSendQueueItem* item; 
1440   
1441     // ペイロードサイズ確認 
1442     ERROR_Assert(data->payload_size != 0, "ペイロードサイズが設定されていません"); 
1443   
1444     // 仮想ペイロード判定 
1445     if (data->payload_size > 1) { 
1446         // 仮想ペイロードをキューに追加 
1447         item = MpbSendQueueItem::createDummyItem(connection_id, data->payload_size - 1); 
1448         sendQueue[connection_id].push(item); 
1449 
        //d("キュー(対象:%d)にダミーデータを追加, dummy_size: %d", node_id, data->payload_size 
- 1); 
1450     } 
1451   
1452     // 実データをキューに追加 
1453     item = MpbSendQueueItem::createItem(connection_id, data); 
1454     sendQueue[connection_id].push(item); 
1455     //d("キュー(対象:%d)に実データを追加", node_id); 
1456   
1457     // 送信待機フラグが立っていない場合，送信作業開始 
1458     if (is_waiting_send[connection_id] == false) { 
1459         SendNextData(connection_id); 
1460     } 
1461 } 
1462   
1463   
1464 /** 
1465 *    メッセージ送信 
1466 */ 
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1467 void MpbNodeBto::SendNextData(int connection_id) { 
1468     //d("sendnextdata_start"); 
1469     // キューを確認 
1470     if (sendQueue[connection_id].size() == 0) { 
1471         is_waiting_send[connection_id] = false; 
1472         //d("SendNextData: キューが空のため，送信終了"); 
1473         return; 
1474     } 
1475     //d("SendNextData: キューサイズ[%d]", sendQueue[connection_id].size()); 
1476   
1477     Message* send_msg = NULL; 
1478   
1479     // 先頭アイテムをポップ 
1480     MpbSendQueueItem* item = sendQueue[connection_id].front(); 
1481   
1482     // (仮)送信チャンクサイズ 
1483     int chunk = 512; 
1484   
1485     if (item->is_dummy) { 
1486         // ダミーデータの送信 
1487         if (item->dummy_size <= chunk) { 
1488             // 残りのダミーデータを全て送信 
1489             send_msg = CreateTcpMessage(item->connectionId, item->dummy_size); 
1490             sendQueue[connection_id].pop(); 
1491             //d("SendNextData: ダミーデータの送信(全て)"); 
1492         } 
1493         else { 
1494             // ダミーデータの一部を送信 
1495             send_msg = CreateTcpMessage(item->connectionId, chunk); 
1496             item->dummy_size -= chunk; 
1497             //d("SendNextData: ダミーデータの送信(一部) 残りデータ数 %d", item->dummy_size); 
1498         } 
1499   
1500         // ダミーデータ用バーチャルヘッダの追加 
1501         shared_ptr<MpbBtoData> vdata = make_shared<MpbBtoData>(); 
1502         vdata->type = MPB_BTO_MSG_VIRTUAL; 
1503         vdata->sender_id = node->nodeId; 
1504         AddVirtualHeader(send_msg, vdata); 
1505         //d("SendDummy %p", vdata); 
1506   
1507   
1508         _measure->send_bytes += item->dummy_size; 
1509     } 
1510     else { 
1511         // 実データの送信 
1512         send_msg = CreateTcpMessage(item->connectionId, 1); 
1513         sendQueue[connection_id].pop(); 
1514         //d("SendNextData: 実データの送信 %p", item->data); 
1515   
1516         // 送信データを付与 
1517         item->data->sender_id = node->nodeId; 
1518         AddVirtualHeader(send_msg, item->data); 
1519   
1520         _measure->send_bytes += 1; 
1521   
1522         //d("send real %p", item->data); 
1523     } 
1524   
1525   
1526     // データの送信 
1527     node->appData.appTrafficSender->appTcpSend(node, send_msg); 
1528     is_waiting_send[connection_id] = true; 
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1529   
1530 } 
1531   
1532   
1533 /** 
1534 *    TCPメッセージの作成 
1535 */ 
1536 Message* MpbNodeBto::CreateTcpMessage(int connection_id, int payload_size) { 
1537     // メッセージの作成 
1538 
    Message* send_msg = MESSAGE_Alloc(node, TRANSPORT_LAYER, TransportProtocol_TCP, 
MSG_TRANSPORT_FromAppSend); 
1539   
1540     // TCP用情報を設定 
1541     MESSAGE_InfoAlloc(node, send_msg, sizeof(AppToTcpSend)); 
1542     AppToTcpSend* sendRequest = (AppToTcpSend *)MESSAGE_ReturnInfo(send_msg); 
1543     sendRequest->connectionId = connection_id; 
1544     sendRequest->ttl = IPDEFTTL; 
1545   
1546     // 仮想ペイロードの設定 
1547     MESSAGE_PacketAlloc(node, send_msg, 0, TRACE_MPB); 
1548     if (payload_size > 0) { 
1549         MESSAGE_AddVirtualPayload(node, send_msg, payload_size); 
1550     } 
1551   
1552     return send_msg; 
1553 } 
1554   
1555   
1556 // 受信したデータから，P2PCdnData形式のデータを取得する 
1557 vector<shared_ptr<MpbBtoData>> MpbNodeBto::RecvTcpMessages(Message* msg) { 
1558   
1559 
    TransportToAppDataReceived *dataReceived = 
(TransportToAppDataReceived*)MESSAGE_ReturnInfo(msg); 
1560   
1561     // データサイズ取得 
1562     int chunk_size = MESSAGE_ReturnPacketSize(msg); 
1563     //d("パケットサイズ: %d", chunk_size); 
1564   
1565     // 受信した複数のメッセージを格納するリスト 
1566     vector<shared_ptr<MpbBtoData>> result; 
1567   
1568     int message_count = 0; 
1569     MpbVirtualHeader* header; 
1570     while (1) 
1571     { 
1572 
        header = (MpbVirtualHeader*)MESSAGE_ReturnInfo(msg, INFO_TYPE_MPB_VIRTUAL_HEADER, 
message_count); 
1573         if (header == NULL) break; 
1574   
1575         if (header->data->is_already_received == false) { 
1576             // 取得したデータを格納 
1577             result.push_back(header->data); 
1578             header->data->is_already_received = true; 
1579   
1580             _measure->recv_bytes += header->data->payload_size; 
1581   
1582             //d("Recvd %p", header->data); 
1583         } 
1584         else { 
1585             //d("Recvd but already received. trash %p", header->data); 
1586         } 
1587   
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1588         message_count++; 
1589     } 
1590   
1591     return result; 
1592 } 
 
libraries/developer/src/mpb/packet_reachability/app_mpb_pr.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 //            Packet Reachability - パケット到達率テーブル作成用 -  
4 // 
5 //    @author Kenta Katsura <katsura.rs@gmail.com> 
6 //    @since 2014- 
7 // 
8 //---------------------------------------------------- 
9   
10 #ifndef MPB_PR_H 
11 #define MPB_PR_H 
12   
13 void AppMpbPrGlobalInit(const NodeInput* node_input, IdToNodePtrMap* node_hash); 
14 void AppMpbPrFinalize(Node *node, AppInfo* appinfo); 
15 void AppLayerMpbPr(Node* node, Message* msg); 
16   
17 struct MpbPrMessageHeaderInfo 
18 { 
19     int packet_size; 
20     int virtual_size; 
21   
22     // データ番号 
23     int data_no; 
24 }; 
25   
26   
27 #endif 
 
libraries/developer/src/mpb/packet_reachability/app_mpb_pr.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 //            Packet Reachability - パケット到達率テーブル作成用 -  
4 // 
5 //    @author Kenta Katsura <katsura.rs@gmail.com> 
6 //    @since 2014- 
7 // 
8 //---------------------------------------------------- 
9   
10 #include <stdlib.h> 
11 #include <stdio.h> 
12 #include <string.h> 
13 #include <fstream> 
14 #include <time.h> 
15 #include "api.h" 
16 #include "partition.h" 
17 #include "network_ip.h" 
18 #include "app_util.h" 
19 #include "app_mpb_pr.h" 
20 #include "mpb_pr_node.h" 
21 #include "mpb_pr_global.h" 
22   
23 /* 
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24 全体初期化 
25 */ 
26 void AppMpbPrGlobalInit(const NodeInput* node_input, IdToNodePtrMap* node_hash) { 
27   
28     // 大域変数初期化 
29     MpbPrGlobal::Initialize(node_input, node_hash); 
30   
31     // ノード初期化 
32     MpbPrNode* mpb_node; 
33     for (int i = 1; i <= MpbPrGlobal::node_num; i++) { 
34         if (i == 1) { 
35             mpb_node = new MpbPrNode(MAPPING_GetNodePtrFromHash(node_hash, i), MPB_PR_NODE_LF); 
36         } 
37         else { 
38 
            mpb_node = new MpbPrNode(MAPPING_GetNodePtrFromHash(node_hash, i), 
MPB_PR_NODE_CLIENT); 
39         } 
40         MpbPrGlobal::nodes.push_back(mpb_node); 
41     } 
42 } 
43   
44 /* 終了処理 */ 
45 void AppMpbPrFinalize(Node *node, AppInfo* appinfo) { 
46     if (node->nodeId == 1) { 
47         // データを出力する 
48         MpbPrGlobal::d(node, "Output File."); 
49   
50         // ファイル名の生成 
51         time_t t; 
52         struct tm *tn; 
53         time(&t); 
54         tn = localtime(&t); 
55         char* filename = new char[256]; 
56 
        sprintf(filename, "result_%02d%02d%02d_%02d%02d%02d.csv", tn->tm_year+1990, tn-
>tm_mon+1, tn->tm_mday, tn->tm_hour, tn->tm_min, tn->tm_sec); 
57   
58         // ファイルを開く 
59         ofstream ofs(filename, ios::out | ios::app); 
60   
61         MpbPrNode* mpb_node; 
62   
63         // 各ノードについて，フレーム受信率を計算 
64         for (int i = 1; i < MpbPrGlobal::node_num; i++) { 
65             mpb_node = MpbPrGlobal::nodes[i]; 
66   
67             int frames_recved = 0; 
68             for (int j = 0; j < MpbPrGlobal::data_count; j++) { 
69                 if (mpb_node->recv_buffer[j] == true) { 
70                     frames_recved++; 
71                 } 
72             } 
73             double frame_recv_ratio = (double)frames_recved / MpbPrGlobal::data_count; 
74   
75 
            printf("[node:%d] 平均受信電力: %lf \n", mpb_node->node->nodeId, mpb_node-
>rxPower_dBm_average); 
76 
            printf("[node:%d] フレーム受信率: %lf \n", mpb_node->node->nodeId, 
frame_recv_ratio); 
77   
78             // 出力 
79 
            ofs << mpb_node->node->nodeId << "," << mpb_node->rxPower_dBm_average << "," << 
frame_recv_ratio << "," << endl; 
80         } 
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81         printf("data_count: %d\n", MpbPrGlobal::data_count); 
82     } 
83 } 
84   
85 /* イベント処理 */ 
86 void AppLayerMpbPr(Node* node, Message* msg) { 
87     MpbPrNode* mpb_node = MpbPrGlobal::nodes[node->nodeId - 1]; 
88     mpb_node->Event(msg); 
89   
90     MESSAGE_Free(node, msg); 
91 } 
 
libraries/developer/src/mpb/packet_reachability/mpb_pr_global.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MPB_PR_GLOBAL_H 
10 #define MPB_PR_GLOBAL_H 
11   
12 #include "types.h" 
13 #include "dynamic.h" 
14 #include "stats_app.h" 
15 #include "application.h" 
16   
17 /* 
18     Mpb用の大域変数保持用クラス 
19 */ 
20   
21 class MpbPrGlobal 
22 { 
23 private: 
24     // ランダム用シード 
25     static unsigned int xorshift_seed[4]; 
26   
27     static void LoadConfig(const NodeInput* node_input); 
28   
29 public: 
30     static bool is_mpb; 
31   
32     static IdToNodePtrMap* node_hash; 
33   
34     // シミュレーション情報 
35     static int seed; 
36     static clocktype simulation_time; 
37   
38     // ノード保持 
39     static vector<MpbPrNode*> nodes; 
40   
41     // ノード数 
42     static int node_num; 
43   
44     // データ送信時間 
45     static clocktype data_time; 
46   
47     // データ送信間隔 
48     static clocktype data_interval; 
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49   
50     // 一度に送信するデータサイズ 
51     static int data_size; 
52   
53     // 総送信データ数 
54     static int data_count; 
55   
56     // 初期化 
57     static void Initialize(const NodeInput* node_input, IdToNodePtrMap* node_hash); 
58   
59     // 乱数 
60     static void SetXorshiftSeed(unsigned int s); 
61     static unsigned int GetXorshift(); 
62     static unsigned int GetXorshift(unsigned int min, unsigned max); 
63   
64     static void d(Node* node, const char* format, ...); 
65 }; 
66   
67   
68 #endif 
 
libraries/developer/src/mpb/packet_reachability/mpb_pr_global.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include "api.h" 
13 #include "partition.h" 
14 #include "network_ip.h" 
15 #include "app_util.h" 
16 #include "app_mpb_pr.h" 
17 #include "mpb_pr_node.h" 
18 #include "mpb_pr_global.h" 
19   
20 bool MpbPrGlobal::is_mpb = false; 
21 unsigned int MpbPrGlobal::xorshift_seed[4]; 
22 IdToNodePtrMap* MpbPrGlobal::node_hash; 
23 vector<MpbPrNode*> MpbPrGlobal::nodes; 
24 int MpbPrGlobal::seed; 
25 clocktype MpbPrGlobal::simulation_time; 
26 int MpbPrGlobal::node_num; 
27 clocktype MpbPrGlobal::data_time; 
28 clocktype MpbPrGlobal::data_interval; 
29 int MpbPrGlobal::data_size; 
30 int MpbPrGlobal::data_count; 
31   
32 void MpbPrGlobal::Initialize(const NodeInput* node_input, IdToNodePtrMap* n_hash) 
33 { 
34     is_mpb = true; 
35      
36     // ノードポインタ取得用 
37     node_hash = n_hash; 
38      
39     // コンフィグ読み込み・設定 
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40     LoadConfig(node_input); 
41     SetXorshiftSeed(seed); 
42      
43     // ノード保持変数メモリ確保 
44     nodes.reserve(node_num); 
45   
46     // 総送信データカウント 
47     data_count = (int)((double)data_time / data_interval + 0.9); 
48 } 
49   
50 void MpbPrGlobal::LoadConfig(const NodeInput* node_input) 
51 { 
52     // 読み込みエラー用変数 
53     BOOL was_found; 
54      
55     // シード取得 
56     IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "SEED", &was_found, &seed); 
57     ERROR_Assert(was_found, "SEED was not found."); 
58   
59     // シミュレーション時間の取得 
60 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "SIMULATION-TIME", &was_found, 
&simulation_time); 
61     ERROR_Assert(was_found, "SIMULATION-TIME was not found."); 
62   
63     // ノード数 
64     IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_PR_NODE_NUM", &was_found, &node_num); 
65     ERROR_Assert(was_found, "MPB_PR_NODE_NUM was not found."); 
66   
67     // データ送信時間 
68 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_PR_DATA_TIME", &was_found, 
&data_time); 
69     ERROR_Assert(was_found, "MPB_PR_DATA_TIME was not found."); 
70   
71     // データ送信間隔 
72 
    IO_ReadTime(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_PR_DATA_INTERVAL", &was_found, 
&data_interval); 
73     ERROR_Assert(was_found, "MPB_PR_DATA_INTERVAL was not found."); 
74   
75     // 一度に送信するデータサイズ 
76 
    IO_ReadInt(ANY_NODEID, ANY_ADDRESS, node_input, "MPB_PR_DATA_SIZE", &was_found, 
&data_size); 
77     ERROR_Assert(was_found, "MPB_PR_DATA_SIZE was not found."); 
78   
79 } 
80   
81 void MpbPrGlobal::SetXorshiftSeed(unsigned int s) { 
82 
    for (unsigned int i = 0; i<4; ++i) xorshift_seed[i] = s = 1812433253U * (s ^ (s >> 30)) + 
i; 
83 } 
84   
85 unsigned int MpbPrGlobal::GetXorshift() { 
86     unsigned int *a(xorshift_seed); 
87     unsigned int  t(a[0] ^ (a[0] << 11)); 
88     a[0] = a[1]; a[1] = a[2]; a[2] = a[3]; 
89     return a[3] = (a[3] ^ (a[3] >> 19)) ^ (t ^ (t >> 8)); 
90 } 
91   
92 unsigned int MpbPrGlobal::GetXorshift(unsigned int min, unsigned max) { 
93     unsigned int rand = GetXorshift(); 
94     return min + (int)(rand * (max - min + 1.0) / (1.0 + UINT_MAX)); 
95 } 
96   
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97 /* デバッグ用関数 */ 
98 void MpbPrGlobal::d(Node* node, const char* format, ...) 
99 { 
100     va_list argp; 
101     if (node != NULL) { 
102         char buf[MAX_STRING_LENGTH]; 
103         TIME_PrintClockInSecond(node->getNodeTime(), buf); 
104         printf("[MpbPr][%s](NodeID:%d): ", buf, node->nodeId); 
105     } 
106     else { 
107         printf("[MpbPr]: "); 
108     } 
109   
110     va_start(argp, format); 
111     vprintf(format, argp); 
112     va_end(argp); 
113     printf("\n"); 
114 } 
 
libraries/developer/src/mpb/packet_reachability/mpb_pr_node.h 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #ifndef MHB_PR_NODE_H 
10 #define MHB_PR_NODE_H 
11   
12 enum MpbPrNodeType 
13 { 
14     MPB_PR_NODE_LF, 
15     MPB_PR_NODE_CLIENT, 
16 }; 
17   
18 class MpbPrNode 
19 { 
20 private: 
21     int send_data_no; 
22   
23 public: 
24     Node* node; 
25     MpbPrNodeType type; 
26   
27     Address my_addr; 
28     short my_port; 
29   
30     // 受信用バッファマップ 
31     bool* recv_buffer; 
32   
33     // 受信電力の平均値 (PHY層から書き込まれる) 
34     double rxPower_dBm_average; 
35     int rxPower_dBm_count;  
36   
37     // ---------------------------------------------------- 
38     // イベント実行メゾット 
39     void Event(Message* msg); 
40     void EventVideoBroadcastSend(Message* msg); 
41     void EventVideoBroadcastRecv(Message* msg); 
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42   
43     // UDP 
44     Message* CreateUdpMessage(int virtual_payload_size); 
45     MpbPrMessageHeaderInfo* AddMessageHeaderInfo(Message* msg); 
46     void SendUdpMessage(Message* msg); 
47   
48     MpbPrNode(Node* node, MpbPrNodeType type); 
49 }; 
50   
51 #endif 
 
libraries/developer/src/mpb/packet_reachability/mpb_pr_node.cpp 
1 //---------------------------------------------------- 
2 //            Multi-Hop Periodic Broadcast  
3 // 
4 //    @author Kenta Katsura <katsura.rs@gmail.com> 
5 //    @since 2014- 
6 // 
7 //---------------------------------------------------- 
8   
9 #include <stdlib.h> 
10 #include <stdio.h> 
11 #include <string.h> 
12 #include "api.h" 
13 #include "partition.h" 
14 #include "network_ip.h" 
15 #include "app_util.h" 
16 #include "app_mpb_pr.h" 
17 #include "mpb_pr_node.h" 
18 #include "mpb_pr_global.h" 
19 #include "transport_udp.h" 
20 #include "app_trafficSender.h" 
21   
22 MpbPrNode::MpbPrNode(Node* node, MpbPrNodeType type) { 
23   
24     this->node = node; 
25     this->type = type; 
26     this->my_addr = MAPPING_GetDefaultInterfaceAddressInfoFromNodeId(node, node->nodeId); 
27     this->my_port = (short)APP_MPB_PR + 1; 
28     this->send_data_no = 0; 
29     this->rxPower_dBm_average = 0; 
30     this->rxPower_dBm_count = 0; 
31   
32     // アプリ登録 
33     APP_RegisterNewApp(node, APP_MPB_PR, NULL); 
34   
35     Message* msg; 
36     switch(type) { 
37         case MPB_PR_NODE_CLIENT: 
38             // 受信マップを初期化 
39             MpbPrGlobal::d(this->node, "Initialized."); 
40             this->recv_buffer = new bool[MpbPrGlobal::data_count]; 
41             for (int i = 0; i < MpbPrGlobal::data_count; i++) { 
42                 this->recv_buffer[i] = false; 
43             } 
44   
45             break; 
46   
47         case MPB_PR_NODE_LF: 
48             // 配信設定 
49             MpbPrGlobal::d(this->node, "Initialized LF."); 
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50 
            msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB_PR, 
MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND); 
51             MESSAGE_Send(node, msg, 1 * SECOND); 
52             break; 
53     } 
54 } 
55   
56 /* 
57     イベント処理 
58     * メッセージの開放は呼び出し元で行っているため不要 
59 */ 
60 void MpbPrNode::Event(Message* msg) { 
61     // 各種イベント 
62     switch(msg->eventType) { 
63         // ブロードキャスト配信タイマ 
64         case MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND: 
65             // 全てのデータを送信したかどうかをチェック 
66             if (this->send_data_no == MpbPrGlobal::data_count) { 
67                 // データ送信終了 
68                 MpbPrGlobal::d(this->node, "Streaming ended."); 
69   
70             } else { 
71                 // 送信 
72                 EventVideoBroadcastSend(msg); 
73             } 
74   
75             break; 
76   
77         // データ受信イベント 
78         case MSG_APP_FromTransport: 
79             if (type == MPB_PR_NODE_CLIENT) { 
80                 EventVideoBroadcastRecv(msg); 
81             } 
82             break; 
83     } 
84 } 
85   
86 /* ブロードキャスト送信 */ 
87 void MpbPrNode::EventVideoBroadcastSend(Message* msg) { 
88      
89     int payload = MpbPrGlobal::data_size; 
90      
91     Message* send_msg = CreateUdpMessage(payload); 
92   
93     // ヘッダーの追加 
94     MpbPrMessageHeaderInfo* header = AddMessageHeaderInfo(send_msg); 
95     header->packet_size = 1; 
96     header->virtual_size = payload; 
97     header->data_no = send_data_no++; 
98   
99     // 送信 
100     SendUdpMessage(send_msg); 
101   
102     // 次回ブロードキャストタイマ設定 
103 
    send_msg = MESSAGE_Alloc(node, APP_LAYER, APP_MPB_PR, 
MSG_APP_MPB_TIMER_VODEO_BROADCAST_SEND); 
104     MESSAGE_Send(node, send_msg, MpbPrGlobal::data_interval); 
105 } 
106   
107   
108 /* 動画ブロードキャスト受信 */ 
109 void MpbPrNode::EventVideoBroadcastRecv(Message* msg) { 
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110   
111     // データ取得 
112     MpbPrMessageHeaderInfo* info = NULL; 
113     info = (MpbPrMessageHeaderInfo*)MESSAGE_ReturnInfo(msg, INFO_TYPE_MPB_MESSAGE_HEADER); 
114     ERROR_Assert(info != NULL, "MpbPrMessageHeaderInfo was not found."); 
115   
116     // 受信済みフラグを立てる 
117 
    //MpbPrGlobal::d(this->node, "Packet Received. ch: %d, frame_no: %d, pos: %d", info-
>channel_no, info->frame_no, pos); 
118     this->recv_buffer[info->data_no] = true; 
119      
120     return; 
121 } 
122   
123   
124 /* UDP Message 作成 */ 
125 Message* MpbPrNode::CreateUdpMessage(int virtual_payload_size) { 
126     AppToUdpSend *info = NULL; 
127     Message * msg = MESSAGE_Alloc( 
128         node, 
129         TRANSPORT_LAYER, 
130         TransportProtocol_UDP, 
131         MSG_TRANSPORT_FromAppSend 
132     ); 
133   
134     MESSAGE_PacketAlloc(node, msg, 1, TRACE_MPB); 
135     MESSAGE_AddVirtualPayload(node, msg, virtual_payload_size); 
136   
137     MESSAGE_InfoAlloc(node, msg, sizeof(AppToUdpSend)); 
138     info = (AppToUdpSend*)MESSAGE_ReturnInfo(msg); 
139     info->sourceAddr = my_addr; 
140     info->sourcePort = my_port; 
141      
142     SetIPv4AddressInfo(&info->destAddr, ANY_DEST); 
143     info->destPort = (short)APP_MPB_PR; 
144     info->priority = APP_DEFAULT_TOS; 
145     info->outgoingInterface = ANY_INTERFACE; 
146     info->ttl = IPDEFTTL; 
147   
148     return msg; 
149 } 
150   
151 MpbPrMessageHeaderInfo* MpbPrNode::AddMessageHeaderInfo(Message* msg) { 
152     MpbPrMessageHeaderInfo* header = NULL; 
153     header = (MpbPrMessageHeaderInfo*)MESSAGE_AddInfo( 
154         node, msg, sizeof(MpbPrMessageHeaderInfo), INFO_TYPE_MPB_MESSAGE_HEADER 
155     ); 
156     ERROR_Assert(header != NULL, "Unable to add an info field!"); 
157   
158     return header; 
159 } 
160   
161   
162 void MpbPrNode::SendUdpMessage(Message* msg) { 
163   
164     std:string url; 
165     url.clear(); 
166   
167     AppUdpPacketSendingInfo packetSendingInfo; 
168     memset(&packetSendingInfo, 0, sizeof(AppUdpPacketSendingInfo)); 
169   
170   
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171     node->appData.appTrafficSender->appUdpSend( 
172         node, 
173         msg, 
174         url, 
175         my_addr, 
176         APP_MPB, 
177         my_port, 
178         packetSendingInfo); 
179   
180     return; 
181 } 
 
 
