Abstract. We study the action of some generalized integral operators of Bergman type on pointwise multipliers of holomorphic Triebel-Lizorkin spaces. We construct nontrivial examples of pointwise multipliers in Hardy-Sobolev spaces and give applications of all these results.
Introduction
The main object of this paper is the study of the space of the pointwise multipliers of Hardy-Sobolev spaces in the unit ball B of C n . In particular, we study the action of some integral operators that generalize the Bergman type operators, on these spaces of mutipliers and we construct interesting nontrivial examples of such multipliers.
We recall that if 1 ≤ p < ∞ and s ∈ R, then the Hardy-Sobolev space H p s consists of the holomorphic functions on B such that if f (z) = k f k (z) is its homogeneous polynomial expansion, and the fractional radial derivative is defined by
It is well known that any pointwise multiplier of H p s is a function in H ∞ . If s ≤ 0, the space of multipliers coincide with H ∞ . If s > n/p, then the space H p s is a multiplicative algebra and, in consequence, it coincides with the algebra of its multipliers. In what follows, we will assume that 0 < s ≤ n/p.
If 1 < p and 0 < s < n, a function f belongs to H p s if and only if it can be represented as f (z) = C s (h)(z) := S h(ζ) (1 − zζ) n−s dσ(ζ), for some h ∈ L p (S), where dσ is the normalized Lebesgue measure on S. The functions h can be restricted to be boundary values of H p functions. In this case, C s is a bijective operator from H p to H p s . The first motivation of this paper is, under the assumption of the boundedness of g, to obtain a description of the functions h ∈ H p such that g = C s (h) is a pointwise multiplier for H p s . For such reason we construct an inverse of the operator C s , which will be given in terms of sums of a generalization of integral operators of Bergman type of the form
(1 − zw) n+M f (w)dν(w), N > 0, M > −n.
Here dν is the normalized Lebesgue measure on the unit ball B and c N is a constant such that P N,N is a reproducing kernel for holomorphic functions on B. These operators are extended to the case N = 0 and M > −n by P 0,M = C −M . These operators, for the particular case where M = N + k with k a positive integer, coincide with differential operators of order k on the holomorphic functions. Since the technical difficulties to handle the space of multipliers of H p s are similar to the ones existing in the context of multipliers of holomorphic Triebel-Lizorkin spaces F p,q s , which will be introduced in Section 2, we have chosen to work in this most general framework that allows, for instance, to obtain results simultaneously on Hardy-Sobolev spaces H with q = p). Given X and Y Banach spaces of holomorphic functions, we denote by Mult(X → Y ) the space of pointwise multipliers from X to Y . If X = Y , then we simply write Mult(X).
Our first result deals with the action of the operator P N,M on Mult(F ) is a tent space that will be defined in Section 2. A standard technique to study differential operators on a space of multipliers, uses Leibnitz's formula f Rg = R(f g) − gRf . Here, in this more general context on the study of the action of the operators P N,M on the spaces of multipliers, we prove a generalized Leibnitz's type formula for P N,M , which has a complementary error term. This formula allows us to prove the following result: Theorem 1.1. Let 1 < p, q < ∞, 0 ≤ s ≤ n/p, N ≥ 0, M > −n and s ′ < s, satisfying either −N < s ′ or N = s ′ = 0 and q ≤ 2.
Then we have: and we can answer our first question.
Theorem 1.2. Let 1 < p < ∞ and 0 < s ≤ n/p. Then the following assertions are equivalent. In the particular case that 0 < n − sp < 1, we show that in condition (ii), we can substitute h ∈ H p by h ∈ L p (S). Also, it is worth to recall that, in this case, the Carleson measures |h| p dσ on S, can be characterized in terms of nonisotropic capacities. A second focus of interest of this paper comes out from a unpublished work of [Bo] that deals with Bessel real potential spaces L s,p . It is proved there that for the nonlinear potentials of positive measures, it is enough to impose the boundedness to assure that the function is a pointwise multiplier of L s,p .
In our context of holomorphic functions and using completely different techniques, we describe different nontrivial examples of multipliers, which are summarized in the following theorems.
In the first one, I s denotes the nonisotropic Riesz operator given by
Theorem 1.3. Let 1 < p < ∞, 0 < s < n/p and µ a finite positive Borel measure on S. We then have:
(ii) Let p = 2, and in addition, assume that 0 < n − 2s < 1. If C s (C s (µ)) (respectively C 2s (µ)) is bounded, then C s (C s (µ)) (respectively C 2s (µ)) is a multiplier for H 2 s . We also study the case p = 2, and prove a similar result of the second statement of the above theorem, for the nonlinear potentials of positive measures introduced by [Coh-Ve] U s,p,λ (µ) and V s,p,λ (µ), which will be defined precisely in Section 6. In these cases, the boundedness is again enough to ensure the fact of being a pointwise multiplier for H p s . Theorem 1.4. Let 1 < p < ∞, 0 < n − sp < λ < 1 and µ a finite positive Borel measure on S. Assume that either the holomorphic potential U s,p,λ (µ) is bounded if p < 2 or the holomorphic potential V s,p,λ (µ) is bounded if p ≥ 2.
We then have that if p < 2 the function U s,p,λ (µ) is a multiplier for H p s and if p ≥ 2 the function V s,p,λ (µ) is a multiplier for H p s . In particular, if the measure is the capacitary measure associated to compact subsets of S, which will be defined later, we have: Theorem 1.5. Let 1 < p < ∞, 0 < s < n/p and let E be a compact subset in S. If µ E is the capacitary extremal measure associated to E, we have:
(i) If 1 < p < 2 and in addition n−s < λ < 1, the holomorphic potential U s,p,λ (µ E ) is a multiplier for H p s . (ii) If p ≥ 2, and n − sp < λ < 1, the holomorphic potential V s,p,λ (µ E ) is a multiplier for H p s . Finally, we give some applications of the results obtained. We give a generalization of some examples of multipliers given by , we solve a strong Corona problem for multipliers with data holomorphic potentials of capacitary measures, and we show that the sets of capacity zero are "weak exceptional sets" for the multipliers of H p s in a sense that will be specified. The paper is organized as follows: Section 2 is devoted to the preliminaries on Triebel-Lizorkin spaces and their space of pointwise multipliers. In Section 3 we study the action of the operators of Bergman type P N,M on Triebel-Lizorkin spaces. The action of these operators on spaces of pointwise multipliers is studied in Section 4 where we also prove Theorem 1.1.
In Section 5 we consider multipliers of Hardy-Sobolev spaces and in particular we prove Theorem 1.2. Theorems 1.3 and 1.4 are proved in Section 6. In Section 7 we prove Theorem 1.5. Section 8 is devoted to obtain applications of the results obtained in the previous sections. Finally, in Section 9, we give the proof of the above mentioned generalized Leibnitz's formula.
Preliminaries
2.1. Spaces of functions on B. In this section we recall some properties of the holomorphic Besov and Hardy-Sobolev spaces on B.
Definition 2.1. Let 1 ≤ p < ∞ and s ∈ R. The holomorphic Besov space B p s consists of holomorphic functions on B such that
s consists of the holomorphic functions on B such that for a nonnegative integer k > s,
It is well known that for p ≤ ∞, different values of k give equivalent norms on B Definition 2.2. For ζ ∈ S, let Γ(ζ) be the admissible region
Let µ be a positive Borel measure on B. We denote by T p,q (µ) the non-isotropic tent space of measurable functions ϕ on B such that
Definition 2.3. Let 1 ≤ p, q < ∞ and s ∈ R. The holomorphic Triebel-Lizorkin space F p,q s consists of holomorphic functions on B such that
for a nonnegative integer k > s.
As it happens in other spaces of holomorphic functions, different values of k provide equivalent norms on F p,q s . The next proposition gives some embeddings between these spaces. For functions in the corresponding real spaces, the proof of such embeddings can be found in [Tr] . A proof of the embeddings between Hardy-Sobolev spaces and holomorphic Besov spaces using techniques of complex variables can be found in . Extensions of these results to Triebel-Lizorkin spaces can be found for instance in [Or-Fa2, Theorem 4.1].
Proposition 2.4. Let 1 ≤ p, q < ∞ and s, t ∈ R. Then:
The next result can be found, for instance, in 
. Some of them are well known, specially the ones corresponding to Hardy-Sobolev spaces (q = 2 with s = s ′ ) or Besov spaces (q = p) with s = s ′ . Since the possible references are scattered, and not always in the generality that we require, we have thought proper to give a sketch of the proof of all them, using several usual techniques.
Proposition 2.6. Let 1 < p, q < ∞ and s, s ′ ∈ R. Then, we have:
Remark 2.7. In Proposition 4.6 we will prove the following result which completes the above statement (vi): 
(1−wz) n+N . By Proposition 1.4.10 in [Ru] (see also Lemma 3.5 below) for N large enough we have that
The same arguments used to prove (2.2) show that if s < 0, then the converse inequality holds. Thus (ii) is proved.
In order to prove (iii), we first consider the case s ′ = s > n/p, and we must show that F p,q s is a multiplicative algebra. For a nonnegative integer j, t ≥ 0 and 
Therefore assertion (i) is also satisfied for s > n/p. The same argument holds for (ii).
Assertion (iv) follows easily from Leibnitz's formula
. Iterating this result we obtain (vi). To conclude we prove (vii). Consider first the case s
| is bounded, and consequently g = 0. The proof for the case s ′ ≥ n/p can be reduced to this case. Since F p,q
. Therefore, by interpolation with θ = 1/2 we obtain
which concludes the proof.
Remark 2.8. Proposition 2.6 shows that the space Mult(HF
On the other hand, if s ′ ≤ s and s > n/p, it coincides with F p,q s ′ , and is identically zero if s ′ > s. In all these situations the space of multipliers has a simple description. Therefore, in the rest of the paper we only consider the remainder case 0 ≤ s ≤ n/p and s ′ ≤ s.
Corollary 2.9. Let 1 < p, q < ∞ and 0 ≤ s ≤ n/p. Then g ∈ Mult(F p,q s ) if and only if g ∈ H ∞ and for some (any) nonnegative integer k > s, (1+R)
Proof. By Proposition 2.6(vi), it is clear that if g ∈ Mult(F p,q s ) then the conditions are satisfied. The converse follows from the Leibnitz's formula (2.3) and the fact that, by Proposition 2.6(v),
. In Section 4 we will obtain some characterizations of Mult(F p,q s ), which in particular give that g ∈ Mult(F p,q s ) if and only if g ∈ H ∞ and for some (any) nonnegative integer
This fact is well known for Hardy-Sobolev and Besov spaces.
3. The operator P N,M on F p,q s 3.1. Differential and integral operators. For N > 0, we denote by dν N the probabilistic measure
In order to unify the statements, for N = 0 we define dν 0 = dσ.
Definition 3.1. For N > 0 and M > −n, we consider the following integral operators:
We extend the definition to the case N = 0 by
If N = M, then we denote P N,N and P N,N by P N and P N , respectively.
Observe that C s = P 0,−s and I s = P 0,−s . Throughout the paper, the operators P N,M considered satisfy that N ≥ 0, M > −n. Consequently, in general, we will not include these hypotheses in the statement of our results, except on the cases, where the range has to be restricted.
The next representation formula is well known.
It will be useful to introduce the following differential operators, which play the same role than (1 + R)
k , but allow to simplify some computations.
Definition 3.3. Let k be a positive integer and let t > 0. We denote by R k t the differential operator of order k defined by
t denotes the identity operator. These operators satisfy the following properties:
Lemma 3.4. Let k, m be nonnegative integers and let t > 0. Then, we have:
Observe that from (iii) the integral operator P N,N +k acts on B 1 −N as a differential operator of order k.
The next result will be used to obtain norm-estimates of the operators P N,M and
If u = 0, then the above estimates corresponds to Proposition 1.4.10 in [Ru] . The proof of the estimates in the lemma can be deduced easily from this case by decomposing the integral on B in two parts, one over the set Ω 1 = {w ∈ B : |1 − zw| ≤ |1 − uw|} and the other over Ω 2 = B \ Ω 1 . Using that |1 − zu| + |1 − zw| ≈ |1 − uw| for w ∈ Ω 1 , and the analogous equivalence for w ∈ Ω 2 we obtain the estimates.
The next lemma was proved in [Or-Fa1, Proposition 2.8].
Lemma 3.6.
Proposition 3.7. Let ϕ ∈ C k (B). Then, for any N ≥ 0 we have:
Proof. Note that in order to prove the first equality it is enough to consider k = 1 and reiterate the formula. The second identity follows conjugating the first one.
by integration by parts we have
This proves the case N > 0. The case N = 0 follows from the Stokes' theorem. In this case there exists a constant a n such that dσ(ζ) = a n ω(ζ) where
and thus
If in this result we consider the constant function ϕ = 1, we obtain b n = 1, which ends the proof.
Proof. Applying (3.4) to the function ϕ z (w) = f (w) (1 − zw) n+M , z ∈ B, and using the fact that R 
Proof. By Corollary 3.8, we have
Thus, if j = 0, then P N,N (h) = h, and we obtain the case m = 1. Assume that the result is valid for m − 1. The above formula with j = m − 1 gives
By induction, this permits to complete the proof. 
s . As a consequence of (3.5) in Corollary 3.8, for positive integers l, k, m satisfying l > s + N − M and k > s, we have
. Thus, by Lemma 3.6 we have
which ends the proof.
Analogously, as a consequence of (3.7), Fubini's theorem and Lemma 3.5, we obtain the following result.
The inverse of the operator P N,M . Since P M is a reproducing kernel for smooth anti-holomorphic functions on B, for z, w ∈ B we have 
Clearly from the above formula we can describe the inverse of P N,M . However, for our purposes we will give another expression of this inverse operator.
From (3.8) and Proposition 3.7, for any l > max{0, −M} we have
Combining the above results with the ones of Propositions 3.10 and 3.11, we obtain the inverse of P N,M as a linear combination of operator of the same type. All this is summarized in the following proposition. 
where for a positive integer l > max{0, −M},
(ii) If N ≥ 0 and either s > −N or N = s = 0 and q ≤ 2, then P N,M is a bijective operator from 4.1. The operator P N,M on spaces of pointwise multipliers. We begin studying the boundedness of the operator P N,M on some spaces of pointwise multipliers. The following formula will be the essential tool in order to prove this result. It involves constants k, J, L and m satisfying some conditions, which always exist because it is enough to choose them big enough. Then, there exist constants a i and a i,j , such that for any
(4.10)
) is a holomorphic function on B satisfying
where l is nonnegative integer and the funtion Ω r (x) is defined on 0 < x ≤ 1 and r ∈ R by: Ω r (x) = 1 + x r if r = 0, and Ω r (x) = log(2/x) if r = 0.
Since this theorem is a technical tool, we had rather postponed its proof to the end of the paper.
Proposition 4.2. Let 1 < p, q < ∞, 0 ≤ s ≤ n/p and s ′ < s, satisfying either −N < s ′ or N = s ′ = 0 and q ≤ 2.
s ). Proof. In order to prove the three assertions, we will apply Theorem 4.1 with
Since 0 < t < n + N, it is clear that t, k, J, L and M satisfy the conditions of that theorem.
If −N < s ′ , then by Propositions 2.6 (i) and 2.4 (v), we have g ∈ F p,q
Then, f and g are in the conditions of Theorem 4.1. Now, we estimate the terms appearing in (4.10).
We will first check that in any of the hypotheses (i), (ii) or (iii), the first group of terms f P N +J,M +i (g), with 0
s , and consequently in any of the Triebel-Lizorkin spaces considered in the three statements.
Indeed, since J > 2k + s − s ′ , then N + J − M − i > k + s − s ′ . Thus, Proposition 3.11 and the fact that g ∈ B
s . Consider now the second group the terms in (4.10), that is, the terms of the form
We will prove that in all the cases these terms are in F p,q
s ′ −j and, since s ′ − j > −N − J, Proposition 3.10 gives
And in the three cases, we obtain the desired conclusion, with the corresponding estimates of the norms. To conclude, we consider the term Q N,M,k (f, g). Now, the three statements have to be treated separately.
Assume first, that we are in the conditions of statement (i), s > s
By Proposition 2.6(i), g ∈ B ∞ s ′ −s , and if l > s is a positive integer, then ϕ(u) := |R l n+L f (u)|(1 − |u| 2 ) l−s ∈ T p,q . Thus, Theorem 4.1 and Lemma 3.6 give
Combining this result with the estimates of the other terms we ends the proof of (i). Let us prove (ii), that is, the case N − M = s − s ′ . Analogously to the above case, for s ′′ < s we need to show that
Since log
, and by Lemma 3.6, we obtain
This concludes the proof of (ii).
If N − M > s − s ′ , then the same arguments used to prove the above cases give
s , which ends the proof. Then, for any polynomial p(x) of degree k, we have
the first result follows from Proposition 4.2. Indeed, if s ′ + N − M − j < s, then we apply Proposition 4.2(i), and if s ′ + N − M − j ≥ s then we apply Proposition 4.2(ii),(iii).
The fact that if s
s , follows from the above result applied to p(x) = (1 + x) ks . Proposition 4.6. Let 1 < p, q < ∞, 0 ≤ s ≤ n/p and s ′ ≤ s. Then, the following assertions are equivalent:
s ′ −k ) for some (any) positive integer k, and it is also equivalent to R 
Thus, if s ′ − s + m > s Propositions 4.2, 3.11 and 2.6(iv) give To prove (ii), we consider now N − M < 0. In Corollary 4.4 we have proved that
, which concludes the proof of (ii).
In order to prove (iii), we consider now N − M > 0. By Corollary 4.3, P N,M is a bounded operator from Mult(H Theorem 4.8. Let 1 < p, q < ∞ and 0 ≤ s ≤ n/p. Then the following assertions are equivalent.
∞ and for some (any) positive integer k > s, then the measure
Proof. The equivalence between (i) and (ii) follows from Corollary 2.9 and Proposition 4.6. The equivalence between (ii) and (iii) follows from Theorem 1.1, and the equivalence between (ii) and (iv) follows from Proposition 4.6. The last statement is equivalent to (1 + R)
, which corresponds to the case M j = 1 in (iv).
Multipliers of Hardy-Sobolev spaces
5.1. Proof of Theorem 1.2. Let us begin with a lemma.
Lemma 5.1. Let 1 < p < ∞ and 0 < s ≤ n/p. For g ∈ H 1 , the following assertions are equivalent.
Proof. This is a simple reformulation of Theorem 1.1 (iii), applied to F 5.2. The case 0 < n − sp < 1. Theorem 1.2,(ii), gives a characterization of g ∈ Mult(H p s ) in terms on one hand of the boundedness of the function g, on the other hand of the existence of a function h ∈ H p such that g = C s (h) and |h| p dσ is a Carleson measure on S for H p s . If 0 < n−sp < 1 we can give a characterization of these measures in terms of capacities.
We recall that if E ⊂ S, 1 < p < ∞ and 0 < s < n, the nonisotropic Riesz capacity of the set E is given by
Definition 5.2. If 1 < p < ∞ and 0 < s < n, we say that a finite positive Borel measure µ on S is a trace measure for the Hardy-Sobolev space
Definition 5.3. If 1 < p < ∞ and 0 < s < n, we say that a finite positive Borel measure µ on S is a trace measure for the space
We have the following theorem Theorem 5.4. Let 1 < p < ∞ and 0 < n − sp < 1. If g ∈ H p and k > s, then we have that the following conditions are equivalent:
Proof. The fact that (i) and (iv) are equivalent, is proved in [Coh-Ve] . The equivalence of (ii) and (iv) of the trace measures for I s [L p ] can be deduced from the corresponding result for R n (see for instance the book [Ad-He] and the references therein). Condition (i) implies (iii), and the proof of [Coh-Ve] can be easily adapted to show that (iii) implies (iv). The equivalence between (iii) and (v) is a consequence of Propositions 5.1 and 4.6 and does not require the extra condition n − sp < 1. Finally the equivalence of (v) and (vi) was proved in .
Let us see that in the last theorem, we can give another description of the fact that f ∈ Mult(H p s ). We recall that a nonnegative measurable weight w on S is in A p , 1 < p < ∞, if there exists C > 0 such that for any nonisotropic ball B ⊂ S, B = B(ζ, r) = {η ∈ S; |1 − ζη| < 2r}, ζ ∈ S, r < 1,
The following result can be found in [Ma-Ve] .
Proposition 5.5. Let g be an integrable function on S such that |g| p dσ is a trace measure for I s [L p ]. Let h be a measurable function on S satisfying that there exists C > 0 such that for any weight w in A 1 ,
We then have that the measure |h| p dσ is a trace measure for
As a consequence of the above proposition and the fact that if g ∈ L p and |g| p dσ is a trace measure for I s (L p ), we also have that the measure |C(g)| p dσ, where C is the Cauchy transform, is a trace measure for I s (L p ), and, in particular, it is a Carleson measure for H p s , we deduce the following corollary.
Corollary 5.6. Let 1 < p < ∞ and 0 < n − sp < 1. We then have that f ∈ Mult(H p s ) if and only if f ∈ H ∞ and there exists g ∈ L p such that f = C s (g) and the measure dµ = |g| p dσ is a trace measure for I s [L p ].
Multipliers and holomorphic potentials
Consider, in R n , the space of Bessel potentials of functions in
, 1 < p < ∞ and 0 < sp ≤ n. It is proved in [Bo] , that if µ is a positive measure on R n and if G s is a Bessel potential, and the nonlinear potential of ν defined by
. In this section we will study the analogous problem for nonisotropic holomorphic potentials. We recall some definitions and results.
If µ is a positive Borel measure on S, 1 < p < ∞, 0 < s < n and w is an A p -weight, the (s, p)-energy of µ with weight w (see [Ad] ), is defined by (6.14)
It is also introduced in [Ad] a weighted Wolff-type potential of a measure µ as
We have the pointwise estimate
The weighted version of Wolff's theorem gives that the converse is true, provided we integrate with respect to µ, that is, if w in an A p -weight, the following weighted Wolfftype theorem holds:
When w ≡ 1 we will just write W s,p (µ) and E s,p (µ). We also recall an extremal theorem for the nonisotropic Riesz capacities. See, for instance, the books of [Ad-He] and [Ma-Sha] and the paper [He-Wo].
Proposition 6.1. Let 1 < p < ∞, 0 < s < n/p and G ⊂ S be an open set. There exists a positive capacitary measure µ G such that
Moreover, for any η ∈ S and y > 0,
The methods in [Ca-Or-Ve] can be adapted to the nonisotropic case to show the following theorem.
Proposition 6.2. Let 1 < p < ∞, 0 < s < n/p and let µ be a finite positive measure in S. Then the measure
We also recall the nonisotropic versions of Theorem 2.1 and Lemma 3.1 in [Ma-Ve] .
Proposition 6.3. Let 1 < p < ∞, 0 < s < n/p and let µ be a positive finite Borel measure on S. Then the following assertions are equivalent:
Let µ be a finite positive Borel measure on S. For any n − sp < λ < 1, we set the following holomorphic functions on B defined by
It is proved in [Coh-Ve] the following proposition:
Thus (6.22) will follow if we show that the measure (6.23)
is a trace measure for H p s . Since we have that the measure (I s (µ)) p ′ dσ is a trace measure for I s [L p ], Proposition 5.5 gives that it is enough that we show that for any weight w in A 1 ,
(6.24)
We have
.
The preceding estimate, together with Fubini's theorem give that
where
We will follow some of the arguments in [Coh-Ve] , page 87. The key point is to apply Fubini's theorem in such a way that we obtain on one hand µ(B(ζ, 1 − r)) raised to the power 1 and on the other hand an expression where in the denominator we have |1 − rηζ| raised to some power strictly greater that n. Precisely, let ε > 0 such that n − s < ε < λ+s−n(2−p) p−1
. We then have that
Hölder's inequality with exponents 1/(p − 1) > 1 and 1/(2 − p) gives
Fubini's Theorem gives that Φ 1 (η) I s (µ)(η).
Applying again Hölder's inequality with exponents γ = 1 (p−1) 2 > 1 and
, we obtain that
We choose 1 < q such that nq < λ+s−ε(p−1) 2−p (which is possible since n < λ+s−ε(p−1) 2−p ). We recall that any w ∈ A 1 satisfies a doubling condition of order τ , for any τ > n, that is, w(2 k B) 2 kτ w(B). Choosing τ < λ+s−ε(p−1) 2−p , by decomposing in coronas in the usual way the integral over S with respect to the variable η, we obtain:
Altogether, since w ∈ A 1 , we have that
Next, if η ∈ B(ζ, 1 − r), we have that B(ζ, 1 − r) ⊂ B(η, 4(1 − r)). This fact together with Fubini's Theorem gives that the above integral is bounded by
where in the last estimate we have used the weighted Wolff's theorem (see [Ad] ). Altogether, we obtain that
that is we have proved (6.24) and then the case p < 2. Case p ≥ 2. As in the preceding case, it is enough to prove that
. It is proved in [Coh-Ve] , page 90, that
(6.25) which again gives that since µ E is the capacitary extremal function that V s,p,λ (µ E ) is a bounded and hence a multiplier for H p s . We have that
Now, write z = ρη and fix δ < 1. Since |1 − rzζ| ≈ (1 − r) + (1 − ρ) + |1 − ηζ|, we have
On the other hand,
The fact that we are assuming that p ≥ 2 gives that p ′ − 2 ≤ 0, and, consequently the above estimates give that
Plugging this last estimate in the above one, we obtain
and that ends the proof.
Applications
In this section we give some applications of the above results on multipliers for Hardy-Sobolev spaces.
In the first application we extend a result of ), which proved the same result for s a positive integer.
Proposition 8.1. Let 1 < p < ∞ and 0 < s < n/p. Then
Our last application shows that under the same hypothesis than before, for compact sets K ⊂ S of nonisotropic Riesz capacity zero there exists a sequence (m k ) k of multipliers for H p s which converges in H p s , and such that lim inf ρ→1 |m k (ρ(η))| = ∞ for any η ∈ K. In this sense, we could say that such compact sets are weak exceptional sets for the multipliers of H p s .
Proposition 8.3. Let 1 < p < ∞, 0 < n − sp < 1. Assume in addition that n − s < 1 if p < 2. Let K ⊂ S be a compact set such that C s,p (K) = 0. We then have that there exists a sequence
Let µ k be the extremal potential capacity associated to G k and F k the corresponding holomorphic potential given in (6.20) and (6.21). By Theorem 1.5, F k is a multiplier for H p s , and we also have (see [Ah-Cohn]) , that
These functions verify the required properties, since by Proposition 6.6, for each η ∈ K we have lim inf
which ends the proof. 9. Proof of Theorem 4.1 9.1. A Taylor's formula with explicit error term.
Lemma 9.1. Let k, m be positive integers and let z, w, u ∈ B. Then we have
Proof. For λ and κ in the open unit disk of C we have
Taking λ = zu and κ = wu, we obtain the case m = 1.
Since R m−1 1,u 1 1 − zu = 1 (1 − zu) m , the case m > 1 follows from the case m = 1. Lemma 9.2 (Taylor's formula). Let L, k, l be nonnegative integers and f ∈ B 1 −L . If w ∈ B, then we have
Proof. Since
(1 − zu) n+L dν(u), Lemma 9.1 with m = n + L and the uniqueness of the k-th order Taylor's polynomial prove the result. (
Therefore, by the dominated convergence theorem, it is enough to prove the result for functions in H(B). An easy computation shows that
Since N > 1, (1 − |w| 2 ) N −1 vanishes on S and thus, by integration by parts, we obtain
Iterating the above formula we obtain. (
9.3. A fractional Leibnitz's type formula. Combining the above integration by parts formulas and the Taylor's formula we can prove the next two propositions.
Proposition 9.5. LetÑ > 1,M > 1 − n, 0 < t <Ñ and g ∈ B ∞ −t . Then, for any nonnegative integers L, k, l satisfying k < min{Ñ − t, n +M − 1} andÑ − t < L, and f ∈ B 1 k+t−Ñ , we have
and d j f denotes the j-th differential of f , that is d j f (R,
Remark 9.6. Note that if N − M is a negative integer, then the result of the above proposition corresponds to a Leibnitz type formula. For instance, ifÑ = 2,M = 3 and k = 1, then P 2,3 = R 1 n+2 and the formula is f R
gR(f ). In this case Q 2,3,1 (f, g) = 0. Observe that in the above proposition, the index k is upper bounded by a constant depending ofÑ,M and t, and in Theorem 4.1 is lower bounded by a constant depending of N, M and t. This fact seems to be contradictory. However, we will apply the above proposition to the caseÑ = N + J andM = M + i with J, i arbitrarily large. Therefore the upper boundedness of k in the proposition is not relevant in order to prove Theorem 4.1.
Proof. Since L >Ñ − t we have B (1 − zw) n+M dν(w)
(1 − |w| 2 )Ñ −1
(1 − zw) n+M dν(w).
By Corollary 9.4, the first term in the right hand part of the equality is equal to The last inequality is a consequence of 1 − |u| 2 ≤ 2|1 − zu|. The last integral depends of the sign ofÑ − t −M and in this case Lemma 3.5 gives In order to prove to prove Theorem 4.1, we apply Propositions 9.5 and 9.7 to the terms f P N +J,M +i (g) with k + 1 − n − M < i ≤ J. Since f P N +J,M +i (g) satisfy the conditions in Proposition 9.5, we have f P N +J,M +i (g) = we obtain formula (4.10). The estimate of |(1 + R) m Q N,M,k (f, g)| given in Theorem 4.1 follows from the estimates of |(1 + R) mQN +J,M +i,k (f, g)|, for k + 1 − n − M < i ≤ J. By proposition 9.7, all these estimates are bounded for the one corresponding to the case i = J, which coincides with the one stated in Theorem 4.1.
