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Abstract
In this paper, we propose a semi-supervised learning (SSL)
technique for training deep neural networks (DNNs) to generate
speaker-discriminative acoustic embeddings (speaker embed-
dings). Obtaining large amounts of speaker recognition train-
ing data can be difficult for desired target domains, especially
under privacy constraints. The proposed technique reduces re-
quirements for labelled data by leveraging unlabelled data. The
technique is a variant of virtual adversarial training (VAT) [1]
in the form of a loss that is defined as the robustness of the
speaker embedding against input perturbations, as measured
by the cosine-distance. Thus, we term the technique cosine-
distance virtual adversarial training (CD-VAT). In comparison
to many existing SSL techniques, the unlabelled data does not
have to come from the same set of classes (here speakers) as
the labelled data. The effectiveness of CD-VAT is shown on the
2750+ hour VoxCeleb data set, where on a speaker verification
task it achieves a reduction in equal error rate (EER) of 11.1%
relative to a purely supervised baseline. This is 32.5% of the
improvement that would be achieved from supervised training
if the speaker labels for the unlabelled data were available.
Index Terms: semi-supervised, speaker embeddings, d-vector,
speaker verification
1. Introduction
Speaker-discriminative acoustic embeddings (or just speaker
embeddings) derived through deep learning techniques have
become the state-of-the-art for learning speaker representa-
tions [2, 3] to be used for tasks such as speaker recognition,
speaker verification or speaker diarisation [2, 4, 5, 6]. Previ-
ously i-vectors [7] based on factor analysis were widely used.
The neural networks used to generate speaker embeddings
are typically trained on a speaker classification task, for which
the input is the acoustic feature sequence of an utterance and
the output is the speaker label of that utterance [2, 8]. By taking
the output of a layer of this neural network (often the penulti-
mate layer) as an embedding, a fixed dimensional vector can be
generated for any given input utterance. This vector is speaker-
discriminative due to the training objective. It has been found
that such speaker embeddings can be used to discriminate be-
tween speakers that are not present in the training data.
The quality of these embeddings will improve with the
amount of training data and with the number of speakers in the
training data, assuming the data comes from the target domain.
However, the acquisition of enough suitable speaker classifica-
tion data for the exact conditions one desires can be difficult.
This is especially true as the regulations around identifiable user
data tighten1. Under these constraints it is useful to use audio
1See General Data Protection Regulation (GDPR) or California
Consumer Privacy Act (CCPA).
data with associated speaker labels together with de-identified
(unlabelled) data to train speaker embedding generators.
This paper proposes a method that enables semi-supervised
learning (SSL) of speaker embeddings. In comparison to many
SSL methods in machine learning, the proposed method does
not assume that the labelled and unlabelled data comes from
the same classes (here speakers). Therefore, a small amount
of labelled data from a small number of speakers can be com-
plemented by a larger amount of data from a large number of
speakers. The proposed method is a newly derived sibling to
virtual adversarial training (VAT) [1] which is an SSL method
for classification tasks. Vanilla VAT assumes the labelled and
unlabelled data to come from the same set of classes. This pa-
per, however, attempts to utilise unlabelled data that comes from
a completely different set of classes (here speakers).
The proposed SSL technique, termed cosine-distance vir-
tual adversarial training (CD-VAT), works by adding an addi-
tional loss to the standard supervised training loss. The loss
is defined as the cosine-distance between a speaker embedding
generated for an utterance and the embedding generated for the
same utterance, which was perturbed by an adversarial noise
that maximally increases the cosine-distance to the original, un-
perturbed, embedding. The loss is computed for every data
point in the labelled and unlabelled data sets, thus smoothing
the embedding generator with respect to (w.r.t) the input for all
data points lying on the data manifold. It can, therefore, be seen
as a regularisation technique that is informed by the unlabelled
data, which constrains the neural network to learn embeddings
that generalise well to unseen speakers.
This paper is organised as follows. Section 2 describes the
CD-VAT loss and how the adversarial noise is computed. In
Sec. 3, the experimental setup is described including the data
sets and evaluation metrics used. In Sec. 4 the experimental
results are presented and Sec. 5 gives conclusions.
2. Cosine-Distance VAT
In nature, the outputs of most systems are smooth w.r.t spa-
tial and temporal inputs [9]. Prior studies have confirmed that
smoothing the output distribution of a classifier (i.e., encour-
aging the classifier to output similar distributions) against per-
turbations of the input can improve its generalisation perfor-
mance in semi-supervised learning [1, 10, 11, 12]. In the stan-
dard version of VAT [1] (the efficacy of which has been ver-
ified by [13, 14]) an additive loss is introduced, which tries to
smooth the categorical output distribution (measured by the KL-
divergence) around every data point that lies on the data man-
ifold. Here, VAT will be formulated on the level of the em-
bedding layer rather than the output (classification) layer. The
purpose of the proposed variant of VAT is to smooth the embed-
ding generator in terms of the cosine-distance, termed cosine-
distance virtual adversarial training (CD-VAT). CD-VAT should
be used together with an angular penalty loss (such as angu-
lar softmax [15]) in comparison to the standard cross-entropy
loss. These types of losses are very popular for both speaker
verification [16, 17, 18] as well as face verification and identi-
fication [15, 19]. When angular penalty losses are used during
speaker classification training, the resulting embedding genera-
tor produces embeddings that are angularly discriminative i.e.
the cosine-distance between embeddings indicates if embed-
dings come from the same speakers.
2.1. CD-VAT loss
CD-VAT adds an additional loss RCDVAT (the CD-VAT loss) to
the supervised loss l(·, ·) with the interpolation constant α and
is computed on both the labelled data set Dl (size Nl) and the
unlabelled data set Dul (size Nul). The combined loss L is
then used to train the parameters θ and in turn the embedding
generator e(x, θ).
L (Dl,Dul, θ) = l(Dl, θ) + αRCDVAT(Dl,Dul, θ) (1)
The CD-VAT loss, RCDVAT , is the sum of local losses LCS(x,θ)
that are computed for each input feature sequence x ∈ Dl,Dul.
RCDVAT(Dl,Dul, θ) =
1
Nl +Nul
∑
x∈Dl,Dul
LCS(x, θ) (2)
The local cosine smoothness, LCS(x, θ), is calculated in two
steps. First, a perturbation (rCDVAT) to the input sequence x is
found. This perturbation is chosen to be an adversarial2 pertur-
bation that maximally changes the embedding (e(x+rCDVAT, θ))
of the input feature sequence, x, as measured by the cosine-
distance (cd[·, ·]). ǫ is the maximum norm of rCDVAT .
rCDVAT =argmax
r;‖r‖≤ǫ
cd
[
e
(
x, θˆ
)
, e
(
x+ r, θˆ
)] ∣∣∣
θˆ=θ
(3)
cd[a,b] =
1
2
−
aTb
2‖a‖‖b‖
(4)
Second, LCS(x, θ) is then the cosine-distance between the em-
bedding of the (maximally) perturbed input sequence and the
embedding for the unperturbed input sequence.
LCS(x, θ) = cd
[
e
(
x, θˆ
)
, e(x+ rCDVAT, θ)
] ∣∣∣
θˆ=θ
(5)
θˆ is the current setting for θ at a particular instant during opti-
misation i.e. it is treated as a constant. The distinction between
θ and θˆ is made because gradients of LCS(x,θ) are only prop-
agated back through the embedding generated with the input
perturbation i.e. e(x+ rCDVAT, θ) and not e
(
x, θˆ
)
. LCS(x,θ)
indicates how “sensitive” the embedding of input x is.
2.2. Approximation of rCDVAT
Given the adversarial perturbation rCDVAT, the optimisation of the
combined loss L is straightforward, because the gradients of
LCS w.r.t θ are well defined3. In this section a method for ap-
proximately finding rCDVAT is described. For simplicity, let:
cd[r,x,θ] = cd
[
e
(
x, θˆ
)
, e
(
x+ r, θˆ
)] ∣∣∣
θˆ=θ
(6)
2Note: no relationship to generative adversarial networks (GANs).
3Eqn. (19) can be used.
cd[r,x, θ] has a minimum of zero at r = 0. Therefore, the
gradient w.r.t r is also zero at r = 0. Therefore, the second-
order Taylor approximation of cd[r,x,θ] is given by:
cd[r,x,θ] ≈
1
2
r
T
H(x, θ) r (7)
where H(x, θ) = ∇∇rcd[r,x, θ] |r=0. For simplicity, let
H=H(x, θ). Under this approximation rCDVAT emerges as the
dominant eigenvector u(x, θ) ofH with magnitude ǫ (see con-
straint from Eqn. (3)). This shows that CD-VAT in effect pe-
nalises λ1(r,x, θ), the largest eigenvalue ofH:
cd[r,x, θ] ≈
1
2
ǫ
2
λ1(r,x, θ) (8)
The dominant eigenvector, u, ofH can be found using the stan-
dard power iteration method [20] combined with finite differ-
ences. Let v0 be a randomly sampled vector that is not orthog-
onal to u. Then the iterative calculation of
vi+1 ← Hvi (9)
causes vi to converge to u. The Hessian-vector product, Hvi,
can be approximated based on finite differences.
∇rcd[r,x, θ] |r=ζvi ≈ ∇rcd[r,x, θ] |r=0 + ζHvi (10)
Hvi ≈
1
ζ
∇rcd[r,x, θ] |r=ζvi (11)
Therefore, to obtain rCDVAT we can use the iterative procedure:
rCDVAT ≈ ǫ · vK (12)
vi+1 =
gi+1
‖gi+1‖
(13)
gi+1 = ∇rcd[r,x, θ] |r=ζvi (14)
where vK is the approximation of u(x, θ) afterK power itera-
tions and v0 is sampled uniformly on the unit-sphere. The value
of ζ should be as small as possible to get the best estimate of
Hvi, but large enough not to cause numerical issues. Here, ζ is
set to 0.005 in all our experiments4.
gi+1 = ∇rcd[r,x, θ] |r=ζvi is derived below:
gi+1 =
∂cd[r,x, θ]
∂r
∣∣∣
r=ζvi
(15)
=
∂e
(
x+ r, θˆ
)
∂r
∂cd[r,x, θ]
∂e
(
x+ r, θˆ
)
∣∣∣∣∣
r=ζvi
(16)
let e
(
x, θˆ
)
= e and e
(
x+ r, θˆ
)
= er
∂cd[r,x,θ]
∂er
=
−1
2‖e‖
·
∂
∂er
(
eTer
‖er‖
)
(17)
=
−1
2‖e‖
·
( 1
‖er‖
·
∂
∂er
(
e
T
er
)
+
∂
∂er
(
1
‖er‖
)
·
(
e
T
er
))
(18)
=
−1
2‖e‖
·
(
1
‖er‖
· e−
er
‖er‖3
·
(
e
T
er
))
(19)
The pre-multiplication with
∂e(x+r,θˆ)
∂r
in Eqn. (16) is equivalent
to the standard back-propagation algorithm.
4For our experiments this is a norm of 10e-6 per feature vector.
To summarise, to obtain rCDVAT the required calculations are:
• a forward pass to get e
(
x, θˆ
)
= e for Eqn. (19)
• then for each power iteration:
– a forward pass to get e
(
x+ vi, θˆ
)
= er for Eqn. (19)
– a backward pass to get ∇rcd[r,x, θ] |r=ζvi for Eqn. (14)
Our experiments on multiple data sets suggest that K = 1
is sufficient, such that rCDVAT does not change significantly for
further iterations as measured by the dot-product of consecutive
vi. This single power iteration, however, increases cd[r,x, θ]
by up to a factor of 104 in comparison to just using v0 i.e. the
robustness of the embedding to the simple normalised Gaussian
noise v0 is far larger than to the adversarial noise rCDVAT .
2.3. Related Work
Adversarial training was originally proposed by [21], where it
was discovered that for image classification deep neural net-
works (DNNs) are very vulnerable to input perturbations ap-
plied to an input in the direction to which the model’s label as-
signment is the most sensitive, even when the perturbation is
so small that human eyes cannot discern the perturbation. Such
perturbed data points are also known as adversarial examples
and can be used as additional data points for training [22]. For
speaker verification [23] has investigated robustness to adver-
sarial examples.
Commonly used SSL techniques in speech processing in-
clude self-training. The classifier is first trained on the labelled
data and then used to assign labels to the unlabelled data. The
unlabelled data (possibly after filtering) with assigned labels is
combined with the labelled data. The classifier is then trained
on the enlarged set of labelled data. The first successful appli-
cations of self-training were speech recognition [24, 25, 26, 27]
and word-sense disambiguation [28]. For SSL of speaker em-
beddings self-training cannot be used if the unlabelled data does
not come from the same set of speakers as the labelled data.
Self-supervised learning for speaker embeddings was used
in [29] where speaker embeddings were trained via reconstruct-
ing the frames of a target speech segment, given the inferred
embedding of another speech segment of the same utterance. In
comparison to CD-VAT their method needs the training data to
be segmented into utterances that each belong to one speaker.
A purely unsupervised approach for speaker embeddings that is
also based on a reconstruction loss is proposed in [30]. Though
these unsupervised approaches demonstrate impressive results
for generating unsupervised speaker embeddings, they still re-
quire supervised data to train the probabilistic linear discrimi-
nant analysis (PLDA) back-end used for speaker verification.
CD-VAT notably improves the intra-speaker compactness
(ISC). In [31] the ISC is directly optimised by adding a super-
vised loss to the triplet loss that is otherwise used.
Related to VAT are consistency-based SSL methods, such
as the mean teacher method [32] which was applied to audio
command classification by [33]. Another popular method to
reduce labelling effort is to more effectively exploit the existing
labelled corpus through data augmentation [3, 34].
3. Experimental Setup
Experiments were designed to evaluate the effect of CD-VAT
on general speaker verification performance, while also more
directly testing the effect of CD-VAT on intra-speaker compact-
ness and inter-speaker separability.
3.1. Data Sets
Two data sets, VoxCeleb1 (dev+test) and VoxCeleb2 (dev+test)
are used to train the models and evaluate speaker verification
performance. The VoxCeleb data sets consist of utterances that
were obtained from Youtube videos and automatically labelled
using a visual speaker recognition pipeline. The VoxCeleb2
(dev+test) data set, together with the dev portion of the Vox-
Celeb1 data set, is used for training. For evaluation, the test por-
tion of VoxCeleb1 is used. The combined train set consists of
more than 2750 hours of data from 7323 speakers. The evalua-
tion set consists of 4874 utterances from 40 speakers, for which
the official speaker verification list of 37720 utterance pairs is
used. More information about the data is contained in Table 1.
Title train test
# Speakers 7323 40
# Videos 172299 677
# Utterances 1276888 4874
Avg. Utterance Len. 7.85 sec 8.25 sec
Table 1: The train data is the combination of VoxCeleb2
(dev+test) and the development portion of VoxCeleb1. The test
data is the test portion of VoxCeleb1 for which 37720 utterance
pairs are the verification list.
The system input features are 30-d mel-frequency cepstral coef-
ficients (MFCCs). The MFCCs are extracted (using HTK [35])
using 25ms windows with 10ms frame increments from 30 fil-
terbank channels. No vocal tract length normalization (VTLN)
was applied and c0 is used instead of energy. These inputs were
normalised at the utterance level for mean and globally for vari-
ance. No data augmentation was used for these experiments.
3.2. Model Architecture
In our model, utterance-level speaker embeddings are cre-
ated by averaging multiple L2-normalised window-level em-
beddings. The input window to the window-level embedding
generator is around 2 seconds (213 frames, [-106,+106]) long.
The shift between windows is just under 100 frames (see de-
tails below). The embedding generator uses a time-delay neural
network (TDNN) [36, 37] with a total input context of [-7,+7],
which is shifted from {-99} to {+99}with shifts of 6 frames (re-
sulting in the overall input window of [-106,+106]). The 34 out-
put vectors of the TDNN are combined using the self-attentive
layer proposed in [38]. This is followed by a linear projection
down to the embedding size, which is then the window-level
embedding. The TDNN structure resembles the one used in
the x-vector models [3] (i.e. TDNN-layers with the following
input contexts: [-2,+2], followed by {-2,0,+2}, followed by {-
3,0,+3}, followed by {0}). The first three TDNN-layers have a
size of 512, the third a size of 256 and the embedding size is 32.
An utterance of length T fits N = ⌈T−213
100
⌉ full windows
(at shifts of 100 frames) plus another window if padding were
used (e.g. replication padding to 213+N ∗ 100 frames). To
avoid padding, shifts of T−213
N
are used (i.e. slightly under 100
frames). The resulting indices are rounded to the nearest integer.
For utterances shorter than 213 frames, the window is aligned
to the centre of the utterance and replication padding used.
3.3. Training
CD-VAT was implemented in HTK [35] with which all models
were trained in conjunction with PyHTK [39]. For training, the
window-level embedding is classified into the different speak-
ers. The training objective for supervised training is angular
softmax [15] with m = 1. The embedding generator is opti-
mised using stochastic gradient descent (SGD) with momen-
tum, and weightdecay was used for regularisation. The learning
rate scheduler is NewBob. The batch size used for the super-
vised loss, l(·, ·), was 200 except for the model trained on the
entire data set for which a batch size of 400 was used. The
batch size used for the CD-VAT loss, RCDVAT, was 800 i.e. four
times higher. The interpolation coefficient α was set to 0.4 and
the norm of the adversarial perturbation ǫ was set to 13. The
model was trained directly on the combined loss, L(·), i.e. not
pre-trained on the purely supervised loss.
For the experiments two partitions into labelled and unla-
belled were created. For one 220k utterances are labelled and
440k utterances for the other. The remaining 1057k and 837k
utterances, respectively, form the unlabelled dataset. The 220k
and 440k utterances are chosen from the top of the utterance
list sorted by official utterance name. Of the labelled dataset
20k and 40k utterances, respectively, form the validation set.
3.4. Evaluation Criteria (EER, ISC, ISS)
The main evaluation criterion is the speaker verification equal
error rate (EER). First, utterance embeddings are formed for
each utterance by averaging the window embeddings, where
the windows are based on the shifts described at the end of
Sec. 3.2. The scores necessary for the receiver operating charac-
teristic (ROC) curve used in the EER calculation are the cosine-
distances between the embeddings of utterance pairs, in com-
parison to the otherwise commonly used PLDA backend5 . The
ROC curve is built using scikit-learn [40].
Speaker-discriminative acoustic embeddings should have
two qualities, intra-speaker compactness (ISC) i.e. how close
to each other are the embeddings of a single speaker and inter-
speaker separability (ISS) i.e. how far apart are the embeddings
of different speakers. To give further insight about the embed-
dings generated from our models we attempt to give a measure
of these two qualities. First all utterance embeddings belonging
to the same speaker are collected and the centroid calculated
(one per speaker). For the ISS the average pairwise distance be-
tween the centroids of all speakers is found. For the ISC, all ut-
terance embeddings belonging to the same speaker are collected
and the average cosine-distance to the centroid of that speaker
found and the average of those per-speaker scores calculated.
4. Experimental Results
Tables 2 and 3 show the results of applying CD-VAT on the Vox-
Celeb data set. The supervised baseline model trained on 200k
utterances of labelled data achieves an EER of 8.32%. The use
of CD-VAT reduces the EER by 11.1% relative down to an EER
of 7.40%. This represents an EER recovery of 32.5% i.e. we
achieve 32.5% of the reduction in EER that we would get from
pure supervised training if we had the speaker labels for the un-
labelled part of the training data (such a model has an EER of
5.52%). This error rate recovery is similar to those seen in other
areas of machine learning. For instance, [41] presents a word
error rate recovery of 37% for SSL (minimum entropy training)
of a DNN-HMM speech recogniser without additional language
modelling data. At the same time SSL for speaker embeddings
presents additional challenges as for larger numbers of speakers
5[16, 18] are other publications that experiment with direct cosine-
scoring for speaker verification.
System Utts Dl #Speakers Utts Dul EER
Sup 1
200k 1249
- 8.32%
CDVAT 1 1057k 7.40%
Sup 2
400k 2504
- 6.85%
CDVAT 2 837k 6.46%
Sup 3 1277k 7323 - 5.52%
Table 2: Evaluation of CD-VAT on the VoxCeleb dataset. The
evaluation criterion EER is explained in Section 3.4. For EER
a lower value is better. Dl is the labelled data set and Dul is
the unlabelled data set.
class overlap can exist. The information content of unlabelled
examples decreases as classes overlap as shown by [42, 43].
The supervised baseline model trained on 400k utterances
of labelled data achieves an EER of 6.85%. The use of CD-VAT
reduces the EER by 5.7% relative down to an EER of 6.46%.
This represents an EER recovery of 29.3%.
System Utts Dl Utts Dul ISC ISS
Sup 1
220k
- 0.13 0.38
CDVAT 1 1057k 0.09 0.36
Sup 2
440k
- 0.14 0.40
CDVAT 2 837k 0.09 0.38
Sup 3 1277k - 0.14 0.46
Table 3: Evaluation of CD-VAT on the VoxCeleb dataset. The
evluation criteria ISC and ISS are explained in Section 3.4. For
ISC a lower value is better. For ISS a higher value is better.
Furthermore, the ISC, which is very closely related to the
CD-VAT smoothing loss is reduced for the 200k and the 400k
models by 31% and 36% respectively. However, at the same
time the ISS is also slightly reduced. This shows one disadvan-
tage of CD-VAT, which is that it also brings the embeddings of
all utterances closer together. To put these values into perspec-
tive, the threshold of the cosine-scoring used to obtain the EER
is between 0.42 and 0.48 for the systems trained.
5. Conclusions
We have presented cosine-distance virtual adversarial training
(CD-VAT), a method that allows for semi-supervised training
of speaker-discriminative acoustic embeddings without the re-
quirement that the set of speakers is the same for the labelled
and the unlabelled data. It is shown that CD-VAT can improve
speaker verification performance on the VoxCeleb data set over
a purely supervised baseline. The proposed method recovers
32.5% of the EER improvement that is obtained when speaker
labels are available for the unlabelled data. CD-VAT also sig-
nificantly improves the intra-speaker compactness (ISC) of the
speaker embeddings. At the same time, however, the compu-
tational cost of CD-VAT is twice as high (per data point) as
supervised training and two new hyper-parameters, that need to
be tuned, are introduced.
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