Abstract. After works by Michael and Simon [10] , Hoffman and Spruck [9] , and White [14] , the celebrated Sobolev inequality could be extended to submanifolds in a huge class of Riemannian manifolds. The universal constant obtained depends only on the dimension of the submanifold. A sort of applications to the submanifold theory and geometric analysis have been obtained from that inequality. It is worthwhile to point out that, by a Nash Theorem, every Riemannian manifold can be seen as a submanifold in some Euclidean space. In the same spirit, Carron obtained a Hardy inequality for submanifolds in Euclidean spaces. In this paper, we will prove the Hardy, weighted Sobolev and Caffarelli-KohnNirenberg inequalities, as well as some of their derivatives, as GaliardoNirenberg and Heisenberg-Pauli-Weyl inequalities, for submanifolds in a class of manifolds, that include, the Cartan-Hadamard ones.
Introduction
Over the years, geometers have been interested in understanding how integral inequalities imply geometric or topological obstructions on Riemannian manifolds. Under this purpose, some integral inequalities lead us to study positive solutions to critical singular quasilinear elliptic problems, sharp constants, existence, non-existence and symmetry results for extremal functions on subsets in the Euclidean space. About these subjects, one can read, for instance, [1] , [4] , [7] , [5] , [6] , [9] , [10] , [11] and references therein.
In the literature, some of the most known integral inequalities are the Hardy inequality, Gagliardo-Nirenberg inequality, and, more generally, the Caffarelli-Kohn-Nirenberg inequality. These inequalities imply comparison for the volume growth, estimates of the essencial spectrum for the Schrödinger operators, parabolicity, among others properties (see, for instance, [12, 8, 15] ).
In this paper, we propose to study the Caffarelli-Kohn-Nirenberg (CKN) inequality for submanifolds in a class of Riemannian manifolds that includes, for instance, the Cartan-Hadamard manifolds, using an elementary and very efficient approach. We recall that a Cartan-Hadamard manifold is a complete simply-connected Riemannian manifold with nonpositive sectional curvature. Euclidean and hyperbolic spaces are the simplest examples of Cartan-Hadamard manifolds.
Preliminaries
In this section, let us start recalling some concepts, notations and basic properties about submanifolds. First, let M = M k be a k-dimensional Riemannian manifold with (possibly nonempty) smooth boundary ∂M . Assume M is isometrically immersed in a complete Riemannian manifoldM . Henceforth, we will denote by f : M →M the isometric immersion. In this paper, no restriction on the codimension of f is required. By abuse of notation, sometimes we will identify f (x) = x, for all x ∈ M . Let ·, · denote the Euclidean metric onM and consider the same notation to the metric induced on M . Associated to these metrics, consider the Levi-Civita connections For ξ ∈M , let r ξ = dM (· , ξ) be the distance function onM from ξ ∈M . In this paper, we will deal with complete ambient spacesM whose radial sectional curvature satisfies (K rad ) ξ 0 ≤ K(r ξ 0 ), for some fixed ξ 0 ∈M . Let us recall the definition of radial sectional curvature. Let x ∈M and, sincē M is complete, let γ : [0, t 0 = r ξ (x)] →M be a minimizing geodesic in M from ξ to x. For all orthonormal pair of vectors Y, Z ∈ T xM we define
Example 2.2. Let (P, dσ 2 P ) be a complete manifold. Consider the manifold M = [0, r 0 ) × P/ ∼, where (0, y 1 ) ∼ (0, y 2 ), for all y 1 , and y 2 ∈ P , with the following metric:
, h(0) = 0 and h ′ (0) = 1, it follows thatM defines a Riemannian manifold. If P = S n−1 is the round metric, , M is called a rotationally invariant metric.
We fix the point ξ 0 = (0, y) ∈M . The distance dM ((r, y), ξ 0 ) = r, for all (r, y) ∈M . The curvatura tensorR ofM satisfies
Hence, the radial sectional curvature (
A huge class of metrics are rotationally symmetric: (i) The Euclidean metric: Assume the radial sectional curvatures ofM satisfies (K rad ) ξ 0 ≤ K(r), where r = r ξ 0 = dM (· , ξ 0 ). We fix 0 < r 0 < min{r 0 (K), InjM (ξ 0 )} and consider the geodesic ball B = B r 0 (ξ 0 ) = {x ∈M | dM (x, ξ 0 ) < r 0 }. It follows that r is differentiable at all points in B * = B \ {ξ 0 } and, by the Hessian comparison theorem (see Theorem 2.3 page 29 of [13] ), we have (4) Hess
for all points in B * and vector fields v : B * → TM with |v| = 1. For a vector field Y : M → TM , the divergence of Y on M is given by
where {e 1 , · · · , e k } denotes a local orthonormal frame on M . By simple computations, one has Lemma 2.3. Let Y : M → TM be a vector field and ψ ∈ C 1 (M ). The following items hold
From now on, we will consider the radial vector field X = X ξ 0 = h(r)∇r, defined in B * . Notice that |X| = h(r) > 0 everywhere in B * .
On the other hand, let {e 1 , · · · , e k } denote an orthonormal frame on M . By (4), we have
Lemma 2.4 follows.
The Hardy inequality for submanifolds
Carron [4] proved the following Hardy Inequality.
Theorem A (Carron) . Let Σ k be a complete non compact Riemannian manifold isometrically immersed in a Euclidean space R n . Fix v ∈ R n and let r(x) = |x − v|, for all x ∈ Σ. Then, for all smooth function ψ ∈ C ∞ c (Σ) compactly supported in Σ, the following Hardy inequality holds:
Just comparing Theorem A with Corollary 3.3 below, given ψ ∈ C ∞ c (Σ), let M be a compact subset of Σ with compact smooth boundary ∂M satisfying supp (ψ) ⊂ M ⊂ Σ. We will see that Corollary 3.3 does not generalize Theorem A, unless Σ is a minimal submanifold.
The result below will be fundamental to obtain our Hardy inequality (see Theorem 3.2).
By the divergence theorem,
where ν denotes the outward conormal vector to the boundary ∂M in M . Let r * := max x∈supp (ψ) dM (f (x), ξ 0 ). Since 0 < r * < r 0 and
where
And, (7), and multiplying both sides by
Since every immersion is locally an embedding, it follows that Z 0 is discrete, hence it is finite, since M is compact. We write Z 0 = {p 1 , . . . , p l } and let ρ = r • f = dM (f , ξ 0 ). By a Nash Theorem, there is an isometric embedding ofM in an Euclidean space R N . The composition of such immersion with f induces an isometric immersionf : M → R N . By the compactness of M , finiteness of Z 0 , and the local form of an immersion, one can choose a small ǫ > 0, such
for some constant L > 1, that does not depend on δ and η. Consider φ = ηψ.
and
It is simple to see that, for all numbers a ≥ 0 and b ≥ 0, it holds
In fact, to show this, without loss of generality, we can suppose a 2 + b 2 = 1. We write a = cos θ and b = sin θ, for some θ
As a consequence of (10) and Proposition 3.1, we obtain the following Hardy inequality.
Proof. We may assume h ′ (r 0 ) > 0, otherwise, there is nothing to do. First, we fix p > 1 and let ψ ∈ C 1 (M ). Take ǫ > 0 and consider the function ψ ǫ = (ψ 2 + ǫ 2 ) 1/2 . Note that ψ ǫ ≥ |ψ| ≥ 0 and
Thus, by Proposition 3.1,
Since ψ ǫ 1 ≤ ψ ǫ 2 , if ǫ 1 < ǫ 2 , and |ψ| ≤ ψ ǫ ≤ |ψ| + ǫ, by taking ǫ → 0, we have
Now, taking p → 1, and applying the dominated convergence theorem, we obtain that (11) also holds for p = 1. Applying (10) in inequality (11), Theorem 3.2 follows.
As a consequence of Theorem 3.2, we obtain a Hardy type inequality for submanifolds in ambient spaces having a pole with nonpositive radial sectional curvature. Namely, the following result holds Corollary 3.3. LetM be a complete simply-connected manifold with radial sectional curvature (K rad ) ξ 0 ≤ 0, for some ξ 0 ∈M . Let r = r ξ 0 = dM (· , ξ 0 ) and let 1 ≤ p < k and −∞ < γ < k. Then, for all ψ ∈ C 1 (M ), it holds
The weighted Hoffman-Spruck inequality for submanifolds
Another consequence of Theorem 3.2 is the Hoffman-Spruck Inequality. Namely, fixed ξ 0 ∈M , we assume (K) rad ≤ K(r) inM , where r = r ξ 0 = dM (· , ξ 0 ). Let B be the geodesic ball inM centered at ξ 0 and radiusr 0 = min{r 0 (K), InjM (ξ 0 )}. Since M is compact and contained in B, it follows that r * = max x∈M r(x) <r 0 = min{r 0 (K), InjM (ξ 0 )} and h is increasing in [0,r 0 ). Hence, we may assume M is contained in a ball B r 0 (ξ 0 ), for some 0 < r 0 < min{r 0 (K), InjM (ξ 0 )}, , arbitrarily close tor 0 , satisfying h ′ (r 0 ) > 0. In particular, h ′ (r) > 0, for all 0 ≤ r ≤ r 0 , since h ′′ = −Kh ≤ 0. Applying Theorem 3.2, we conclude M cannot be minimal. On the other hand, notice that η = −∇r is the unit normal vector to the boundary ∂B r 0 (ξ 0 ) pointing inward B r 0 (ξ 0 ). By the Hessian comparison theorem (see (4) 
for all 1 ≤ p < k and ψ ∈ C 1 (M ), with ψ = 0 on ∂M , where S depends only on k and p. By Hoffman and Spruck [9] , one see that D depends only on InjM (M ) andr 0 (K). Namely, Hoffman and Spruck proved the following. (13) [
for all 1 ≤ p < k and ψ ∈ C 1 (M ), with ψ = 0 on ∂M , provided there exists z ∈ (0, 1) satisfyinḡ
where h b (t) = t, with t ∈ (0, ∞), if b = 0, and h b (t) = 
and Inj (supp (ψ)) is the infimum of the injectivity radius ofM restricted to the points of supp (ψ).
Furthermore, the constant S = S k,z is given by
Moreover, if b = 0, S k,p,z can be improved by taking 1 instead π 2 . Remark 1. The Hoffman-Spruck's Theorem above can be generalized for ambient spacesM satisfying (K rad ) ξ ≤ K(r ξ ), for all ξ ∈M . The details and proof for this case can be found, for instance, in [2] .
The constant S k,p,z as in (16) reaches its minimum at z = k k+1 , hence we can take
Thus, as a corollary of Theorem 4.1 and (12), one has
, with r 0 = min{r 0 (K), InjM (ξ 0 )}. Then, for all 1 ≤ p < k, there exists S > 0, depending only on k and p, such that, for all ψ ∈ C 1 (M ) with ψ = 0 on ∂M , it holds Now, we use Theorem 3.2 together with Theorem 4.1, in order to obtain a weighted Hoffman-Spruck inequality for submanifolds in manifolds. 
where γ = p(α + 1) and A p = max{1, 2
Proof. First, we assume
α is a C 1 function on M vanishing on ∂M . By Proposition 4.2, there is a constant S > 0, depending only on k and p, such that, for all ψ ∈ C 1 (M ) with ψ = 0 on ∂M , the following inequality holds (18) [
, by the Young inequality,
for all ǫ > 0. Hence, using (10),
where A p = max{1, 2 (18) and (20), we obtain
.
On the other hand, by using Theorem 3.2,
, where
Consider the function k(ǫ) = C k,p,α,ǫ . We have
p+2 . Hence, it simple to see k(ǫ) reachs its minimum at ǫ 0 = [|α|
The last equality holds since
Thus, it follows that
, Now, assume ξ 0 ∈ M . As we have observed in the proof of Theorem 3.1,
Consider the cut-off function η = η δ ∈ C ∞ (M ) satisfying:
for some L > 1 that does not depend on δ and η.
Notice that,
and, since h(δ) = O(δ), as δ → 0,
Since k − γ > 0, taking δ → 0, Theorem 4.4 follows.
As a corollary, we have the weighted Hoffman-Spruck type inequality for submanifolds in Cartan-Hadamard manifolds.
Let 1 ≤ p < k and −∞ < α < k−p p . Let s > 0 and α ≤ γ ≤ α + 1 satisfying the balance condition:
We write s = (1 − c)p + cp * , for some c ∈ [0, 1]. Then, for all ψ ∈ C 1 (M ),
provided either k < 7 or vol(M ) < D, being 0 < D ≤ +∞ a constant depending only on r 0 and InjM (M ). Here, S > 0 is a constant depending only on k and p, and
Now, we will state our Caffarelli-Kohn-Nirenberg type inequality for submanifolds.
and α ≤ σ ≤ α + 1; (ii) Balance condition: k , in particular, p ≤ t ≤ p * . Thus, Theorem 5.2 follows from Theorem 5.1. If a = 0 then γ = β and q = t, hence there is nothing to do. From now on, we will assume 0 < a < 1.
By (i) and (ii), we obtain As a corollary, we have the Caffarelli-Kohn-Nirenberg type inequality for submanifolds in Cartan-Hadamard manifolds.
In particular, if we take k ≥ 3, p = 2, q = 1, and a = 2/(2 + 
