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IDEALS IN PARABOLIC SUBALGEBRAS OF SIMPLE LIE ALGEBRAS
VYJAYANTHI CHARI, R. J. DOLBIN AND T. RIDENOUR
Abstract. We study ad–nilpotent ideals of a parabolic subalgebra of a simple Lie algebra.
Any such ideal determines an antichain in a set of positive roots of the simple Lie algebra.
We give a necessary and sufficient condition for an antichain to determine an ad–nilpotent
ideal of the parabolic. We write down all such antichains for the classical simple Lie algebras
and in particular recover the results of D. Peterson. In section 2 of the paper we study the
unique ideal in a parabolic which is irreducible as a module for the reductive part and give
several equivalent statements that are satisfied by the corresponding subset of roots.
Introduction
In recent years, there have been a number of articles [2], [3], [9], [12], [16] (to name just a
few) on ad–nilpotent ideals in a Borel subalgebra of a simple Lie algebra. These papers were
motivated by a result of D. Peterson who showed that there are exactly 2n such ideals where
n is the rank of g. In [2] and [3], a bijection is established between the set of all ideals and a
certain subset of elements of the affine Weyl group. This method was later generalized in [14],
[15] and used to study ad–nilpotent ideals in a parabolic subalgebra p of g.
In section one of this paper, we approach this problem from a more elementary perspective.
Let b be a Borel subalgebra of a simple Lie algebra g and R+ the corresponding set of positive
roots. Assume that R+ is partially ordered as usual: α ≤ β iff β − α is in the non–negative
integers span of R+. An antichain in R+ is a subset of elements which are pairwise unrelated
in this order. Assume now that p is a parabolic subalgebra of g containing b. Any ad–nilpotent
ideal i in p is contained in the unipotent radical of p and hence determines a subset of R+,
and we let A(i) be the antichain consisting of the minimal elements of this subset. We give
a necessary and sufficient condition for an antichain to determine an ideal in the unipotent
radical of p. As an application of this condition, we write down explicitly all the antichains
which determine abelian ad–nilpotent ideals in a parabolic subalgebra of a simple Lie algebra
of classical type. Our methods work efficiently in the exceptional cases as well although we do
not list the antichains for the exceptional algebras in this paper. In particular, we can count
the number of ad–nilpotent ideals in p, this recovers the result of D. Peterson when p is just
the Borel subalgebra and the results of [14], [15] for a general parabolic subalgebra.
In section two of this paper, we focus our attention on a particular family of subsets of R.
Any parabolic subalgebra p contains a unique ad–nilpotent ideal i0 which is irreducible as a
module for the Levi factor of the parabolic. Let Φ ⊂ R be the corresponding subset of roots.
We give several different characterizations of such sets. We show that if 2ρΦ =
∑
α∈Φ α then
Φ = {α ∈ R : (ρφ, α) is maximal}. Equivalently, we prove that if Φ ⊂ R is such that (α, β) ≥ 0
VC was partially supported by the NSF grant DMS-0500751.
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and for all γ, δ ∈ R γ + δ ∈ Φ + Φ only if γ, δ ∈ Φ, then there exists a parabolic subalgebra
p of g such that the ideal i0 is given by Φ. As a consequence we can write down the subsets
Φ(i0) explicitly. Section 2 is motivated by the results of [6], where we prove that to each such
subset one can define an infinite–dimensional associative algebra which is Koszul and of global
dimension equal to the cardinality of the subset.
Acknowledgments. We are grateful to Jacob Greenstein for many discussions. The first
author also thanks Bertram Kostant for pointing out the connection between the main theorem
in Section 2 and his result on the decomposition of the unipotent part of a parabolic.
1. Ad-nilpotent abelian ideals of a parabolic subalgebra
1.1. Throughout the paper Z denotes the set of integers and Z+ the set of non–negative
integers. Let g be a finite–dimensional complex simple Lie algebra of rank n. Fix a Cartan
subalgebra h of g and let R ⊂ h∗ be the corresponding root system and W the Weyl group.
Given α ∈ R, let gα be the corresponding root space and fix elements xα ∈ gα so that
gα = Cxα. Recall that if α, β ∈ R is such that α + β ∈ R then [xα, xβ] = cxα+β for some
non–zero c ∈ C.
Let ( , ) be the symmetric non–degenerate form on h∗ which is induced from the restriction
to h of the Killing form of g. Set I = {1, · · · , n} and let {αi : i ∈ I} (resp. {ωi : i ∈ I}) be a
set of simple roots (resp. fundamental weights) and Q and P (resp. Q+, P+) be the Z–span
(resp. Z+–span) of the simple roots and fundamental weights respectively. Set R
+ = R ∩Q+
For i ∈ I, define di : Q→ Z by requiring:
η =
∑
i∈I
di(η)αi,
and set ht η =
∑
i∈I di(η). Clearly di and ht are additive homomorphisms of abelian groups.
Define a partial order on P by λ ≤ µ iff µ−λ ∈ Q+. If θ is the highest root of R+, then θ is
the unique maximal element in R+ with respect to this order. Given λ, µ ∈ P with λ ≤ µ, let
k(µ, λ) be the minimal non–negative integer so that µ− λ can be written as a sum of k(λ, µ)
(not necessarily distinct) elements of R+. We shall need the following elementary lemma.
Lemma. (i) Let λ ∈ P+ and assume that λ ≤ θ. Then either λ = 0 or λ ∈ R.
(ii) Suppose that α, β ∈ R+ and that β < α. There exists γ, δ ∈ R+ with γ ≥ β such that
α = γ + δ.
(iii) Suppose that α, β, γ ∈ R are such that α+ β, α+ β + γ ∈ R. Then either α+ γ ∈ R or
β + γ ∈ R.
Proof. To prove (i) note that θ is the highest weight of the adjoint representation of g. It
follows from [7] that if λ ≤ θ then λ must be a weight of the adjoint representation of g which
proves (i).
We proceed by induction on k(α, β) with induction obviously beginning when k(α, β) = 1.
Assume we have proved the result for all pairs γ, γ′ with γ > γ′ and k(γ, γ′) < r. Let α > β
be such that k(α, β) = r and write α = β + β1 + · · · + βr for some βp ∈ R
+, 1 ≤ p ≤ r. The
minimality of k(α, β) implies immediately that βs + βp /∈ R
+ and hence (βs, βp) ≥ 0 for all
1 ≤ s, p ≤ r. If β + βr /∈ R
+ then we have (β, βr) ≥ 0 and hence (α, βr) ≥ (βr, βr) > 0. Since
3α 6= βr, it follows that α
′ = α − βr ∈ R
+. The result follows since α′ ≥ β. If β + βr ∈ R
+,
then k(α, β+βr) < r. Hence the inductive hypothesis gives α = γ+ δ for some γ, δ ∈ R
+ with
γ ≥ β + βr > β and part (ii) is proved.
To prove (iii), note that xα+β+γ = c[xγ , xα+β] = d[xγ , [xα, xβ]] for some non-zero c, d ∈ C.
The result is immediate from the Jacobi identity. 
1.2. Given J ⊂ I set
R(J) = {α ∈ R : di(α) = 0 if i /∈ J}, R
+(J) = R(J) ∩R+.
Definition. A subset Φ of R+ is called a J–ideal if Φ ∩R+(J) = ∅ and
α ∈ Φ, β ∈ R+ ∪R(J), β + α ∈ R =⇒ β + α ∈ Φ.
A subset A of R+ is called a J–antichain if A ∩ R+(J) = ∅ and for all α, β ∈ A and j ∈ J ,
we have α  β, β  α and α− αj /∈ R. 
If J ⊂ J ′ then any J ′–ideal (resp. J ′–antichain) is also a J–ideal (resp. J–antichain). In
the case when J = ∅ we drop the dependence on J , for instance an ideal is a ∅-ideal.
Remark. Let gα be the root space of g corresponding to α. Then Φ is a J–ideal iff the subspace
⊕α∈Φgα is an ad–nilpotent ideal of the parabolic subalgebra pJ = h⊕α∈R+ gα⊕α∈R+(J) g−α of
g. Conversely any ad-nilpotent ideal in pJ determines a J–ideal in R
+. The set of J–antichains
determine a minimal set of generators of the ideal in pJ .
1.3. It is immediate from the definition that, if A is a J–antichain, then
α, β ∈ A,α 6= β =⇒ (α, β) ≤ 0, α ∈ A, j ∈ J =⇒ (α,αj) ≤ 0. (1.1)
Lemma. Let A be a J–antichain in R+. For all α ∈ A, γ ∈ R+(J) we have α− γ /∈ R.
Proof. The Lemma is proved by an induction on ht γ with induction beginning at ht(γ) = 1
since A is J–antichain. Suppose that we have proved the Lemma for all γ′ ∈ R+(J) with
ht(γ′) < r. Let γ ∈ R+(J) be such that ht(γ) = r and choose j ∈ J such that (γ, αj) > 0.
Then γ − αj ∈ R
+(J). Suppose that α ∈ A is such that α− γ ∈ R. Then (α − γ, αj) < 0 by
(1.1) and, hence, we have α− γ +αj ∈ R. But this contradicts the induction hypothesis since
ht(γ − αj) = r − 1. 
1.4. Let Φ be a J–ideal and let A(Φ) be the set of minimal elements of Φ with respect to
the partial order ≤. Conversely, if A is J–antichain, set
Φ(A) =
⋃
β∈A
{α ∈ R+ : α ≥ β }.
Proposition. The assignment A→ Φ(A) is a bijection between the set of J–antichains in R+
and J–ideals in R+.
Proof. Suppose that β ∈ A and that α ≥ β; then, di(α) ≥ di(β) for all i ∈ I. Since β /∈ R
+(J)
there exists i0 ∈ I \ J such that di0(α) ≥ di0(β) > 0 and hence α /∈ R
+(J). If γ ∈ R+ is such
that α+γ ∈ R+ then clearly α+γ ≥ β and hence α+γ ∈ Φ. Finally, suppose that γ ∈ R+(J)
is such that α− γ ∈ R. We proceed by induction on k(α, β). If k(α, β) = 0, then α = β and,
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by Lemma 1.3, we see that β − γ /∈ R and there is nothing to prove. Assume that we have
proved the result for all α′ ∈ R+ with α′ ≥ β and k(α′, β) < r. If α ≥ β and k(α, β) = r, using
Lemma 1.1(ii) we can write α = α′+γ′ where α′ ≥ β and γ′ ∈ R+ and hence k(α′, β) < k(α, β).
Applying Lemma 1.1(iii) to α′ + γ′ − γ it follows that either α′ − γ ∈ R or γ′ − γ ∈ R. In
the first case the induction hypothesis applied to α′ gives α > α′ − γ ≥ β and we are done.
If γ′ − γ ∈ R+ we are done since again we have α − γ ≥ α′ ≥ β. If γ′ − γ ∈ R− then in fact
γ ∈ R+(J) and we have by the induction hypothesis again that α− γ = α′− (γ − γ′) ≥ β and
the Proposition is proved. 
1.5. An ideal Φ in R+ is said to be of nilpotence k if given elements β1, · · · , βk+1 ∈ Φ,
(not necessarily distinct), we have
∑k+1
p=1 βp /∈ R. The following result gives a necessary and
sufficient condition for an antichain to determine an ideal of nilpotence k.
Theorem 1. Let A be an antichain in R+. The ideal Φ(A) is of nilpotence k iff given
β1, · · · , βk+1 ∈ A (not necessarily distinct), we have
∑k+1
s=1 βs  θ.
Proof. Suppose that Φ(A) is an ideal of nilpotence k and assume for a contradiction that there
exist β1, · · · , βk+1 ∈ A such that
∑k+1
s=1 βs ≤ θ. We claim that there exist elements γj ∈ R
+
with γj ≥ βj for 1 ≤ j ≤ k+1 such that
∑k+1
j=1 γj ∈ R
+. Since γj ∈ Φ(A) for all 1 ≤ j ≤ k+1
the claim implies that Φ(A) is not of nilpotence k which is a contradiction.
To see that induction begins, suppose that
∑k+1
s=1 ht βs = ht θ. Since θ −
∑k+1
s=1 βs ∈ Q
+,
it follows that
∑k+1
s=1 βs = θ and the claim follows by taking γj = βj . For the inductive step
assume that we have proved the proposition for all βj , 1 ≤ j ≤ k + 1 with ht
∑k+1
s=1 βs > r. If∑k+1
j=1 βj ∈ R
+, there is nothing to prove. If β =
∑k+1
j=1 βj /∈ R
+ then using Lemma 1.1(i), we
see that the condition that β ≤ θ implies that β /∈ P+. Since β 6= 0, there exists i0 ∈ I with
(β, αi0) < 0, in particular for some 1 ≤ s ≤ k+1 we must have (βs, αi0) < 0, i.e βs+αi0 ∈ R
+.
The inductive step follows if we prove that
∑k+1
j=1 βj + αi0 ≤ θ. This is clear by noting that
since
(θ −
k+1∑
j=1
βj , αi0) > 0,
we must have
θ −
k+1∑
j=1
βj =
∑
i∈I
riαi, ri0 6= 0.
The converse direction of the theorem is clear. 
1.6. An ideal of nilpotence one is called an abelian ideal and an abelian antichain is one
that defines an abelian ideal. If J is any subset of I we have analogous notions of abelian
J–ideals and abelian J–antichains.
The following is an immediate consequence of Theorem 1.
Proposition. Let J be any subset of I. Let A be a J–antichain in R+ . Then A is an abelian
J–antichain iff the following holds:
5(i) Given α, β ∈ A with α 6= β, there exists i ∈ I (depending on α, β) such that di(α)+di(β) >
di(θ), in particular di(α) 6= 0 and di(β) 6= 0.
(ii) Given α ∈ A, there exists i ∈ I such that 2di(α) > di(θ).

Let J ⊂ I. For s ≥ 1, let As,J be the set of J–abelian antichains with s elements and set
A0,J = ∅. As an application of the proposition we write down all elements of As,J , s ≥ 1 for
the classical Lie algebras. We shall assume that the set of simple roots of g is numbered as
in [1]. We compute the cardinality of As,J for each s ≥ 0. In the case when J = ∅, we prove
that
∑
k≥0#Ak = 2
n thus recovering a theorem D. Peterson, [9],[16]. The case when J 6= ∅
recovers the results of [14]. From now on we set As = As,∅.
1.7. Henceforth, we shall understand that
(
n
k
)
= 0 if k > n. Let R be of type An. For
i, j ∈ I, set αi,j = αi + αi+1 + · · ·+ αj and note that αi,i = αi. Then
R+ = {αi,j : i, j ∈ I, i ≤ j}, θ = α1,n.
Proposition. For s ≥ 1, we have
As = {{αik ,jk}1≤k≤s : ik, jk ∈ I, ik < ik+1, jk < jk+1, is ≤ j1} (1.2)
In particular,
#As =
(
n
2s
)
+
(
n
2s− 1
)
,
∑
s≥0
#As = 2
n.
Proof. If s = 1 the statement is immediate from Proposition 1.6 since 2α  θ for all α ∈ R+.
Set A = {αik,jk : 1 ≤ i1 < i2 < · · · < is ≤ j1 < j2 < · · · < js ≤ n}. Since
dir(αir ,jr − αir+1,jr+1) = 1 djr+1(αir ,jr − αir+1,jr+1) = −1
it follows that A is an antichain. Moreover, for all 1 ≤ r ≤ q ≤ s, we have
diq (αir ,jr + αiq ,jq) = 2 > diq (θ),
and hence Proposition 1.6 implies that A ∈ As. Conversely, suppose that A ∈ As for some
s > 1, say A = {αi1,j1 , · · · , αis,js}. If ir = ir+1 (resp. jr = jr+1) for some 1 ≤ r ≤ s− 1, then
αir,jr − αir ,jr+1 ∈ R (resp. αir ,jr − αir+1,jr ∈ R) contradicting the fact that A is an antichain.
Hence we can assume without loss of generality that i1 < i2 < · · · < is. If jr < jr−1 for some
r ≥ 2, then we have αir ,jr < αir−1,jr−1 which again contradicts the fact that A is an antichain.
Hence, we must have j1 < · · · < js. Finally note that if is > j1 then αi1,j1 + αis,js ≤ θ
which is impossible by Proposition 1.6 and hence (1.2) is proved. The final statement of the
proposition is clear with the two terms in the #As coming from the case when is < j1 and
is = j1 respectively. 
The following is now immediate from the definition of a J–antichain together with the
remark that αk,ℓ − αk,k ∈ R for all ℓ 6= k..
Corollary. Suppose that J is a subset of I. Then
As,J = {{αik ,jk}1≤k≤s ∈ As : ik, jk /∈ J}
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In particular,
#As,J =
(
n−#J
2s
)
+
(
n−#J
2s− 1
)
,
∑
s≥0
#As,J = 2
n−#J .
1.8. If R is of type Bn set
αi,j = αi + · · ·+ αj , i, j ∈ I, βk,ℓ = αk,n + αℓ,n, k, ℓ ∈ I, k 6= ℓ,
and then, R+ = {αi,j : i, j ∈ I, i ≤ j} ∪ {βk,ℓ : k, ℓ ∈ I, k < ℓ}, θ = β1,2.
Proposition. For s ≥ 1, we have As = A1s ⊔A
2
s where
A1s = {{βik ,jk}1≤k≤s : ik, jk ∈ I, ik < ik+1, jk+1 < jk, is < js}
A2s = {{α1,ℓ, {βik ,jk}:1≤k≤s−1 : {βik ,jk}:1≤k≤s−1 ∈ A
1
s−1, ℓ ∈ I, i1 ≥ 1 j1 ≤ ℓ}
In particular
#A1s =
(
n
2s
)
, #A2s =
(
n− 1
2s− 2
)
+
(
n− 1
2s− 1
)
,
∑
s≥0
#As = 2
n.
Proof. Suppose that 1 ≤ ip < iq < jq < jp ≤ n. The equations
dip(βip,jp − βiq ,jq) = 1, djq(βip,jp − βiq,jq) = −1
dn(βip,jp + βiq ,jq) = 4 = 2dn(βip,jp)
prove along with Proposition 1.6 that A1s ⊂ As. If ip > 1 and jp < ℓ, then the fact that
A2s ⊂ As follows by using the additional equations
d1(α1,ℓ − βip,jp) = 1, dn(α1,ℓ − βip,jp) ≤ −1,
2d1(α1,ℓ) = 2, djp(α1,ℓ + βip,jp) = 3.
For the converse let A ∈ As. Suppose first that A = {βi1,j1 , · · · , βis,js}. As in the case
of An, the fact that A is an antichain means we can assume without loss of generality that
i1 < i2 < · · · < is which in turn forces js < · · · < j2 < j1. This proves that A ∈ A
1
s.
Suppose now that αi0,j0 ∈ A for some 1 ≤ i0 ≤ j0 ≤ n. Since
2α1,q  θ, 2αp,q ≤ θ, p > 1,
it follows from Proposition 1.6 that i0 = 1. Since the elements α1,q and α1,p are always related
it follows that there exists a unique ℓ ∈ I such that α1,ℓ ∈ A and hence the set A\{α1,} ∈ A
2
s−1,
and so we have,
A \ {α1,ℓ} = {βi1,j1 , · · · , βis−1,js−1}, 1 ≤ i1 < i2 < · · · is−1 < js−1 < · · · < j1 ≤ n.
Since α1,ℓ ≤ β1,j for all j ≥ 2 it follows that we must have i1 > 1. To prove that j1 < ℓ it
suffices to note that α1,j0 + βi1,j1 ≤ θ if j1 < j0. This completes the proof of the proposition.

7Corollary. Suppose that J is a subset of I. Then As,J = A
1,1
s,J ⊔A
1,2
s,J ⊔A
2
s,J where
A
1,1
s,J = {{βik ,jk}1≤k≤s ∈ A
1
s : ik, jk /∈ J},
A
1,2
s,J = {{βik ,jk}1≤k≤s ∈ A
1
s : {βik ,jk}1≤k≤s−1 ∈ A
1,1
s−1,J , is ∈ J, js = is + 1 /∈ J },
A
2,1
s,J = {{α1,ℓ, {βik ,jk}1≤k≤s−1} : ℓ /∈ J, {βik ,jk}1≤k≤s−1 ∈ A
1
s−1,J}, 1 /∈ J,
and A2s,J = ∅ if 1 ∈ J .
1.9. If R is of type Cn, set
αi,j = αi + · · ·+ αj , i, j ∈ I, βk,ℓ = αk,n−1 + αℓ,n, k, ℓ ∈ I \ {n}.
and then, R+ = {αi,j : i, j ∈ I, i ≤ j} ∪ {βk,ℓ : k, ℓ ∈ I \ {n}, k ≤ ℓ}, θ = β1,1. An
analysis entirely analogous to the one for Bn gives the following proposition and we omit the
details.
Proposition. For s ≥ 1, we have As = A
1
s ⊔A
2
s where
A1s = {{βik ,jk}1≤k≤s : ik, jk ∈ I \ {n}, , ik < ik+1, jk+1 < jk, is ≤ js},
A2s = {{αℓ,n, {βik ,jk}1≤k≤s−1 : {βik ,jk}1≤k≤s−1 ∈ A
1
s−1, ℓ ∈ I, ℓ < i1}.
In particular,
#A1s =
(
n− 1
2s
)
+
(
n− 1
2s− 1
)
, #A2s =
(
n− 1
2s− 1
)
+
(
n− 1
2s− 2
)
,
∑
s≥0
#As = 2
n.

Corollary. Suppose that J is a subset of I. Then As,J = A
1
s,J ⊔A
2
s,J , where
A1s,J = {{βik ,jk}1≤k≤s ∈ A
1
s : ik, jk /∈ J},
A2s,J = {αℓ,n, {βik ,jk}1≤k≤s−1} ∈ A
2
s : ℓ /∈ J, {βik ,jk}1≤k≤s−1 ∈ A
1
s−1,J}, n /∈ J
and A2s,J = ∅ otherwise. Hence ∑
s≥0
#As,J = 2
n−#J .

1.10. The case of Dn is analyzed in a similar way. It is, however, more tedious and the
nice patterns for the cardinality of the sets As are broken. Set I˜ = I \{n−1, n}. The elements
of R+ are:
αi,j = αi + · · ·+ αj , i, j ∈ I˜ , i ≤ j,
βp,q = αp,n−2 + αn−1 + αn + αq,n−2, p, q ∈ I˜}, p < q,
γi,n−1 = αi,n−2 + αn−1, γi,n = αi,n−2 + αn, δi = αi,n−2 + αn−1 + αn, , i ∈ I˜ ,
and θ = β1,2.
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Proposition. For s ≥ 1 we have As =
⊔6
p=1A
p
s,J where
A1s = {{βik ,jk}1≤k≤s : ik, jk ∈ I˜ , , ik < ik+1, jk+1 < jk, is < js},
A2s = {{α1,j0 , {βik ,jk}1≤k≤s−1} : {βik ,jk}1≤k≤s−1} ∈ A
1
s−1, j0 ∈ I˜ , j1 < j0},
A3s = {{γ1,n−1, γ1,n, {βik ,jk}1≤k≤s−2}} : {βik ,jk}1≤k≤s−2} ∈ A
1
s−2, },
A4s = {{γi0 , δi1 , {βik ,jk}2≤k≤s−1} : {βik ,jk}2≤k≤s−1} ∈ A
1
s−2 : i0, i1 ∈ I˜ , i0 < i1 < i2},
A5s = {{γ1,n−1, γ1,n, δi1 , {βik ,jk}2≤k≤s−2} : {βik ,jk}2≤k≤s−2} ∈ A
1
s−3 : i1 ∈ I˜ , < i1 < i2},
A6s = {{γ˜i0 , {βik ,jk}1≤k≤s−1} : {βik ,jk}1≤k≤s−1} ∈ A
1
s−1, i0 ∈ I˜ , i0 < i1},
where γ˜i0 ∈ {γi0,n−1, γi0,n, δi0} and γi0 ∈ {γi0,n−1, γi0,n}. This gives,
#As =
((
n− 2
2s
)
+ (
(
n− 3
2s− 2
)
+
(
n− 3
2s − 1
)
) + 3
(
n− 2
2s− 1
)
+
(
n− 3
2s− 4
)
+ 2
(
n− 2
2s − 1
)
+
(
n− 3
2s− 5
))
,
and hence
∑
s#As = 2
n. 
In the corollary we understand that all the missing cases correspond to the empty set.
Corollary. Suppose that J is a subset of I. Then As,J = ⊔
6
p=1A
p
s,J , where A
p
s,J = A
p,1
s,J ⊔A
p,2
s,J
are given by,
A
1,1
s,J = {{βik ,jk}1≤k≤s ∈ A
1
s : ik, jk /∈ J}
A
1,2
s,J = {{βik ,jk}1≤k≤s ∈ A
1
s : {βik ,jk}1≤k≤s−1 ∈ A
1,1
s−1,J , is ∈ J, js = is + 1 /∈ J, }
A
2,q
s,J = {α1,l, {βik ,jk}1≤k≤s−1} ∈ A
2
s : {βik ,jk}1≤k≤s−1 ∈ A
1,q
s−1,J , ℓ /∈ J} if 1 /∈ J,
A
3,q
s,J = {{γ1,n−1, γ1,n, {βik ,jk}1≤k≤s−2} ∈ A
3
s : {βik ,jk}1≤k≤s−2} ∈ A
1,q
s−2 } if 1, n− 1, n /∈ J,
A
4,q
s,J = {{γi0 , δi1 , {βik ,jk}1≤k≤s−2} ∈ A
4
s : {βik ,jk}1≤k≤s−2 ∈ A
1,q
s−2,J , i0, i1 /∈ J}, n− 1, n /∈ J,
A
5,q
s,J = {{γ1,n−1, γ1,n, δi1 , {βik ,jk}1≤k≤s−3} ∈ A
5
s : {βik ,jk}1≤k≤s−3 ∈ A
1,q
s−3,J , i1 /∈ J}, 1, n − 1, n /∈ J
where q ∈ {1, 2} and γi0 ∈ {γl,n−1, γl,n} and A
6,q
s,J is given by
A
6,q
s,J = {{γ˜i0 , {βik ,jk}1≤k≤s−1} ∈ A
6
s : {βik ,jk}1≤k≤s−1} ∈ A
1,q
s−1 i0 /∈ J},
provided that n− 1 /∈ J if γ˜i0 = γi0,n−1 and n 6∈ J if γ˜i0 = γi0 and n− 1, n /∈ J if γ˜i0 = δi0 . 
2. Irreducible ad-nilpotent ideals
We use the notation of section one freely. Thus, g is a simple Lie algebra, h is a fixed
Cartan subalgebra of g and R is the corresponding set of roots. However, we do not fix a set
of simple roots or a positive system once and for all, rather we choose it depending on our
situation. Anytime that we do pick a particular set of simple roots, then we understand that
the associated data Q+, P+ etc. are all as defined in section one.
92.1. Let p be a parabolic subalgebra of g containing h and let p = m ⊕ u be its Levi
decomposition, wherem is the reductive part and u is the unipotent radical of p. The restriction
of the adjoint action of g to m induces on u the structure of an m–module. The centre z of
m acts semisimply on u. An unpublished result of Kostant (a proof can be found in [8], [17])
is that the distinct z–eigenspaces of u are irreducible m–modules. These can be described as
follows. Choose a positive root system R+ and a proper subset J of the simple roots so that
p = h⊕α∈R+ gα ⊕α∈R+(J) g−α, m = h⊕α∈R+(J) g±α, u = ⊕{α∈R+\R+(J)}gα.
Let ∼ be the equivalence relation on R+ given by α ∼ β iff dj(α − β) 6= 0 implies j ∈ J .
An irreducible m–submodule of u is just the direct sum of root spaces which lie in a fixed
equivalence class. The following is an easy exercise, but we include a proof for completeness.
Lemma. There exists a unique ad–nilpotent ideal i0 of p which is irreducible as an m–module.
In fact, i0 = ⊕α∼θgα and in particular i0 is abelian.
Proof. Assume that we have fixed a system as in the discussion preceding the statement of
the Lemma. Let α, γ ∈ R+ with α + γ ∈ R+, then α + γ ≤ θ. If α ∼ θ then dj(θ − α) 6= 0
only if j ∈ J and hence dj(γ) 6= 0 only if j ∈ J . This proves that that γ ∈ R
+(J) and hence
α + γ ∼ θ. It also proves that if α ∼ θ and γ ∼ θ then α + γ /∈ R+. Since α − β ∼ θ for all
α ∼ θ and β ∈ R+(J), it follows that i0 is an abelian ideal of p. The fact that it is irreducible
as a m–module is a special case of the result of Kostant mentioned above. If i is any other
ad–nilpotent ideal in p, then xθ ∈ i and hence i contains the irreducible m–module generated
by xθ, i.e i0 ⊂ i. 
We call i0 the irreducible ad–nilpotent ideal of p. In other words, given any parabolic
subalgebra p of g containing h we can associate to it, canonically a certain subset of roots of
R: namely the roots that determine the irreducible ad–nilpotent ideal of p. It is not difficult
to see that different parabolic subalgebras could give rise to the same set of roots. In this
section we give a necessary and sufficient condition on a subset S of R to determine the unique
irreducible ideal iS in some parabolic subalgebra of g which contains h. As a corollary we prove
that given such a subset there exists a parabolic pS whose unique irreducible ad–nilpotent ideal
is given by S and if p is another parabolic whose irreducible ad nilpotent ideal is given by S
then p ⊂ pS . As a further consequence of our result we write down explicitly all subsets of R
for all the classical Lie algebras which satisfy this condition. As explained in the introduction,
our motivation for describing such sets comes from the results of [6], where to each such set,
we construct a finite and infinite-dimensional Koszul algebra of global dimension equal to the
cardinality of the set and we expect that this description will be useful in the further study of
those algebras.
2.2. Given a subset S of R, let Z+S ⊂ Q be the Z+–span of elements of S and define
ρS ∈ P by 2ρS =
∑
α∈S α. Given λ ∈ P set
max λ = max{(λ, α) : α ∈ R}, S(λ) = {α ∈ R : (λ, α) = maxλ}.
Define a function d : Q+ → Z+ by, d(η) = min{
∑
α∈Rmα : η =
∑
α∈Rmαα}. Our main
result is the following.
Theorem 2. Let S ⊂ R. The following conditions are equivalent.
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(i) S = S(ρS), max ρS > 0
(ii) S = S(λ) for some λ ∈ P with maxλ > 0.
(iii) If η ∈ Z+S and η =
∑
α∈R+ mαα for some mα ∈ Z+ then d(η) =
∑
α∈Rmα iff mα = 0
for all α /∈ S.
(iv) For all α, β ∈ S we have α+ β /∈ R and if γ ∈ R \ S, then (γ +R) ∩ (S + S) = ∅.
2.3. Before proving the theorem, we establish the following corollary. Given a non–zero
λ ∈ P let pλ be the corresponding parabolic subalgebra of g, i.e,
pλ = mλ ⊕ uλ, mλ = h
⊕
{α:(λ,α)=0}
g±α, uλ =
⊕
{α:(λ,α)>0)}
gα.
Corollary. Let S satisfy one of the equivalent conditions of the theorem. Then,
(i) The unique irreducible ad–nilpotent ideal of pρS is given by S.
(ii) If p is another parabolic subalgebra of g containing h whose unique irreducible ad–nilpotent
ideal is given by S, then p ⊂ pρS .
Proof. Since S = S(ρS), to prove (i) it suffices by Lemma 2.1 to prove that
iρS = ⊕α∈R+:(ρS ,α)=max ρSgα
is an ideal which is irreducible as an mρS–module. The fact that iρS is an ideal in pS is trivial.
Choose a positive root system R+ so that ρS is dominant integral with respect to R
+, in which
case S ⊂ R+ and θ ∈ S. If α ∈ S then (ρS , θ − α) = 0 and since θ − α =
∑p
k=1 βk for some
β1, · · · , βp ∈ R
+ it follows that (ρS , βk) = 0 for all 1 ≤ k ≤ p, which proves that α ∼ θ. Hence
iρS is contained in the unique irreducible ad–nilpotent ideal of pρS and part (i) is proved.
To prove (ii) suppose that p is a parabolic subalgebra and that iρS ⊂ p is the unique
irreducible ad–nilpotent ideal in p. It suffices to show that (ρS , α) ≥ 0 for all α ∈ R with
gα ⊂ p and that (ρS , α) = 0 if g±α ⊂ p. Suppose that for some β ∈ S and α ∈ R we have
(β, α) < 0. Then β + α ∈ R and if gα ⊂ p then gα+β ⊂ iρS i.e, α+ β ∈ S. Hence
(ρS , β + α) = (ρS , β) = max ρS ,
which implies (ρS , α) = 0. On the other hand if α ∈ R is such that (β, α) ≥ 0 for all β ∈ S,
then clearly (ρS , α) ≥ 0. It remains to prove that (ρS , α) = 0 if g±α ⊂ p. But this too is
clear since either (β, α) = 0 for all β ∈ S, or there exists β ∈ S such that either (β, α) < 0 or
(β,−α) < 0 and in either case we have seen that (ρS , α) = 0.

2.4. The rest of the section is devoted to to proving the theorem. It is trivially true that
(i) implies (ii). To prove that (ii) implies (iii) suppose that η ∈ Z+S(λ) and suppose that we
have
η =
∑
α∈R
kαα =
∑
β∈S(λ)
mββ, kα,mα ∈ Z+,
with d(η) =
∑
α∈R kα ≤
∑
β∈S mβ. Then,
(λ, η) = maxλ
∑
β∈S
mβ =
∑
α∈R
kα(λ, α) ≤ maxλ
∑
α∈R
kα = maxλ d(η).
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Since maxλ > 0, it follows that
∑
β∈S mβ = d(η) and also that
∑
α∈R kα(max λ− (λ, α)) = 0.
Since kα ∈ Z+ and maxλ− (λ, α) ≥ 0 it follows that kα = 0 if α 6∈ S and we are done.
Assume that S satisfies the conditions of (iii). Suppose that α, β ∈ S is such that α+β ∈ R.
Then we have d(α + β) = 1 and d(α+ β) = 2 which is absurd. Next suppose that γ /∈ S and
that there exists δ ∈ R such that γ + δ = α + β for some α, β ∈ S. Since α + β ∈ Z+S we
have d(α+ β) = 2 = d(γ + β) and so γ, δ ∈ S by the hypothesis of (iii).
2.5. We shall need the following result to prove that (iv) implies (i). Note that the
condition that α+ β /∈ R if α, β ∈ S implies that (α, β) ≥ 0 for all α, β ∈ S. We shall use this
remark freely throughout the rest of the section.
Lemma. Let α, β ∈ R. Assume that β is a long root and that (α, β) = 0. There exists
γ, γ′ ∈ R with γ /∈ {α, β} such that α+ β = γ + γ′.
Proof. Let {αi : i ∈ I} be a set of simple roots and assume without loss of generality that α
is simple, say α = αi0 and set I0 = {i0}. For k ≥ 1, define subsets Ik recursively by,
Ik = {i ∈ I : (αi, αj) < 0 for some j ∈ Ik−1}.
Clearly I = ∪k≥0Ik, and we pick m minimal so that there exists im ∈ I with (β, αim) 6= 0.
Since im /∈ Im−1 we pick im−1 ∈ Im−1 with (αim , αim−1) < 0. Again, im−1 /∈ Im−2 since
otherwise we would have im ∈ Im−1. In other words, we can choose elements ik ∈ Ik \ Ik−1,
with 1 ≤ k < m such that (β, αik) = 0 and(αik , αik+1) < 0. Hence αip + · · · + αik ∈ R for
all 0 ≤ p ≤ k ≤ m. If (β, αim) < 0, then (β, αip + · · · + αim) < 0 for all 0 ≤ p ≤ m and so
γ = αi0 + αi1 + · · · + αim + β ∈ R. Since γ − αi0 , γ − β ∈ R, they are in particular non–zero
and the Lemma follows, from
αi0 + β = (αi0 + αi1 + · · · + αim + β)− (αi1 + · · ·+ αim).
If (β, αim) > 0, then γ = αi0 +αi1 + · · ·+αim ∈ R and also, γ
′ = β − (αi1 + · · ·+αim) ∈ R.
It remains to prove that γ /∈ {α, β}. It is clear that γ 6= αi0 since γ − αi0 ∈ R. Suppose that
γ = β. Then we have
(β, β) = (β, αi0 + αi1 + · · · + αim) = (β, αim).
Since β is a long root this implies that we must have β = αim = γ. But this is impossible
since αi0 + αi1 + · · · + αim−1 ∈ R and the proof of the Lemma is complete.

2.6. We first prove that (iv) implies (i) when S is a subset of the of long roots in R. For
α ∈ S, set
α⊥ = {γ ∈ S : (α, γ) = 0}.
We claim that for all α, β ∈ S, we have,
#α⊥ = #β⊥. (2.1)
Assuming the claim, the proof that S = S(ρS) is completed as follows. Since S consists of
long roots, we assume that (δ, δ) = 2 if δ ∈ S and also that (δ, β) ≤ 1 for all β ∈ R \ {δ}. If
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γ ∈ S and γ 6= δ, then we have 0 ≤ (γ, δ) ≤ 1 and so
(ρS , γ) =
∑
δ∈S
(δ, γ) = #S + 1−#γ⊥, γ ∈ S.
Suppose now that γ′ /∈ S. If (γ, δ) ≤ 0 for all δ ∈ S, then (ρS , γ) ≤ 0 and hence γ
′ /∈ S(ρS).
Suppose that (γ′, δ) > 0 for some δ ∈ S. If δ1 ∈ δ
⊥ is such that (δ1, γ
′) > 0 then we would
have that δ1 − γ
′ + δ ∈ R. Since
δ1 + δ = (δ1 − γ
′ + δ) + γ
it would follow that γ′ ∈ S which is a contradiction. Hence, (γ′, δ⊥) = 0. But now, we have
(ρS , γ
′) =
∑
δ1∈δ⊥
(δ1, γ
′) +
∑
δ1∈S\δ⊥)
(δ1, γ
′) ≤ #S −#δ⊥ < #S + 1−#δ⊥ = ρS(δ).
Hence, γ′ /∈ S(ρS) proving that S = S(ρS).
It suffices to prove (2.1) when (α, β) > 0; for, if (α, β) = 0, then by Lemma 2.5, we can
choose γ, γ′ ∈ R such that α+ β = γ + γ′. By the conditions on S, this means that γ, γ′ ∈ S.
Using the fact that S consists of long roots, we see also that
(α, γ) + (β, γ) = (γ, γ) + (γ, γ′) ≥ 2,
which in turn implies that (α, γ) > 0 and (β, γ) > 0, which gives
#α⊥ = #γ⊥ = #β⊥.
Assume now that (α, β) > 0. Let sα, sβ be the reflections in W corresponding to the roots α
and β. It suffices to prove that
sαsβ(α
⊥) ⊂ β⊥. (2.2)
If γ ∈ α⊥, it is easy to calculate that
sαsβ(γ) =
{
γ, (γ, β) = 0,
γ − β + α, (γ, β) = 1.
.
In the first case, γ ∈ S(β). In the second case we have α+ γ = (γ − β + α) + β which implies
that γ− β+α ∈ S. Since S consists of long roots, we get (γ −β+α, β) = 0 and (2.2) follows.
2.7. It remains to consider the case when S contains a short root. It is clear that if S
satisfies the conditions of Theorem 2 (iv), then so does wS for all w ∈ W . Hence, we fix a
set of simple roots and assume that either S contains a short simple root or the highest short
root. Suppose first that g is of type G2, and let α1, α2 be the simple roots with α2 being
short. Assume that α2 ∈ S. Since 2α2 = (α1 + 2α2) − α1 and α1 + 2α2 ∈ R, it follows that
α1 + 2α2 ∈ S, but this is impossible since α1 + 3α2 ∈ R. Hence, the result is vacuously true
for G2. Suppose now that g is of type F4 and suppose that S contains the highest short root.
Then, a similar argument proves
S = {α ∈ R+ : d4(α) = 2}, ρS = 7ω4.
The following proposition, which lists all sets S satisfying the hypothesis of Theorem 2(iv)
for the classical Lie algebras, also completes the proof in the case when S contains a short root.
For the purposes of this proposition, it is convenient to use a slightly different notation for the
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roots. Let {ǫi : 1 ≤ i ≤ n + 1} be a basis for R
n+1. For g of type An, we set αi = ǫi − ǫi+1,
1 ≤ i ≤ n. For g of types Bn, Cn, and Dn, we set αi = ǫi − ǫi+1 if 1 ≤ i ≤ n− 1. Finally, we
set αn = ǫn, αn = 2ǫn, and αn = ǫn−1 + ǫn, for g of type Bn, Cn, and Dn, respectively.
Proposition. Let S ⊂ R be such that, if α, β ∈ S, then α + β /∈ R and, if γ ∈ R \ S, then
(γ +R) ∩ (S + S) = ∅.
(i) If g is of type An, there exist disjoint subsets i, j of {1, · · · , n+ 1} such that
S = {ǫi − ǫj : i ∈ i, j ∈ j}, ρS = |j|
|i|∑
p=1
ǫip − |i|
|j|∑
p=1
ǫjp .
(ii) If g is of type Cn, there exist disjoint subsets i and j of {1, · · · , n} such that
S = {ǫi1 + ǫi2 : i1, i2 ∈ i} ∪ {−(ǫj1 + ǫj2) : j1, j2 ∈ j} ∪ {ǫi − ǫj : i ∈ i, j ∈ j},
ρS = (|i|+ |j|+ 1)(
∑
i∈i
ǫi −
∑
j∈j
ǫj).
(iii) If g is of type Bn then either
(a) there exist disjoint subsets i and j of {1, · · · , n} such that
S = {ǫi − ǫj : i ∈ i, j ∈ j} ∪ {ǫk + ǫℓ : k, ℓ ∈ i, k 6= ℓ} ∪ {−(ǫk + ǫℓ) : k, ℓ ∈ j, k 6= ℓ},
ρS = (|i|+ |j| − 1)(
∑
i∈i
ǫi −
∑
j∈j
ǫj),
(b) or there exists i ∈ I such that
±S = {ǫi} ∪ {ǫi ± ǫj : i 6= j, 1 ≤ j ≤ n},
ρS = ±(2n − 1)ǫi.
(i) If g is of type Dn then either
(a) there exist disjoint subsets i and j of {1, · · · , n} such that
S = {ǫi − ǫj : i ∈ i, j ∈ j} ∪ {ǫk + ǫℓ : k, ℓ ∈ i, k 6= ℓ} ∪ {−(ǫk + ǫℓ) : k, ℓ ∈ j, k 6= ℓ},
ρS = (|i|+ |j| − 1)(
∑
i∈i
ǫi −
∑
j∈j
ǫj),
(b) or there exists i ∈ I such that
±S = {ǫi ± ǫj : i 6= j, 1 ≤ j ≤ n}, ρS = ±(2n − 2)ǫi.
Proof. The proof is elementary. For instance, suppose that g is of type An and that α = ǫi− ǫj
and β = ǫk − ǫℓ are in S and α 6= β. Then (α, β) ≥ 0 implies ℓ 6= i and j 6= k. Since
α+β = ǫi− ǫℓ+ ǫk− ǫj we must have ǫi− ǫℓ, ǫk− ǫj ∈ S. This proves (i). We omit the equally
simple proofs of the other cases. 
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