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ABSTRACT
All manufactured systems exhibit some degree of variation. Manufacturing organizations
should be aware of those parameters whose variation will impact product performance and
customer satisfaction. Such parameters are called Key Characteristics. Their variation plays a
large part in the success of manufacturing programs; planning for too little variation can lead to
low production yields, while planning for too much variation can lead to over-design. The
chance for low yields or over-design is referred to as variation risk.
Although most companies realize the importance of understanding variation, many still
have difficulty implementing variation risk management programs. For some the challenge lies
in changing the organizational culture to operate in a concurrent engineering environment that
implements variation risk management. For others who are ready to make the change, the
challenge is more technical in nature: even if Key Characteristics can be identified, their
variation may not be known, especially if used in a new product whose sub-systems have never
been through the production line.
This thesis addresses the challenges of variation risk management encountered during an
internship at Raytheon Company, and presents a unique solution for overcoming a lack of
information regarding Key Characteristic variability. Once information is obtained, analysis is
conducted to assist with identifying trade-offs and making program-level decisions. Although
many problems presented are unique to Raytheon Company, the concepts can be applied across a
wide range of manufacturing industries.
Thesis Advisor: Daniel Whitney
Senior Research Scientist
Center for Technology, Policy and Industrial Development
Thesis Advisor: Roy Welsch
Professor Statistics and Management Science
Sloan School of Management
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1 Introduction
Rapidly changing and advancing technologies have caused industries to become more
competitive and turn their attention to better managing the product development process.
Techniques such as Critical Parameter Management (CPM) and Design for Six Sigma (DFSS)
focus on the early stages of product development as the most cost effective when implementing
change. This thesis is based on the application of a related technique called Variability Risk
Management (VRM) during an internship at Raytheon Company in 2006. The purpose of VRM
is to manage potential or existing variability in Key Characteristics (KCs); KCs are features of a
material, component or system whose variation will impact the performance and producibility of
the final product. As with other techniques, it is beneficial to implement VRM in the early
stages of product development. The sooner a KC is identified and assessed, the sooner resources
can be allocated for mitigating its variability, if the cost is justified.1 Usually, more savings can
be realized if improvements are made earlier.
The internship was conducted within a phased-array radar program in Raytheon's
Integrated Defense Systems (IDS) business unit. Headquartered in Waltham Woods,
Massachusetts, and with facilities located worldwide, Raytheon Company is a leader in
developing defense technologies and converting these technologies for use in the commercial
market. It also knows that advantages can be gained from using techniques such as DFSS, CPM,
and VRM. Managers understand that variability in parts or processes during production can
increase costs and/or reduce yields. Raytheon Company has an established Six Sigma program
and the tools to assess process capability and perform statistical analysis during design. Senior
scientists are designated subject matter experts in KC implementation, DFSS, and CPM.
Nevertheless, Raytheon still encounters difficulties in implementing VRM, as do most
companies, because avoiding or mitigating variability is inherently difficult. While many tools
are in place to reduce or at least identify variability, the problem of having either no information
or having information not entirely applicable to the product at hand still exists. This is especially
true if sub-components and their design have never been through a company's production line.
An important question is if there are ways to incorporate standard or non-standard procedures
'Anna Thornton, "A Mathematical Framework for the key Characteristic Process," Research in Engineering Design
11 (1999):145-147.
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into traditional processes to obtain needed information, improve design, and enable decision
making.
This chapter begins with an outline and is followed by an overview of the broader
manufacturing issues that were addressed at Raytheon during the internship. The goal of this
thesis is not to present a manufacturing problem and solution under the lens of a single company
or industry; rather it is to present a solution that can be adapted by any manufacturing
organization.
1.1 Thesis Layout
Chapter 1: This chapter provides the thesis outline and the high-level problems the internship
attempted to solve. These problems are inherent in many manufacturing
organizations, thus the chapter is meant to provide a roadmap for the general
manufacturing challenges addressed in this thesis.
Chapter 2: Phased-array radars and their basic technology are explained along with the context
for the internship project. A description of a critical sub-system, the
Transmit/Receive Module, is provided along with a revised, Raytheon-specific
problem statement.
Chapter 3: For context, and overview of the defense industry is provided, including industry
challenges, different type of contracts that exist, and some of the accounting
principles used. This information will be useful for understanding the thesis.
Chapter 4: In this chapter VRM is discussed in more detail. A three step model (Identify,
Assess, and Mitigate) for its implementation is introduced, as well as a short
discussion regarding VRM use in industry.
Chapter 5: This chapter describes several tools that are used to implement VRM. Many of the
tools are explained using specific examples from Raytheon Company.
Chapter 6: This chapter outlines the test design and setup used in a data gathering effort meant to
specifically address the internship challenges. Explanations include materiel
purchase, test procedures, and steps taken to account for potential measurement error.
Chapter 7: The premise behind this thesis is the importance for reliable variation information for
12
a successful VRM strategy. However, perhaps even more important is the analysis
conducted with that information once collected. This chapter presents the data
analysis and the decisions it will be used to make.
Chapter 8: While completing this research, several key aspects of VRM were studied and their
importance reinforced. This chapter provides recommendations for Raytheon
Company pertaining to variation risk management and product development.
Appendix A: While a basic understanding of statistics is assumed for the reader, this appendix
provides a description of equal variance tests used in this thesis
Appendix B: This appendix describes the difference between the pooled and un-pooled t-tests
for comparing means.
Appendix C: A more detailed history of Raytheon Company is provided along with a
description of Integrated Defense Systems (IDS). This information is located in
an appendix because we believe the core challenges addressed in this thesis are
not specific to Raytheon but are of concern to any manufacturing organization.
1.2 Problem Statement
The Raytheon internship was conducted within a phased-array radar program during the
design phase of the product development process; its motivation was to determine prior to
production how KC variability would affect overall radar performance. Doing so required
testing, simulation, and analysis of specifications. Although much of this thesis is project
specific and contains contextual information useful for the reader, we do not believe the problem
is unique or that the solutions can only be applied at Raytheon. In fact, the following questions
should be asked at all manufacturing organizations:
Question 1: How can the organization obtain useful information regarding KCs and their
variation?
Question 2: How can the organization apply this information to predict system variation and
performance?
Question 3: How can the organization leverage its VRM program during the product
development process to achieve synergistic effects from other improvements and cost-reduction
efforts?
13
The internship showed that: 1) A formal data gathering effort pertaining to KC variability
on application-specific products can help in formulating design targets by providing information
not readily apparent before; 2) Implementing such an effort creates beneficial secondary effects,
such as helping to identify over-design or unnecessary manufacturing processes and providing
insight into other areas of a product development program.
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2 Phased-Array Radars and Project Context
In this chapter we provide a short history of phased-array radar development, followed by
a simplified explanation of how they work. The radars are highly specialized; engineers with
hundreds of years of collective experience still struggle to reach optimal performance. We will
conclude by examining some of the specific challenges experienced by Raytheon during the
internship.
2.1 Phased-Array Radar Development
Some people envision radars as small, rotating parabolic dishes. This may be correct for
some types; phased-array radars, on the contrary, are large, free-standing structures many times
larger than most houses. They are quite powerful and often used in long-range ballistic missile
defense applications.
Figure 1: Raytheon Phased-Array Radar
Modern development of phased-array radar technology began in 1958 at the MIT Lincoln
Laboratory. The initial application was satellite surveillance following the Soviet Union's
launch of Sputnik I in 1957. Raytheon has consistently been among the pioneers in phased-array
radar development and fielding. Although the first phased-array radar was fielded in 1960 by
Bendix, nine years later Raytheon introduced the MSR (Missile Site Radar). It followed in 1976
with the Cobra Dane radar, located in Shemya, Alaska, for observing Soviet missile tests; other
radars built by Raytheon are still widely used today for missile warning and space surveillance.
15
Raytheon has contributed a majority of the phased-array radars with large production (past or
2
present) in the United States.
2.1.1 Phased-Array Radar Technology
The concept of the phased-array is that a group of antenna elements provides signals that
reinforce each other to focus a strong radar beam in a particular direction. These elements are
arranged into array faces on the radar; as an example, in Figure 1 we can see 2 of the 3 array
faces on the radar. The radar beams for individual antenna elements are steered electronically
with a phase-shifter. A diagram of how the antenna face works and the effect of having all
phased shifters properly aligned producing a main beam in a desired direction is shown in Figure
2. 3
Mutual couplfing
Antenna
TVV ~ TVI a elemen ts
Am plifie'rs
0- ~ 0'*0 Ph shtifters
RF source
Phased Shifters Steer the Radar Beam Proper Alignment Delivers Main Beam
Figure 2: Phased-Array Radar Functionality
The advantages of a phased-array antenna over a parabolic-dish antenna are: the ability to
generate multiple independently steered antenna beams from a common aperture, the ability to
make antennas conformal with their mounting structure, and the ability to produce directive
beams that can be rapidly electronically repositioned.4 These advantages translate into higher
radar reliability and efficiency.
2 Eli Brookner, "Phased Array Radars - Past, Present and Future," Radar 2002 (2002): 104-113.
3 Alan Fenn et al., "The Development of Phased-Array Radar Technology," Lincoln Laboratory Journal 12, No. 2
(2000): 321-340.
4 Bruce Kopp et al., "Transmit/Receive Modules," IEEE Transactions on Microwave Theory and Techniques 50,
No. 3 (2002): 827-834.
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Phased-array radars continue to be studied because of the inherent complexities of their
designs. The antenna faces can have several hundred, or even more than one thousand, antenna
elements, all of which are located relatively close together. Significant portions of microwave
power transmitted by one element can be received by surrounding elements, an effect called
mutual coupling.5 Mutual coupling results in substantial or total loss of transmitted or received
radar signal, and must be avoided for the radar to be effective.
2.1.2 Transmit/Receive (TR) Module
One sub-system critical to the functionality of a phased-array radar is the TR Module,
which provides the final stage of amplification for transmitted signals (as well as the first stage
of amplification for received signals). It also controls the phase and amplitudes of these signals
through the phase shifter to electronically steer the antenna beam.6 A small signal generated
within the radar passes through the TR Module, where it is amplified and distributed to the
antenna face. In phased-array radars, TR Modules are the method for distributing amplification
to each antenna element, as opposed to centralized amplification setups where one single
transmitter provides amplification. This avoids insertion loss of the beam former and phase
shifters occurring after the transmit amplifier, which can cause significant loss to output power.
Figure 3 is an example of a block diagram for a typical TR Module.7 Notice the labels
"Preamplifier," "Driver PA," and "Final PA." Here, "PA" refers to "Power Amplifier." Each
amplifier contains a matching circuit network and a transistor that provides the actual
amplification. Usually, a low-power transistor will provide some amplification and drive power
to the final power amplifier (thus "Driver PA"). The final power amplifier contains a higher
power transistor that provides significantly more power and the final amplification of the radar
beam (thus "Final PA").
5 Alan Fenn et al., "The Development of Phased-Array Radar Technology," Lincoln Laboratory Journal 12, No. 2
(2000): 321-340.
6 Bruce Kopp et al., "Transmit/Receive Modules," IEEE Transactions on Microwave Theory and Techniques 50,
No. 3 (2002): 827-834.
' Ibid.
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CIRCULATOR
Figure 3: Typical TR Module Block Diagram
The challenge of designing a TR Module is achieving the highest output power and the
best efficiency at the lowest cost. Output power can be specified in terms of Watts (W) or
Decibels referenced to one milliwatt (dBm), and is directly related to the performance of the
amplifying devices in the TR Module. Efficiency is a measure of how well one energy source is
converted to another; Power Added Efficiency (P.A.E.) is calculated by dividing the RF power
gained from the amplifier divided by the DC power used:
6 power-added = P.A.E.= PRFout 
RFin
DC DC
where VDC is DC voltage and IDC is current (known as drain current) used by the amplifier.
Output power is an integral determinant of radar performance, and as can be seen by the above
equation, drain current will have an effect on output power, all other things equal. Thus, output
power provided by the high power transistors in the TR Module and the amount of current these
transistors draw on a part-to-part basis are of significant concern.
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2.1.3 TR Module Specifications
When engineers design a TR Module, they are designing to meet a set of specifications.
A common way to manage the engineering process is through a specification budget, with
performance goals allocated to each engineer. The design specifications for TR Module output
power flow directly from the customer: the customer specifies what the radar should detect and
at what distance, and radar equations determine what the characteristics of the radar need to be.
Based on a series of scenarios, engineers can determine the combinations of antenna face sizes
and output power strengths that will satisfy the customer requirements. Drain current usage is
also indirectly related: if the TR Module draws too much current, power will be degraded.
Although actual specifications have been withheld from this thesis for confidentiality, it
should be noted that the output power of each TR Module must meet a minimum level and
maximum variation. An additional specification on drain current exists for individual TR
Modules. The drain current specification is sometimes referred to as a "soft specification"
because an individual TR Module not meeting this specification does not guarantee failure. This
is because the radar power suppliers each provide power for several separate TR Modules, and
any excessive current drawn by one TR Module can be offset by another TR Module that draws
less current.
During concurrent engineering, specifications are flowed down simultaneously to the
various engineering groups within the radar program. Facilities teams (responsible for the actual
building that houses the radar), electrical, mechanical, systems and production engineers will
meet to agree upon the specifications that will guide and/or challenge them during the course of
product development. As the program moves further in the product development process, these
specifications can create a set of interlocking requirements such that any change can have serious
impact on the entire program, potentially setting it back several months. As an example, by the
time this thesis was written, changing the specification on maximum drain current for the TR
Module would require a change in the power supply specifications, and likely a change in
cooling capacity, facilities size and TR module size.
2.2 Project Motivation
Engineers have traditionally attempted to design radar circuits so that the transistors are
"saturated" and at the limits of their performance during normal operation. Under such
19
conditions, the transistors continue to provide the same output power no matter how much more
additional power they receive, which leads to less variability in output power (this concept is
explained in more detail in Section 7.1). However, transistor performance remains a KC in
phased-array radar design, with variation likely to affect performance and producibility of the
final product. On an earlier phased-array radar Raytheon built in the early 1980's, custom-built
transistors in the TR Module posed a problem, contributing significantly to low yields during
production. Excessive variation in transistor performance shut down the production line, forced
a re-design, and set the program back several months. Thus, as the internship began, senior
engineering experts suggested that understanding the performance of the TR Module high-power
transistors (through testing) would be important as the radar design advanced. Their concern
was caused by at least three circumstances surrounding the choice or use of these transistors.
First, the TR Module design had been changed from a I -driving-4 design to a 1 -driving-2
design (the diagram in Figure 4 is of a 1 -driving-2 design; if it were a 1 -driving-4, we would see
two additional "Final PA" components). Obviously, the new design would require only half of
the high-power transistors to build the entire radar. However, a major factor in the decision to
choose the 1 -driving-2 design was the related choice that had already been made to use a small
dielectric for the TR Module circuit cards. Small dielectrics force larger circuits, and because a
small dielectric had been chosen, moving to the larger 1 -driving-4 (using 4 smaller circuits in the
TR Module) design would be nearly impossible. Thus, Raytheon was forced to choose the only
transistor of those it was considering that would support a 1 -driving-2 design.
Second, to avoid having to design a transistor internally and to save time, a commercial-
off-the-shelf (COTS) transistor was chosen. Unfortunately, the only COTS transistors that could
provide the functionality Raytheon needed had been designed for a separate application in a
different industry. Vendor data sheets were obtained using test circuits, frequencies, and power
levels different than the planned operating conditions of Raytheon's radar. Output power and
drain current variation between transistors could be estimated using vendor data sheets, but it
was impossible to tell if these estimations were valid. This was a concern because unforeseen
variation could cause the same problems Raytheon had been through many years earlier.
(Additional challenges of COTS parts will be discussed in more detail in Chapter 3).
Third, even during the initial stages of the TR Module power amplifier circuit design, the
drain current and output power specifications were already proving themselves difficult to meet.
20
Figure 4 shows how under some conditions either the drain current or output power
specifications were not met. Because transistor performance is a major determinant of output
power and drain current, a lack of sufficient performance margin in the design could result in an
unacceptable number of TR Modules not meeting specifications, especially if transistor
performance was found to be highly variable. As the design was improved to meet the
specifications, information regarding transistor variability would be crucial.
MAXIMUM DRAIN CURRENT
M
IM
P
0
W
E
R
Pout (Wafts)
Figure 4: Drain Current and Output Power Specifications
2.3 Revised Problem Statement
With these issues in mind, the broader manufacturing questions discussed in Section 1.2
can be rephrased and made specific to Raytheon's phased-array radar program:
Question 1: Will variability in output power and drain current stemming from transistor variation
pose a problem for TR Module yields during production? How much margin should be planned
for?
Question 2: Should we be concerned about variation between transistor lots?
Question 3: Will any tested transistors accurately represent the full production quantity?
Question 4: Are there any other improvements or cost-reducing efforts that can be achieved
using information obtained from transistor testing?
Question 5: Can test information be correlated with vendor data sheets to improve predictability?
21
The motivation for the internship can thus be described more specifically as determining
how transistor variability fits into overall performance.
22
3 Business Perspective
This chapter describes the business aspects of the defense industry, the types of contracts
that exist, and the common accounting methods used. This information will be useful for the
reader and will help in understanding the details of the internship project explained in this thesis.
3.1 Defense Industry Dynamics
A company that wishes to be competitive in the defense industry must know and apply
leading design and manufacturing principles. Contracts are most often awarded to companies
that have "proven" themselves as knowledge leaders. For example, the government may favor
companies that have shown advances in applying lean principles. For the past 18 years, the
Shingo Prize for Excellence in Manufacturing has been awarded to large and small companies in
North America for promoting new knowledge and understanding of manufacturing and business
improvement methods, systems, and processes. Raytheon has won the prize on several
occasions, which has undoubtedly assisted its efforts in winning government contracts.
While price and performance are important, these alone are not the sole determinants of
defense contract awards. Congressional legislation and political considerations may play just as
large of a role. In the summer of 2006, one U.S. Senator proposed requiring fixed-price
contracts for research-and-development work not deemed "too complex" to make a fixed-price
contract implausible. In turn, the defense industry lobbied to thwart the initiative, saying it
would inhibit innovation and wreak havoc on profits.8 Companies maintain lobbyists in
Washington and provide large sums of money to political action committees. Sometimes new
contracts may also be given to companies that need new business to ensure viability. Because of
these factors, some programs that may not be optimal for the competitive environment are kept
running.
Demand for weaponry is driven mostly by the US military's anticipated needs along with
the current geopolitical climate and budget allocations. In fact, the pentagon accounts for about
40% of global military weapons sales.9 During the massive military build-up of the cold war,
the US military purchased huge systems such as aircraft carriers, artillery, nuclear weaponry and
8 Jonathan Karp, "Congress Considers Fixed-Price Defense Contracts," The Wall Street Journal (3 July, 2006): A3.
9 Richard Tortoriello, "Industry Surveys: Aerospace & Defense," Standard & Poors Industry Surveys 174, No. 45,
Sec. 2 (9 November, 2006).
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missiles to counter the threat from the Soviet Union. After the threat waned, from 1985 through
1995, the weapons procurement budget of the Department of Defense (DoD) fell by more than
65%. 10 This forced industry consolidation as companies sought ways to maintain a solid bottom
line.
3.2 Defense Contracts
Most defense contracts can be placed into one of two categories: fixed-cost and cost-plus.
In a fixed-cost contract, the government agrees to buy (and the contractor agrees to sell) a
product at a pre-agreed upon price; in a cost-plus contract the final price is not set and the
contractor has monetary incentives (award fees) to complete tasks within time and under budget.
If time and budget overruns are significant, the government has been known to terminate
contracts for cause. Established rules attempt to reduce the likelihood of such a scenario. An
extensive system for reporting contract progress to the government exists, and contractors are
required to carry a "risk" budget as determined by the program risk manager. This budget is a
reserve of contract funds belonging to the program manager that are set aside for factors deemed
risks to the program. An example of risk is the potential for yield problems on the production
line of radar caused by transistor variation.
3.2.1 Fixed-Price Contracts
Fixed-price contracts are not used as often as cost-plus, and government contractors
would just as soon keep it this way. There is significantly more risk to the contractor under a
fixed-price contract. Budget overruns immediately begin to cut into the bottom line, with the
magnitude of loss dependent on the type of fixed-price contract that has been agreed upon. Firm
fixed-price contracts allow the contractor to benefit from any cost savings achieved by on-time
and under-budget completion, but the contractor also accepts full responsibility for overruns. In
fixed-price incentive contracts, cost overruns or savings based on the target cost are shared with
the customer up to a negotiated ceiling.
In fixed-price contracts, periodic progress payments are made to the contractor. These
payments can be based on a percentage of costs incurred or the target schedule for completion of
the contract. The remaining balances are paid upon delivery of the final product.
'0 William Kovacic and Dennis Smallwood, "Competition Policy, Rivalries, and Defense Industry Consolidation,"
The Journal ofEconomic Perspectives 8, No. 4 (Autumn, 1994): 91-110.
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3.2.2 Cost-Plus Contracts
Most military programs use cost-plus contracts. In these types of contracts, the
contractor is reimbursed periodically (usually monthly) for allowable costs based on its progress
in fulfilling the contract. Along with reimbursement, pre-agreed upon margins (fees) are also
paid to the contractor. As a minimum to receive reimbursement, materials must be received and
paid for, and receipts submitted to the government.
Several types of cost-plus contracts exist. Fixed-fee cost plus contracts pay a fee to the
contractor regardless of the final costs. Cost-plus incentive fee contracts incorporate increases or
decreases of the fixed fee within a certain range dependent on how well the contractor performs
in categories such as speed and cost. Cost-plus award fee contracts provide an award fee to the
contractor based on the government's discretion, specified in the contract according to various
"gates" that must be met.
The radar program under consideration at Raytheon was a cost-plus award fee contract
with 12 "gates" specified in the contract. In order to be awarded the fees, Raytheon was required
to meet certain criteria depending on the stage of contract completion. This can pose problems if
unforeseen factors take control. For example, if bad weather at the radar site were to hinder
groundbreaking efforts, award fees for subsequent gates may be delayed, impacting revenue
forecasts.
3.2.3 Revenue Recognition
The percentage-of-completion revenue recognition method is the primary method used by
defense companies. Revenues are recognized based on the percentage of work completed. Thus,
profits and losses are contingent on productivity rather than delivery of a final product.
Because revenues are recognized as a contract is completed, and reimbursement from the
government occurs periodically, revenue recognition generally occurs as payment is received
from the government. If Raytheon purchases parts and receives a payment from the government,
associated revenues and costs are recognized immediately, along with the respective profit or
loss. This somewhat unique facet of the defense industry and of the program under consideration
at Raytheon is important for understanding how the internship was completed.
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3.3 A Challenge: Commercial-of-the-Shelf Parts
As mentioned previously, one of the reasons we did not have a reliable estimate of
transistor variability and therefore required additional information about their performance was
because they were commercial-off-the-shelf (COTS) parts. A COTS part is one that is built
using commercial parts and tested to commercial standards. In other words, the customer buys
what the supplier offers as their standard product." Compared to military-standard parts not
produced commercially, COTS are generally lower cost, more readily available, can be found
from multiple vendors, and are manufactured in larger quantities. They often have mature
designs and are built to documented standards.' 2
3.3.1 COTS in Military Applications
On June 29, 1994, then Secretary of Defense William Perry released a memorandum to
senior military and civilian leadership that drastically changed the military acquisition process.
At the time, all military products, even items as simple as screws, were designed and tested to
standard military specifications (MILSPECs). The purpose of this policy was to ensure
reliability in mission-critical equipment, but it also had the secondary effect of causing a long
product development process (typically 7-10 years) and design and development costs much
higher than what otherwise could be achieved. Perry's memorandum, later known as the Perry
initiative, specified that non-government performance specifications should be used in programs
for any area where it was deemed not practical to use standard MILSPECs.13 In a press
conference, Perry summed up his thoughts as: buy more commercial products, make greater use
of commercial buying practices, use industrial specifications in place of military specifications,
and reduce costs.' 4
The movement to COTS integration has caused concern regarding the reliability of some
military products. The concern is that certain commercial standards may be less stringent than
" P.S. Winokur et al., "Use of COTS Microelectronic in Radiation Environments," IEEE Transactions on Nuclear
Science 56, No. 6 (1999): 1494-1503.
12 Edward Demko, "Commercial-Off-The-Shelf (COTS): A Challenge to Military Equipment Reliability," Annual
Proceedings, Reliability and Maintainability Symposium 1996.
13 William Perry, "Specifications & Standards - A New Way of Doing Business," Secretary ofDefense
Memorandum to Secretaries of the Military Departments, Chairman of the Joint Chiefs of Staff and Under
Secretaries ofDefense, 29 June 1994.
14 P.S. Winokur et al., "Use of COTS Microelectronic in Radiation Environments," IEEE Transactions on Nuclear
Science 56, No. 6 (1999): 1494-1503.
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military standards, causing premature failure of mission-critical systems (this concern is not
always valid; in some instances commercial standards are actually more stringent). Much of the
literature focuses on software because of the large amount of COTS software code that is used in
the defense industry. In fact, the concern about reliability in COTS-based systems extends
beyond the military. As an example, a Boeing 777 has 4 million lines of COTS code distributed
over 1,000 processors. Although this has reduced development and maintenance costs, one
might question what source code, if any, was available to Boeing for reverse engineering the
COTS software during development, and what types of systems are dependent on the code.15 A
user of Microsoft Windows on a personal laptop, to put things in perspective, is less likely to be
perturbed by the thought of a system crash than someone in an aircraft that uses Windows code.
Nevertheless, the movement to COTS in the aerospace industry and more importantly, in
the defense industry, seemed inevitable as the cost advantages, advances in commercial
technology, and shortening product development cycles available with COTS have outweighed
perceived disadvantages. The Perry initiative made this official. The focus has turned to
effectively managing the COTS-based systems integration process. When multiple vendors are
present, COTS selection is widely viewed as one of the most crucial phases in the product
development process.16 Issues include supportability, performance in a military environment,
COTS vendor cooperation, design data, and part obsolescence.' 7
3.3.2 Reliability, Availability and Maintainability
Testing COTS equipment is essential for overcoming the absence of data and
information. It can also provide assurance of design integrity and an estimate of equipment
reliability. The Department of Defense released a guide during the 2005 Reliability, Availability
and Maintainability (RAM) Symposium, which states that during system development one of the
most important activities is to identify potential failure mechanisms and to make design changes
15 Victoria Stavridou, "COTS, Integration and Critical Systems," IEE Digest 91/013 (Jan. 1997): 3/1-3/5.
16 Michael Ochs et al., "A Method for Efficient Measurement-based COTS Assessment and Selection - Method
Description and Evaluation Results," IEEE 7'h International Software Metrics Symposium (2001): 285-296.
17 Edward Demko, "Commercial-Off-The-Shelf (COTS): A Challenge to Military Equipment Reliability," Annual
Proceedings, Annual Reliability and Maintainability Symposium 1996.
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to remove them.' 8 The guide summarizes the five largest reasons for systems failing to achieve
customer requirements:
1)
2)
3)
4)
5)
Failure to design-in reliability early in the development process;
Inadequate lower level testing at component or subcomponent level;
Reliance on predictions instead of conduction engineering design analysis;
Failure to perform engineering analyses of COTS parts;
Lack of reliability improvement incentives.
The goal of the Raytheon internship was to enable all of these.
18 Yvonne Jackson et al., "The New Department of Defense (DoD) Guide for Achieving and Assessing RAM,"
Annual Proceedings Reliability and Maintainability Symposium, 2005.
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4 Variation Risk Management (VRM)
This chapter provides a more detailed explanation of VRM and the steps involved in its
implementation. Identifying and managing variability is difficult from both a process and
organizational standpoint. Implementing VRM requires an understanding of important
manufacturing concepts and a desire to tackle formidable challenges.
4.1 Definition
VRM is the practice of helping to identify, communicate, assess, and potentially control
the risks associated with variation in products. These risks include: the negative impact of a
system or sub-system falling outside specified tolerances, the cost of such a failure, and the
probability of its occurrence. The Identification-Assessment-Mitigation (I-A-M) methodology
for implementing VRM is a common approach and was proposed by Anna Thornton, former
professor of mechanical engineering at the Massachusetts Institute of Technology (MIT), and
proponent of VRM.19 While it is best to implement VRM as early as possible in the product
development process, it can still be applied during later phases such as production and well into
the product's life cycle.
Implementing VRM should also be an iterative process. Ertan describes a KC maturity
model as a self-assessment tool for companies, and asserts that Level 3 maturity is the most
desirable. At this level, changes are made during design and manufacturing by means of an
iterative design process to increase producibility. 20 Hix and Kittleson build upon this by
introducing an improved product development systems dynamics model that includes an
estimated product manufacturability and simulated process capability loop in addition to the
traditional design and rework loops. 2 ' This model is shown in Figure 5 in the form of a system
dynamics causal loop diagram. The center feedback loop indicates that estimation and
simulation are additional iterative methods that can be used for obtaining information about
process capability. This may be simpler and faster than waiting for market feedback or
19 Anna Thornton et al., "More than Just Robust Design: Why Product Development Organizations Still Contend
with Variation and its Impact on Quality," Research in Engineering Design 12 (2000):127-143.
20 Basak Ertan, "Analysis of Key Characteristic Methods and Enablers Used in Variation Risk Management," MSc,
Massachusetts Institute of Technology, 1998.
2] C. Hix and E. Kittleson, "Leveraging Manufacturing Process Capability in Integrated Product Development,"
MSc, Massachusetts Institute of Technology, 1998.
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production tests. Note that in systems dynamics causal loop diagrams, correlations between
elements are represented by (+) or (-) signs attached to each linking arrow. Thus, increased
product manufacturability estimation leads to less of a simulated process capability gap, which
leads to more performance capability data feedback.
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Figure 5: Product Development Feedback Loop
Ideally, gathering accurate information regarding component performance would help with
estimating product manufacturability and closing this crucial iterative loop that breaks down the
wall between design and production.
4.1.1 Identifying Variability
Even the simplest product can have hundreds or thousands of characteristics, which
makes identifying the major parameters whose variation will impact performance a complex and
important aspect of VRM. Identification is the process of determining which customer
requirements are most likely to be impacted by variation and tracing these requirements to the
lowest level of contribution to such variation (recall that these parameters are defined as KCs).
The result of the identification process is a KC flow down or variation flow down diagram.
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Figure 6 shows how a flow down can occur for identifying KCs that impact an airplane wing
contour.
U oeing 767
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Figure 6: Aircraft Stabilizer Wing Product Key Characteristic Flow down
A system should be in place to identify KCs early in the product development process.
The starting point is the voice of the customer, with customer requirements translated into
system critical requirements. The difficulty, as one can imagine, is moving from the hundreds or
thousands of system characteristics to the few that impact customer requirements and should be
focused on for VRM. Attempting to monitor and mitigate variation in every system
characteristic would be impractical if not impossible. One technique is to establish cross-
functional teams to discuss and finalize KCs. With this technique, tacit knowledge in the
organization is extremely important. Raytheon's explicit methodology is to employ a cross-
functional team that evaluates and agrees upon every KC; all team members are provided the
opportunity to provide input and feedback on the potential KC if they cannot participate during
the "KC workshops or meetings." 23
2 Anna Thornton and D. Lee, "The Identification and Use of Key Characteristics in the Product Development
Process," Proceedings of the 1996 ASME Design Engineering Technical Conferences, 1996.23 Debra Herrera, "Key Characteristic Guidelines. Identification, Maintenance, and Implementation," Internal
Raytheon Company document, 2006.
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Another methodology for identifying KCs is Variation Mode and Effect Analysis. 2 4
Although VMEA was not used during the internship or in the context of this project, we did want
to briefly describe the process as a means for conveying that a more structured methodology can
exist for identifying KCs in addition to the tacit knowledge-based informal process. The four
steps of VMEA are:
1) KC Selection: define product characteristics and select the ones for which reasonably
anticipated variation might have significant impact on product safety or functional requirements;
2) KC Causal Breakdown: for each KC, determine key varying elements affecting it and denote
them as sub-KCs. Assign them weights on a 1-10 scale;
3) Noise Factor Identification: For each sub-KC, identify noise factors and assign them weights
on a 1-10 scale;
4) Based on the given weightings, calculate a Variation Risk Priority Number.
As one can see, VMEA is essentially a decision matrix that assigns weights to different
variables. It is a structured process that can be valuable for organizations new to VRM and
seeking a way to standardize the practice.
Other structured methodologies exist for identifying KCs. Engineering models that apply
matrix transform equations can be useful for identifying which part variations are likely to
propagate strongly to higher level variations (also called variation buildup models). However,
regardless of whether formal, structured, or informal methods are used, institutional knowledge
will play a large role in determining and deciding on KCs. It is important therefore to employ
cross-functional teams and have multiple checks on assigned KCs before driving forward with
assessment and mitigation.
4.1.2 Assessment
Assessment is the process of determining the relative risk and cost of each KC. Inputs
include data on variation costs, data on capabilities of manufacturing processes and a model of
24 A. Chakhunashvili et al., "Variation Mode and Effect Analysis," Annual Proceedings, Reliability and
Maintainability Symposium, 2004.
25 Daniel Whitney, Mechanical Assemblies: Their Design, Manufacture, and Role in Product Development, Oxford
University Press, 2004.
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how variation in the parts and processes impacts customer requirements. During design the goal
of assessment is to predict the cost and likelihood of producing a defective product; in
production the goal is to measure the total cost of variation.
A framework for assessment is presented below:
1) Assessments should consider individual feature variation and the impact of feature variation
on system requirements using KC flow downs;
2) Assessment activities must be shared and coordinated among organizational functions;
3) Information and documentation from assessment activities must be maintained and
accessible;
4) Assessment must be used to validate potential KCs before they are considered for mitigation;
5) Assessments of robustness should be completed for quantitative measures through use of
hardware, analytic models and/or computational systems;
6) Assessment should measure the impact of dimensional variation on functional performance;
7) Assessment should use process capability feedback information whenever possible;
8) Assessment should prioritize validated KCs to ensure proper application of mitigation
measures.26
Often, actual product information is not accurately known until later in product
development. Therefore, variation models and simulation are needed for assessment, especially
if the product is an entirely new design where process capability tools (discussed in Chapter 5)
are less effective. Such models include: comparisons to previous designs, Monte Carlo
simulation, Geometric-Based Variation Simulation Software, and prototypes. Regardless of
what model is used, the inputs will be important determinants of the results and eventual
mitigation strategy chosen. The more incorrect the model and its inputs, the higher the
probability of generating incorrect model outputs.
4.1.3 Mitigation
Mitigation is the process of reducing either the magnitude or impact of variation. The
appropriate mitigation strategy should depend on a team consensus for where the most impact
26 Donald Jay, "Evaluation and Assessment of Variation Risk Management and the Supporting Tools and
Techniques," MSc, Massachusetts Institute of Technology, 1996.
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can be had at the lowest cost, as well as at which stage the product is in the development process.
Mitigation strategies fall into two broad categories: design changes and process improvements.
Because there is more than one way to mitigate risk, cost/benefit analyses often support risk
mitigation strategy decisions.27 As a result, a small design change that mitigates large variation
risks is often desired over a process improvement once production has started.
There are at least five major categories of risk mitigation: design change, process change,
process improvement, process monitoring, and inspection. 28 Design changes, while yielding the
most improvement overall, are sometimes cited as the most expensive mitigation strategy. This
is because design changes are often thought of as occurring after production has begun, in which
case the cost of stopping production and starting the design over are extremely high. However,
there may be instances where design changes can occur well before production starts, yielding
significant improvements at much lower costs.
4.2 VRM in Industry
Although the risks of variation have been recognized for several years, companies
continue to struggle with variation during product development. 29 Most companies understand
that efforts to reduce variation through better design or better processes will likely reduce their
costs. Thornton contends that to effectively manage variation during product development, other
tools must be used in conjunction with the I-A-M process. Concurrent engineering, a method in
which certain development tasks are carried out simultaneously instead of sequentially, is
important because manufacturing teams must be involved during design to help identify where
the product may suffer from variation issues. Using Integrated Product Teams, where
representation from multiple groups each provide input and are involved at various stages of
development, is essential for ensuring a product is optimal for the organization as a whole. A
Stage-Gate Product Development Process provides structure and keeps an organization on track
with VRM, which can be neglected if not properly monitored. At Raytheon, all three of these of
these tools are used, yet efforts still need to be made to ensure VRM is pervasive.
27 Anna Thornton et al., "More than Just Robust Design: Why Product Development Organizations Still Contend
with Variation and its Impact on Quality," Research in Engineering Design 12 (2000):127-143.
28 Anna Thornton, "Lecture 21: Variation Risk Management," Class Notes, Integrated Product and Process
Development, Cambridge: Massachusetts Institute of Technology, 2000.
29 Ibid.
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One stereotype of the defense industry is that there is a lack of incentives caused by
interlocking political structures and a somewhat non-competitive environment. A study was
conducted by Thornton, et al., assessing 19 companies with Ertan's maturity model. They found
two groups of survey results: the first group produced military and aerospace products and
consistently had lower maturities than the second group, which produced commercial products
such as automotive and copier systems. This difference was not unexpected, as aerospace and
military companies typically lag behind commercial products in the adoption of new product
development practices. 30 An exception may be Raytheon Company, which as this thesis shows
has taken dramatic steps towards mitigating risks associated with KCs.
4.3 Implementing VRM
Although a good way to implement VRM during product development is to iterate the I-
A-M procedures as often as possible at each stage of product development, it is often not
possible to predict variation and costs exactly. Early in the design process, product models and
predicted process variation data have a high degree of uncertainty, and this uncertainty can
significantly affect actions taken in subsequent stages.31 While modeling and simulation tools
provide methods for modeling systems of systems and integrating multiple sources of variation,
they are often based on estimated distributions of the underlying features or parameters. Even if
an organization is taking steps to design around predicted variation, prediction errors will cause
over or under-design; too much may be spent either in design or rework.
Figure 7 shows various tools and how they can be used at different stages of a product
development process. 32 At later stages, when information gains more fidelity, assessment tools
become more detailed. One of the goals of the internship was to find a way to make assessment
more quantitative earlier in the process and avoid making "back-of-the-envelope estimates"
during product architecture design.
30 Anna Thornton et al., "More than Just Robust Design: Why Product Development Organizations Still Contend
with Variation and its Impact on Quality," Research in Engineering Design 12 (2000):127-143.
31 T. Browning et al., "Adding Value in Product Development by Creating Information and Reducing Risk" IEEE
Transactions on Engineering Management 49, No. 4 (2002): 443-458.
32 Anna Thornton, Variation Risk Management, Hoboken, New Jersey: John Wiley & Sons, 2004.
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Figure 7: Integration of VRM with Product Development
In this chapter we often referred to tools such as modeling and simulation. In fact, most
companies already have a myriad of tools available that can be used to implement VRM in a
structured manner. The next chapter will go into more detail explaining a few of these.
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5 VRM Tools
In this chapter several tools that can be used throughout the VRM process are described.
Many of the tools are already formalized and used in some fashion at Raytheon and other
companies; the following explanations attempt to describe the extent to which they are used and
how they related to the internship.
5.1 Key Characteristic (KC) Implementation
At this point the reader should understand the role of KCs in VRM. Nevertheless, the KC
implementation process is reiterated here as an important VRM tool. According to Raytheon, a
KC is a feature of a material, component, product, or system whose variation has significant
influence on safety, performance, fit, service life, or manufacturability, and cannot be easily
controlled to its specified tolerances. KCs may also be referred to as Critical Parameters. A
designer's goal should be to minimize the number of KCs through robust design techniques and
to minimize the design's susceptibility to variation. Monte Carlo simulation and tacit knowledge
sharing are methods that can be used to identify KCs.
As previously mentioned, identification of KCs should begin as soon as requirements are
flowed from the customer. Some industries that have attempted to integrate KC identification
into the product development process by including this step in the requirements generation
phase. Debra Herrera, a senior engineering scientist at Raytheon at the time of the internship,
believes that tacit knowledge plays a crucial role in KC identification. Especially during the
initial stages of product development, the experience of subject matter experts is often the only
way to identify KCs. In some cases, it will be difficult to actually know the KCs until the design
is complete.
Occasionally, a suspected KC exhibits extreme variation, but actually falls well within
the specification limits. In this case, it is actually not a KC because the variation will have only a
minor affect on meeting specifications. Although reaching this scenario may have already
involved over-design, only if a feature will significantly impact the final cost, performance, or
safety of a product when it varies from nominal is it a KC.34
3 Debra Herrera, "Key Characteristic Guidelines. Identification, Maintenance, and Implementation," Internal
Raytheon Company document, 2006.
3 Ibid.
37
Raytheon Company has a documented methodology for identifying, maintaining, and
implementing KCs.3 5 Identification occurs through focus groups, followed by statistical design
methods and simulation to refine actual KCs, which are further subdivided into Key Product
Characteristics and Key Process Characteristics. The literature advocates both a top down and
bottom up process for KC identification. During new designs a top down approach should be
used, and during re-designs or improvements a bottom up approach is best.
5.2 Process Capability Analysis Toolset (PCAT)
Raytheon has significant experience in predicting yields based on process capability.
They have developed a custom software tool, the Process Capability Analysis Toolset (PCAT),
for predicting first-pass yield, cost, and cycle time early in the product design process. Its
purpose is to assist in quantifying the impact of key design features and characteristics on
manufacturing processes, enabling tradeoffs early in the design process.
PCAT uses a database of process capability models based on historical data and expert
knowledge validated against actual production data. A graphical user interface allows a designer
to input the associated process and parameters for a given design. The software then queries the
database for Defects Per Unit (DPU) estimates of each process and combines these to give a
resulting DPU and associated first-pass yield prediction for the design. At Raytheon's Andover
facility, PCAT is presently used extensively in areas such as Circuit Card Assembly and Metal
Fabrication.
5.3 Design for Quality
Design for Quality (DFQ), also know as robust design, is the process of building quality
into a product during design, improving reliability and reducing operating costs by making the
product insensitive to variability in processes or the environment. 36 It addresses quality from a
customer standpoint by focusing on the quality of sub-level products that make up the whole.
Quality Function Deployment (QFD), the process for carefully considering customer
requirements and transferring them into specifications, and is thus a very important part of
" Ibid.
36 Madhav Phadke, Quality Engineering Using Robust Design, Englewood Cliffs, N.J.: Prentice Hall, 1989.
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Design for Quality.37 Taguchi methods are used in DFQ, which is often more beneficial than
inspection-based quality control techniques, where the quality of a product remains
undetermined until the product is built and tested (an expensive process that also delays the
release of new products to the market).38
In the case of Raytheon's radar, DFQ was used to flow customer radar requirements to
engineers through an extensive systems engineering process. For example, the requirement to
detect an object thousands of miles away can be ultimately translated into output power and
drain current requirements. Quality Function Deployment led to the TR Module specifications,
which combined with other component specifications will define the overall radar performance
requirements.
5.4 Quantitative Methods
Variation modeling uses quantitative methods to predict how part and process variation
impacts customer requirements. It is primarily used to predict out-of-tolerance frequencies, to
identify part and process features that contribute the most variation, and to evaluate design or
process changes. Simple (low-fidelity) models may not capture the nuances of a complex
problem, but can be used early in the design process when detailed models are impossible to
build.
Ideally, modeling is used throughout the design process; however, less than half of
commercial projects systematically model variation.39 Inputs into variation models include
production capability analysis and the parameters of product characteristics generically sensitive
to variation. Depending on the stage of product development, inputs for a chosen model have
varying degrees of fidelity.
5.5 Management Support
Management support is essential for an effective VRM strategy. Although management
would like to control variation, most companies do not effectively support VRM. Companies
will provide resources for VRM but when crises occur, those resources are often diverted. In
3 Tsai-C. Kuo et al., "Design for Manufacture and Design for 'X': Concepts, Applications, and Perspectives,"
Computers & Industrial Engineering 41 (2001): 241-260.
38 Bimal Nepal et. al., "A Methodology for Integrating Design for Quality in Modular Product Design." Journal of
Engineering Design 17, No. 5 (2006): 3 87-409.
39 Melissa Tata and A.C. Thornton, "Process Capability Database Usage in Industry: Myth vs. Reality," Proceedings
of the 1999 ASME Design Engineering Technical Conferences, 1999.
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aero/military companies, VRM ideas are 'encouraged' but only limited resources are allocated
for their execution. 40 Even at Raytheon, where engineers and senior subject matter experts were
concerned and aware of the need to define transistor variation, the resources to conduct trade
studies were not easy to obtain. The opportunities to execute a plan were only made available
once management incentives were aligned.
5.6 Supplier Relationships
Literature also supports strong relationships with suppliers during product development
and in implementing VRM. 41 The benefits of these relationships became apparent during the
internship. At one point, we realized that correlating test results with the vendor data sheets
could improve predictability. However, to do this we needed serialized data from the supplier
for individual transistors, something that was not part of the normal protocol (although the
supplier normally provided its internal test results, they were aggregated at the assembly lot
level). Fortunately, a strong relationship forged with the supplier during the internship allowed
negotiations that led to 200 transistors undergoing additional testing at no additional cost.
Although the attempt to define a correlation proved fruitless, the benefits of strong supplier
relationship were underscored.
5.7 Summary
This chapter has discussed a few of the tools available for use in implementing a
successful VRM strategy. Most companies already have these resources at their disposal. An
essential element of VRM is harnessing these resources and applying them in a structured
manner.
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40 Ibid.
41 Ibid.
6 Testing and Analysis
We have discussed several tools that can be used in implementing VRM, as well as some
of the difficulties of launching a new product where no prior manufacturing information exists.
During the internship, we developed an unconventional yet effective way to obtain valuable
information about the TR Module transistors. This chapter describes the test planning and how
transistors were obtained. We also describe an opportunity that existed to achieve synergies by
removing a step in the production process and thus saving significant amounts of money.
6.1 Test Station Software
After many discussions with subject matter experts at Raytheon we decided to test the
transistors using continuous wave signal, a method that generates much more heat than the
alternative of using a pulsed signal. Thus, to reduce test times and heat exposure we also
decided to control the test electronically using Labview, a software package developed by
National Instruments. Short for Laboratory Virtual Engineering Workbench, Labview is a
graphical development environment used to control laboratory equipment, conduct measurement
analysis, and present data. We decided we were justified in committing time and resources
towards coding a separate program in order to reduce test time and measurement error.
6.2 Obtaining a Test Sample: A Change in the Product Development Process
We originally intended to purchase approximately 200 transistors as test samples.
Unfortunately, even though the estimated cost of the total project was low, there was no
allotment in the budget, which made the planned purchase nearly impossible. However, we were
able to align incentives by developing a plan that benefited several parties, including the
government, program management, and the operations team. This allowed us to purchase the
needed transistors.
The radar program had actually fallen behind forecasts made in the previous year, and
management was under pressure to accelerate its yearly revenue. The way we finally purchased
the transistors was to suggest that by purchasing the transistors, revenue could also be
accelerated (recall from Section 3.2.3 that Raytheon can book revenue once the parts are paid for
and received, and the government is in turn billed for these parts). Because the decision was
made to accelerate revenue, the entire quantity of transistors to be used in production was
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purchased above and beyond the test sample, because purchasing the entire quantity had a much
larger effect on increasing revenue.
Purchasing more than 10,000 transistors before the design was complete could be viewed
as a significant risk. However, we viewed it as a benefit, because it was now possible to
characterize the actual transistor population that would be used in the radar. In fact, the purchase
reduced the overall risk of the program significantly, in line with government expectations. If
transistor variation turned out to be so large that they could not be used in the radar, we would be
much worse off to find this out during production. Nevertheless, without aligning certain
incentives, the transistors may not have been purchased at all. Although we would not
characterize as a crisis the fact that Raytheon had fallen behind revenue forecasts, the above
situation does lend credence to the theory that a crisis is required for emphasis to be placed on
variability management. 42
This marked a significant shift in the product development process and is important for
understanding how this internship marks a new methodology for obtaining valid information
regarding variability. The shift is depicted in the diagram below
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Figure 8: Revised Raytheon Product Development Process
The arrow in the diagram represents an entire step moved from the product and deployment stage
of the product development process to the design phase. Instead of purchasing the product
quantity immediately before assembly, they were purchased two phases and many months
earlier!
42 Anna Thornton, Variation Risk Management, Hoboken, New Jersey: John Wiley & Sons, 2004.
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6.3 Test Procedures
The general procedures for the test were as follows:
1) Ensure electrical power and RF signal generator is turned off;
2) Screw transistor into circuit and clamp down leads for connectivity;
3) Ensure electrical leads and ground wires are connected to the circuit;
4) Turn on power sources;
5) Set quiescent current or gate voltage to the transistor;
6) Run test program.
The Labview program controlled the test so that each transistor was driven at 5 power
levels at each of 9 frequencies across the planned operating band. In addition, we planned to
measure a single transistor several different times throughout the testing (to be used as a control),
the results of which would be used to determine measurement error.
During planning we found that the test could be designed so as to determine the necessity
of one particular step in the production process. For a transistor to work, power must be supplied
to the circuit as well as the transistor itself. One power lead provides gate power to the transistor
on the order of 2 volts. When this voltage (called the bias voltage) is applied and before RF
power is sent to the circuit, a quiescent current is created in the transistor. The radar design
includes a potentiometer that can be tuned to set the bias voltage and thus the quiescent current,
with the belief that setting a constant quiescent current from transistor to transistor will reduce
variation. The decision was made to test some transistors without tuning the bias voltage; if no
significant additional variation was seen, it would be possible to remove the DC Bias Test and
Tuning steps shown in the process flow diagram in Figure 9, and used a fixed resistor in place of
the tuning potentiometer.
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Figure 9: TR Module Transmit Side Assembly Flow Diagram
Table 1 shows the number of transistors that were tested (including those damaged during
test), and the production lots they belonged to. A work order refers to one assembly lot (during
assembly fabricated silicon wafer material packaged into a transistor casing); each transistor in
an assembly lot is made from the same wafer. The supplier also told us which assembly lots had
come from common wafer lots (a wafer lot is considered a single silicon crystal that is used to
produce multiple wafers). The actual work order and wafer lot numbers have been concealed for
confidentiality.
Transferred
# of Damaged to
Work Order Wafer Lot Transistors During Test Engineering Tested
1 B 10 4 6
2 9 1 8
3 D 28 28
4 25 25
5 E 25 25
6 50 50
7 F 15 15
8 C 53 1 20 32
9 A 3 3
10 P 30 1 29
Total 248
Table 1: Transistor
6 20
Wafer Lots Tested
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6.4 Managing Measurement Error
Mitigating variability in the test station itself was paramount. Measured variation would
be made up of two sources: variation in the product itself and variation in the measurement
process. Even when correctly used, a measuring instrument will always exhibit some variability.
The difference between the true value and the measured value can be due to one or more
of five sources of variation:
1) Bias- the difference between the observed average of the measurements and the reference
value, which is a value that serves as an agreed-upon reference for measurement values;
2) Repeatability- variation obtained with one measurement instrument when used several times
by an appraiser while measuring an identical characteristic on the same part;
3) Reproducibility- variation in the average of measurements made by different appraisers using
the same measuring instrument;
4) Stability- total variation in the measurements obtained with a measurement system on the
same master or parts when measuring a characteristic over an extended time period;
435) Linearity- difference in the bias values through the expected operating range of the gauge.
While debugging the test station, several sources of measurement error were found which
can be grouped into the aforementioned categories:
1) Warm-up time for the test amplifier;
2) Power meter measurement error for power readings less than 0 dBm;
3) Unexplained day-to-day changes in the lab environment;
4) Differences in set-up between transistors (i.e. how they are affixed to the circuit).
6.4.1 Bias
Bias was accounted for by ensuring that calibrations on test equipment were up to date,
and by calibrating the power meter before testing. All test equipment is calibrated periodically
by Raytheon's manufacturing facility to ensure that bias errors are minimized. In addition, the
power meter could be calibrated manually at the test station.
43 Frank Gryna, Quality Planning and Analysis, Boston: McGraw-Hill, 2001.
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6.4.2 Repeatability
Unexplainable, day-to-day changes in the test process can be associated with
repeatability. RF testing is fickle, and device measurements can change drastically over time.
Reasons include different temperatures affecting test equipment, humidity and other
environmental conditions, warm-up periods or non-use affecting measurements.
Using Labview helped mitigate this error: the increased testing speed allowed all tests to
be conducted in sequence over a 36-hour period. Without Labview, conducting each test
manually, it would have taken several days or possibly weeks to complete the testing.
Operator inconsistencies, which also fall under this category of error, were mitigated by using
Labview as well.
6.4.3 Reproducibility
Multiple appraisers were not used for testing, and so reproducibility was not addressed.
However, this form of error should be taken into consideration, especially when conducting tests
during production, as multiple operators are likely to be used.
6.4.4 Stability
A major contributor to instability was the test amplifier warm-up time. The test amplifier
provided the appropriate RF power level to the transistor circuit by amplifying a small signal
from the signal generator. The amplifier required at least a 30-minute warm-up time. We found
that if tests were performed immediately after turning the amplifier on, results were skewed.
Figure 10 shows the results of a simple calibration used to determine the appropriate warm-up
time and visualize the stable state of the test amplifier.
Test Amplifier Warm-Up Period
0 5 10 15 20 25 30 35 40 45
Time (Minutes)
Figure 10: Test Amplifier Warm-up Time
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6.4.5 Linearity
The HP438A Power Meter and HP8481A Power Heads were used to measure the
absolute power entering and leaving the circuit. Initially, for fear of burning the diodes inside
the power heads, enough attenuation was used so that the power heads never measured more than
0 dBm of power. In addition, the power meters were turned off each night. Initial test results
were non-linear and inconsistent; during subsequent research we discovered that the warm-up
period for the power meter is 24 hours44, and that the linear region for the power heads is
between +10 and +20 dBm.45 Once the appropriate changes were made, many of the
inconsistencies disappeared.
6.4.6 Measurement Error Calculations
Recall that throughout testing, a single transistor was measured several times to serve as a
control. Variation in this transistor was assumed to account for the measurement error remaining
after attempting to account for other forms of variation. The total measurement error can be
represented as the sum of the variances of all forms of error (assuming independent, identical
distributions):
IT 7 2 +.072Oerror = V7s' + causeB + . causeN
Once the measurement error has been identified, the actual product variation can be found using
the following equation
2 2 '
where o is the observed standard deviation, o- is the standard deviation in the product and -E
is the standard deviation of the measurement error. 46
44 Operating and Service Manual HP 438A Power Meter. United Kingdom: Hewlett Packard, Ltd., 1993. Available
from Agilent Technologies, http://cp.literature.agilent.com/ litweb/pdf/00438-90028.pdf.
45 Agilent EPM Series Power Meters E-Series and 8480 Series Power Sensors. United States: Hewlett Packard,
Ltd., 2006. Available from Agilent Technologies, http://cp.literature.agilent.com/litweb/pdf/5965-6382E.pdf.
46 Frank Gryna, Quality Planning and Analysis, Boston: McGraw-Hill, 2001.
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7 Achieving Results
Perhaps even more difficult than the challenge of obtaining the transistors, and definitely
more important, was the analysis and assessment of the test results. Recall that assessment is the
second step in the proposed VRM process. The test results merely provided the data needed for
the assessment. In this chapter, the VRM tools previously discussed will be used to analyze the
data and determine the extent to which transistor variation will affect radar performance.
Finally, mitigation strategies and key trade-offs will be discussed.
7.1 Data Compilation and Analysis
Because of the number of transistors and different conditions tested, the results included
more than 10,000 lines of data. The results were graphically presented as a means to better
understand the general performance of the transistors and to begin to make sense of the data.
This in itself was not a clear task because of the multitude of ways that the data could be
aggregated and presented. For instance, data could be grouped across all power levels, all
frequencies, or both. We found that at low frequencies and high drive levels the circuit
approximated planned operating conditions for the radar, and that by focusing on these
conditions that analysis would be manageable.
Table 2 shows the test data formatting, with actual numbers masked for confidentiality.
The reporting columns were built into Labview and individual transistor data aggregated into a
single database. Microsoft Access was used to manipulate the data and obtain transistor output
power and drain current sample statistics under multiple conditions.
Transistor Serial Control/ Nominal Measured Measured Drain
Number Work Order Number Wafer Lot Measurement Frequency Power Input Output Gain Current
113 2 10 B Control 1.00E+00 12 12.066 71.411 59.345 5.0936
113 2 10 B Control 1.OOE+00 13 13.056 72.501 59.445 6.6295
113 2 10 B Control 1.00E+00 14 14.066 73.401 59.335 8.2567
113 2 10 B Control 1.00E+00 15 15.066 73.991 58.925 10.1569
113 2 10 B Control 1.OOE+00 16 16.056 74.601 58.545 12.1773
113 2 10 B Control 1.OOE+00 12 12.067 71.617 59.55 5.1459
113 2 10 B Control 1.00E+00 13 13.067 72.637 59.57 6.6225
113 2 10 B Control 1.OOE+00 14 14.057 73.537 59.48 8.1571
113 1 2 10 B Control 1.OOE+00 115 15.037 74.277 159.24 19.7521
Table 2: Sample Data Output
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The large amount of data posed a further challenge for analysis; the sheer amount made
visualization of the results difficult. For the remainder of the analysis, we focused at any time on
only one of two conditions: the lowest tested frequency or the highest tested input power level.
For example, if analyzing results across the range of power levels, the lowest frequency was
chosen as the controlled variable, and when analyzing across the range of frequencies, the
highest power level was chosen as the controlled variable. This reduced the number of different
scenarios that could be analyzed. These conditions also most accurately represented future radar
operating conditions, with the low frequency band or highest power levels delivering the output
power in the test circuit similar to what the completed radar would have to deliver to meet its
requirements.
Figure 11 shows graphical representations of output power and drain current at low
frequency across the range of power inputs used during the tests, with actual values masked for
confidentiality. They highlight an important characteristic of the circuit learned during testing:
although the distribution of output power narrows at higher drive levels, the distribution of drain
current widens. In effect, there is a tradeoff between output power variation and drain current
variation.
ra In Current vs. Power In at Low Frequency Cutput Power Ys. Power r1at Low Frequene y
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Figure 11: Output Power and Drain Current at Low Frequency
The decrease in output power variation as drive levels increase was expected. In fact, as
mentioned briefly in Section 2.2, it was built into the design: the transistor can only deliver so
much power, and near saturation will exhibit less variation in output. Compression is the term
used to describe when a transistor nears its saturation point (the point where any additional input
power results in no additional output power). As compression increases, output power tends to
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be more resistant to variability in input power. Raytheon engineers understand this and therefore
have designed a certain amount of operating compression into the radar. However, as we came
to realize, this reduction in output power variation is somewhat offset by an increase in drain
current variation.
Before using any of the test results for simulation, comparison, and decision making, we
checked the normality assumption. Because statistical comparisons and Monte Carlo simulation
were planned, we wanted to apply the appropriate distribution and to know whether to use a
parametric or non-parametric approach for testing. Figure 12 shows example Normal Quantile
Plots for output power and drain current at a single drive level and frequency. The data appears
to cluster around the center-line, which would indicate normality. Subsequent Wilk-Shapiro
tests for normality were mixed - many exhibited good fits for normality while others didn't.
Although we validated the normality assumption, non-parametric approaches for any future tests
would also be appropriate.
.01 D6.10 26 50 .75 V0.0, 99" .01 D5.10 26 .50 .75 90.96 J9
7V7
Figure 12: Normal Quantile Plots for Output Power and Drain Current
7.2 Applying Data to a Radar Model
A complex model was created that predicted TR Module performance, including phase
shift between the two power amplifiers and all pieces of hardware leading from the radar power
supplies to the antenna elements. This model created a perfect medium for using the transistor
test results.
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7.2.1 Simulating Performance
The model used by the engineers to predict TR Module performance fortunately was
created in such as way that made applying the transistor test results relatively simple. A data
table had been constructed consisting of indexed frequencies and input powers across the
frequency band and planned operating levels. Ordinarily, the table contained the latest results
from lab testing. Using the Excel simulation package Crystal Ball, sample statistics for various
conditions (frequency and input power) were entered into the table. TR Module performance
was then simulated using random variation according to the distribution characteristics obtained
from the tests.
Correlations were also calculated using the statistical package JMP and used in the
model. Because a higher output power corresponds to a higher drain current, simply allowing
the modeled variations in output power and drain current to occur independently would not be an
accurate representation of radar performance. Figure 13 shows a sample correlation matrix at
low frequency and high output power. The correlations were used in Crystal Ball to obtain more
reliable predictions for each simulation run.
Ouxrt Ppu /
Ir Drain
Current
Figure 13: Correlation Matrix for Output Power and Drain Current
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7.2.2 Results and Analysis
At the time of the analysis, the radar design was still evolving; we therefore did not
attempt to predict the actual TR Module yield. Rather, we used the simulation results to gain
insight into the expected output power and drain current distributions. We found that the
predicted variability for output power was extremely small relative to the specifications. With
the amount of compression built into the TR Module amplifier designs, little margin would be
needed and output power variability would be negligible. However, we found that drain current
did pose a problem. Because of the tradeoff between variability in both output power and drain
current, the planned compression resulted in higher drain current variability. Although there was
no specification on drain current variability, the TR Module yield during production could be
lower than desired if too little margin ended up in the design.
System performance is difficult to analyze in complex designs such as radars because any
change in the performance of one characteristic is likely to affect another. It is therefore logical
to attempt to determine the impact of a TR Module not meeting the drain current specification.
Recall from Section 2.1.3 that one TR Module exceeding the specification can be offset by
another that doesn't. However, we should also consider what happens if the average drain
current across a group of TR Modules supported by one power supply begins to exceed the
specification. If this scenario occurs, the power supply will restrict voltage to all supported TR
Modules, which will correspondingly lead to lower output power and drain current until the
power supply can handle the load. In other words, output power, voltage and drain current will
self-adjust until equilibrium is found and the power supply is no longer outside its own
specifications.
The transfer function defining how the power supply reaches equilibrium is quite
complex, and was not derived during the course of the internship. Instead, we assumed a linear
adjustment in TR Module output power and drain current. Figure 14 demonstrates how this
linear adjustment would occur.
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Figure 14: Drain Current Distribution
We begin by considering an estimated nominal design for drain current. The assumed variability
in drain current is calculated using one specific output power, because in theory, TR Module
drain current will be tested during production after driving them to a single output power near the
specification. Choosing one output power for reference, we assume the distribution of drain
current at this point is the predicted variation for any chosen output power. Figure 14 shows
drain current vs. output power at low frequency and high drive level. This variability is the
assumed margin needed at the lower specification limit for output power.
After predicting drain current variation, we identified a potential tradeoff between
the design and manufacture of the Raytheon phased-array radar. One course of action for
mitigating drain current variation is to commit enough resources towards the design of the TR
Module to be sure of obtaining an acceptable yield. A nominal design can be targeted such that
the variation around that nominal based on predicted variation results in a given TR Module
yield. The other course of action is to plan on sorting TR Modules as they leave the production
line, ensuring that the average drain current across each group of TR Modules supported by a
single power supply does not exceed the specification. This would also require additional
resources, except that they would be committed during production and thereafter (including
during assembly of the radar at the designated site) as opposed to during design. For example,
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an additional person or persons and an additional station in the production line would be required
to monitor the TR Modules, ensuring each group meets the specification on average. Additional
effort would be required to ensure that the TR Modules are placed in the appropriate location on
the radar after traveling to the final site. Thereafter, a system would need to be in place to ensure
the integrity of each group during scheduled or unscheduled maintenance and if TR Modules
must be removed from the radar for any reason.
Figure 15 illustrates the tradeoff between design and manufacturing resources. The
distribution seen in the figure is actual TR Module simulation output. As the distribution is
shifted to the left by moving the nominal design, a smaller percentage of the distribution falls
outside of the drain current specification. This represents the results of applying additional
design resources. If less design resources are used, the nominal design shifts to the right,
representing less design margin. More TR Modules fall outside the specification and sorting is
required.
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Figure 15: Tradeoff Diagram Enabling Decision Making
These results reinforce the case for having a concurrent engineering process. Neither the
engineering nor operations leads would be ecstatic with straining their budgets to provide
additional resources. However, the tradeoff is essential for leaders at all levels to understand.
Identifying and addressing the problem sooner is a much better alternative to identifying it later.
The concept is also something that has been recognized in industry for at least the past 15 years,
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as the "throw the design over the wall" methodology has evolved into concurrent/simultaneous
engineering, design for manufacture, and robust design. 47
7.3 Removing a Production Step
In Section 6.3 we discussed how the test setup would allow us to evaluate the DC Bias
Test and Resistor Tuning step in the planned production process. This section describes the
pertinent analysis and results.
7.3.1 Analysis of Variance
Statistical comparisons were used to evaluate the differences between the two groups of
transistors tested under the different bias conditions. We noticed that the mean output power and
drain current at each frequency were quite similar between each condition. More importantly, in
instances when they were not, the differences could explain other parameters in a manner
consistent with all previous testing. For example, when output power was higher for one
condition, output power variation decreased and drain current increased. This indicated that if
the output power could be controlled, the performance of TR Modules whose quiescent currents
had not been set could be made consistent with those that had. Thus, the DC Bias Test and
Resistor Tuning step in the production process could be removed if the appropriate fixed
resistance level was chosen so as to properly control output power.
Using the statistical program JMP, five different tests were first conducted to determine if
the output power and drain current variances were equal between results from the two bias
conditions (the tests used were the O'Brien, Brown-Forsythe, Levene, and Bartlett tests, and are
described in more detail in Appendix A). These tests tell us whether it is likely any differences
in the variances happened by chance based on the sample sizes and sample variances. A p-value
of 0.05 was used for significance; a p-value of less than 0.05 indicated that there was more than a
95% chance that differences in sample variances did not occur by chance.
The purpose of testing whether the variances are equal was to determine which t-test (or
F-test) to use when comparing sample means under different bias conditions. The Student's t-
test for comparing means assumes equal variances. If the variances are thought to be unequal, a
4 Steven Eppinger et al., "Organizing the Tasks in Complex Design Projects," Proceedings ASME Conference on
Design Theory and Methodology, 1990.
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separate t-test, called Welch's t-test, may be used. Appendix B describes the Student's t-test and
Welch's t-test in more detail.
Table 3 shows the results for both the equal variance and means tests. Highlighted cells
indicate significance that the means or variances were different; note that under most conditions
we conclude that the means and variances were not statistically different.
Comparison of Output Means Under Different Bias Conditions
t-statistics Freg 1 1 Freg 2 Freg 3 Freg 4 Freg 5 F !6 g Freg 8 Freg 9
t Ratio 1.4057441 1.906987 1.59654 1.92995 1.8901 1.878846 1.77736 1.808637 1.765247
Prob > Itl 0.16111 0.0578 0.11171 0.05481 0.06 0.0615 0.0768 0.0718 0.0788
Comparison of Output Variances Under Different Bias Conditions
F-Test Fre 1 Fre 2 Freg 3 1Fre 4 Fre 5 Freg 6 Fre 7 Freg 8 Freg 9
O'Brien[.5] 0.1617 0.469 0.5046 0.5588 0.7293 0.8567 0.5232 0.4388 0.5292
Brown-Forsythe 0.1503 0.1646 0.5206 0.7477 0.7268 0.8682 0.5468 0.2499 0.3241
Levene 0.0849 0.0948 0.4463 0.6371 0.7218 0.9518 0.4434 0.2372 0.3069
Bartlett 0.1803 0.2386 0.2575 0.3794 0.6961 0.7777 0.3777 0.199 0.2691
F Test 2-sided 0.146 0.196 0.3016 0.43 0.77441 0.8584 0.4345 0.2355 0.3128
Comparison of Drain Current Means Under Different Bias Conditions
t-statistics Freq 1 jFreq 2 Freq 3 Freq 4 Freq 5 Freq 6 Freq 7 Freq 8 Freq 9
t Ratio 1.3451181 1.7691411 1.9767921 2.235221 2.38100 3.2666 2.445742 2.620874 3.2416
Prob > ItI 0.17991 0.0782 0.0883 0.0885
F-Test
Comparison of Drain Current Variances Under Different Bias Conditions
Freq 5JFreq 1 1Freq 2 JFreq 3 JFreq 4 -1
O'Brien[.5] 0.9705 0.754 0.661 0.2517 0.168
Brown-Forsythe 0.6339 0.8463 0.5986 0.3276 0.220
Levene 0.707 0.9996 0.583 0.3364 0.220
Bartlett 0.9688 0.7538 0.6537 0.2904 0.183
F Test 2-sided 0.8848 0.8338 0.5778 0.2426 0.149
Table 3: Results for Variance and Test Und
F 6 Freg 7 Frq8
0.1443 0. 122":
1 0.1634 0.294-1
0.18281 0.2537
0.12741 0.1352
.11 0.107E
er Different Bias Conditions
The results of these tests indicate that at nearly all conditions, there was at least a 95% chance
that any observed differences happened by chance. We can conclude that there was not enough
evidence to reject the null hypothesis that the two bias conditions generate equal results. This is
a reasonable conclusion, but should be complemented by reporting the Least Significant Value.
7.3.2 Using Least Significant Value (LSV)
Sample sizes play a large role in the validity of the t-tests discussed above. With a larger
sample size, smaller differences between means or variances will be found statistically
significant. In our case, the sample sizes were 216 and 18 from the bias tuning and constant
voltage conditions, respectively.
The reason for the lopsided numbers was the design of the test. Although the evaluation
of the production step was important, the primary purpose was characterizing transistor
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performance, which seemed best done by testing as many transistors as possible under the same
conditions. In retrospect, the test could have been designed more efficiently, but we wanted to
ensure proper completion of the primary task and settled on testing approximately every 10 or 15
transistors at a constant bias voltage instead of a higher proportion.
The Least Significant Value (LSV) is an important metric that should be calculated for
most test statistics. It is especially important when the test statistic does not show significance.
The LSV is the smallest observed difference that would have been considered significant given
the sample sizes used in the test. Sometimes a novice confuses the role of the null hypotheses,
thinking that failure to reject the null hypothesis is equivalent to proving it. For this reason, it is
recommended that the test be presented in these other aspects that show how sensitive the test is.
Least Significant Values of Output Means Under Different Bias Conditions
t-statistics Freq I Freq 2 Freg 3 Freg 4 Freg 5 Freg 6 Freq 7 Freg 8 Freq 9
Difference in Means 0.038 0.038 0.048 0.066 0.081 0.060 0.069 0.060 0.058
Least Significant Value (LSV) 0.054 0.039 0.059 0.067 0.085 0.063 0.076 0.066 0.065
t-statistics 0.161 0.058 0.112 0.055 0.060 0.062 0.077 0.072 0.079
Least Significant Values of Drain Current Means Under Different Bias Conditions
t-statistics Freg I Frog 2 Freg 3 Freq 4 Freg 5 FrE 6 Freq 7 Freq 8 Freq 9
Difference in Means 0.171 0.186 0.154 0.17N 0.169 0.176 0.186 0.16 0.163
Least Significant Value (LSV) 0.25C 0.207 0.153 0.154 0.140 0.137 0.149 0.124 0.120
t-statistics 0.180 0.078 0.088
Table 4: Least Significant Values (LSV) for Means Differences
The actual values listed in Table 4 should not hold any particular significance for the
reader. However, they did provide a good benchmark for the internal analysis of the bias
condition test results. We used the judgment of some of the most experienced engineers when
considering the results from the means and variance tests, the LSVs, and the sample sizes used
for the test. We concluded that the test as it stood was valid for removing the production step,
but that additional testing should be conducted for verification once the design is finalized. Until
that point, a dual-footprint design will be used for the TR Module amplifier circuit that will
allow placement of either a fixed resistor or a potentiometer.
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8 Recommendations
Several insights were gained and shared with Raytheon throughout the internship. The
major recommendations moving forward are:
1) Continue to focus on improving concurrent engineering;
2) Focus on facilitating the design stages of the product development process;
3) Implement VRM early in the product development process;
4) Use VRM tool described in Chapter 5 as often as possible.
8.1 Continued Focus on Concurrent Engineering
Raytheon is a matrix organization: on the most basic level it consists of several cross
business teams (CBT) such as engineering, finance, operations, and human resources. These
teams are linked by business units and integrated product teams (IPTs) from current programs
within the company. Figure 16 shows the organizational matrix for the radar program during the
internship (names of individuals have been deleted for confidentiality).
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Figure 16: Raytheon Organizational Structure
The integration of CBTs into the radar program provided an interesting setting for this project,
which was conducted closely with radar engineers and designers but supported first and foremost
by the operations and manufacturing teams. Without a formal concurrent engineering process in
place to address the concerns of different stakeholders throughout the entire product
development process, the internship may have never come into existence.
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While Raytheon has made great strides in its concurrent engineering process, there is still
work to be done. As has traditionally been the case, tensions still exist between groups such as
engineering and manufacturing. For example, recall the early phased-array radar program that
required a re-design after production yields were unacceptably low. Such a course of action
causes undue stress between designers and manufacturers: the designers will blame the factory
for not being able to build their design and the factory will blame the designers for designing
something impossible to build. In one sense, the motivation for the internship was to avoid this
scenario.
Natural competition between groups can be viewed as a good thing: it motivates others and
creates an environment where people might achieve things they otherwise would not. However,
there is a point at which such an environment can become less than optimal and degrade group
performance, especially if engineers feel unappreciated or management feels unsupported.
Raytheon should continue to make sure these natural tensions create an optimal performance
environment.
8.2 Improve Design Efficiency
Inefficiency in the design process was clearly noticeable during the internship, especially
in the form of excessive design hours spent creating slides updating management and the absence
of the proper equipment readily available for certain tasks.
A case has been made that by the time a concept is defined, about 70% of the life cycle
cost is already committed, yet at that time, only 5% of the total project cost has been expended.4 8
Clearly the early stages of design have tremendous leverage on the outcome of the program's
performance. Thus, the design phase should be a deliberate process, carefully crafted to create
an environment for thought and exploration from brilliant engineers, but efficient enough not to
waste time. This requires effort from both engineers and management: engineers from the
standpoint of letting others know the type of equipment and resources they need, and
management from the standpoint of demanding this information, having checks and balances in
place so they know what the engineers really need, and taking the steps to provide the necessary
resources.
4' David Grieco, "Automotive Approaches for General Aviation Aircraft," Munro and Associates Report, available
from http://www.niar.wichita.edu/agate/Documents/Advanced%20Manufacturing/WP7.0-99970-003.pdf.
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8.3 Implement VRM Early
It is important for Raytheon to emphasize VRM early in the product development process
and leverage the knowledge available within the company. A Tuscon-based Raytheon team has
already spearheaded the VRM effort, with a team of engineer creating a web interface and
providing access to documents to guide local VRM programs through the entire product
development process. As noted during an internship completed in 2003, Raytheon already has
VRM documentation in the form of its Key Characteristics Designation System (KCDS),
stemming from the 1997 acquisition of Hughes Electronics' defense business. 49 The KCDS
manual describes how KCs should be identified, and emphasizes that identification should occur
as early as possible with steps taken to mitigate their variability. As a signal that VRM is not
pervasive in the Northeast facilities, resistance was noticed early on during the internship when
suggestions were made to conduct simulation and design of experiments to minimize sensitivity
to variation. A common justification for resistance is "we are already doing that;" this phrase
was heard often in quick response to suggestions and it was clear that they had either been
misunderstood or not listened to.
The basic steps for planning a VRM methodology are:
1) Getting management support;
2) Gathering organizational support;
3) Base lining the existing VRM procedures and tools;
4) Formalizing the VRM methodology;
5) Developing KC tracking methods;
6) Identifying lead users;
7) Developing training materials.50
Raytheon already has a formal methodology (step 4) for VRM and the tools for its
implementation. Scientists within the organization are well aware of the latest methods, benefits,
and pitfalls when implementing VRM. A method for tracking KCs is in place, as components of
design drawings can be designated as KCs in existing computer systems. Training materials and
49 Mack Lund, "Predicting Manufacturing Performance of New Radar Subassembly Designs," MSc, Massachusetts
Institute of Technology, 1998.
50 Anna Thornton, Variation Risk Management, Hoboken, New Jersey: John Wiley & Sons, 2004.
60
classes exist to teach VRM methods. Engineers are aware of the problems variation poses, as
senior personnel have worked through many problems in the past. Identification of lead users
and management support are lacking. Leaders within the organization must specify VRM
requirements in the design process for identifying, assessing and mitigating variation more
iteratively than the informal procedures already in place.
8.4 Use VRM Tools
Interestingly, when we first obtained the TR Module model that would be used for the
simulation, very few uncertainty calculations had been entered into the model. Two reasons are
presented for the lack of variability calculations in the model: 1) a lack of prior emphasis from
program management on variability risk during production, thus leading to a low priority for
analyzing the effects of variation, and 2) a lack of knowledge regarding precisely what variation
should be entered into the model.
The first contributing factor stems from a disconnect between senior program leadership
and front line leaders in the form of the type of information requested in periodic design reviews.
Several design reviews (i.e. System, Preliminary, and Critical Design Reviews) were scheduled
to take place in accordance with the Integrated Product Development Process. A risk
management program was also in place in accordance with DoD regulations.5 ' The program
monitored and budgeted for several risk factors, including low production yields and part
variability. This should have indicated the need for variation assessments, yet it was not
apparent that engineers preparing for design reviews were required to estimate variation or
simulate yields. Although models had been used to simulate variability in certain parameters,
such as signal-to-noise ratio, these methods had not been implemented in the TR Module model.
The second contributing factor, a lack of knowledge regarding precisely what variation to
enter into the model, had several causes. First, the fact that design was ongoing made production
variability difficult to assess. Second, as Raytheon was having difficulty just making the design
meet specifications, there was less of an immediate concern with variability and production
yields. Third, without a finalized design, the PCAT tool discussed in Chapter 5 was difficult to
apply, as circuit card database libraries are based on the types of components that will be used.
5 Risk Management Guidefor DoD Acquisition, Fifth Edition, Fort Belvoir, Virginia: Defense Acquisition
University Press, 2003.
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8.5 Summary
Some of the factors described above may have been out of Raytheon's control, but at the
same time the company was not making full, efficient use of the VRM tools available.
Incorporating these tools in a structured VRM process that leverages a strong concurrent
engineering structure we believe will benefit Raytheon in current and future contracts.
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Appendix A: Description of Tests of Equal Variances
Each of the four tests (O'Brien, Brown-Forsythe, Levene, and Bartlett) evaluate whether
the variances between groups are equal, but they all use a different method for measuring
variability. One way to evaluate dispersion is to take the absolute difference of each response
from its group mean. Mathematically, we evaluate lxi - x1for each response.
Levene's Test estimates the mean of these absolute difference for each group and then
performs a t test on these estimates. The model F statistic is from an anova on z = y - y I
where y, is the mean response for the ith level.
The Brown-Forsythe Test measures the differences from the median instead of the mean
and then tests these differences. Brown-Forsythe is the model F statistic from an anova on
zy =IyU - y, where y, is the median response for the ith level. If any z, is zero, it is replaced
with the next smallest z, in the same level. This corrects for the artificial zeros occurring in
levels with odd numbers of observations.
O'Brien's Test tricks the t-test by telling it the means were really variances. The test
constructs a dependent variable so that the group means of the new variable equal the group
sample variances of the original response. The O'Brien variable is computed as
(n, ~ ~ t( + co-)y.- in, -1)
ry (co)= " (n (. + where n is the count on the ith level, y, is the mean(ni - )(nj - 2)
response for the ith level, s, is the response sample variance for the ith level, and o is set to 0.5.
Bartlett's Test derives the test mathematically, using an assumption that the data is
normal. Though powerful, Bartlett's test is sensitive to departures from the normal assumption.
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0 log vi s i- j Vi log(s)
3(k - 1)
Bartlett's test is calculated as t = where v, =n, -1, v= Zvi,
ni is the count on the ith level and s' is the response sample variance on the ith level. The
Bartlett statistic has a X2 -distribution. Dividing the Chi-square test statistic by the degrees of
freedom results in the reported F value.
52 J. Sall, et al., JMP Start Statistics, Belmont, California: Brooks/Cole - Thompson Learning, 2005.
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Appendix B: Student's t-test and Welch's t-test for comparing means
The t statistic was introduced by William Sealy Gosset for cheaply monitoring the quality
of beer brews. "Student" was his pen name. The t test is frequently used to test the null
hypothesis that the means of two normally distributed populations are equal. Given two data
sets, each characterized by their means, standard deviations, and number of data points, we can
use the t test to determine whether the means are distinct.
When the two sample sizes are unequal, the t statistic to test whether the means are
different is calculated as follows: t = XI -X2 where
(N-1)s +(N -)s4 1 1
s Ni 2  - + - . s2 is the unbiased estimator of the variance and N
-- kN, + N2 -2 (N N2)
is the number of participants in each group. N-I is the number of degrees of freedom for either
group, and the total sample size minus 2 is the total number of degrees of freedom.
Welch's t test is an adaptation of Student's t test intended for use with two samples
X1 -X2having unequal variance. It consists of the statistic t = 2 where the denominator is not
2 2S1 +S 2
NI N 2
based on a pooled variance estimate. The degrees of freedom associated with this variance
+ S
estimate is approximated using the Welch-Satterthwaite equation y - s + s2
SI + 2
N1-v 1 N1 .v2
Here vi is N, -I, the degrees of freedom associated with the ith mean.53
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" Ibid.
Appendix C: Raytheon Company History
Raytheon Company was founded in 1922 as American Appliance Company with the goal
of producing and marketing a home refrigerator using artificial coolant. After this venture failed,
the original founders, among them a professor of electrical engineering and computer science at
the Massachusetts Institute of Technology, set out on an earlier idea: using a new gaseous tube to
allow radios to be plugged into common wall sockets for the first time. This product, marketed
under the name Raytheon, brought in more than $1 million in sales by 1926 and positioned
Raytheon as a leader in the radio tube market for the next two decades. Eighty years later,
Raytheon is known for having introduced several more innovations, including the first
commercial microwave ovens, miniature tubes for hearing aids and the first commercially
produced transistor. Raytheon also innovated early shipboard radar, the first successful missile
guidance system, and the first combat-proven air defense missile system.
Today, Raytheon offers products in the following strategic business areas: Precision
Engagement, Missile Defense, Homeland Security and Intelligence, and Surveillance and
Reconnaissance. The company had $21.9 billion in sales in 2005 with approximately 80,000
employees. The company itself is divided into seven businesses: Integrated Defense Systems,
Intelligence and Information Systems, Raytheon Technical Services, Missile Systems, Space and
Airborne Systems, and Network Centric Systems. A seventh business, Raytheon Aircraft, was
announced in December 2006 to be sold to GS Capital Partners and Onex Partners for $3.3
billion.
Integrated Defense Systems (IDS), Raytheon's leader in Joint Battlespace Integration, is
headquartered in Tewksbury, Massachusetts, and generates approximately $3.5 billion in
revenues with 12,700 employees. Families of products include space, airborne, surface (ships),
subsurface, missile interceptors, and sensors. In the sensors family, Raytheon produces smaller
systems maintained and used by individual Army and Marine units, as well as large phased-array
radars used by the U.S. government as early warning and early tracking for interception. An
example is the sea-based X-band radar located in Alaska as part of a Missile Defense Agency
(MDA) program.
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