Abstract. A novel variant of the parallel QR algorithm for solving dense nonsymmetric eigenvalue problems on hybrid distributed high performance computing (HPC) systems is presented. For this purpose, we introduce the concept of multi-window bulge chain chasing and parallelize aggressive early deflation. The multi-window approach ensures that most computations when chasing chains of bulges are performed in level 3 BLAS operations, while the aim of aggressive early deflation is to speed up the convergence of the QR algorithm. Mixed MPI-OpenMP coding techniques are utilized for porting the codes to distributed memory platforms with multithreaded nodes, such as multicore processors. Numerous numerical experiments confirm the superior performance of our parallel QR algorithm in comparison with the existing ScaLAPACK code, leading to an implementation that is one to two orders of magnitude faster for sufficiently large problems, including a number of examples from applications.
Introduction. Computing the eigenvalues of a matrix A ∈ R
n×n is at the very heart of numerical linear algebra, with applications coming from a broad range of science and engineering. With the increased complexity of mathematical models and availability of HPC systems, there is a growing demand to solve large-scale eigenvalue problems.
While iterative eigensolvers, such as Krylov subspace and Jacobi-Davidson methods [8] , may quite successfully deal with large-scale sparse eigenvalue problems in most situations, classical factorization-based methods, such as the QR algorithm discussed in this paper, still play an important role. This is already evident from the fact that most iterative methods rely on the QR algorithm for solving (smaller) subproblems. In certain situations, factorization-based methods may be the preferred choice even for directly addressing a large-scale problem. For example, it might be difficult or impossible to guarantee that an iterative method returns all eigenvalues in a specified region of the complex plane. Even the slightest chance of having an eigenvalue missed may have perilous consequences, e.g., in a stability analysis. Moreover, by their nature, standard iterative eigensolvers are ineffective in situations where a large fraction of eigenvalues and eigenvectors needs to be computed, as in some algorithms for linear-quadratic optimal control [48] and density functional theory [50] . In contrast, factorization-based methods based on similarity transformations, such as the QR algorithm, compute all eigenvalues anyway and there is consequently no danger to miss an eigenvalue. We conclude that an urgent need for high performance parallel variants of factorization-based eigensolvers can be expected to persist in the future.
Often motivated by applications in computational chemistry, particular attention has been paid to parallel dense eigensolvers for symmetric matrices, see [4, 13, 62] for some recent work. Less emphasis has been put on the more general dense nonsymmetric case, which is the focus of this paper. A current state-of-the-art parallel implementation of the QR algorithm for solving nonsymmetric eigenvalue problems is the ScaLAPACK [56] v1.8.0 routine PDLAHQR [36] . In this paper, we propose a significantly improved parallel variant of the QR algorithm. Figure 1 .1 provides a sample of the speedups that can be expected when using our new implementation PDHSEQR. We refer to Section 4 for more details on the experimental setup. 
. Performance of existing ScaLAPACK implementation PDLAHQR (red left bars) vs. newly proposed implementation PDHSEQR (blue right bars) on Intel Xeon quadcore nodes when computing the Schur form of a dense random matrix reduced to Hessenberg form. (a) Execution times for a 4000 × 4000 matrix using 1 or 4 cores of a single node. (b)
Execution times for a 16 000 × 16 000 matrix using 100 cores of 25 nodes.
Review of earlier work.
Parallelizing the nonsymmetric QR algorithm is a non-trivial task. Many of the early attempts achieved neither an even workload nor sufficient scalability, see, e.g., [15, 25, 27, 28, 57] . A major obstacle was the sequential nature of the once-popular double implicit shift QR algorithm, which was considered for parallelization at that time.
More recent attempts to solve the scalability problems were presented in [35, 55, 58, 59, 60, 63] , especially when focus turned to small-bulge multishift variants with (Cartesian) two-dimensional (2D) block cyclic data layout [36] . However, as will be discussed below, a remaining problem so far has been a seemingly non-tractable trade-off problem between local node speed and global scalability. We refer to the introduction of [36] for a more detailed history of the parallel QR algorithm until the end of the last century.
State-of-the-art serial implementation. Compared to Francis' original description [26, 45] , two major ingredients contribute to the high efficiency of the current LAPACK v3.2.1 [3] implementation of the QR algorithm [20] .
1. Instead of only a single bulge, containing two (or slightly more) shifts [6, 65] , a chain of several tightly coupled bulges, each containing two shifts, is chased in the course of one multishift QR iteration. Independently proposed in [17, 46] , this idea reduces most of the computational work to matrix-matrix multiplications and benefits from highly efficient level 3 BLAS [24, 40] . It is worth noting that the experiments in [17] demonstrate quite remarkable parallel speedup on an SMP system (SGI Origin2000), by simply linking the serial implementation of the QR algorithm with multithreaded BLAS. 2. Introduced by Braman, Byers, and Mathias [18] , aggressive early deflation (AED) detects converged eigenvalues much earlier than conventional deflation strategies, such as the classical subdiagonal criterion. In effect, the entire QR algorithm requires significantly fewer iterations and fewer operations, until completion. A theoretical analysis of AED can be found in [44] . Braman [16] has investigated how this deflation strategy could be extended to force deflations in the middle of the matrix, possibly leading to a divide-andconquer QR algorithm. State-of-the-art parallel implementation. PDLAHQR, the current parallel multishift QR algorithm implemented in ScaLAPACK v1.8.0, was developed by Henry, Watkins, and Dongarra [36] . It is -to the best of our knowledge -the only publicly available parallel implementation of the nonsymmetric QR algorithm. The main idea of this algorithm is to chase a chain of loosely coupled bulges, each containing two shifts, during a QR iteration. Good scaling properties are achieved by pipelining the 3 × 3 Householder reflectors, generated in the course of the QR iteration, throughout the processor mesh for updates. Unfortunately, because of the small size of the Householder reflectors, the innermost computational kernel DLAREF operates with level 1 BLAS speed [36] , which causes the uniprocessor speed to be far below practical peak performance.
Motivation and organization of this work.
Despite its good scalability, the current ScaLAPACK implementation of the QR algorithm often represents a severe time-consuming bottleneck in applications that involve the parallel computation of the Schur decomposition of a matrix. We have observed this phenomenon in our work on parallel Schur-based solvers for linear and quadratic matrix equations [32, 31, 34] . So far, the lack of a modern and highly efficient parallel QR algorithm has rendered these solvers slow and less competitive in comparison with fully iterative methods, such as the sign-function iteration [19, 54] for solving matrix equations from control-related applications in parallel [9, 10, 11] . One motivation of this paper is to use our new parallel variant of the nonsymmetric QR algorithm to increase the attractiveness of Schur-based methods from the perspective of an improved total-time-to-delivery.
The rest of this paper is organized as follows. In Section 2, we present our strategy for parallelizing the multishift QR algorithm, essentially a careful combination of ideas from [33] and the state-of-the-art LAPACK/ScaLAPACK implementations. Section 3 provides an overview of our new routine PDHSEQR and illustrates selected implementation details, see Table 1 .1 for a brief comparison of ScaLAPACK's PDLAHQR with PDHSEQR. In Section 4, we present a broad range of experimental results confirming the superior performance of PDHSEQR in comparison with the existing ScaLAPACK implementation. Some conclusions and an outline of future work can be found in Section 5. Finally, Appendix A contains supplementary experimental data for various application oriented examples.
Algorithms. Given a matrix A ∈ R
n×n , the goal of the QR algorithm is to compute a Schur decomposition [29] 
where Z ∈ R n×n is orthogonal and T ∈ R n×n is quasi-upper triangular with diagonal blocks of size 1 × 1 and 2 × 2 corresponding to real eigenvalues and complex conjugate pairs of eigenvalues, respectively. This is the standard approach to solving non-symmetric eigenvalue problems, that is, computing eigenvalues and invariant subspaces (or eigenvectors) of a general dense matrix A. The matrix T is called a real Schur form of A and its diagonal blocks (eigenvalues) can occur in any order along the diagonal.
Any modern implementation of the QR algorithm starts with a decomposition
where H is in upper Hessenberg form [29] and Q is orthogonal. Efficient parallel algorithms for this Hessenberg reduction, which can be attained within a finite number of orthogonal transformations, are described in [12, 21] and implemented in the ScaLAPACK routine PDGEHRD. Often, the term QR algorithm refers only to the second iterative part, after (2.2) has been computed. We will follow this convention throughout the rest of this paper.
Optionally, balancing [29] can be used before applying any orthogonal transformation to A, with the aim of (i) reducing the norm of A and (ii) isolating eigenvalues that can be deflated without performing any floating point operations. We have implemented balancing in PDGEBAL, a straightforward ScaLAPACK implementation of the corresponding LAPACK routine DGEBAL. In many software packages, balancing is by default turned on. See, however, recent examples by Watkins [66] , for which it is advisable to turn part (i) of balancing off.
To produce an invariant subspace corresponding to a specified set of eigenvalues, the decomposition (2.1) needs to be post-processed by reordering the eigenvalues of T [7] , for which a blocked parallel algorithm is described in [33] . Eigenvalue reordering is also an important part of AED.
In the following, we describe our approach to parallelizing the QR algorithm, which relies on experiences from our work on a parallel eigenvalue reordering algorithm [33] mentioned above. In this context, the key to high node speed and good scalability is the concept of a parallel multiwindow approach, combined with delaying and accumulating orthogonal transformations [17, 23, 43, 47] . In what follows, we assume that the reader is somewhat familiar with the basics of the implicit shifted QR algorithm, see, e.g., [42, 67, 68] for an introduction.
2.1. Data partitioning and process organization. We make use of the following wellknown ScaLAPACK [14] conventions of a distributed memory environment:
• The p = P r P c parallel processes are organized into a P r × P c rectangular mesh labeled from (0, 0) to (P r − 1, P c − 1) according to their specific position indices in the mesh.
• All n × n matrices are distributed over the mesh using a 2-dimensional (2D) block cyclic mapping with block size n b in the row and column dimensions. Locally, each process in the mesh may also utilize multithreading, see Section 3.2. This can be seen as adding another level of explicit parallelization by organizing the processes into a threedimensional P r × P c × P t mesh, where the third dimension denotes the number of threads per parallel ScaLAPACK process.
In this paper, we follow the typical ScaLAPACK approach of scheduling communication and computation statically. For preliminary work on the use of dynamic scheduling, which might be more suitable for distributed memory architectures with multi-core nodes, we refer to [41, 49] .
2.2. Parallel bulge chasing. Consider a Hessenberg matrix H and two shifts σ 1 , σ 2 , such that either σ 1 , σ 2 ∈ R or σ 1 = σ 2 . Then the implicit double shift QR algorithm proceeds by computing the first column of the shift polynomial:
Here, and in the following, X denotes arbitrary, typically nonzero, entries. By an orthogonal transformation Q 0 , typically a 3 × 3 Householder reflection, the second and third entries of v are mapped to zero. Applying the corresponding similarity transformation to H results in the nonzero pattern
where X denotes elements that have been updated during the transformation. In effect, the Hessenberg structure of H is disturbed by the so called bulge in H(2 : 4, 1 : 3). In a very specific sense [64] , the bulge encodes the information contained in the shifts σ 1 , σ 2 . By an appropriate 3 × 3 Householder reflection, the entries H(3, 1) and H(4, 1) can be eliminated:
Early implementations of the QR algorithm continue this process until the bulge vanishes at the bottom right corner, completing the QR iteration. The key to more efficient implementations is to note that another bulge, belonging to a possibly different set of shifts σ 1 , σ 2 , can be introduced right away without disturbing the first bulge:
This creates a chain of 2 tightly coupled bulges. Chasing an entire chain of bulges instead of a single bulge offers more possibilities for higher node performance and, as demonstrated below, more concurrency/parallelism in the computations.
In ScaLAPACK's PDLAHQR, a chain of loosely coupled bulges is used, see Figure 2 .1. The bulges are placed at least n b steps apart, such that each bulge resides on a different diagonal block in the block cyclic distribution of the matrix H. Such an approach achieves good scalability by chasing the bulges in parallel and pipelining the 3 × 3 Householder reflections, generated during the bulge chasing process, before updating off-diagonal blocks. However, since the updates are performed by calls to DLAREF, which has data reuse similar to level 1 BLAS operations [36, Pg. 285 ], the performance attained on an individual node is typically far below its practical peak performance. To avoid this effect, we adapt ideas from [17, 46] that allowed for level 3 BLAS in serial implementations of the QR algorithm.
Our new implementation PDHSEQR uses several chains of tightly coupled bulges. Each of the chains is placed on a different diagonal block, see Figure 2 .1. The number of such chains is determined by the number of available shifts (see Section 2.3), the wanted number of shifts per chain, and the number of processes utilized. Typically, we choose the number of shifts such that each chain covers at most half of the data layout block. Each chain resides in a computational window, within which its bulges are chased.
Intra-block chase of bulge chains. Assuming a situation as in the right part of Figure 2 .1, the intra-block chase of bulge chains proceeds as follows. • The computational windows are chosen as the diagonal blocks in which chains reside, see Figure 2 .2.
• Within each computational window, the chain is chased from the top left corner to the bottom right corner. This is performed in parallel and independently. During the chase we perform only local updates, that is, only these parts of the matrix which belong to a computational window are updated by the transformations generated during the chase. Depending on the block size, a well-known delay-and-accumulate technique [17, 23, 33, 47] can be used to ensure that an overwhelming majority of the computational work is performed by calls to level 3 BLAS during the local chase.
• For each window, the corresponding orthogonal transformations are accumulated into an orthogonal factor of size at most (n b − 2) × (n b − 2). Each orthogonal factor takes the form
that is, U 21 is upper triangular and U 12 is lower triangular. These orthogonal factors are broadcasted to the processes holding off-diagonal parts that need to be updated. To avoid conflicts in intersecting scopes (such as in the (1,2) block in Figure 2. 2), broadcasts are performed in parallel first in the row direction and only afterwards in the column direction. The updates of the off-diagonal blocks are performed by calls to the level 3 BLAS routine DGEMM (GEneral Matrix Multiply and add operation). Optionally, the structure (2.4) can be utilized by calls to DGEMM and DTRMM (TRiangular Matrix Multiply operation). These off-diagonal updates are strictly local and require no additional communication.
Inter-block chase of bulge chains. After the described intra-block chase is completed, all chains reside at the bottom right corners of the diagonal blocks. The goal of the following interblock (cross border) chase is to move these chains across the process borders. We first discuss the procedure for a single selected computational window, see Figure 2 .3 for an illustration. The computational window is chosen to accommodate the initial and target locations of the bulge chain. The chase the bulge chain across the process border, the four processes (two processes 
Odd-numbered windows
Even-numbered windows with diagonal blocks and two processes with off-diagonal blocks) holding the different parts of the window cooperate as follows:
1. The two on-diagonal processes exchange their parts of the window and receive the offdiagonal parts from the other two processes, creating two identical copies of the computational window. 2. Each of the two on-diagonal processes chases the bulge chain to the bottom right corner of its window copy, just as in the local updates of the intra-block chase. This results in redundant (but concurrently executed) computations, which, however, can be expected to remain negligible. 3. The two off-diagonal processes receive the updated off-diagonal parts of the window from one of the on-diagonal processes.
4. The orthogonal transformation matrices generated from the local updates in Step 2 are broadcasted along the blocks on both sides of the cross border. For updating the parts of the matrix outside the window, neighbor processes holding cross-border regions exchange their data in parallel, and the updates are computed in parallel. The structure (2.4) of the orthogonal factors aligns with the cross border, so that again a combination of DGEMM and DTRMM can optionally be used. Some care has to be applied when attempting to perform the above procedure for several computational windows in parallel. In contrast to the intra-bulge chase it is not wise to treat all bulge chains simultaneously as this would result in intersecting scopes during Steps 2 and 4, severely decreasing the potential for parallelism. To avoid this effect but still benefit from concurrency we follow an approach described in [33] and perform two rounds of inter-block chases subsequently. In each round only every other bulge chain gives rise to a computational window. More specifically, if we number the chains from bottom to top then the first round selects computational windows corresponding to odd-numbered chains and, only after this round is completed, the second round selects computational windows corresponding to even-numbered chains. In each round we apply the above procedure simultaneously for all selected windows. Steps 1-3 can be performed completely independetely and in parallel. In Step 4, the broadcasts are first performed in parallel in the row direction and afterwards in the column direction, as described for the intra-bulge chase.
Nongeneric situations. The intra-and inter-block chases of bulge chains illustrated above describe the generic situation in the middle of a QR iteration. In the beginning and in the end of a QR iteration, the chains are introduced in the top left corner and chased off the bottom right corner, respectively. For these parts, the ideas from the intra-and inter-block chases can be extended in an obvious fashion. However, a careful implementation is needed to handle these parts properly.
In exceptional cases, when there is a lack of space on the target side of the cross border for an incoming bulge chain, this chain is delayed and chased across the border as soon as there is sufficient space. Sometimes it is also necessary to handle windows in chunks of size min{P r , P c }−1 to avoid conflicts between computational windows with intersecting process scopes.
Parallel aggressive early deflation.
In the classical QR algorithm, convergence is detected by checking the subdiagonal entries of the Hessenberg matrix H after each iteration. If the (i + 1, i) subdiagonal entry satisfies
where u denotes the unit roundoff (double precision u ≈ 1.1 × 10 −16 ), then h i+1,i is set to zero and H becomes block upper triangular. The eigenvalue problem deflates into two smaller problems associated with the two diagonal blocks of H, which can be treated separately by the QR algorithm. Typically, convergence takes place at the bottom right corner of the matrix and n − i is roughly the number of shifts used in the iteration, see [67, Chapter 5] .
In modern variants of the QR algorithm, the award-winning aggressive early deflation (AED) strategy [18] is used in addition to (2.5). It often detects convergence much earlier than (2.5) and significantly reduces the average number of shifts needed to deflate one eigenvalue, see also Table 4 .5 in Section 4.5. In the following, we illustrate the basic principle of AED but refer to [18] for algorithmic details. After having performed a QR iteration, a deflation window size n win is chosen and the n × n matrix H is partitioned as follows:
Then a Schur decomposition of H 33 is computed and H is updated by the corresponding orthogonal similarity transformation. The following diagram illustrates the shape of the updated matrix H for n win = 5:
To keep the description simple, we have assumed that all eigenvalues of H 33 are real. The vector of newly introduced red entries is called spike. If the trailing entry of the spike is sufficiently small, say not larger than u times the Frobenius norm of H 33 , it can be safely set to zero. As a consequence, H becomes block upper triangular with a deflated eigenvalue at the bottom right corner. Subsequently, the procedure is repeated for the remaining (n − 1) × (n − 1) diagonal block. If, however, the trailing spike entry is not sufficiently small then eigenvalue reordering [29] is used to move the undeflatable eigenvalue to the top left corner of H 33 . This brings a different eigenvalue of H 33 into the bottom right position. Again, the (updated) trailing entry of the spike is checked for convergence. The entire procedure is repeated until all eigenvalues have been checked for deflation. At the end, hopefully k ≥ 1 eigenvalues could be deflated and H takes the following form (in this example, k = 2 eigenvalues could be deflated):
A Householder reflection of the spike combined with Hessenberg reduction of the top left part of H 33 turn H back to Hessenberg form:
The QR algorithm is continued on the top left (n − k)
The eigenvalues of H 33 that could not be deflated are used as shifts in the next multishift QR iteration. Following the recommendations in [20] we use n s = 2n win /3 shifts, see also To perform AED in parallel, we need to discuss (i) the parallel reduction of H 33 to Schur form, and (ii) the parallel eigenvalue reordering within the AED window. Apart from this, there are no critical differences between the serial and the parallel variants of AED except for the different organization of the reordering of the undeflatable eigenvalues in chunks, see below.
(i) Table 2 .1 provides suggestions for choosing n win with respect to the total matrix size n, extrapolated from Byers' suggestions [20] for the serial QR algorithm. With a typical data layout block size between 32 and a few hundreds, the AED window will usually not reside on a single block (or process). For modest window sizes, a viable and remarkably efficient option is to simply gather the entire window on one processor and perform the Schur decomposition serially by calling LAPACK's DHSEQR. For larger window sizes, this can be expected to become a bottleneck and a parallel algorithm needs to be used. We have evaluated an extension of the LAPACK approach [20] to use one level of recursion and perform the Schur decomposition for AED with the same parallel QR algorithm described in this paper. (The AED on the lower recursion level is performed serially.) Unfortunately, we have observed rather poor scalability when using such an approach, possibly because of the relatively small window sizes. We use a slight modification of ScaLAPACK's PDLAHQR (see Section 3.1) to reduce H 33 to Schur form. When profiling our parallel QR algorithm, see Appendix A, it becomes obvious that the performance of this part of the algorithm has a substantial impact on the overall execution time. Developing a parallel variant of the QR algorithm that scales and performs well for the size of matrices occurring in AED is expedient for further improvements and subject to future research. (ii) To attain good node performance in the parallel algorithm for the eigenvalue reordering [33] used in the AED process, it is necessary to reorganize AED such that groups instead of individual eigenvalues are to be reordered. For this purpose, a small computational window at the bottom right corner of the AED window is chosen, marked by the yellow region in Figure 2 .4. The size of this window is chosen to be equal to n b and could be shared by several processes or completely local. Within this smaller window, the ordinary AED is used to identify deflatable eigenvalues and move undeflatable eigenvalues (marked blue in Figure 2 .4) to the top left corner of the smaller window. The rest of the AED window is updated by the corresponding accumulated orthogonal transformations. Now the entire group of undeflatable eigenvalues can be moved simultaneously by parallel eigenvalue reordering to the top left corner of the AED window. The whole procedure is repeated by placing the next local computational window at the bottom right corner of the remaining AED window. The orthogonal transformations generated in the course of AED are accumulated into a 2D block-cyclic distributed orthogonal matrix. After AED has been completed, this orthogonal matrix is used to update parts of the Hessenberg matrix outside of the AED window. The update is performed by parallel GEMM using PBLAS [53] .
We have performed preliminary experiments with a partial AED procedure that still performs a Schur reduction of the AED window but omits the somewhat tricky reordering step. Only eigenvalues corresponding to negligible bottom entries of the spike are deflated and the procedure is stopped (instead of performing reordering) as soon as a non-negligible entry is detected. Our numerical experiments revealed that such a crippled procedure still deflates a surprisingly substantial fraction of the deflatable eigenvalues. However, it is less effective than the full AED procedure and leads to an increased number of QR iterations. For random matrices, we observed an increased execution time by a factor of roughly two. Further research into simple heuristic but yet effective variants of AED is needed.
3. Implementation details. 
PDHSEQR

PDLAQR1
Modified version of ScaLAPACK's current implementation of the parallel QR algorithm.
Multithreaded version of Sca− LAPACK routine for applying Householder reflectors.
PDLAQR3 PDLAQR5
Aggressive early deflation and shift computation.
Multishift QR iteration based on chains of tightly coupled bulges.
Modified version of LAPACK's DLAQR5 for local bulge chasing.
DLAREF
PDLAQR0
New parallel QR algorithm.
PBDTRSEN PDGEHRD
Parallel eigenvalue reordering.
Hessenberg reduction. 3.1. Software hierarchy. Figure 3 .1 provides an overview of the software developed to implement the algorithms described in Section 2. We used a naming convention that is reminiscent of the current LAPACK implementation of the QR algorithm [20] . The entry routine for the new parallel QR algorithm is the ScaLAPACK-style Fortran routine PDHSEQR, which branches into PDLAQR1 for small (sub)matrices or PDLAQR0 for larger (sub)matrices. Our slight modification PDLAQR1 of the ScaLAPACK routine PDLAHQR (version 1.8.0) addresses an issue with post-processing 2 × 2 blocks in the real Schur form. More importantly, PDLAQR1 is equipped with a novel multithreaded version of the computational kernel DLAREF for applying Householder reflections. The routines PDLAQR3 and PDLAQR5 implement the algorithms described in Sections 2.3 and 2.2, respectively. Parallel eigenvalue reordering, which is needed for AED, is implemented in the routine PBDTRSEN described in [33] .
3.2. Mixing MPI and OpenMP for multithreaded environments. We provide the possibility for local multithreading on each node in the logical process grid by mixing our parallel MPI (BLACS [14] ) program with OpenMP directives. These directives are inserted directly in our ScaLAPACK-style code and optionally compiled and executed in a multithreaded environment with SMP-like and/or multicore nodes.
For example, applications of Householder transformations and accumulated orthogonal transformations within a computational window are fairly evenly divided inside parallel regions of the code as independent loop iteration operations or disjunct tasks among the available threads. In the parallel bulge-chase, the level 3 updates of the far-from-diagonal entries in H and the updates of such that this matrix-multiply operation is blocked in the largest matrix dimension (which is assumed to be M in the code snippet) with a given chunk MCHUNK and scheduled as disjunct tasks again by independent loop operations. The IF-clause in lines 8-14 handles different possibilities for the transpose mode of the matrix A. Notice that there are only two private variables INDX and M2 for each thread, corresponding to the given row or column index (depending on the transpose mode) and the size of the actual chunk of A.
Instead of snippet B a multi-threaded implementation of BLAS could be utilized. However, it turned out to be faster to let OpenMP handle all the threading, mainly because the performed matrix multiplications are to small for threaded BLAS to pay off and OpenMP is more flexible. Moreover, the operation of snippet A is defined in the BLAS.
Experiments.
In this section, we present various experiments on two different parallel platforms to confirm the superior performance of our parallel QR algorithm in comparison to the existing ScaLAPACK implementation. 
Performance tuning.
The 2D block cyclic distribution described in Section 2.1 depends on a number of parameters, such as the sizes of the individual data layout blocks. Block sizes that are close to optimal for PDHSEQR have been determined by extensive tests on a few cores and then used throughout the experiments: for sarek we use the block factor n b = 160, and on akka we use the block factor n b = 50. This striking difference merely reflects the different characteristics of the architectures. On akka, the size of the L1 cache local to each core and the shared L2 cache on each node benefit from operations on relatively small blocks. On sarek, the larger blocks represent a close to optimal explicit blocking for the memory hierarchy of each individual processor. Alternatively, auto-tuning may be used to determine good values for n b and other parameters on a given architecture but this is beyond the scope of this paper, see [69, 70, 71] for possible approaches. We found ScaLAPACK's PDLAHQR to be quite insensitive to the block size, presumably due to the fact that its inner kernel DLAREF is not affected by this choice. However, a tiny block size, say below 10, causes too much communication and should be avoided. We use the same block size for PDLAHQR as for PDHSEQR. Since the QR algorithm operates on square matrices, it is natural to choose a square process grid, i.e., P r = P c .
If AED detects a high fraction of eigenvalues in the deflation window to be converged, it can be beneficial to skip the subsequent QR sweep and perform AED once again on a suitably adjusted deflation window. An environment parameter NIBBLE is used to tune this behavior: if the percentage of converged eigenvalues is higher than NIBBLE then the subsequent QR sweep is skipped. In the serial LAPACK implementation of the QR algorithm, the default value of NIBBLE is 14. For large random matrices, we observed for such a parameter setting an average of 10 AEDs performed after each QR sweep, i.e., 90% of the QR sweeps are skipped. For our parallel algorithm, such a low value of NIBBLE severely harms speed and scalability; for all tests in this paper, we have set NIBBLE to 50, which turned out to be a well-balanced choice.
Performance metrics.
In the following, we let T p (PDHSEQR) and T p (PDLAHQR) denote the measured parallel execution time in seconds when executing PDHSEQR and PDLAHQR on p cores.
The performance metrics for parallel scalability and speedup are defined as follows. S p (PDHSEQR) denotes the ratio T pmin (PDHSEQR)/T p (PDHSEQR), where p min is a small fixed number of processors and p varies. Typically, p min is chosen as the smallest number of cores for which the allocated data structures fit in the aggregate main memory. S p (PDLAHQR) is analogously defined. The metric S p corresponds to the classical speedup obtained when increasing the number of cores from p min to p, while the matrix size n remains the same. Typically, S p is also used to investigate the scalability of an implemented algorithm with increasing p and keeping the data load per node constant. S p (PDLAHQR/PDHSEQR) denotes the ratio T p (PDLAHQR)/T p (PDHSEQR) and corresponds to the speedup obtained when replacing PDLAHQR by PDHSEQR on p cores. Both metrics are important to gain insights into the performance of the new parallel QR algorithm.
In practice, of course, it is S p (PDLAHQR/PDHSEQR) that matters. It has been several times pointed out in the literature that the classical speedup definition based on S p (PDHSEQR) or S p (PDLAHQR) alone tends to unduly reward parallel algorithms with low node speed. In a general setting, two-sided bulge-chasing transformation algorithms executed in distributed memory environments are expected to have a classical parallel speedup of about O( p/p min ) [22] , where p min denotes the smallest number of processors whose aggregated memory can hold the data structure of the experimental setup.
The largest impact on the performance of two-sided transformation algorithms, performing mainly level 3 BLAS operations, is the relation between the large amount of data communicated (the bandwidth) and the node speed . However, the proposed modification PDLAQR1 of PDLAHQR truly benefits from low latency networks, due to the many messages communicated.
Accuracy and reliability.
All experiments are conducted in double precision arithmetic (ǫ mach ≈ 2.2 × 10 −16 ), and we compute the following accuracy measures after the Schur reduction is completed:
• Relative residual norm:
• Relative orthogonality check:
Here, · F denotes the Frobenius norm of a matrix and A denotes the original unreduced matrix before reduction to Hessenberg form. The orthogonal factor Z contains both the transformations to Hessenberg form and the transformations from Hessenberg to Schur form. Since all variants of the QR algorithm described in this paper are numerically backward stable, we expect R r ≈ 10
for small matrices, with a modest increase as n increases [37] . In fact, on akka both PDLAHQR and PDHSEQR always return with R r ≈ 10 −14 , even for large matrices, with a single exceptional case pointed out in Section A.2.2. For the orthogonality check, both routines always return a value of R o not significantly larger than 1.
To check whether the returned matrix T is indeed in real Schur form we traverse the subdiagonal of T and signal an error if there are two consecutive nonzero subdiagonal elements. For none of the experiments reported in this paper, such an error was signaled. . The matrices generated by fullrand usually have well-conditioned eigenvalues, yielding a convergence pattern of the QR algorithm that is predictable and somewhat typical for "well-behaved" matrices. In contrast, the eigenvalues of the matrices generated by hessrand are notoriously ill-conditioned, see [61] for a theoretical explanation of the closely related phenomenon of illconditioned random triangular matrices. In effect, the convergence of the QR algorithm becomes rather poor, see also Table 4 .5; we refer to the discussion in [42] for more details.
Tables 4.1-4.4 provide the execution times of PDLAHQR and PDHSEQR for both random problem classes. Notice that for P t > 1, PDLAHQR is linked with our threaded version of DLAREF. To avoid excessive use of computational resources, we had to set a limit of approximately 1500 cpu-hours for the accumulated time used by all p cores on an individual problem. Runs which were found to exceed this limit are marked with ∞ in the tables. For example, the ∞-value in Table 4 .3 for n = 24000 and a 6 × 6 × 2 mesh means that the 6 × 6 × 2 mesh did not solve the problem within the cpu-hours limit, while the 4 × 4 × 2 and 8 × 8 × 2 meshes did solve the same problem within the cpu-hours limit. An empty space means that there was insufficient memory available to allocate among the nodes to hold the data structures of the test program.
For the convenience of the reader, the explicitly computed values of the performance metrics S p can be found in Section A.1 of the appendix. In all examples, the new PDHSEQR is faster than PDLAHQR. The speedup S p (PDLAHQR/PDHSEQR) ranges from a few times up to almost fifty times, depending on the problem class, the size of the corresponding Hessenberg matrix and the number of utilized processors. The difference in performance between fullrand and hessrand is largely due to differences in the total number of applied shifts until convergence. In Table 4 .5 below, we provide this number for a selected set of examples. The speedups S p (PDLAHQR) and S p (PDHSEQR) are typically found in the range of 2-3 when the number of processors is increased from p to 4p while the matrix size n remains the same. It is n = 6 000 n = 12 000 n = 24 000 n = 48 000 p = Pr × Pc × Pt PDLAHQR PDHSEQR PDLAHQR PDHSEQR PDLAHQR PDHSEQR PDLAHQR PDHSEQR
evident that PDLAHQR often scales significantly better. We think that this is to a large extent -in two different ways -an effect of the low node speed of PDLAHQR. On the one hand, a high execution time on one core makes it disproportionately easy for PDLAHQR to scale well. On the other hand, as explained in Section 2.3, the AED in PDHSEQR is based on PDLAHQR. Since the AED window is usually rather small, PDHSEQR does not benefit from the good scalability of PDLAHQR as much as it suffers from its low node speed.
To gain more insight into the amount of time spent for AED, Figure 4 .1 provides sample profiles of the execution time for reducing 4 000 × 4 000 to 32 000 × 32 000 dense random matrices (fullrand), including balancing and Hessenberg reduction, having a fixed memory load on each core corresponding to a 4 000 × 4 000 matrix. The QR algorithm occupies about 60-70% of the time. As much as 13-28% is spent for AED, mostly for reducing the AED window to Schur form. The portion of time spent on AED increases as n increases; this is due to the increased effectiveness of AED at deflating eigenvalues as the size of the deflation window grows along with n.
1 This confirms the findings of Section 2.3 that significant improvements of our new algorithm for massively parallel computations can only be made if the call to ScaLAPACK's PDLAHQR within AED is addressed. Our threaded version of DLAREF already gives a fine boost to the node performance of PDLAHQR, which is mainly due to loop parallelization on the nodes. For example, by adding an extra thread on the dual-socket nodes of the Opteron-based platform, we sometimes experience a nearly linear speedup for PDLAHQR (e.g, going from 2 × 2 × 1 to 2 × 2 × 2 processors for n = 12000 in Table 4 .4). By adding three extra threads on each allocated processor of the quadcore Xeon-based platform, we obtain a speedup of up to about 3 (e.g., going from 4 × 4 × 1 to 4 × 4 × 4 cores for n = 16000 in Table 4 .1). The figures clearly reveal that on akka it is generally more beneficial for PDHSEQR to allocate one MPI process per core, compared to allocating one MPI process on each node and utilizing multithreading. On the Opteron (NUMA) platform sarek, there are more benefits from multithreading but the best choice is still to use only one MPI process per processor.
4.6. Performance without aggressive early deflation. PDHSEQR benefits from two separate ingredients, several tightly coupled bulge chains and AED. Of course, both are interwoven. The bulge chains facilitate the undeflatable eigenvalues from AED and, on the other hand, AED works best if a large number of shifts are chased simultaneously. It is still of interest to measure the effect when AED is turned off. For this purpose, we have run experiments on akka with 4000 × 4000 matrices of the class fullrand. For example, when using 2 × 2 × 1 cores, PDLAHQR consumes 2 761 seconds, PDHSEQR consumes 112 seconds, and PDHSEQR without AED consumes 520 seconds. This demonstrates that both improvements, bulge chains and AED, have a significant impact.
Performance for benchmark examples.
We have performed experiments on a number of benchmark examples from [18, 51] and the NEP collection [5] . The findings are similar as for random matrices: PDHSEQR outperforms PDLAHQR significantly. More details and can be found in Section A.2. of the appendix.
4.8.
A 100 000×100 000 dense eigenvalue problem. To obtain an impression how our parallel QR algorithm as implemented in PDHSEQR performs on very large dense eigenvalue problems, we have computed the Schur form of a 100 000 × 100 000 random matrix (fullrand).
The experiment was conducted using 1024 cores of akka organized as a 32 × 32 logical process grid. The whole process took slightly less than 9 hours, where balancing was performed in about 20 minutes, the Hessenberg form was computed in 1 hour and 7 minutes, while the QR algorithm took 7 hours, 3 minutes and 31 seconds. To validate the output we checked the residual, which took about another 23 minutes. Within the QR algorithm, 34 QR iterations were performed but in 22 of these iterations the QR sweep was skipped because AED discovered that more than half of the eigenvalues within the deflation window had converged. In consequence, 80% of the total execution time of the QR algorithm was spent in the parallel AED procedure. On average 0.44 shifts per deflated eigenvalue were needed and the size of the deflation window was 6145 × 6145 for most iterations.
In the following, we argue that our parallel algorithm is still efficient for n = 100 000. Since the QR algorithm in general is an O(n 3 ) operation (except for situations where no sweeps are performed and the complexity approaches O(n 2 ), see also Section A.2) and by neglecting the complexity constant we estimate the time for one flop from the 4000 × 4000 uni-core data in Table 4 .1, where the memory load is about the same as for the 100 000 × 100 000 problem, as t a = 226/4000 3 ≈ 3.53 × 10 −9 . This gives an estimate for T p , p = 1 as approximately 981 hours for a 100 000 × 100 000 fullrand problem. Assuming S p (PDHSEQR) is in line with the assumptions in Section 4.3, i.e., √ 1024 = 32, gives a value of T p , p = 1024 as roughly 30 hours and 40 minutes. The remaining factor can be explained by that the complexity constant for n = 100 000 is probably close to one half of that for n = 4000 (see the converging values of the number of applied shifts for fullrand in Table 4 .5) and the real value of S p (PDHSEQR) is likely higher than 32. Also, in the light of the time ratio of the Hessenberg reduction and the QR algorithm, this 100 000×100 000 problem is consistent with the tendency of an n-driven increased ratio of the QR algorithm as displayed in Figure 4 .1. To conclude, under the given assumptions our novel parallel QR algorithms is indeed efficient for such large-scale problems as 100 000 × 100 000 matrices.
Conclusions and future work.
A significantly improved parallel QR algorithm has been presented, incorporating modern techniques such as multiple bulge chain chasing and aggressive early deflation (AED). The resulting implementation outperforms the current ScaLAPACK implementation PDLAHQR significantly and uniformly for all problems under consideration. Still, there is room for further improvement. At the moment, the Schur reduction within AED is based on a multithreaded PDLAHQR and represents a bottleneck already for a modest number of processes. Designing a tailored version of PDLAHQR for AED can be expected to diminish the impact of this bottleneck to a certain extent. However, the relatively small size of the AED window will always affect scalability. Simply increasing the size of this window would yield better scalability but also result in more computational work. A more fundamental algorithmic idea might be needed to completely remove this bottleneck.
In the work on this paper, we have benefited from ongoing work on parallelizing the QZ algorithm [1, 2, 39] for generalized eigenvalue problems. In contrast to the QR algorithm, there is no parallel implementation of the QZ algorithm publicly available. We expect that the insights from this paper will cross-fertilize this ongoing work.
We were surprised by the large performance impact of using multithreaded computational kernels in the ScaLAPACK routine PDLAHQR. This encourages further investigation of eigenvalue solvers on multicore processors.
The software developed in this paper is available on request from the authors. We welcome comments and suggestions from users.
Appendix A. Supplementary numerical data.
In the following, we present additional figures and tables to illustrate the performance of our new parallel QR algorithm implemented in PDHSEQR. See Section 4.3 for the definition of the performance metrics S p .
A.1. Speedup and scalability for random matrices. Tables A.1-A. 4 contain the values of S p for the numerical experiments with random matrices reported in Section 4.5. In particular, it is of interest to point out that the reported speedup values S p (PDLAHQR/PDHSEQR) remain nearly constant when the number of utilized cores p and the problem size n are scaled up simultaneously such that the memory load on each core is kept fixed (see, e.g., n = 4, 000, p = 1 × 1 × 1 and n = 16, 000, p = 4 × 4 × 1 in Table A .1, and n = 6, 000, p = 1 × 1 × 1 and n = 24, 000, p = 4 × 4 × 1 in Table A. 3). A.2. Performance, speedup and scalability for benchmark examples. Table A .5 summarizes benchmark examples on which we have performed additional numerical experiments. To keep the presentation compact, we have chosen to run all benchmarks in this section on one of the target platforms only, always using one MPI process per allocated core. Most of the benchmarks are available as data files, in a special Matrix Market format, or as (serial) matrix generators, using compressed column (or row) storage, on Matrix Market [51] . For the purpose of running these benchmarks, specialized routines were developed that read in and distribute the data, or generate and distribute the problem across the process mesh. The experiments have been conducted several times and the results were found to be very consistent.
A.2.1. BBMSN. For this example, AED is at its best and deflates a significant amount of eigenvalues right away, eliminating any need for doing QR sweeps. This observation was already made in the original paper [18] of AED. To some extent, this effect is also observed for random matrices of the class hessrand, see Tables 4.2 and 4.4. Since AED is performed on a small submatrix, the scalability -but certainly not the performance -is negatively affected if only AED and almost no QR iterations need to be performed. For the matrix sizes considered in Figure A. 1, PDHSEQR applied to BBSM is two orders of magnitude faster than PDLAHQR.
For the residuals defined in Section 4.4, PDHSEQR typically returns with R r ≈ 10 −15 while PDLAHQR delivers R r ≈ 10 −13 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.00 and 1.80, respectively. disappointing, due to the fact that a large fraction of the time is spent for AED. On the other hand, in terms of S p (PDLAHQR/PDHSEQR), PDHSEQR is superior with a speedup of about 74, 55 and 52 for 64, 100 and 144 cores, respectively.
For this benchmark, the accuracy degrades to a certain degree: both routines typically return R r ∈ [10 −10 , 10 −14 ], but there are some exceptions for which PDLAHQR returns R r ≈ 10 −5 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.35 and 6.51, respectively. A.2.3. CRYG10000. This is a nonsymmetric eigenvalue problem of order 10 000 that arises from the stability analysis of a crystal growth problem. A comparison of the performance of PDLAHQR and PDHSEQR is presented in Figure A With respect to the residuals, PDHSEQR returns R r ≈ 10 −15 while PDLAHQR returns R r ≈ 10 −14 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.26 and 2.50, respectively. A.2.4. OLM5000. The Olmstead model represents the flow of a layer of viscoelastic fluid heated from below. The discretized equations give rise to a matrix of size 5 000. Since this is a relatively small eigenvalue problem for a parallel solver, we expect the performance gain of using PDHSEQR instead of PDLAHQR to be less remarkable, especially for larger process meshes. This expectation is certainly met, see Figure A .6. Nevertheless, there is a notable speedup even though the scaling of PDHSEQR deteriorates for more than 64 cores.
With respect to the residuals, PDHSEQR returns R r ≈ 10 −15 while PDLAHQR returns R r ≈ 10 −14 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.72 and 3.46, respectively.
A.2.5. DW8192. A finite difference discretization of the Helmholtz equation governing the magnetic field associated with a dielectric channel waveguide problem, which arises in many integrated circuit applications, leads to a 8 192 × 8 192 generalized nonsymmetric eigenvalue problem. A standard nonsymmetric eigenvalue problem is obtained by explicit inversion. Again, this is a relatively small-sized eigenvalue problem for larger process meshes. Figure A. 7 clearly reflects this. Note, however, that the ratio between PDLAHQR and PDHSEQR is larger than for OLM5000.
With respect to the residuals, PDHSEQR returns R r ≈ 10 −15 while PDLAHQR returns R r ≈ 10 −14 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.58 and 3.42, respectively.
A.2.6. MATRAN. This benchmark generator produces sparse matrices whose nonzero entries are uniformly distributed on the interval (−1, 1) . In our tests, we choose the number of nonzeros per column to be max(1, ⌊n/100⌋). We present the performance of PDLAHQR and PDHSEQR solving this eigenproblem for n = 5 000, 10 000, 15 000 in Figure A. 8. The speedup is significant (always above 30) for n = 15 000.
With respect to the residuals, both PDHSEQR and PDLAHQR return R r ≈ 10 −14 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.65 and 3.85 for n = 5 000, 0.52 and 4.03 for n = 10 000, 0.40 and 5.26 for n = 15 000, respectively.
A.2.7. MATPDE. This example arises from a five-point central finite difference discretization of a 2D variable-coefficient linear elliptic PDE, using n x = n y grid points in each spatial dimension. The resulting n × n matrix with n = n x · n y is block tridiagonal. All other parameters of the generator are set to their default values, see [5] . This eigenvalue problem is solved for n = 10 000 (n x = n y = 100), n = 14 400 (n x = n y = 120) and n = 19 600 (n x = n y = 140) on akka.
The obtained results are presented in Figure A. 9. Once again, the gain of using PDHSEQR instead of PDLAHQR is significant -a speedup of 32 − −38 is obtained for the largest problem (n = 19 600). With respect to the residuals, both PDHSEQR and PDLAHQR return with R r ≈ 10 −14 . The average numbers of shifts for one eigenvalue to converge in PDHSEQR and PDLAHQR are 0.57 and 3.23 for n = 10 000, 0.52 and 8.34 for n = 14 400, 0.54 and 8.83 for n = 19 600, respectively.
A.2.8. GRCAR. An n × n Grcar matrix is a nonsymmetric Toeplitz matrix with very illconditioned eigenvalues. For this matrix, PDHSEQR is between 2-20 times faster than PDLAHQR depending on the problem size and the number of cores, see Figure A . 10 .
With respect to the residuals, PDHSEQR returns R r ≈ 10 −14 while PDLAHQR returns R r ∈
