This paper makes the case for the use of XOR-based placement functions for cache memories. It shows that these XOR-mapping schemes can eliminate many conflict misses for direct-mapped and victim caches and practically all of them for (pseudo) two-way associative organizations. The paper evaluates the performance of XOR-mapping schemes for a number of different cache organizations: direct-mapped, set-associative, victim, hash-rehash, column-associative and skewed-associative. It also proposes novel replacement policies for some of these cache organizations. In particular, it presents a low-cost implementation of a LRU replacement policy which demonstrates a significant improvement over the pseudo-LRU replacement previously proposed. The paper shows that for a 8 Kbyte data cache, XOR-mapping schemes approximately halve the miss ratio for two-way associative and column-associative organizations. Skewed-associative caches, which already make use of XOR-mapping functions, can benefit from the LRU replacement and also from the use of more sophisticated mapping functions. For two-way associative, columnassociative and two-way skewed-associative organizations, XORmapping schemes achieve a miss ratio that is not higher than 1.10 times that of a fully-associative cache. XOR mapping schemes also provide a very significant reduction in the miss ratio for the other cache organizations, including the direct-mapped cache. Ultimately, the conclusion of this study is that XOR-based placement functions unequivocally provide highly significant performance benefits to most cache organizations.
cache data sets. In this case, the desired effect would be the removal of contlict misses. In fact, a cache memory with a pure random placement would be equivalent in terms of hit ratio to a fullyassociative cache with a random replacement. This paper shows that this can be achieved with simple XOR-mapping schemes together with a (pseudo) two-way associative organization. For direct-mapped and victim caches, the reduction in number of conflict misses is also very high although they are not completely removed.
Despite the potential benefits of XOR-mapping schemes, there are very few proposals in the literature using these schemes for cache memories. The most notable are the skewed-associative cache [ 181 [ 191 and the cache memory of the HP 7100 [S] .
In this paper, we present a study of the use of XOR-mapping schemes on a number of different cache organizations: directmapped [20] , set-associative [20] , victim[l4], hash-rehash [3] , column-associative [4] and skewed-associative [ 191. The paper also proposes a low-cost implementation of the LRU replacement policy for use with XOR-mapping functions. It is shown that this replacement policy provides a significant improvement for the column-associative and the two-way skewed-associative cache.
Two different types of XOR-mapping schemes have been evaluated: a simple bitwise XOR of two fields of the address and the polynomial mapping proposed by B. Rau [17] .
For the bitwise XOR scheme, a column-associative cache with LRU replacement, and without swapping, has the lowest miss ratio. This miss ratio is significantly lower than that of a four-way set associative cache and very close to that of a fully-associative cache. A two-way associative cache with an XOR-mapping function yields almost the same hit ratio. We found that a two-way skewedassociative cache has a significantly higher miss ratio when it uses the replacement policy originally proposed by its author. This miss ratio is about the same as that of a victim cache with a bitwise XORmapping. However, when using the LRU replacement policy proposed in this paper, the skewed-associative cache achieves a miss ratio very similar to the column-associative and the two-way associative organizations. When swapping is incorporated in a column-associative cache, the overall miss ratio increases slightly, due to the use of the XOR-mapping. However, in this case most of the hits are obtained with a single probe, which may reduce the average access time. A direct-mapped cache exhibits the highest miss ratio, but even in this case, an XOR-mapping function yields very significant improvement.
Polynomial mapping provides marginal advantages for the column-associative and for the two-way associative organizations. However, it is more effective for the two-way skewed associative cache. With this type of mapping, the two-way skewed-associative cache achieves the lowest miss ratio, which is practically identical to that of a fully associative cache (0.8% higher).
Overall, the two-way skewed-associative, column-associative and two-way associative organizations exhibit a similar miss ratio. Miss ratio is not the only parameter to consider when evaluating a cache memory. The most relevant performance metric is the average memory access time, which depends on the access time of the cache memory, the miss ratio and the miss penalty. Genuinely set-associative caches have higher hit times than pseudoassociative caches, though the latter may require two probes to detect a hit. In addition, LRU replacement requires more hardware for the column-associative and skewed-associative organizations. Thus, the most effective organization in practice will depend on the hardware implementation.
The rest of this paper is organized as follows. Section 2 summarizes related work. Some basic concepts are reviewed in section 3, which also describes the evaluation methodology. The performance of conventional mapping functions is evaluated in section 4 for a selection of cache configurations. Section 5 explores the benefits of using XOR-mapping functions in those cache organizations. The implementation of LRU replacement in the presence of an XOR mapping is discussed and evaluated in section 6. The effectiveness of polynomial mapping is analyzed in section 7. Section 8 evaluates the effect of swapping in the columnassociative cache. Finally, the main conclusions of this work are summarized in section 9.
Related work
There are remarkably few papers on the use of alternative mapping schemes for cache memories. The first computers based on the HP Precision Architecture Processor [7] made use of XOR-mapping functions in order to index the TLB. In these machines, the 1 l-bit TLB index was obtained by the exclusive OR of two g-bit fields, one from the virtual page number and the other from the space ID, appended to two other bits of the space ID. Earlier machines that used a XOR-mapping function to index the TLB were the IBM 3033 [ 131 and the Amdahl470 [ 11.
The use of XOR-mapping schemes in order to obtain a pseudorandom placement has been suggested by other authors as reported in [20] . In [20] , a comparison of a pseudo-random placement against a set-associative one was performed. It concluded that random mapping had a small advantage in most cases, but that the advantage was not significant. We will show in this paper that for current workloads and cache organizations, this advantage can be very large.
Hashing the process ID with the address bits in order to index the cache memory was evaluated in [2] for a multiprogrammed environment. Results were provided for just one trace, which shown that this scheme could reduce the miss ratio.
In practical systems, like the HP PA 7100, limited and undocumented use of XOR-mapping schemes has occurred, but there is currently no established body of published results analyzing the true benefits of alternative mapping schemes.
More recently, the use of XOR-mapping functions was proposed in skewed-associative caches [18] [19] . A two-way skewedassociative cache consists of two banks of the same size that are accessed simultaneously with two different hashing functions. In that paper, a family of mapping functions was defined as follows. Assume that the cache memory consists of a 2' lines of 2' bytes each. A memory address A=<an-l,un-2,..., a+ comprises the following fields: A=(A1, A,, A,, Ao) such that Ao=<ah-I,..., a+; Al=-aq+b-2,..., ah'; A2=<a21+h-3 ,..., al+,+l>; and A3=<a,, ,..., u~I+,,-~>. Let @ denote the bitwise exclusive OR; let l denote the bitwise AND operation and let T be any (1-I I -bit number (a good choice for T would be lOlO... 10); let T = 2 -1-T. The family of twin XOR-based placement functions are defined as: f*T: /o...2n-1) -3 /0...2"-1) A=CA,, A,, A,, Ao) + (fA,*TI@A,, Ao) fir: /0...2n-l} + /0...2"-I/ A=(A,, A,, A,, Ao) + CfA,*i')@A1, Ao) In [ 181, it was proposed a pseudo-LRU replacement by associating a one-bit flag to each line in bank 0. If the requested data is found in bank 0, the corresponding line flag is set, whereas it is reset if the data is found in bank 1. On a miss, the flag of the line selected in bank 0 is read and its value determines the bank where the missing data is to be placed.
Using a different workload from that used in this paper, it was observed that the miss ratio of the two-way skewed-associative cache was lower than that of a victim cache (with four lines in the victim buffer) and similar to the miss ratio of a four-way set associative cache.
3 Preliminaries Whenever a line of main memory is brought into cache a decision must be made on which line, or set of lines, in the cache will be candidates for storing that memory line. This line placement policy is one of the least researched aspects of cache design. Directmapped caches typically extract a field of 1 bits from the address and use this to select one line from a set of 2'. Whilst simple, and trivial to implement, this mapping function is not robust. The principal weakness of this function is its susceptibility to repetitive conflict misses. For example, if C is the cache capacity and B is the line size, then addresses at and a map to the same cache line if Lal/R$ mod C = $a/"] ,o% C. If al and a2 map to the same cat e lme, then a dresses al + k and a2 + k are guaranteed to also map to identical cache lines, for any integer k 2 B . There are two common cases when this happens: w-way associativity can be used to alleviate such conflicts. However, if a working set contains p > w conflicts on some cache line, set associativity can only eliminate at most w of those conflicts. Our studies suggest that when conflict misses dominate, the critical factor is not a lack of associativity, but a defective line placement algorithm which fails to disperse data equitably between the available cache lines.
XOR-mapping schemes
The use of XOR-mapping schemes has been studied extensively in In this paper we refer to Rau's scheme simply as polynomial mapping. Polynomial mapping can be understood by first considering address A = (a,-,, . . . . a,, an) as a polynomial A(n) = ~~-~n"-~, . . . . a,x',q,, the coefficients of which are in the Galois Field GF (2) . The use of polynomial arithmetic, with coefficients restricted in this way, ensures that multiplication and addition of coefficients takes place modulo 2, and thus can be implemented as logical AND and exclusive-OR respectively. The mapping from an address to an 1 -bit cache index is determined by the polynomial R (x) defined by A (x) = V(x) P (x) + R (x) , where P (x) is an irreducible polynomial of order 1 and P (x) is such that xi mod P (x) generates all polynomials of order lower than I. The polynomials that fulfill the previous requirements are called I-Poly polynomials. Rau shows how the computation of R (x) can be accomplished by the vector-matrix product of the address and an n x 1 matrix H of single-bit coefficients. In GF(2), this product is computed by a network of AND and XOR gates, and if the H-matrix is constant the AND gates can be omitted and the mapping then requires just 1 XOR gates with fan-in from 2 to n.
The choice of an I-poly polynomial yields properties similar to prime integer modulus functions. Whereas a prime integer modulus function would be prohibitively complex, the I-poly polynomial modulus function has very low complexity; suitable even for computing a cache index.
The use of XOR-mapping schemes requires the computation of several XOR operations to obtain the cache index. Since all the XOR can be done in parallel, the delay of this computation is just one XOR gate. The XOR gates have just two inputs for the bitwise XOR scheme and a few more for the polynomial mapping scheme. However, the computation of these XOR operations can be done at the end of the address computation stage of the pipeline. In many current microprocessors, this stage is not the critical stage of the pipeline and therefore this delay may not affect the pipeline cycle time. In addition, if some kind of carry propagate adder is used, the address computation unit computes the address bits from leastsignificant to most-significant. Since the XOR-mapping schemes only use some of the least-significant bits of the address, the XOR gates can operate in parallel with the computation of the most significant-bits and their delay could be completely hidden even if the address computation stage was the critical stage of the pipeline. In other situations, the addition of this small additional delay can affect the critical path, but even in these cases, a net benefit could be obtained since the reduction in miss ratio achieved by XORmapping schemes is very high as we will show in this paper. An accurate timing evaluation is required in these cases to consider the additional delay, which is beyond the scope of this paper.
Cache memories
This paper evaluates the performance of XOR-mapping schemes for a number of cache organizations: direct-mapped, two-way associative, victim, hash-rehash, column-associative and two-way skewed-associative. Direct-mapped and set-associative organizations [ZO] are the most popular in current microprocessors and we assume that the reader is familiar with them. The two-way skewedassociative cache was described in section 2. Below there is a short outline of the victim, hash-rehash and column-associative caches. The hash-rehash cache, proposed by Agarwal er al. [3] , consists of a conventional direct-mapped cache for which up to two tag probes may be required to find the requested data. First, the cache is accessed with the conventional modulo function, that is using 1 bits of the address <~~+~-~,a~+~~~,..., ah> (2l is the number of cache lines and 2" is the line size). If the data is not found, the cache is probed again but with the most significant bit inverted. Thus, the -second probe checks the tag for line <u~+~-~,cI+,+~-~,..., ah>. In case of a second probe hit, the two lines are swapped. Otherwise, the data is brought from the next memory level and it is placed in the first-probe location, whereas the data already there is moved to the second-probe location.
The column-associative cache [4] improves the disappointing miss ratio ol' the hash-rehash cache by introducing a rehash bit associated with each line. This bit indicates whether the line contains rehashed data, that is, data that is reached in the second probe. When the first probe finds rehashed data, the corresponding line is chosen for replacement. If the rehash bit is zero, then upon a first-time miss the cache is accessed again with the second function. In the case of a second-time hit, the lines are swapped. Otherwise, the data retrieved from memory is placed in the first line and the data already in that line is moved to the line accessed with the second function.
A victim cache [ 141 consists of a conventional direct-mapped cache with a small fully-associative buffer in the refill path to a second-level cache or main memory. On a cache miss, the line that is evicted from the direct-mapped cache is placed in the victim cache. In the case of a miss in the direct-mapped cache that hits in the victim cache, the lines accessed in both caches are swapped. In the experiments performed in this paper, we assume a victim cache with four lines.
Evaluation methodology
The results presented in this paper have been obtained through simulation of various data cache organizations using the SPEC 95 floating point benchmark suite. We focus on the floating point benchmarks because they exhibit a much higher conflict miss ratio than the integer benchmarks, and thus the XOR-mapping schemes have more potential benefits for them. Integer benchmarks will also benefit from XOR-mapping schemes although to less extent. The performance metrics used for comparison of different schemes are the total miss ratio and conflict miss ratio. Since the compared schemes only differ on the placement function, a reduction in the miss ratio will result in a reduction in the average memory access time.
The programs were compiled with the maximum optimization level and instrumented with the ATOM tool [22] . A data cache memory similar to the first-level cache of the Alpha 21164 microprocessor has been assumed: 8 Kilobytes capacity, 32 bytes per line, write-through and no write allocate. For each benchmark we have simulated the first billion (2") load operations. Because of the no write allocate feature, the performance metrics computed below refer only to load operations. 4 Performance of conventional mapping schemes Table 1 shows the miss ratio for the following cache organizations: direct-mapped, two-way associative, four-way associative, hashrehash, column-associative victim and two-way skewedassociative. Of these schemes, only the two-way skewedassociative cache uses an XOR-mapping scheme, as proposed by its author. For comparison, the miss ratio of a fully-associative cache is shown in the penultimate column. For each organization, the difference between its miss ratio and that of a fully-associative cache, which is shown in brackets in Table 1 , represents the conflict miss ratio [ 121. In fact, this difference is slightly negative in the case of 104.hydro2d and 14l.apsi for some organizations, due to suboptimality of LRU replacement in a fully-associative cache for these particular programs. Effectively the conflict miss ratio represents the target reduction in miss ratio that we hope to achieve through improved mapping schemes. The other type of misses, compulsory and capacity, will remain unchanged by the use of the XOR-mapping schemes.
From the results in Table 1 , we can conclude that set associativity reduces the miss ratio, as expected, although the improvement of a two-way associative cache over a direct-mapped cache is rather low. Comparing the direct-mapped and two-way associative cache with the fully-associative cache suggests that, several benchmarks (e.g. IOl.tomcatv, 102.swim, 125.turb3d, 146.wave) show significant clustering in the mapping of memory lines to cache lines under the conventional mapping scheme.
The hash-rehash cache has a miss ratio similar to that of a directmapped cache. Although both have similar access times, the hash-<..3.suZrorI 11.01 9.11 9.01 11.11 9.31 9. 51 Table 1 Miss ratios (%) for the original schemes. The conflict miss ratio is shown in brackets.
rehash scheme requires two cache probes for some hits. Hence, the direct-mapped cache will be more effective. This poor behavior of the hash-rehash cache was also observed in [4] . The columnassociative cache provides a miss ratio similar to that of a two-way associative cache. Since the former has a lower access time but requires two cache probes to satisfy some hits, the choice between these two organization should take into account the particular implementation parameters (access time and miss penalty). The victim cache removes many conflict misses and it outperforms a four-way associative cache. Finally, the two-way skewedassociative cache offers the lowest miss ratio, which is significantly lower than that of a four-way associative cache. The results for the skewed-associative cache are more positive than those observed in [ 181, where a miss ratio similar to a four-way associative cache was claimed, though using a different workload.
5 Bitwise XOR mapping XOR-mapping schemes exhibit a behavior which is in some way similar to full associativity but with some restrictions. For instance, in the two-way skewed-associative cache, the set of all addresses that are mapped into the same line of bank 0 are distributed over all the lines in bank 1, Thus, it is similar to having all the lines of bank 1 as alternative locations for a given line in bank 0. However, if one considers a particular memory address, it can be placed in exactly two cache locations (one in bank 0, and the other in bank 1). Below we analyze the performance of bitwise XOR mapping schemes for the other cache organizations. The mapping functions that are evaluated are based on the family of functions proposed in [18] . Section 7 evaluates the performance of the polynomial mapping scheme proposed in [ 171.
Direct-mapped
To describe the bitwise XOR mapping function, let us consider a memory address A=~a,,-,,a~r-~,..., ao> composed of the following Figure 1 compares the conflict miss ratio of a direct mapped cache with a conventional mapping function to a direct-mapped cache with the mapping functionfpreviously defined. It can be seen that the use of an XOR-mapping function provides a large improvement for two of the benchmarks (tomcatv and wave). These are the two benchmarks that also most benefit from a low degree of set-associativity, as can be seen from Table 1 . Notice however, that five of the ten programs exhibit slightly higher miss ratios. These are all notable for their low conflict miss ratios in a conventional direct-mapped cache. We are seeing the random introduction, with low probability, of conflicts that were not originally present. On average, the direct-mapped cache with an XOR-mapping function has a total miss ratio (17.5 1) lower than that of a column associative cache (19.11) and almost equal to the miss ratio of a four-way associative cache (16.42).
5.2
Hash-rehash and column-associative
The mapping functions proposed for the skewed-associative cache [18] can also be used for a hash-rehash cache and a column associative cache. For these, as for the skewed-associative cache, we define two distinct mapping functions fo and f, The first probe uses fc and, if required, the second probe uses f, These functions are as defined in section 2, using the address decomposition A=(A.?, A,, A,, A,) defined in section 5.1, and with a binary value of T = 10101010. The average total cache miss ratios for hash-rehash and column associative caches using fu and f, are 23.63% and 20.39% respectively. On average the XOR-mapping functions do not provide any improvement although they are beneficial for two benchmarks (101 and 146). The net deterioration in miss ratio is due to two reasons: l If reference A produces a cache miss, it is placed in fo (A) If the data currently in this location corresponds to memory address B, it is moved to f, (A) , or discarded. The hashrehash cache always moves the data, whereas the columnassociative cache takes this decision based on the rehash bit. However, it is very likely that f, (A) #fe (B) and f, (A) #f, (B) Consequently, the data from address B will be moved to a place where it will no longer be accessible and the next reference to 6) will miss (even if the data is in cache). In addition to degrading performance, this may also cause some consistency problems. The first problem mentioned above can be solved by inhibiting the swapping of data. Of course, that will cause a significant increase in the percentage of hits that require two probes, but it will provide us with a lower bound on the miss ratio that could be obtained. Besides, swapping may significantly increase pressure on the cache ports, and may cause performance penalties as it is not always possible to hide the swapping during idle cache cycles. For instance, in an ideal out-of-order machine with two memory ports and infinite resources, we have measured that on average two memory ports are busy during 71% of cycles, and only in the 17% of cycles are both idle [9] . An interesting alternative to swapping is to predict the most likely location of the two possible candidates for a given address. This has been extensively studied by Calder et al. who showed that it can be a very effective approach [6] . In order to eliminate the possibility that fo (A) = f, (A) , we propose to slightly modify the mapping functions such that they always differ in the most significant bit of the result they produce. This most significant bit will be equal to the most significant bit of A, forfo and it will be inverted forfi.
The proposed replacement policy is a pseudo-LRU policy inspired by the one proposed in [ 181. A one-bit flag is associated with each cache line. When a hit occurs, the flag of the line holding the data is reset to 0 and the flag of the alternate location is set to 1. If a miss occurs, the new line replaces the line whose flag is higher. If both flags are equal, the line at f. (A) is replaced.
With these changes to the mapping function and replacement policy, and the elimination of swapping, the conflict miss ratios for a column-associative cache are as shown in Figure 2 also includes the conflict miss ratios for the conventional columnassociative organization without using a XOR-mapping.
Notice that with this organization, the effect of the XORmapping scheme in the column-associative cache is very impressive, in particular for those programs with the highest miss ratio. The average total miss ratio of this organization (10.04) is much lower than that of a four-way associative cache (16.42) and somewhat lower than that of the skewed-associative cache (11.05). To isolate the effect of inverting one bit to obtain always two potential locations for each address, we have performed the simulations just with the XOR-functions (fO and fi as defined at the beginning of this section), without the bit inversion and we obtained an average total miss ratio of 11.17.
5.3
Victim cache
In this case, the direct-mapped part uses the XOR-mapping function defined in section 5.1. The results are shown in Figure 3 . We can see that the XOR-mapping makes the average total miss ratio of the victim cache (11.6) to be very close to that of the two-way skewedassociative cache (11.05). Notice also that the XOR-mapping produces a slight increase in miss ratio for those benchmarks with very few conflict misses. The same behavior was observed for a direct-mapped cache and can be explained again by the random, but infrequent, introduction of new conflict misses.
Two-way associative
In the case of a two-way associative cache, consider an address A composed of four fields A=(A3. A,, A,, Ao) of n-21-b+2, l-1, 1-I and b bits respectively. In this case, the XOR-based mapping function is defined as follows:
The same mapping function is used to access both banks, as in a conventional set-associative cache, and LRU replacement is used as in this case it can be implemented with low cost. The conflict miss ratios corresponding to this organization are shown in Figure 4 .
The bitwise XOR mapping scheme more than halves the average total miss ratio (from 19.76 to 9.54). We can also see in Figure 4 that the mapping function has eliminated almost all the conflict misses. In average, the total miss ratio is just 1.10 times that of a fully-associative cache. For two programs the two-way XOR cache has lower miss ratio than a fully-associative cache. This is again due -2-way 0 XOR 2-way tomcat swim sdcor hydra mgrid applu turb3d apsi fpppp wave average Figure 4 : Conflict miss ratio (%) for the two-way associative cache with the conventional and the bitwise XOR mapping functions. The average total miss ratios are 19.76% and 9.54% resnectivelv.
to the sub-optimality of LRU replacement in the fully-associative cache, and is a common anomaly in programs with negligible conflict misses.
When a bitwise XOR mapping is used, the average total miss ratio of the two-way associative cache (9.54) is slightly better than that of a column-associative cache (10.04) and much better than that of the skewed associative cache (11.05). This may seem to contradict the results in [ 181, where Seznec observed that the twoway skewed-associative cache had a lower miss ratio than a twoway associative cache with the same mapping function for both banks. The reason for this difference is twofold. Firstly, Seznec used function foT described in section 2 to index the two-way associative cache. This function indexes the cache using l-1 + L (l-1) /2] bits, whereas his two-way skewed-associative cache was indexed using 21-2 bits. One of the most important benefits of XOR-mapping schemes is that they avoid conflicts among data structures that are accessed simultaneously with the same stride but whose initial addresses differ in a sum of powers of two. If these powers of two correspond to bits that are used by the mapping function, the conflicts may be avoided. Thus, to be fair, one should compare cache organizations that use the same number of bits as input to the mapping function. Both the two-way skewedassociative cache in Table 1 and the two-way associative cache in Figure 4 use the same number of bits. The second reason for the difference with Seznec's results is that he used a different workload, with a much smaller working set, since his miss ratios are much lower.
The results in Figure 4 suggest that in the case of a two-way associative cache, it is more effective the use of more bits in each mapping function than having two different indexing functions.
5.5
Restricted hashing
A drawback of the XOR-mapping scheme is that it may interfere with the use of a physically tagged cache, which may be desirable for coherency reasons [12] . To remove address translation from the critical path it is common to have a virtually-indexed cache with physical address tags. This typically means that the cache is indexed using only unmapped virtual address bits. This limits the maximum number of sets and therefore, it imposes some constraints in both the cache size and the degree of associativity.
However, the XOR-mapping scheme requires the use of more bits of the address and therefore, heightens the constraint on the page size. One way to overcome this problem is to use fewer bits to compute the mapping. In the case of a skewed associative cache, it was shown that this produces a small reduction in performance [18] . We have evaluated the miss ratio of a column-associative cache using the mapping functions described in section 5.2 with the miss ratio obtained when using only the four least-significant bits of A, to perform the bitwise XOR with Al. The results showed an increase in average by a Factor of 1.08, which is relatively low.
6 An affordable implementation of LRU replacement The use of two different XOR-mapping functions creates an effect similar to full associativity, as previously discussed. This suggests that an LRU replacement policy may be expensive to implement, and has motivated previous work on pseudo-LRU replacement policies [18] . However, implementing LRU replacement in column-associative or skewed-associative caches is not as expensive as in the case of a fully-associative cache. One way to implement LRU for the caches that use two different mapping functions is to add a time stamp to each cache line. A count of memory references is maintained, and every time a cache line is accessed its time stamp is updated with the value of the reference counter. When a miss occurs, the candidate for replacement which has the lowest time stamp is chosen for replacement. In the case of a two-way skewed-associative or a column-associative cache this requires a single comparison between two integer fields.
This replacement policy produces a noticeable benefit in the performance of the column-associative cache and the two-way skewed-associative cache, as shown in Table 2 Table 2 : Miss ratios (%) for the column-associative cache and the two-way skewed-associative cache comparing pseudo-LRU with LRU replacement.
The cost associated with this LRU replacement depends on the number of bits devoted to the time-stamp. The simulations reported in Table 2 ensure that the time-stamp never overflows. A more practical scheme, that uses a small number of bits both in the counter and the time-stamp would work by shifting the counter and all the time-stamps one bit to the right whenever the reference counter overflowed. We simulated this scheme For the columnassociative cache using just 8 bits For the counter and the time stamps. The results are practically identical to those obtained with an unrestricted time stamp (the average miss ratio was 9.32).
One potential criticism of our comparison between the columnassociative and the skewed-associative caches is that the former -Poly column-associative -Poly l-way m Poly 2.way skewed 0 2.way tomcat swim su2car hydra mgrid applu turb3d apsi fpppp wave avenge Figure 5 : Conflict miss ratio for the column-associative, twoway associative and skewed-associative organizations with polynomial mapping. The conflict miss ratio of a conventional 2-way associative cache is also depicted for comparison.
uses one bit more of the address to compute the cache index. To isolate this effect we simulated the column-associative cache using 21-2 address bits in the mapping function (the same as the skewed-associative cache), and without bit inversion. This produced an average miss ratio of 9.36, indicating no significant difference.
Polynomial mapping
We have investigated the performance of the XOR-mapping scheme proposed by Rau [ 171, which is based on polynomial arithmetic and which will be referred to as polynomial mapping. The performance of polynomial mapping has been evaluated for the column associative, the two-way associative and the two-way skewed-associative organizations. For all of them, Table 3 compares the total miss ratios of the previous XOR mapping functions based on the bitwise XOR of two bit strings (XOR) with that obtained using polynomial mapping functions (P&y). In all cases, an LRU replacement is assumed. The miss ratio of a fullyassociative cache is also shown for comparison.
To perform a fair comparison we applied the randomization scheme using the same number of bits of the original address as input to all the mapping functions; in all the cases this is 19 bits (14 without considering the bits that indicate the displacement inside the cache line). For the polynomial mapping functions, we chose the I-poly polynomials that require the fewest number of XOR entries for its implementation. We refer to a polynomial by the value obtained after substituting x by 2 (e.g., polynomial 19 is x4+x+1). The four chosen polynomial are: Pt=505, P2=301, P,=131, P,=137. For the column-associative cache, P, and PZ define the mapping of the two indexing functions used by this organization. P3 corresponds to single function utilized by the twoway associative cache. Finally, P, and P, define the two different mapping functions used by skewed-associative cache. Each mapping function requires 7 or 8 XOR gates with fan-in from 2 to 5 each.
Regarding the column-associative and the two-way associative results, we can conclude from Table 3 that the scheme based on using polynomial mapping provides a marginal advantage over the bitwise XOR scheme. However, as the former requires wider XOR gates (i.e. more inputs) the simpler XOR scheme may be preferable. Table 3 : Miss ratios for a column associative cache, a two-way associative cache and a two-way skewed-associative cache for the two XOR-mapping schemes: bitwise XOR (XOR) and polynomial mapping (Poly).
The marginal advantage of the polynomial mapping scheme can be explained in a number of ways. Firstly, both schemes are really quite similar; the principal advantage of polynomial mapping is the guarantee of optimal behavior on address patterns that lead to pathological conflict misses in a conventional mapping scheme. Such optimality may not be a feature of bitwise XOR schemes, but pathological cache behavior is also not a dominant feature of the SPEC95 suite. Anyway, both schemes achieve a miss ratio that is very close to that of a fully-associative cache.
On the other hand, the polynomial mapping provides a significant improvement for the skewed-associative cache. For three of the benchmarks (101, 102 and 146) this improvement is quite important. For the others, the reduction in miss ratio is very small, if any, since the miss ratio of the original mapping was already very close to that of a fully-associative cache. Overall, the skewed-associative cache using polynomial mapping and a pure LRU replacement achieves a miss ratio practically identical to that of a fully-associative cache (it is just 0.8% higher). Figure 5 shows the conflict miss ratio for the columnassociative, two-way associative and skewed-associative organizations with polynomial mapping. It can be seen that the in the three cases, practically all conflict misses have been removed. 8 Swapping in the column-associative cache In the previous sections, the column-associative cache did not incorporate the swapping feature. As a result we can expect a lower miss ratio but a higher percentage of hits requiring two probes. We have compared the performance of the column-associative cache both with and without swapping, using a bitwise XOR mapping scheme taking 21-2 bits. In this case, when a reference to address A misses in cache, it is brought tofo(A). If B is the address of the data currently in that location, either it is moved to its alternative location f&(B) orf,(B)) or it is discarded if its alternative location has been used more recently. In the same way, when data is found in the second probe (f,(A)) it is moved tofo(A) and the data currently in this location is moved or discarded following the same criteria as in the case of miss. In any case, data is always placed in an accessible location. We have observed that swapping increases the average total miss ratio by a factor of 1.14, but also ensures that almost all hits can be achieved with a single probe (96%).
Conclusions
We have analyzed the performance of XOR-based placement functions for cache memories using the SPEC 95 floating-point benchmark suite. We have shown that XOR-mapping schemes provide a very high improvement across a broad range of different cache organizations: direct-mapped, set-associative, columnassociative and victim cache. We have also evaluated their effect on the hash-rehash cache and presented performance measures of the skewed-associative cache.
The main conclusion of this study is that XOR-based placement functions significantly reduce the number of conflict misses for all cache organizations. In particular, XOR-mapping combined with (pseudo) two-way associativity eliminates practically all the conflict misses, and obtains a miss ratio practically equal to that of a fully associative cache.
We have also presented a low-cost implementation of LRU replacement suitable for caches with two or more distinct mapping functions based on XOR-mapping schemes, and shown that it yields significant improvement over previously proposed pseudo-LRU replacement schemes.
Two class of placement functions have been considered. The first one is based on the bitwise exclusive OR of two bit strings. The second class is the polynomial mapping proposed in [17] in the context of interleaved memories.
For the first class of mapping functions, among the different schemes evaluated, the lowest miss ratio is achieved by the column associative cache, closely followed by the two-way set associative cache, the two-way skewed-associative cache and the victim cache. All of them achieve a miss ratio much lower than that of a conventional four-way associative cache and close to that of a fullyassociative cache. For example, a two-way associative cache achieves an average miss ratio that is just 1.09 times that of a fullyassociative cache. Similarly, a column-associative cache can achieve a miss ratio between 1.07 and 1.23 times that of a fullyassociative cache, depending on whether swapping is implemented. For comparison, a conventional direct-mapped cache has a miss ratio that is 2.45 times that of a fully-associative cache.
Regarding polynomial mapping, we have shown that it provides a marginal advantage over the simpler bitwise XOR schemes for the two-way associative and column-associative organizations. However, for the skewed-associative cache it achieves a significant reduction in miss ratio. Combining the effects of a LRU replacement and polynomial mapping, the miss ratio of the twoway skewed associative cache is reduced from 1.27 to 1.01 times that of a fully associative cache.
Comparing the three most effective organizations, i.e., skewedassociative, column-associative and set-associative, we can see that all achieve a very similar miss ratio. Each one may be preferable for different reasons: a skewed-associative has the lowest miss ratio, the column-associative has the lowest hit time and the setassociative requires less hardware to implement a LRU replacement.
In overall, we can conclude that XOR-based placement functions are an extremely powerful technique for eliminating conflict misses.
