Introduction

Passive thermography
In the contemporary, non−contact measurements of temper− ature fields, infrared systems are used most frequently [1, 2] . The choice of the infrared thermography results from the following circumstances: l it is a non−invasive measurement method (does not dis− turb the measured field of temperature), l it has sufficient accuracy for high emissivity surfaces. Infrared systems are used in many fields of science and engineering (e.g. industrial diagnostics, analysis of heat flow rates in the electronic equipment, cooling quality of subassemblies or facilities [2, 3] ). The first element of the measurement path in the infrared system is an infrared came− ra and in particular an infrared detector [4] . Next, analysis of the thermal images is conducted with dedicated software [5] . An infrared camera can be also used for acquisition of input data for evaluations of the model parameters in the straight and inverse heat transfer problems [6] [7] [8] . The value of the measured object temperature can be expressed as a function of five parameters [1, 9, 10] 
where e ob is the band emissivity of the investigated sur− face, T atm (K) is the temperature of atmosphere, T o (K) is the ambient temperature, w is the relative humidity, and d (m) is the camera−to−object distance. Analysis of the tem− perature measurement accuracy using the model of Eq. (1) was conducted, e.g., in Refs. 1, 9, 10, and 11. De− spite the passive thermography advantages, the best results in non−destructive evaluation are achieved using active thermography. This class of methods is widely applied in non−destructive testing procedures used for subsurface defect evaluation.
Active thermography
Thermal wave fundamentals
The presence of a defect in the subsurface material layer can be detected using thermal wave theory [12] . This theory pre− dicts that in the case of semi−infinite specimen, subjected to a periodic thermal excitation, the value of a temperature in the depth z (m) at the time t (s), can be expressed as [13] 
where T 0 (K) is the temperature for z = 0 (on the surface of a specimen), W = 2pf (rads -1 ) is the angular frequency of the periodic thermal excitation, and l pm = 2 (m) is the ther− mal wavelength. The symbol μ denotes thermal diffusion length and can be defined as
where a r = k C p ( ) m 2 s -1 is the thermal diffusivity of the specimen's material, k (Wm -1 ) is the thermal conductivity, r (kgm -3 ) is the density, and C p (Jkg -10 C -1 ) is the specific heat.
In practice, application of modulated thermal excitation is troublesome [13] . Therefore the methods based on the pulsed heating are used.
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Pulsed thermography
A simple method of thermal stimulation is pulsed thermo− graphy [13, 14] . In this case, the specimen is subjected to a heating pulse. The time sequence of thermal images is re− corded after the pulse is burnt out. For a semi−infinite sam− ple subjected to Dirac's thermal impulse, the temperature rise DT of a sample surface can be described as
where e k C p = r (Wm -20 C -1 s 1/2 ) is the thermal effusivity and Q (J) is the energy of impulse.
Presence of defect in the subsurface layer of material can be stated on the basis of difference between the curve ob− tained from Eq. (4) and the curve actually recorded in the defect area on the investigated surface. In practice, a thermal response and corresponding curves recorded for defect and non−defect areas strongly depend on the investigated sur− face properties (e.g. emissivity) and properties of the ther− mal excitation source (e.g. uniformity of heating). For this reason, in order to localize the defects, it is often necessary to apply additional operations to the sequences of thermal images. They are called thermal contrasts. The most fre− quently used method is the standard thermal contrast, described with the following equation [13] 
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where T def (t) (K) is the temperature in the area suspected to be a defect (consecutive pixel values of a thermal image) at the time t (s), T def (t 0 ) (K) is the temperature in the area sus− pected to be a defect just after the heating pulse burnt out [at the time t 0 (s)], T s (t), T s (t 0 ) (K) are the temperatures in the non−defect areas at the time t and t 0 , respectively. Applica− tion of the thermal contrast increases the defect visibility but does not supply any quantitative information about defect parameters and requires knowledge about the non−defect area localization. The pulsed thermography scheme pre− sented above was used in the simple method for defect area detection described in this paper.
Experimental investigations
Measuring position
Experimental investigations were conducted using the measur− ing position shown in Fig. 1 . The position consists with infra− red camera FLIR ThermaCAM PM595 (1) with a frame grab− ber (2) and PC (3). They are used for recording and visualizing time sequences of thermal images. Two heating lamps (4), each of power of 250 W were used as a source of a thermal stimulation. The subject under investigation was a specimen 
Results of experimental investigations
The experiments were conducted for two variants of the ex− perimental setup. In the experiments, the following variants were assumed: For examination of the influence of non−uniform heating on the effectiveness of the defect area detection, the second variant was used. The time sequences of thermal images re− corded for both variants of experimental setup mentioned above were used in the method of defect area detection de− scribed in the further part of this work.
Simulation research
Methodology of research
The method for the defect area detection described in this work operates in the following steps: l creating the map of the statistical detectivity ratio, l thresholding the map of the statistical detectivity ratio with a lower threshold. The first step of this method was mentioned in the previ− ous part of this work, whereas the remaining steps are de− scribed in details below.
In herewith presented simulations, the time sequences of thermograms recorded in the experimental research were used. The method for the defect area detection proposed in this work is based on the comparison between the statistical parameters of the non−defect area (so−called the sound area) and the area containing defect. In the method described in the paper, the crucial is a statistical detectivity ratio. It was defined as
where s d (K) is the standard deviation of the temperatures in the area comprising a defect (so−called the control area) and s s (K) is the standard deviation of the temperatures in the sound area. The standard deviations mentioned above are described with the following formulas
where N d and N s denote the numbers of thermogram's pixels in the control area and in the sound area, respectively, whereas T d (K) and T s (K) denote the mean temperature in the control area and in the sound area, respectively. The symbols T d (i) (K) and T s (i) (K), denote the temperature val− ues of consecutive pixels in the control area and sound area, respectively. It is necessary to emphasize, that the term "area comprising a defect" (control area) denotes a region with the pixels that can be assigned to the defect area as well as those that cannot. Therefore, the region mentioned above should have a proper number of pixels. In simulations conducted in this paper, the statistical detectivity ratio was used to make an assessment of defect presence in a suitable region. In order to determine the area of defect presence, the maps of statistical detectivity ratio were created. They are synthetic images made on the basis of original thermal images. The transformation between an original thermal image and the map of the statistical detecti− vity ratio is defined with the following equation 
pixels pixels 
In the above equations, the following denotations were assumed W ar (pixels) is the width of the control area and H ar (pixels) is the height of the control area.
In the final step of the method presented here, it was nec− essary to apply the thresholding of the map of the statistical detectivity ratio. The thresholding is a very important opera− tion in the digital signal processing [15] . In order to detect areas with defects, the thresholding with the lower threshold should be carried out. It was conducted with the following formula [15] 
where SDR thr is the value of a threshold (determines how many times the standard deviation in the control area should be greater than the standard deviation in the non−defect area in order that the control area is treated as the defect area). A suitable selection of the threshold value is essential in the thresholding process. For instance, frequently used method in the digital image processing is the histogram analysis [15] . In this work, the waveform analysis of the sta− tistical detectivity ratio was applied for proper selection of the threshold value. First, the thermal image with the maxi− mum value of the statistical detectivity ratio in the area of interest (defect area) was selected. Next, the level of the sta− tistical detectivity ratio which meets the detectivity condi− tions was assumed. These operations were carried out for all of the control areas in the investigated field of view. The main advantage of such approach is that the threshold has statistical interpretation. It can be determined on the basis of the required ratio between the standard deviation in the non−defect area and the area containing defect. The standard deviation in the non−defect area is connected with the prop− erties of the investigated surface (emissivity), the unifor− mity of heating and parameters of the used measurement equipment (e.g., the noise of the infrared detector). There− fore the statistical detectivity ratio depends on these condi− tions as well. Finally, in this method, the threshold value used for thresholding the map of the statistical detectivity ratio is a function of the well−defined statistical measures of the thermal images of surface under investigation. Figure 7 presents the waveform of the statistical detectivity ratio for the defect localized in the depth z = 0.5 mm, in case of the uniform heating. The waveform of the statistical detectivity ratio for the defect localized in the same depth, in case of the non−uniform heating was presented in Fig. 8 .
Results of simulations
Statistical detectivity ratio
In the above figures, the maximal values of the S DR can be clearly seen. In this work, the time instants t max for the maximal values for all of the investigated defects for the uniform and non−uniform heating were calculated. For com− parison purposes, the time values calculated for the uniform heating were shifted by 120 s (the starting time of the inves− tigated surface cooling). They are collected in Table 1 . The time instants from Table 1 were used for creating the maps of the statistical detectivity ratio.
Maps of statistical detectivity ratio for uniformly heated surface
The map of the statistical detectivity ratio is shown in Fig. 9 . The map was generated at t = 30 s, corresponding to the maximum of the statistical detectivity ratio for z = 2.5 mm. Figure 10 shows the results of the thresholding process con− ducted for the map presented in Fig. 9 . The thermal image of the investigated surface of the specimen with a grid of the control areas was presented in Fig. 11 . 
Maps of statistical detectivity ratio for non-uniformly heated surface
The map of the statistical detectivity ratio is shown in Fig. 12 . The map was generated at t = 38.6 s, corresponding to the maximum of the statistical detectivity ratio for z = 2.5 mm. The results of the thresholding process conducted for the map presented in Fig. 12 is shown in Fig. 13 . The thermal image of investigated surface of the speci− men with a grid of the control areas was presented in Fig. 14. 
Conclusions
On the basis of the experimental investigations and the re− sults of the simulation research, the following conclusions can be drawn: l the method presented in this paper enables detection of the subsurface defects only on the basis of the statistical parameters of control areas obtained from the thermal images of surface under investigation, l a very good statistical parameter for the detection of de− fect area is a statistical detectivity ratio defined with Eq. the fact that the value of the lower threshold has a simple statistical interpretation. It can be determined on the ba− sis of the required ratio between the standard deviation in the defect and non−defect areas, respectively. In this work, the following thesis is stated. The standard devia− tion of temperature values in the non−defect area of in− vestigated thermogram is caused by the properties of the used infrared equipment (especially the detector's noise and the measurement path uncertainties), the properties of the investigated surface (e.g. nonuniformity of the emissivity values resulting from coarseness), the proper− ties of the distribution of the heat on the investigated surface (i.e. uniformity of heating), l if we can determine three reasons of increase in the stan− dard deviation described above, we do not need to know any sound area location. It is a big advantage over the ther− mal contrast method, in which the defect detection without knowing a non−defect area location is impossible, l the best results of the defect area detection with pre− sented method were obtained for the uniformly heated surface (Figs. 11 and 12 ). In this case, the calculated maximum value of the S DR was equal to about 90 ( Fig. 8 and Table 1 ) for z = 0.5 mm, l in case of the non−uniformly heated surface, the maxi− mum S DR values are significantly lower. It results from the lower value of the heating power and nonuniformity of heating of the investigated surface. The value of the standard deviation in the sound area is bigger, therefore the statistical detectivity ratio is much lower (Eq. 6), l even for the low heating power of the heat stimulation source and the non−uniform distribution of the thermal pulse on the investigated surface, the proposed method correctly recognizes all areas containing defects (Figs. 14 and 15). It is interesting that the presented method can de− tect defect before they become visible in the field of view, l the method proposed in this paper is based on the very simple calculation procedure available in most infrared system existing on the market (the standard deviation in the selected area of the thermogram). Therefore it can be simply implemented in the portable, industrial NDE applications.
