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Biologging is becoming a powerful tool in the study of free-ranging animal behaviour. 
Accelerometers play an important role particularly for cryptic aquatic species by 
facilitating the measurement of animal body movement and thus, behaviour. However, 
our ability to collect large and complex data sets is surpassing our ability to analyse 
them, prompting a need to develop methodologies for automated behavioural 
classification. Unsupervised machine learning is particularly useful for behavioural 
classification where direct observations to link patterns of acceleration to animal 
behaviour are not always attainable. We tested the ability of unsupervised machine 
learning to classify shark behaviour by applying two common unsupervised 
approaches, K-means clustering and Hidden Markov models (HMM), to ground-
truthed accelerometry data collected from captive juvenile lemon sharks (Negaprion 
brevirostris). Although K-means clustering demonstrated low classification 
performance, the HMM performed well in distinguishing broad categories in 
behaviour (resting vs swimming), but generally had poor performance in rare and more 
complex behaviours (e.g. prey handling or burst swimming). This study is one of the 
first to validate the use of common unsupervised machine learning algorithms and 
lends further support to their use in the study of behaviour in free-ranging animals, 
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Animal behaviour  
Understanding how animals interact with, and respond to their surrounding 
environment has become increasingly significant as the number of threatened species 
continues to rise, and our ecosystems collapse (Brooker et al., 2016). Studying 
behavioural aspects such as foraging, reproduction, migration and habitat use provide 
significant insight for wildlife management and conservation (Yoda, 2019). For 
example, by investigating nestling development, migration and recruitment of the 
short-tailed albatross (Phoebastria albatrus), Deguchi et al. (2014) applied adaptive 
management techniques and enabled the successful translocation of the threatened 
seabird. Animal behaviour was traditionally studied in captivity, mostly due to rare or 
cryptic species, migratory movements, or environments that limit direct observation 
of animal behaviour (Boyd et al., 2004; Campbell et al., 2013). However, it quickly 
became clear that captive environments can hinder the physical and psychological 
needs of an animal, and result in the display of abnormal behaviours, or limited 
representation of natural behaviours (Boyd et al., 2004; Mason, 1991). Therefore, the 
development of new techniques was required to remotely observe the behaviour of 
free-ranging wildlife.  
Biologging 
Biologging involves attaching miniaturised tags to animals for remote 
measurement of their movement, behaviour and physiology (Boyd et al., 2004; Rutz 




emerged in the 1930s (Scholander, 1940), but it was the ground-breaking development 
of microprocessors in the 1960s, that revolutionised the way we study animals 
(Kooyman, 1966, 2004). Biologging technology has advanced rapidly in the last 20 
years, with devices available that weigh only 0.34 g  (Virens and Cree, 2018), to 
loggers sampling at increasingly fine temporal resolutions (500 Hz) (Nishiumi et al., 
2018). These advancements have been extremely important in the marine realm, where 
they have facilitated recordings of wildlife that would be otherwise unobservable 
(Bograd et al., 2010; Chapple et al., 2015). For marine wildlife, biologgers were 
traditionally used to study movement ecology and habitat use (Whitney et al., 2007). 
One of the most recent and most significant advancements in biologging technology 
is the accelerometer, where its implementation has enabled quantitative movement 
analyses and revolutionised the study of animal behaviour (Ropert-Coudert et al., 
2009; Rutz and Hays, 2009).  
Using accelerometry to study animal behaviour  
An accelerometer is an electromechanical device that provides animal 
orientation data and detailed movement kinematics (Brewster et al., 2018; Shepard et 
al., 2008). The sensor acts as a spring that produces an electric charge when deformed 
(Brown et al., 2013). The electric charge produced is relative to the acceleration that 
the device experiences from gravity and animal movement, and has enabled fine-scale 
behaviours to be monitored, unrestrained by visibility or observer bias (Brown et al., 
2013). Accelerometers are a potentially effective tool that can be applied to an array 
of conservation concerns (Shepard et al., 2008). For example, the combination of 




high-resolution information on habitat use and activity budgets of wildlife (Berlincourt 
et al., 2015; Bouten et al., 2013; Nams, 2014; Shepard et al., 2008). 
Early accelerometry studies used mono- and bi-axial accelerometers that 
record acceleration in one and two spatial axes respectively (Hochscheid and Wilson, 
1999; Yoda et al., 2001; Yoda et al., 1999). In the last 15 years, however, the majority 
of acceleration studies record acceleration in three dimensions: along longitudinal, 
lateral and dorsoventral axes (Figure 1) (Leos‐Barajas et al., 2017; Shepard et al., 
2008; Wilson et al., 2008). Tri-axial accelerometers provide an informative estimate 
of the animals complete body acceleration over time, which can be used in conjunction 
with the corresponding posture to identify animal behaviour (Shepard et al., 2008)  
 
 
In addition to animal movement and behaviour, researchers are now using 
three-dimensional biologgers to study complex ecological processes such as migration 
and foraging strategies (Bäckman et al., 2017; Hernández-Pliego et al., 2017). For 
example, tri-axial accelerometers were used to study the mating behaviour of free-
ranging nurse sharks (Ginglymostoma cirratum) (Whitney et al., 2010). The 
Figure 1: Schematic diagram of the three axes used to record acceleration 





accelerometers proved effective by easily identifying basic active and inactive 
behaviours that produce relatively low-amplitude spectra and consequently, low 
acceleration (Figure 2). Behaviours associated with mating such as head-down 
orientation or rolling from side to side were also identified and were made apparent 
by sudden changes in amplitude and acceleration. Despite the accelerometers ability 
to record both simple and complex behaviours, all behaviours had to be directly 










Figure 2: An example of elasmobranch behavioural classification from tri-axial accelerometry 
data. The example portrays five elasmobranch behaviours for classification. (a) overall dynamic 
body acceleration (ODBA) is calculated by the sum of the absolute acceleration in all three axes. 
(b) Dynamic acceleration in all three axes: sway (blue), heave (red) and surge (grey) for the time 
of each behaviour. (c) The corresponding wavelet spectrum produced from the sway axis alone 
which illustrates increased amplitude during the burst and headshake episodes. Reproduced from 




Machine learning for animal behaviour classification  
Advances in biologging technology have resulted in the acquisition of 
correspondingly large and complex data sets (Boyd et al., 2004; Valletta et al., 2017). 
Our ability to collect these high-resolution data sets are quickly surpassing our ability 
to analyse them (Valletta et al., 2017). As a result, the necessary analytical tools need 
to be developed to automatically analyse accelerometry data (Brewster et al., 2018; 
Whitney et al., 2010). One such tool is machine learning (ML).  
Machine learning is a category of artificial intelligence within computer 
science. It is the ability of computers to learn without specific instructions; rather, they 
learn primarily from or discern patterns in data (Choy et al., 2018; Robert, 2014; 
Samuel, 1959). These models can then be used to make efficient and accurate 
predictions of future data (Mohri et al., 2012). ML has been applied to a variety of 
disciplines, including bioinformatics, marketing, and robotics. Biologists are now also 
using ML techniques to classify animal behaviour when computers can identify and 
quantify behavioural states from data (Campbell et al., 2013; Chimienti et al., 2016; 
Resheff et al., 2014).  
Supervised machine learning   
There are two types of machine learning used for classification: supervised and 
unsupervised (Table 1). Supervised ML is an algorithmic model that predicts the future 
output from previously labelled input (Sathya and Abraham, 2013) such as support 
vector machines (SVM) (Martiskainen et al., 2009) or K-Nearest Neighbour (KNN) 
(Bidder et al., 2014). For biologging data, this begins with a training data set whereby 




behaviour labels for the associated acceleration measures (Brewster et al., 2018). In 
which case, the known behaviour labels are created through manual annotation from 
the direct observation of behaviours (observed in captivity or otherwise) (Brewster et 
al., 2018; Norouzzadeh et al., 2018). The accelerometry data are then used as a map 
to the labelled behaviours, and this map enables the model to predict unseen data from 
animals that are not part of the training procedure (Brewster et al., 2018; Valletta et 
al., 2017).  
In behavioural ecology, supervised ML methods are commonly used because 
the training data provides a set of pre-defined behaviours that enable simple 
interpretation (Leos‐Barajas et al., 2017). Supervised ML can also be highly accurate 
and precise. This is because the existing labels (from direct observation) in the training 
data set were manually classified, and enable the validation of labels assigned in the 
test data set (Collingwood and Wilkerson, 2012; Ladds et al., 2016). Furthermore, the 
trained data set itself is a benefit as it trains the classifier to implement automatic 
behavioural classification and allows for quick identification of known behaviours in 
the test set (Chimienti et al., 2016).  
Despite its simplicity and ease of use, selecting the most appropriate ML 
method can be difficult and time-consuming (Brewster et al., 2018; Ladds et al., 2016). 
Supervised learning is also often subjected to sample selection bias. This bias stems 
from the assumption that all data points are independent and identically distributed 
across the population (Dundar et al., 2007; Ladds et al., 2016). However, as the model 
learns from one distribution (the training set) and then predicts on another distribution 
(test set), there is a high degree of correlation between the two data sets and the 
independence assumption is violated (Dundar et al., 2007; Lorbach et al., 2016; 




Supervised ML also relies heavily on input from the ‘trainer’ to manually label 
behaviours and ‘train’ the classifier to identify the individual behaviours (Ladds et al., 
2016). The dependency on the training data set makes it more difficult to identify new 
or unknown behaviours as the supervised model can only classify behaviours that have 
appeared in the training data set (Chimienti et al., 2016; Ladds et al., 2016; Sakamoto 
et al., 2009). For example, if a foraging behaviour was not observed in the respective 
training data set, the supervised classifier will have difficulty in identifying the 
foraging behaviour if it arises in the test data set. Furthermore, extensive training data 
sets can often be expensive and difficult to obtain for some species (Brewster et al., 
2018).  
Despite the drawbacks, supervised ML is still relatively popular for 
behavioural classification. Bao and Intille (2004) attached five bi-axial accelerometers 
to human subjects as they executed a variety of behaviours. The accelerometry data 
was then applied to train a group of classifiers including decision tables, decision trees, 
K-nearest neighbours, support vector machine and naïve Byers. The most favourable 
classifier were decision trees that successfully identified 84% of behaviours (Bao and 
Intille, 2004). This research was one of the earliest to validate behavioural 
classification from acceleration data in natural conditions. Despite the contrast in test 
subjects and selecting bi-axial accelerometers instead of tri-axial, this study was 
imperative to the classification of wildlife behaviour because studying animal 
behaviour in captivity or controlled conditions is not often feasible or a reliable 
portrayal of natural behaviour (Bao and Intille, 2004).  
A large majority of animal behaviour studies rely on pairing input data with 
direct observation (Bidder et al., 2014; Brewster et al., 2018; Chimienti et al., 2016; 




behavioural classification (Chimienti et al., 2016). Classifying animal behaviour 
without prior ecological or biological knowledge has been little studied. Schwager et 
al. (2007) refrained from using any information on the movement or behaviour they 
may have had prior when applying the K-means clustering algorithm to the tracking 
data of free-ranging cows. Without observations or prior information, the training data 
set does not exist, and such studies have led to the advancement of unsupervised ML.  
Unsupervised machine learning  
Unsupervised ML is an algorithmic model that identifies the inherent structure 
solely from unlabelled input data (Brewster et al., 2018; Sathya and Abraham, 2013). 
There is no training data set or known responses to data that are seen in supervised 
ML (from direct observation); rather the model seeks to find repetitive patterns in the 
observations alone (Chimienti et al., 2016; Ladds et al., 2016). Examples of 
unsupervised ML include neural networks (Reby et al., 1997), expectation-
maximisation algorithms (EM) (Garriga et al., 2016) or various clustering methods 
(Fallucchi et al., 2017; Sakamoto et al., 2009).  
One of the benefits of using unsupervised ML methods in comparison to 
supervised methods is that unsupervised methods are often less time consuming  
(Jonsen et al., 2013; Ladds et al., 2016). In exchange for speed, however, the 
performance of unsupervised classification methods are dramatically reduced (Guerra 
et al., 2011; Ladds et al., 2016; Nazeer and Sebastian, 2009). Unsupervised methods 
can also be challenging for biologists to implement or appreciate because the results 
of behavioural classification cannot be ascertained with confidence. That is, without 
prior information or behavioural observations, the classifications produced by an 




Unsupervised ML is beneficial for the study of highly mobile species who 
often inhabit inaccessible locations where direct observations for ground-truthed 
training data are unobtainable (Brewster et al., 2018; Nakamura et al., 2011; Payne et 
al., 2016). Therefore, being able to classify behaviours without prior information 
would be highly advantageous for cryptic wildlife such as elasmobranchs. As most 
shark species swim continuously, there is continuous lateral motion in the sway axis 
that produces statistical noise and makes fine-scale behaviours particularly difficult to 
identify (Brewster et al., 2018; Hounslow et al., 2019; Williams et al., 2017). However, 
the application of an unsupervised ML method to elasmobranch acceleration data 
could expose new or rare behaviours that would be otherwise indiscernible to a 
supervised ML method due to the reliance on a possibly biased training data set. 






Table 1:  Advantages and disadvantages of supervised and unsupervised machine learning 
 Advantages Disadvantages 
Supervised 
ML 
• Can be highly accurate and 
precise 
• Simple interpretation 
• The trainer can define the 
label (usually a limited 
number value) 
• Comprehensive training data 
set 
• Time-consuming 
• Not suited for species that are 
not easily observed in the wild 
or cannot be kept in captivity 
• Assumes an independent and 
identically distributed training 
data set which is often violated 
Unsupervised 
ML 
• No prior knowledge of data 
or training set required 
• Speed 
• Has the potential to reveal 
new or rare behaviours 
• Less accuracy  
• States will not always point to 
specific behaviours 
• Results cannot be validated 
 
K-means clustering 
One of the most common and widespread methods of classifying observations 
into distinct categories is K-means clustering. The unsupervised algorithmic model 
aims to separate n observations into groups represented by the vector K (Figure 3) 
(Zhang et al., 2015). The observations are clustered by minimising the within-cluster 
total of the squared Euclidean distance from the cluster centroids (Sakamoto et al., 
2009). Simply put, individual observations are allocated to their respective groups 
whereby intercluster distance is maximised, and the intracluster similarity is 















The omnipresence of K-means clustering is primarily due to it being 
mathematically simple and efficient on large data sets (Jain et al., 1999; Kumar and 
Prasad, 2013; Zhang et al., 2015). However, K-means clustering can be limited by the 
number of data points that a computer can process (Sakamoto et al., 2009). It also 
tends to work well only on data sets with condensed or outlying clusters (Jain et al., 
1999).  
Although K-means clustering can be computationally inexpensive (Valletta et 
al., 2017), it is particularly sensitive to the result of the initial partition (Birodkar and 
Edla, 2014; Jain et al., 1999; Morissette and Chartier, 2013; Nazeer and Sebastian, 
Figure 3: The process of the K-means clustering algorithm (Sakamoto et al., 2009) used 




2009). This is because K-means uses a local search heuristic to efficiently find the first 
partition, which results in the estimated optimal result rather than just the optimal 
result (Jain et al., 1999; Sakamoto et al., 2009; Xiong and Zhang, 2016). This also 
means that the algorithm is unstable and will provide different results depending on 














Figure 4: A graphical display of the sensitivity of K-means clustering to the selection of the 
initial partition. If you begin with A, B and C as the initial means, then the resulting partition 
will be [[A] [B, C], [D, E, F, G]]. However, the squared error criterion value is greater than 
for the optimal partition [[A, B, C], [D, E], [F, G]] that is seen with the rectangles (this 
contains the global optimum). The accurate three cluster solution would be achieved by 





Unlike other clustering methods (Langfelder et al., 2007), the number of 
expected clusters must be specified before K-means clustering can begin (Brewster et 
al., 2018). Determining the optimum number of clusters that best represent the 
associated data set is a universal issue. If the selected cluster number is too small, 
comparable behaviours can be classified together, whereas electing too many clusters 
can synthetically separate behaviours (Gleiss et al., 2017; Sakamoto et al., 2009; 
Valletta et al., 2017; Whitney et al., 2010).  
To further improve the accuracy and efficiency of this classifier, the data can 
be transformed before applying the K-means algorithm (Al Shalabi et al., 2006; 
Mohamad and Usman, 2013). Pre-processing techniques can include normalisation 
(scaling the data so that each component of the data set is within a small established 
range such as [0:1]), standardisation (where the mean in each dimension is made to be 
0 and the variance to be 1), outlier removal and more (Mohamad and Usman, 2013; 
Patel and Mehta, 2011; Pavel and Sattarov). Data transformation of highly distributed 
or ‘noisy’ data can increase the likelihood of clusters being identified, produce higher-
quality clusters and fix any inconsistencies in the data (Mohamad and Usman, 2013; 
Patel and Mehta, 2011; Van Moorter et al., 2010).  
Due to its simple nature, K-means clustering has also been used as a starting 
point or within a combination of methods to classify animal behaviour. In 2015, Zhang 
and colleagues (Zhang et al., 2015) applied both K-means clustering and ‘behavioural 
change point analysis’ (BCPA) to segregate the movement trajectories of the Little 
Penguin (Eudyptula minor) into distinct behaviours. They aimed to increase the 
accuracy and efficacy in clustering animal behaviour data without prior information. 
Consequently, this method correctly classified 92.5% of the data and enabled 




K-means clustering has been used in many animal behaviour studies, mostly 
focused on location data such as GPS (Christensen‐Dalsgaard et al., 2018; Van 
Moorter et al., 2010) or acoustic telemetry (Brodie et al., 2018; Xydes et al., 2013). 
However, there are comparatively few studies that have applied K-means clustering 
to accelerometry data (Dewhirst et al., 2017; Gleiss et al., 2017; Hart et al., 2016; 
Patterson et al., 2019; Sakamoto et al., 2009). One method of analysing accelerometry 
data with K-means clustering is to use the package Ethographer (Sakamoto et al., 
2009) and create spectra of acceleration signals (derived from animal movement) that 
are contingent on the continuous wavelet transformation (Sakamoto et al., 2009). The 
K-means algorithm is then applied to the spectra and each second is grouped into “K” 
clusters. Wavelet transformation enables easy detection of small changes over short 
periods of time and provides a strong method for automated behavioural classification 
(Hart et al., 2016; Sakamoto et al., 2009).  
Hidden Markov models 
Hidden Markov models (HMM) are a class of algorithms that have recently 
gained popularity in ecological applications. Although this model can be used in both 
a supervised and unsupervised context, only the unsupervised model will be discussed 
here. The primary concept of the model was first published in the 1960s (Baum and 
Eagon, 1967; Baum and Petrie, 1966) and gained popularity in the 1970s when it was 
applied to speech recognition (Rabiner, 1989). HMM’s have applications in many 
disciplines, but despite the age, it was only recently that scientists began to apply the 
complex ML model to classify animal behaviour (Grünewälder et al., 2012; Patterson 




Hidden Markov models are non-deterministic algorithms that differ from other 
mathematical models by allowing multiple outcomes (Koski, 1996). That is, several 
variables are characterised by probability distributions with an uncertain outcome 
(Bolano, 2014; Zucchini et al., 2016). The model comprises of two stochastic 
processes of which one is observed, and the other hidden (Figure 5) (Morales et al., 




Like K-means clustering, first-order HMM’s use unlabelled input data (Leos‐
Barajas et al., 2017). The stochastic model assumes that a sequence of observations 
such as acceleration data are produced by an underlying series of hidden states (Franke 
et al., 2006; Tucker and Anand, 2005). These hidden states are produced by a Markov 
process by which future states are independent of past states, yet entirely dependent 
on the penultimate state (Dean et al., 2012; Jurafsky and Martin, 2014). Many other 
statistical methods (K-means clustering, for example), assume independence between 
successive observations of animal movement (Leos‐Barajas et al., 2017; Swihart and 
Slade, 1985). However, there is an instinctive dependence between observations of 
Figure 5: A graphical representation of a first order hidden Markov model (HMM) 
that includes two stochastic processes; one hidden (state process) and the other is 




movement once the behaviour has initiated. That is, at time t, the states are influenced 
by the state at time t-1 (Leos‐Barajas et al., 2017).  
As HMM’s account for the sequential correlation that is observed in animal 
movement data, they are practical for the challenging and often unmeasurable aspects 
of behavioural analysis (Lawler et al., 2019; Zucchini et al., 2016). HMM’s have been 
recently applied to accelerometry data of blacktip reef sharks (Leos‐Barajas et al., 
2017). With the aim to classify the state switching aspects of shark behaviour, Leos‐
Barajas et al. (2017) confirmed that the sharks were more active throughout high tides 
and at water temperatures of 28-29 °C. This research highlighted the significance of 
consecutive correlation when identifying animal movement, an area that has often 
been neglected or incorrectly addressed in previous studies (Carroll et al., 2014; Leos‐
Barajas et al., 2017; Li and Bolker, 2017). 
It is highly likely that the computational complexity of HMM’s is a deterrent 
to many ecologists studying animal behaviour. Due to their random nature, HMM’s 
can be statistically noisy (Tucker and Anand, 2005). They are also quite rich in 
mathematical structure, where the complexity of the model increases substantially as 
the number of states rises, or covariates are added to the model (McKellar et al., 2014). 
Estimating the model's parameters can also prove difficult (Mannini and Sabatini, 
2010; Wang, 2019). However, HMM’s have few statistical assumptions and 
estimating the maximum likelihood is relatively straightforward and quick to optimise 
(Lawler et al., 2019). 
Although HMM’s are computationally complex, they can perform 
sophisticated behaviour classification (Leos‐Barajas et al., 2017). HMM’s are also 




(including missing data) and have a variety of extensions including the hidden semi-
Markov model (HSMM) and the hierarchical HMM (HHMM) (Leos‐Barajas et al., 
2017).  
Current study and objectives  
Observing and understanding the behaviour of wildlife is particularly difficult 
for free-ranging aquatic species (Brewster et al., 2018; Gleiss et al., 2010; Whitney et 
al., 2012). Many elasmobranchs, for example, live cryptic lifestyles, where direct 
observations are logistically challenging or unattainable (Brewster et al., 2018). 
Unsupervised ML methods provide a promising solution to the pressing challenge of 
automated behavioural classification. However, unsupervised ML needs to be 
compared to supervised ML to determine how effectively animal behaviour can be 
estimated without captive trials. To examine the validity of unsupervised ML methods, 
behavioural trials were carried out to observe and record the per second behaviours of 
juvenile lemon sharks (Negaprion brevirostris). The behavioural labels were used 
solely for ground-truthing purposes to compare with the per second inferred clusters 
or states from the unsupervised ML methods. 
This present study set out to address the following objectives: (1) Determine 
the efficacy of unsupervised ML methods in the identification of shark behaviour from 
accelerometry data; (2) To compare the performance of two unsupervised ML 
methods, K-means clustering and hidden Markov models, to a previously used 
supervised ML technique; (3) To test if unsupervised ML methods produce the same 





The data used in this dissertation were gathered and disclosed by Brewster et 
al. (2018). Data collection included the capture of individuals, ethogram (behavioural) 
trials and individual release. The behavioural trials took place in a controlled 
environment where Brewster et al. (2018) could induce the animals to perform a wider 
range of acceleration signatures. Additional data analysis was performed specifically 
for this thesis to test the ability of unsupervised ML methods to classify shark 
behaviour.  
Study site and subject species  
The study site was a cluster of islands that fall within the Commonwealth of 
the Bahamas. The Bimini Islands are located approximately 85 km east of Miami in 
Florida, USA (Figure 6). The islands are fringed with mangrove forests that provide 
well-documented nursery grounds for a variety of species, including the lemon shark 
(Chapman et al., 2009; Trave and Sheaves, 2014). The lemon shark was chosen as the 
subject species for its abundance, its resilience in captivity, and high site fidelity to the 






Tag package and procedure 
The tagging equipment included a G6a+ triaxial acceleration data logger (40 
mm x 28 mm x 17 mm) (CEFAS Technologies Ltd) and an acoustic transmitter (for a 
separate component of the study) (Figure 7). The accelerometers logged acceleration 
at 30 Hz and contained 56 MB for data storage. For tag attachment, a hypodermic 
needle (1.5 mm in diameter) was used to perforate two holes in the base of the first 
dorsal fin, where nylon monofilament was threaded through the accelerometer and the 
fin. The monofilament line was then secured to the opposite side of the first dorsal fin 
with stainless steel crimps and two thin plastic plates. Medical-Grade polyurethane 
Figure 6: Satellite image of the study site in the Bimini Islands 




Figure 7: Juvenile lemon shark (Negaprion brevirostris) equipped with the tri-axial 
accelerometer (Image credit: T.J.Ostendorf, Bimini Biological Field Station, 2015) 
foam was positioned between the plates and the accelerometer to prevent irritation or 





Capture and attachment method 
A 180m x 2m rectangular gillnet was deployed perpendicular to the shoreline 
of South Bimini. The net was checked in 15-minute intervals or in the event of a 
disturbance. The size and weight of the tag package governed the minimum total 
length (TL) of the sharks that could be used for this study (75 cm TL). The maximum 
total length was delineated by the size limit of sharks that could be chambered in the 
respirometry element of a separate study (Lear et al., 2017). Four juvenile lemon 




is positioned within the muscle at the base of their dorsal fin. If the shark had not been 
previously tagged with a PIT tag, one was inserted before the captive behavioural trials 
commenced.  
Data collection 
Sharks were transferred to a 10m x 6m rectangular enclosure that was 
constructed in shallow waters on nearby sand flats. The semi-enclosed enclosure was 
constructed in such a way as to reduce the incessant circular swimming patterns that 
have been previously observed in captive sharks (Gleiss et al., 2009a). The enclosure 
was made of plastic diamond-shaped mesh to ensure the animals experienced natural 
environmental conditions. Before accelerometer attachment, each shark was given a 
minimum of 48 hours to recover and adapt to the fenced enclosure.  
Behavioural trials were carried out approximately 24 hours after accelerometer 
attachment to enable acclimation. For the behavioural trials, an observer was 
positioned next to the enclosure on a 3 m high wooden tower to record each lemon 
shark’s behaviour. To ensure sufficient replicates of rarely performed behaviours, 
Brewster et al. (2018) encouraged such behaviours by feeding an individual fish 
(headshake) or creating large movements to the side of an individual (burst event). 
Each second of the trial was manually annotated with a behaviour label (Table 2) to 
produce an ethogram. The sharks were fed to repletion with fresh or thawed fish every 
three days (except during trials). Once the behavioural trial was completed, sharks 
were recaptured with a dip net, and the dorsally mounted tag was removed. All sharks 




Table 2: Description of the observed behaviours performed in semi-captive juvenile lemon 
sharks (Negaprion brevirostris) (Brewster et al., 2018; Myrberg Jr and Gruber, 1974; 
Whitney et al., 2012) 
Behaviour Definition 
Swim Steady swimming 
Burst Increased speed of swimming (usually during hunting or in response to 
disturbance) 
Chafe Rolling motion to “scratch” dorsal surface 
Headshake Shaking of the head (generally prey handling) 
Rest Lying motionless on the substrate 
 
Data pre-processing  
Statistical analysis for testing the efficacy of the unsupervised ML methods 
was conducted in IGOR Pro version 7.08 (WaveMetrics Inc, Lake Oswego, Oregon, 
USA) and R statistical software version 3.5.3 (R Development Core Team, 2019) 
(Figure 8). As K-means clustering is a particularly simple algorithm, the raw 
acceleration data from the sway axis was the only measurement used for K-means 
clustering. For ground-truthing purposes, the raw acceleration data from the sway axis 
was then segmented into one-second averages using Ethographer (Sakamoto et al., 
2009). 
For HMM analysis, ODBA was the only measurement used for classification. 
The change in metric is attributed to previous studies which found that ODBA is an 
important metric for behaviour classification (Brewster et al., 2018; Gleiss et al., 2010; 
Lear et al., 2017; Leos‐Barajas et al., 2017). The raw acceleration data (sampled at 30 
Hz) was loaded into Igor Pro, where ODBA was then calculated using Ethographer 
(Sakamoto et al., 2009). Firstly, each axis was smoothed over three seconds, and then 




acceleration forces on the device that emanate from the earth’s gravitational pull. Once 
static acceleration was removed from the raw values, dynamic acceleration (a measure 
of the animals' movement) was all that remains (Graf et al., 2015; Wilson et al., 2008). 
ODBA was then calculated for each shark by summing the absolute dynamic 
acceleration of all three axes. For ground-truthing purposes, ODBA was then 
condensed into one-second averages using Ethographer (Sakamoto et al., 2009).  
Figure 8:Methods process for testing the efficacy of two unsupervised machine 
learning methods for behaviour classification of accelerometry data from juvenile 





For the purpose of this study, a cluster is defined as an assemblage of data 
points grouped due to certain similarities in their acceleration signal. In addition, 
clustering was not individually applied to each shark’s acceleration data because the 
K-means clusters for one individual, will not necessarily correspond to clusters in 
another individual. The raw acceleration data (sampled at 30 Hz) was loaded into Igor 
Pro version 7.08 (WaveMetrics Inc, Lake Oswego, Oregon, USA). To ensure the 
clusters could be compared between sharks, the per-second acceleration data of all 
four individuals were combined in Ethographer to be clustered together (Sakamoto et 
al., 2009).  
A continuous wavelet transformation was used to decompose the sway (z) axis 
acceleration signal waveform into time-frequency space (Figure 2) (Torrence and 
Compo, 1998). The sway axis was used because the lateral movement represents 
individual tail-beats and therefore, the primary acceleration axes for sharks (Brewster 
et al., 2018). By using the wavelet transformation, the cyclicity of the movements of 
the caudal fin by the sharks can be analysed (Polansky et al., 2010). The wavelet 
spectrum will display wavelet power plotted against time and frequency, which will 
represent the acceleration amplitude and frequency of the sway axis (Sakamoto et al., 
2009; Westra and Sharma, 2006).  
Before running the algorithm, K-means clustering requires the number of 
clusters to be specified (Brewster et al., 2018). The Calinski Harabasz index (CH 
criterion) (Caliński and Harabasz, 1974) was used to select the optimal number of 
clusters with the R package “fpc” (Hennig, 2010). The CH criterion is an internal 




number of ‘K’ clusters (Caliński and Harabasz, 1974; Hämäläinen et al., 2017). In 
Ethographer, the K-means clustering algorithm was then applied to the continuous 
wavelet spectrum where it separated the clusters based on the temporal changes in the 
amplitude of the sway axis (Figure 9) (Sakamoto et al., 2009; Whitney et al., 2010)). 
The classification performance was then quantified using the ground-truthed 










Figure 9: Schematic diagram of K-means clustering classifying the wavelet spectrum. Inferred behaviours from 
the raw acceleration data of the sway axis: Red – Rest; Yellow – Chafe; Green – Swim; Blue – Burst; Purple – 
Headshake. (A) Wavelet spectrum generated from the raw acceleration from the sway axis (B) The corresponding 





 Table 3: The variables included when investigating the efficacy of K-means clustering to 
identify shark behaviour from accelerometry data (the variables will be italicised for easier 
interpretation in the methods and results) 
 
 
K-means performance evaluation 
Confusion matrices provide a simple approach to establish how many 
behaviours are ‘correctly’ assigned (Plakhov et al., 2015). In order to assess the 
efficacy of K-means clustering for behaviour classification, the performance of the 
clustering method was assessed by generating a confusion matrix (Figure 8). While a 
confusion matrix typically assesses classification performance by comparing actual 
behavioural states to predicted behavioural states (Brewster et al., 2018), the K-means 
clusters generated here did not necessarily correspond directly to a known behaviour. 
Hence, performance could only be inferred. Therefore, the Observed Behavioural state 
contained the cluster number as “pseudo- predictions”.  
Statistical models were applied to compare the fit of observed behavioural 
state to the assigned cluster (pseudo-prediction) and to account for possible sources of 
variation at both the individual and group level.  
Variable  Variable type Description Range 






Categorical The observed behaviour/body movements 











Discrete The number of cases in which a cluster 
was assigned to an observed behavioural 





Mixed model analysis  
Generalised linear mixed models (GLMM’s) are a flexible extension on the 
basic linear regression model. They are beneficial for exploring the relationship 
between the predictors and the response variable in data sets that have multiple sources 
of variability (Johnson et al., 2015; Krueger and Tian, 2004). GLMM’s include both 
fixed and random effects that contribute linearly to the dependent variable (Barr et al., 
2013; Cheng et al., 2010). For clarity purposes, the competing mixed effects models 
for K-means were labelled model 1a, 1b, 1c, and 1d. Subsequently, the competing 
mixed effects models for the HMM were labelled model 2a, 2b, 2c, 2d, and 2e.  
Using a GLMM to analyse the performance of K-means clustering  
Here, a GLMM was used to identify a significant relationship between the 
observed behavioural state and clusters in K-means clustering, while also accounting 
for individual-specific heterogeneity across individuals (Figure 8) (Baayen et al., 
2008; Bolker et al., 2009).  The packages lme4 (Bates et al., 2014) and glmmTMB 
(Brooks et al., 2017) were used to fit the GLMM’s.  
Poisson regression was applied to the K-means clustering assignment with a 
random intercept. As fixed effects, the observed behavioural state and cluster (without 
an interaction) were entered into the model, and a random intercept was included for 
the effect of individual shark. The random intercept model allows the intercepts (K-
means clustering assignments) to deviate between individual sharks, while the 
observed behavioural state and cluster are restricted by a common slope (meaning the 
random effect has the same effect across all other variables) (Duncan et al., 1998; Loy 




Model 1a comprised the aforementioned Poisson regression. The 
overdispersion displayed in the deviance residuals of model 1a suggests that negative 
binomial model could provide a better fit by accounting for any heterogeneity among 
the data (Wedel et al., 1993; Zou et al., 2013). Therefore, model 1b involved a negative 
binomial regression with an identical fixed and random effects structure as model 1a.  
Model 1c, however, aimed to consider an interaction between the two 
categorical variables: observed behavioural state and cluster. An interaction with two 
or more independent variables is when the effect that one independent variable has on 
the dependent variable is dependent on the value of the second independent variable. 
A significant interaction term would suggest that the number of Cluster assignments 
would respond differently to the combination of observed behavioural state and 
cluster than would be predicted by simply adding either independent variable 
separately. The fixed effects structure of model 1c included the interaction term 
between the observed behavioural state and cluster. The random effect structure 
remained the same as previous models with a random intercept for shark. 
Model 1d was constructed to test for an association between the observed 
behavioural state and cluster. An association differs from interaction in that the first 
independent variable is correlated to the values of the second independent variable. 
However, this association does not affect the dependent variable (Nathans et al., 2012). 
A significant association term would suggest that the number of K-means clustering 
assignment allocated to the observed behavioural state are dependent on what the 
underlying cluster is. For this model, the cluster variable was removed from the fixed 
effects structure, and only the observed behaviour remained. The random effect 




Mixed model selection and validation 
A backwards step-like model selection process was used to determine the best 
of the four models (Table 8) (Broman and Speed, 2002). The package DHARMa 
(Hartig, 2017) was used to produce QQ plots and observe any violations in the data.  
The Akaike Information Criterion (AIC) was then used to evaluate the fit of 
the competing models. The AIC works as a relative indicator for the goodness of fit, 
while simultaneously penalising a plethora of parameters used to achieve that fit 
(flexibility over accuracy) (Akaike, 1994; Bozdogan, 1987; Sclove, 1987). The AIC 
provides the ability to compare nested and non-nested models and accounts for model 
selection uncertainty (Bolker et al., 2009; Loy et al., 2017; Posada and Buckley, 2004). 
While there are complexities in defining the ‘best’ model (Burnham et al., 2011; 
Richards et al., 2011; Symonds and Moussalli, 2011), in the present study, the best 
model was considered to possess the lowest AIC. 
To eliminate problematic levels of collinearity in model 1d, the package usdm 
(Naimi et al., 2014) was used to calculate the variance inflation factor (VIF) for each 
independent variable. The VIF illustrates the proportion of variance in one 
independent variable that can be explained by the second independent variable, due to 
the correlation between the two (Craney and Surles, 2002; Zuur et al., 2010). In the 
literature, there is no uniformly agreed threshold value for unacceptable collinearity. 
However, a threshold as low as 3-4 is suggested for a rigorous approach (Kock and 
Lynn, 2012; Olague et al., 2007; Zuur et al., 2010) and collinearity values above three 




Hidden Markov model 
The HMM framework 
A basic two-state HMM involves two stochastic processes (one observed, and 
the other hidden). First, is the observed state process that is governed by an underlying 
mixture distribution. For example, in an HMM with N states, each observation has 
been produced by one of N probability distributions and these are then mixed to form 
a new distribution (Zucchini et al., 2016). The observed states of the HMM, however, 
are influenced by an underlying hidden state that follows a Markovian (Markov) chain 
(Bolano, 2014; Zucchini et al., 2016). The Markov chain is the second part of the 
HMM that uses probability to statistically model random processes over time (Bolano, 
2014; Zucchini et al., 2016).  
In HMM analysis, there are two primary aspects to investigate: the relationship 
between the hidden states and the observed states; and the transitions between the 
states over time (Bolano, 2014). In the present study, the former is emphasised, using 
an unsupervised HMM to infer biologically interpretable behavioural states from the 
accelerometry data collected from juvenile lemon sharks (Brewster et al., 2018). There 
are five main components required to compute the HMM (Table 4), and the 
classification performance was then quantified using the ground-truthed acceleration 






Table 4: The five main components required for HMM computation (Bolano, 2014; Leos‐
Barajas et al., 2017; Zucchini et al., 2016) 
Elements  
Hidden state sequence (S1, S2,…, ST) 
Observed state sequence (X1, X2,…, XT) 
Initial state distribution (denoted by δ and includes the mean and standard deviation (SD) 
of each state distribution) 
State-dependent probabilities (the probability of an observation that was produced by a 
particular hidden state, yet independent of time t) 
Transition probability matrix (TPM; the probability of moving from one state to another) 
 
 
 Table 5: The variables included when investigating the efficacy of the HMM to identify shark 
behaviour from accelerometry data (the variables will be italicised for easier interpretation 
in the methods and results) 
 
 
Variable  Variable type Description Range 






Categorical The observed behaviour/body 







Categorical The hidden state number as determined 




Discrete The number of cases in which a hidden 
state was assigned to a specific 






A pragmatic step by step approach was used to select the number of states for 
the HMM (Figure 8) (Pohle et al., 2017). In previous studies, lemon sharks around the 
Bimini Islands have been observed to exhibit five behaviours (burst, chafe, headshake, 
rest and steady swim) (Brewster et al., 2018). This prior knowledge and a histogram 
of the collective ODBA (Figure 10) were used to determine what possible distributions 
may be present. As the collective histogram was highly skewed, a log transformation 
was performed on the per-second ODBA values. The ODBA histogram was uniformly 
segmented, and the mean and variances of each state were estimated (DeRuiter et al., 




Figure 10: Histogram of the combined ODBA values that were calculated from the accelerometry data 




Fitting the HMM 
Three HMM candidate models were constructed based on three, four or five 
hidden behavioural states (Figure 8). The best candidate model for the ODBA data 
was the four-state HMM. There were not enough states in the three-state HMM to 
capture the subtle statistical patterns and separate the states accordingly (Ngô et al., 
2019; Schliep, 2001). The five-state model was biologically uninterpretable due to an 
excessive number of parameters that produced a highly multimodal likelihood 
function (Quick et al., 2017; Stephens, 1996).  
The four-state HMM had a joint Gaussian distribution with four distinct sets 
of parameters (mean and SD), one for each hidden state (Quick et al., 2017). The 
HMM was fit via a direct maximum likelihood estimation (MLE) with the nlm 
optimiser in R (Dennis Jr and Schnabel, 1996). Here; the aim was to find the most 
likely parameters that have given rise to the ODBA observations (Liisberg et al., 2016; 
Quick et al., 2017). For parameter estimation, a transition matrix where all state 
transitions were possible was assumed. The forward algorithm was used to transverse 
along the series of observations and update the likelihood and state probabilities at 
each step (Leos‐Barajas et al., 2017). Multiple sets of the initial parameters were also 
considered to enhance the chances of finding the global maximum (and not the local 
maximum) (Figure 11) (Adam et al., 2019; Liu and Lemeire, 2017). After the initial 
parameters had been selected, the model was then run 1000 times to check for 
numerical stability and robustness against the differing initial parameters (Quick et al., 
2017). Checking the stability of the initial parameters is often extremely time-
consuming, particularly with higher state or multivariate HMM’s. To reduce 




to enhance the speed of the forward algorithm (Eddelbuettel et al., 2011; Eddelbuettel 










Validation of the HMM 
The pseudo-residuals were used to assess the four-state HMM’s goodness of 
fit. There are two types of pseudo-residuals that are useful for HMMs: ordinary 
pseudo-residuals and the forecast pseudo-residuals. If the fitted model is accurate, the 
ordinary pseudo-residuals are distributed standard normal, given all other observations 
(Zucchini et al., 2016). The forecast pseudo-residuals, however, are mainly used to 
assess the models forecasting ability because they are distributed standard normal 
given all preceding observations (prior to t) (Rooney, 2016; Zucchini et al., 2016). In 
our case, the forecast pseudo-residuals were used because the ODBA observations are 
the ‘future values’ that are needed to determine the ‘number of successes’ for this time 
series (Zucchini et al., 2016).  
Figure 11: Schematic diagram of the forward algorithm searching for the global 




Global decoding  
Global decoding creates a map to uncover the hidden states of the HMM. Here, 
the recursive Viterbi algorithm was used to calculate the most probable (hidden) paths 
of the sequence given the observations (Pohle et al., 2017; Viterbi, 1967; Zucchini et 
al., 2016).  
HMM performance evaluation  
Similar to the previous performance assessment for unsupervised K-means 
clustering, a confusion matrix was generated to assess the performance of the HMM 
for the behavioural classification of accelerometry data (Figure 8). Here, the observed 
behavioural state is compared to the hidden state that is predicted by the HMM. Also, 
the pseudo-predictions did not necessarily correspond directly to a known behaviour, 
and therefore, performance could only be inferred. The HMM inferred states were 
therefore assigned to observed behavioural state as “pseudo-predictions”. Mixed 
effects models were then applied as per the analysis of K-means clustering, to compare 
the fit of the observed behavioural state against the hidden state, and to once again, 
account for the possible sources of variation at both the individual and group level. 
Using a GLMM to analyse the performance of the HMM 
The GLMM was used to identify a significant relationship between the 
observed behavioural state and hidden state in the HMM, while also accounting for 
individual-specific heterogeneity across individual sharks (Figure 8) (Baayen et al., 
2008; Bolker et al., 2009). The packages lme4 and glmmTMB were used to fit the 




For model 2a, a Poisson regression was applied to HMM assignment with a 
random intercept. As fixed effects, the categorical variables observed behavioural 
state and hidden state (without an interaction) were entered into the model, and a 
random intercept was included for the effect of individual shark. The random intercept 
model allowed the intercepts (HMM assignments) to deviate between individual 
sharks, while the observed behavioural state and hidden state were restricted by a 
common slope (Duncan et al., 1998; Loy et al., 2017; Winter, 2013).  
As the deviance residuals of model 2a were overdispersed, model 2b 
comprised of a negative regression with an identical fixed and random effects structure 
to model one. Model 2c included a negative binomial regression with an identical fixed 
and random effects structure and an interaction term between the observed 
behavioural state and the hidden state of the HMM. Model 2d also involved an 
interaction term between the observed behavioural state and the hidden state, but this 
time with a quasi-Poisson regression. A significant interaction term would suggest that 
the number of HMM assignments would respond differently to a combination of 
observed behavioural state and hidden state than would be predicted by simply adding 
either independent variable separately.  
Model 2e was constructed to test for an association between the observed 
behavioural state and the hidden state of the HMM. A significant association term 
would suggest that the number of HMM assignments allocated to each observed 
behavioural state are dependent on the underlying hidden state. For the fixed effects 
structure in model 2e, the categorical variable hidden state was removed, and only the 
observed behavioural state remained. The random effect structure remained the same 




Mixed model selection and validation  
For the HMM, the model selection and validation used in the GLMM followed 
similar methods as the validation of the K-means GLMM. The package DHARMa 
(Hartig, 2017) was used to produce QQ plots and observe any violations in the data.  
Results 
Behavioural trials 
Four juvenile lemon sharks were tagged in the behavioural trials, totalling over 
38 hours of accelerometry data. Of these, nearly ten hours of accelerometer data was 
ground-truthed with the per-second behavioural observations (Brewster et al., 2018) 
(Table 6). The data set was imbalanced with swimming behaviour representing 
97.57% and burst events representing 0.13%. The further imbalance was attributed to 
shark one, representing 82.75% of the entire data set. All five behaviours were 
identified throughout the study. However, not all sharks were observed performing all 
behaviours. Burst behaviour was the least observed behavioural state for sharks 1 








Table 6: Ethogram illustrating the number of per second observations of each behaviour 
recorded for each juvenile lemon shark (Negaprion brevirostris) (n = 4)  fitted with an 
accelerometer during the semi-captive trials 
















1 (82.6 cm) 2 (80.5 cm) 3 (79.2 cm) 4 (85.2 cm) Total 
Burst 4 10 12 22 48 
Chafe 139 83 49 0 271 
Headshake 57 14 26 16 113 
Rest 82 315 43 0 440 
Swim 29406 5273 148 176 35003 
Total 29688 5695 278 214 35875 
 
K-means clustering 
Five clusters were identified as the optimal number of clusters to best represent 
the sway acceleration data (Table 7). The majority of observations were represented 
by clusters zero and one (18162 and 12309 seconds respectively), with the least 
amount of observations represented by clusters three and four (2801 and 1086 seconds 
respectively).  
Classification performance 
The categorical variables observed behavioural state and cluster were 
compared using a pseudo-confusion matrix (Table 7). Overall, K-means clustering 
provided poor performance in the classification of lemon shark behaviour. There were 
few patterns in the pseudo-confusion matrix, and all cluster subtypes were labelled to 
represent all observed behavioural states at one point or another.  With shark one, for 
example, four of the five total Observed Behaviour States were represented by two 




represented four of five behaviours, and clusters one and two represented all five 
observed behaviours. For shark three, cluster two also represented the five behaviours 
at one point or another, and cluster two represented four of the five observed 
behaviours.  
For shark one, clusters zero and one were assigned to similar observed 
behaviours, with the majority representing rest and swim. There were only 139 
seconds of headshake behaviour for shark one, 133 of which were represented by 
cluster two. Similarly, of the 26 seconds of headshaking behaviour observed in shark 
three, 23 seconds were assigned to cluster two. For sharks two, three and four, clusters 




Table 7: The confusion matrix generated to evaluate the performance of K-means clustering 
for behaviour classification of lemon shark (N.brevirostris) accelerometry data; where rows 
indicate actual behavioural states and columns indicate clusters membership as pseudo-
predictions 
Shark Observed Behaviour Cluster  Total 
  0 1 2 3 4  
        
1 Burst 0 3 1 0 0 4 
Chafe 0 0 133 0 6 139 
Headshake 5 4 48 0 0 57 
Rest 60 22 0 0 0 82 
Swim 14031 10730 764 2801 1080 29406 
Total 14096 10759 946 2801 1086 29688 
        
2 Burst 2 4 4 0 0 10 
Chafe 0 4 79 0 0 83 
Headshake 3 5 11 0 0 19 
Rest 303 0 7 0 0 310 
Swim 3587 1371 315 0 0 5273 
Total 3895 1384 416 0 0 5695 
        
3 Burst 5 5 2 0 0 12 
Chafe 0 8 41 0 0 49 
Headshake 3 0 23 0 0 26 
Rest 0 38 5 0 0 43 
Swim 34 48 66 0 0 148 
Total 42 99 137 0 0 278 
        
4 Burst 13 6 3 0 0 22 
Chafe 0 0 0 0 0 0 
Headshake 0 7 9 0 0 16 
Rest 0 0 0 0 0 0 
Swim 116 54 6 0 0 176 




Mixed effects model to analyse the pseudo-predictions from K-means 
clustering  
Model selection  
From the four candidate models, the AIC’s (Table 8) and QQ plots (Figure 12) 
were compared to select the best fitting mixed-effects model to explain the K-means 
pseudo-predictions. Model 1a held the highest AIC score, and the QQ plots showed a 
significant deviation from the normal distribution (P = 9.60e-04). Model 1b was the 
negative binomial regression where the AIC score dropped significantly in comparison 
to the first model. Visual inspection of the QQ plot displayed no significant deviation 
from the normal distribution and homoscedasticity. We used DHARMa (Hartig, 2017) 
to directly test the uniformity and dispersion assumptions and further validate the 
improved fit of model two (P = 0.34 and P = 0.37, respectively).  
Model 1c involved the interaction term between the two fixed effects, and 
despite the lower AIC, the model did not converge. Model 1d tested whether both State 
and cluster were needed to predict the counts of K-means clustering assignments. This 
model had the second-highest AIC score, and visual inspection of the QQ plot revealed 
a slight deviation from the expected distribution. A likelihood ratio test between model 
1b and 1d revealed a statistically significant difference between the two models, 
suggesting that the cluster number is not important in predicting the counts of K-means 
clustering assignments (P = 8.57 e-06). The VIF for all factors in model 1d were below 





 Table 8: The four generalised linear mixed models constructed to identify a significant 




# Model Degrees of 
freedom 
AIC  
1a Poisson – observed behavioural state + clusters +                
(1 | shark) 
90 6957.5 
1b Negative binomial – observed behavioural state + 
clusters + (1 | shark) 
89 613.3 
1c Negative binomial - observed behavioural state * 
clusters + (1 | shark) 
73 604.8 
1d Negative binomial – observed behavioural state +              
(1 | shark) 
93 634.1 
Figure 12: Goodness of fit (QQ plots) for the generralised linear mixed models constructed to identify the 
relationship between the Observed Behaioural State and Clusters in K-means clustering: (A) QQ plot for 




Table 9: GLMM analysis of K-means clustering: The variance inflation factors (VIF) for 
observed behavioural state and cluster of model 1d (correlation among both variables is <3) 





Cluster 2 1.53 
Cluster 3 1.53 
Cluster 4 1.41 
Cluster 5 1.42 
 
 
The selected mixed effects model 
Model 1b was the final model used to analyse the K-means confusion matrix 
(Table 10). Rest behaviour and cluster zero were the reference groups for observed 
behavioural state and cluster, respectively. The validity of model assumptions was 
checked in both the full and reduced models (Bolker et al., 2009; Cheng et al., 2010; 
Loy et al., 2017). There was no significant relationship found between the clusters and 
the observed behavioural state. Therefore, K-means clustering could not correctly 
identify elasmobranch behaviour.  
Among the observed behavioural state subtypes, burst behaviour was 
significantly different from rest behaviour (P = 0.03), lowering the number of assigned 
cluster by an estimated 1.82 units. Swim behaviour was also significantly different 
from rest behaviour (P = 2e-16), increasing the number of clusters assigned by an 
estimated 6.16 units. Inspecting the clusters, clusters three and four were significantly 




associated with a 4.07 unit decrease in the number of cluster assignments, and cluster 
four was associated with a 3.95 unit decrease in cluster assignments. There were no 
additional differences found to be statistically significant across the observed 
behavioural state and cluster subtypes.  
 
Table 10: Results of the final generalised linear mixed model constructed to identify the 
relationship between the observed behavioural state and clusters in K-means clustering 
Fixed effects Estimate Standard 
error 
Z value P value 
Intercept 3.34 0.70 4.76 1.99e-06 
Burst -1.82 0.82 -2.23 0.03 
Chafe -0.07 0.76 -0.09 0.9 
Headshake -1.27 0.79 -1.60 0.11 
Swim 6.16 0.73 8.34 2e-16 
Cluster 1 -0.77 0.72 -1.06 0.29 
Cluster 2 0.17 0.72 0.24 0.81 
Cluster 3 -4.07 0.82 -4.94 7.87e-07 
Cluster 4 -3.95 0.82 -4.85 1.26e-06 
 
Hidden Markov model  
Four states were identified as the optimal number of hidden states to best 
represent the ODBA values. The majority of observations were represented by the 
hidden states three and four (25,384 and 9045 seconds respectively) and the least 
amount of observations represented by hidden state one (435 seconds).  
The initial state distribution (denoted by δ) of the HMM was estimated as -4.5, 
-2.8, -2.2 and -1 for the means, and 1, 2, 1, 2 for the standard deviations. The maximum 




was run 1000 times to test the numerical stability of the MLE (24-hour computation 
time). During the 1000 iterations, the nlm optimiser revealed a global maximum of 
0.04 above the previously suggested MLE. However, the parameter estimates of the 
four-state HMM were consistent with the initial state distribution and the higher MLE 
was not considered a concern (Leos-Barajas and Michelot, 2018).  
The final four distributions are illustrated (Figure 13). State one captured the 
extremely low ODBA values while state two captured the highest ODBA values. 
States three and four both captured the middle range ODBA values with an overlap 
between the two states. The QQ plot revealed that the four state HMM followed the 
expected line well except at the tails where there was a slight divergence from the 









Figure 13: Illustration of the fitted state dependent distributions for the four-state HMM plotted over the 
histogram of the combined ODBA values that were calculated from the accelerometry data of juvenile lemon 













The Viterbi algorithm was used to determine the most likely sequence of 
hidden states (Figure 15) and the most likely transition probabilities given the 
sequence of ODBA values (Table 11). The transition probabilities provided are 
labelled state persistence and state switching. State persistence is the probability that 
an animal will remain in the same behavioural state as a time series continues. For 
example, as most sharks swim continuously, a particularly high probability of state 
persistence for shark swimming behaviour would be expected. State switching, 
however, is the probability that animal will move from one behavioural state to the 
next behavioural state (Leos‐Barajas et al., 2017; Quick et al., 2017). State switching 
and state persistence were identified within and across all four states. However, the 
probabilities for state persistence were substantially higher in comparison to state 
Figure 14: Goodness of fit (QQ plot) of the four-state HMM’s application on accelerometry data 




switching. States one and three had the highest transition probabilities for state 
persistence (9.86e-01 and 9.41e-01, respectively). The lowest transition probabilities 
were states three, for switching to state two (2.69e-16) and state one switching to state 
four (1.02e-15).  
 
 
Table 11: The transition probability matrix (TPM) given the sequence of combined ODBA 
values (calculated by the Viterbi algorithm)  






State  1 2 3 4 
1 9.86e-01 1.39e-02 1.72e-10 5.01e-11 
2 1.42e-13 7.38e-01 2.69e-16 2.62e-01 
3 2.45e-04 2.11e-03 9.41e-01 5.70e-02 
4 1.02e-15 2.48e-02 1.46e-01 8.29e-01 
Figure 15: Histogram of the combined ODBA values that were calculated from the accelerometry data of 
juvenile lemon sharks (Negaprion brevirostris) (N = 4); The colours correspond to the most probable 
hidden states given the sequence of combined ODBA values: Black – State one; Red – State two; Green – 




Classification performance  
Overall, the classification of the HMM was homogenous across the pseudo-
confusion matrix (Table 12). There was high congruity across the four individuals with 
hidden state one and resting behaviour, and with hidden state three and swimming 
behaviour. Hidden state four was assigned mostly to swim behaviour, with the 
exception being 17 chafe events.  Hidden state two was the only major exception to 
the clarity of classification mentioned above. In sharks one, two, and three, hidden 
state two was assigned to all the observed behaviours, and in shark four, this state was 














Table 12: The confusion matrix generated to evaluate the performance of the HMM for 
behaviour classification of lemon shark accelerometry data; where rows indicate actual 
behavioural states and columns indicate clusters membership as pseudo-predictions 
Shark Observed behavioural 
state 
Hidden state Total 
  1 2 3 4  
       
1 Burst 0 4 0 0 4 
Chafe 0 126 1 12 139 
Headshake 0 57 0 0 57 
Rest 81 1 0 0 82 
Swim 0 494 20653 8259 29406 
Total 81 682 20654 8271 29688 
       
2 Burst 0 10 0 0 10 
Chafe 0 81 0 0 81 
Headshake 0 14 0 0 14 
Rest 313 2 0 0 315 
Swim 2 44 4650 579 5275 
Total 315 151 4650 579 5695 
       
3 Burst 0 12 0 0 12 
Chafe 0 44 0 5 49 
Headshake 0 26 0 0 26 
Rest 39 2 1 1 43 
Swim 0 29 48 71 148 
Total 39 113 49 77 278 
       
4 Burst 0 22 0 0 22 
Chafe 0 0 0 0 0 
Headshake 0 16 0 0 16 
Rest 0 0 0 0 0 
Swim 0 27 31 118 166 




Mixed effects model to analyse the pseudo-predictions from the HMM  
Model selection  
From the five candidate models, the AIC’s (Table 13) and QQ plots (Figure 
16) were compared. Model 2a held the highest AIC score and was significantly 
overdispersed (P = 8.48e-05). Model 2b had a much lower AIC but was also 
significantly overdispersed (P = 2.26e-13). Model 2c was the negative binomial model 
with the interaction between the hidden state and the observed behavioural state and 
had the lowest AIC score of the competing models. However, as the model did not 
converge (due to complete separation), it was disregarded.   
Model 2d the quasi-Poisson model that tested for the interaction term, which 
had the second-lowest AIC and displayed no significant deviation from the normal 
distribution. Model 2e was the quasi-Poisson model that tested for the association 
term, which had an increased AIC in comparison to models 2c and 2d. Overall, model 












 Table 13: The five generalised linear mixed models constructed to identify the relationship 





# Model Degrees of freedom AIC  
2a Poisson – observed behavioural state + hidden state + 
(1 | shark) 
71 10962.9 
2b Negative binomial – observed behavioural state + 
hidden state + (1 | shark) 
70 840.2 
2c Negative binomial - observed behavioural state * 
hidden state + (1 | shark) 
58 437.4 
2d Quasi-Poisson – observed behavioural state *          
hidden state + (1 | shark) 
58 492.6 
2e Quasi-Poisson – observed behavioural state +             
(1 | shark) 
73 516.5 
Figure 16: Goodness of fit (QQ plots) for the generralised linear mixed models constructed to identify the 
relationship between the Observed Behaioural State and hidden state in the HMM: (A) QQ plot for the 





A generalised linear mixed model for the HMM pseudo-predictions  
Model 2d was the final model used to analyse the HMM confusion matrix 
(Table 14). Again, rest behaviour and cluster zero were the reference groups for the 
observed behavioural state and hidden state, respectively. The validity of model 
assumptions was checked across all five models (Bolker et al., 2009; Cheng et al., 
2010; Loy et al., 2017). Model 2d identified a significant interaction between the 
hidden states and the observed behavioural state. Therefore, the unsupervised HMM 
could accurately identify elasmobranch behaviour.  
Among the observed behaviours, the swim was the only observed behavioural 
state to have statistically significant interaction with a hidden state. The combination 
of swim behaviour and hidden state two was statistically significant (P = 2.99e-02), 
increasing the number of HMM assignments by 3.02 units. The combination of swim 
behaviour and hidden state three was also statistically significant (P = 1.51e-03), 
increasing the number of HMM assignments by 5.46 units. Lastly, the combination of 
swim behaviour and hidden state four was statistically significant (P = 2.33e-03), 













Table 14: Results of the final generalised linear mixed model that identified a significant 





Fixed effects Estimate Standard error Z value P value 
Intercept 6.15 0.77 7.95 1.81e-15 
Burst -20.12 9130.00 -2.00e-03 9.98e-15 
Chafe -27.31 331900.00 0.00 1.00 
Headshake -19.67 7296.00 -3.00e-03 9.98e-01 
Swim -1.85 1.15 -1.61 1.07e-01 
Hidden state 2 -0.73 0.81 -0.91 3.65e-01 
Hidden state 3 -1.88 1.15 -1.64 0.10 
Hidden state 4 -1.88 1.15 -1.64 0.10 
Burst: Hidden state 2 20.69 9130.00 2.00e-03 9.98e-01 
Chafe: Hidden state 2 28.01 331900.00 0.00 1.00 
Headshake: Hidden state 2 20.51 7296.00 3.00e-03 9.98e-01 
Swim: Hidden state 2 3.02 1.39 2.17 2.99e-02 
Burst: Hidden state 3 -7.74 1124000.00 0.00 1.00 
Chafe: Hidden state 3 27.31 331900.00 0.00 1.00 
Headshake: Hidden state 3 -7.27 708500.00 0.00 1.00 
Swim: Hidden state 3 5.46 1.72 3.17 1.51e-03 
Burst: Hidden state 4 -6.67 656400.00 0.00 1.00 
Chafe: Hidden state 4 28.23 331900.00 0.00 1.00 
Headshake: Hidden state 4 -6.17 408500.00 0.00 1.00 





To the best of our knowledge, the current study is the first to validate the use 
of unsupervised ML methods to classify elasmobranch behaviour from accelerometry 
data using ground-truthed data. Both unsupervised algorithms had poor performance 
in distinguishing rare behaviours but performed well in discerning broad categories of 
behaviour.  
Classifier performance for unsupervised ML methods 
K-means clustering 
The benefits of K-means clustering include rapid classification of large data 
sets with comprehensible results. In the current study, K-means clustering performed 
poorly in the classification of lemon shark behaviour. There was no significant 
relationship between clusters and the observed behavioural states, which was 
illustrated with little homogeneity in the pseudo-confusion matrix. Furthermore, shark 
one was the only individual to exhibit all five clusters during captive trials. Clusters 
three and four were non-existent for sharks two, three and four, and suggest that five 
clusters were not appropriate for K-means to accurately classify lemon shark 
behaviour.  
The CH criterion was the index used to select the appropriate number of 
clusters for the ground-truthed observations, and it was chosen for its robust 
performance with K-means clustering (Arbelaitz et al., 2013; Hämäläinen et al., 2017; 
Maulik and Bandyopadhyay, 2002; Steinley and Brusco, 2011). As five clusters were 
suggested, and there were five observed behaviours exhibited in the behavioural trials, 




the CH criterion was incorrect and that the five clusters were not suited to the per 
second accelerometry data. It is important to note that the CH criterion is a data-driven 
validation method, meaning that the selected optimum number of clusters is dictated 
only from the data itself. Therefore, with shark one representing 82.75% of the ground-
truthed observations alone, the CH criterion would have been significantly influenced 
by this shark alone.  
Although shark one contributed more than 29,000 seconds of the ground-
truthed observations, the poor performance of K-means clustering was consistent 
across individuals. In shark one, cluster zero and one were repeatedly classified to 
represent both rest and swim behaviours. This was expected given most shark species 
swim continuously, which is represented by continuous acceleration in the waveform 
signal of the sway axis (Gleiss et al., 2009a; Gleiss et al., 2009b). These regular 
oscillations in the waveform signal only increase the difficulty in classifying shark 
behaviour. For behaviours like rest and swim, misclassification is expected because 
the only differences between the two behaviours are the frequency and intensity of 
their acceleration waveform signal (Wilson et al., 2015). 
As previously mentioned, clusters three and four were only assigned a 
classification for shark one, representing <15% of the total observations. K-means has 
classified these clusters to represent mostly swim behaviour (except for six seconds of 
headshaking behaviour). Again, this may be a possible result of the imbalanced data 
set, but it could also indicate that K-means clustering is artificially separating 
swimming behaviour (Gleiss et al., 2017). This has been previously observed with K-
means clustering, where Whitney et al. (2010) was required to restrict the maximum 




without comparable class sizes for the individual sharks and their behaviours, it would 
be impossible to tell.   
Behavioural classification from K-means clustering was equally poor for 
sharks two, three and four. There was no significant relationship between the observed 
behaviours and K-means clustering, which was illustrated in the absence of cluster 
uniformity across the pseudo-confusion matrix (Table 7). The poor performance in 
behavioural classification may indicate that the underlying structure of the 
accelerometry data is too complex for K-means clustering. Although K-means 
clustering has successfully classified animal behaviour in the past (Schwager et al., 
2007; Watanabe et al., 2012), these studies demonstrate a relatively simple 
implementation of the clustering method, with a limited number of behavioural states 
(such as active or inactive) (Sakamoto et al., 2009; Schwager et al., 2007; Watanabe 
et al., 2012). Conversely, applying K-means clustering to complex biological data 
such as accelerometry data can produce impractical results due to its high 
dimensionality that often surpasses the computational capability of the clustering 
method (Ronan et al., 2016). That is, as the complexity of data increases, the 
unsupervised clustering method is often confused by statistical noise, and fails to 
create useful results (Ronan et al., 2016). Similarly, the pseudo-predictions classified 
by K-means clustering were inconsistent. Little behavioural inference could be drawn 
for basic behaviours such as rest and swim, and even less for short-lived behaviours 
such as headshake or burst.  
Hidden Markov model  
Overall, the HMM performed relatively well. There was a significant 




illustrated through relatively homogeneous classifications across the pseudo-
confusion matrix. The significant interaction indicated that the performance of the 
HMM was improved when classifying swimming behaviour for all four states. Of the 
four states identified, state one contained the smallest ODBA values and was generally 
associated with resting behaviour. State two, however, comprised of the higher ODBA 
values and was labelled to represent all five observed behaviours at one point or 
another. Despite a few exceptions (twelve seconds of chafe and one second of rest), 
state three was mostly associated with swim behaviour, and state four was labelled to 
represent both swim and chafe. As the state distributions of hidden states three and 
four slightly overlapped, the pseudo-predictions were hardly surprising and can be 
explained by the similar characteristics observed in the acceleration waveforms of 
swim and chafe behaviour (Figure 8).  
As previously mentioned, HMM’s are rich in mathematical structure and are 
computationally complex.  However, they also provide exhaustive and sophisticated 
results. They provide information on two relationships: first is the relationship 
between the hidden states and the observed states; Second is the transitions between 
the states over time (Bolano, 2014). The second relationship was described using the 
Viterbi algorithm and displayed with the TPM (Table 11). Based on the acceleration 
data, the TPM illustrated much higher state persistence than state switching across all 
states. Similar state persistence has been revealed in other marine wildlife (Bacheler 
et al., 2019; Quick et al., 2017), and highlights the high correlation in lemon shark 
behaviour.  
The high accuracy of the unsupervised HMM was only further supported by 
the TPM. As previously mentioned, hidden states one and three respectively 




probability for state persistence (0.99) is expected because once resting has been 
initiated, it is extremely likely that the shark will continue to rest. For swimming 
behaviour, the probability for state persistence had dropped slightly (0.94) in 
comparison to resting behaviour but remains relatively high overall. This probability 
is also anticipated because as most sharks continuously swim, it is more likely that the 
shark will transition from swimming behaviour to a burst event (for example), and 
back into swimming behaviour again. Therefore, the probability of state persistence 
for swimming behaviour should remain high, while accounting for the inevitable 
probability of state transitions. Comparatively, the accuracy in the HMM was poorest 
with the classification of short-lived behaviours such as headshake, chafe and burst. 
This classification confusion was illustrated not only through high heterogeneity in 
the pseudo-confusion matrix for hidden state two but also through the much lower 
state persistence probability for this hidden state (0.74).  
State transition and persistence probabilities provide a valuable metric to 
animal behaviour studies. The probabilities can also be used with biological 
knowledge to identify environmental or spatiotemporal patterns in animal behaviour 
(Goodall et al., 2019). For example, by comparing a Viterbi decoded ODBA time 
series with the corresponding tides and temperatures, Leos‐Barajas et al. (2017) 
revealed that blacktip reef sharks (Carcharhinus melanopterus) were most active in 
warmer surface waters and were 30% more likely to be active in the late evenings. 
Unsupervised ML methods are often criticised for their decreased accuracy and 
reliability (Collingwood and Wilkerson, 2012; Ladds et al., 2016). The Viterbi 
algorithm, however, is an undervalued tool in behavioural ecology that already 
provides unsupervised HMM’s with the intelligence they require for improving the 




Comparing the performance of unsupervised machine learning 
methods to a previously supervised machine learning method for 
behavioural classification of shark behaviour 
 Brewster et al. (2018) used both captive and free-ranging lemon sharks to 
collect accelerometry data for the development and validation of ML models for the 
classification of animal behaviour. The latter study, an ensemble classifier (uses 
multiple ML methods to construct an optimal model based on weighted model 
selection) (Dietterich, 2000; Wang et al., 2018) was used to assess the performance of 
supervised ML methods to predict the behaviour of wild lemon sharks (Brewster et 
al., 2018). In the current study, the ground-truthed accelerometry data set collected by 
Brewster et al. (2018), was used to create a pseudo-confusion matrix to analyse the 
performance of two unsupervised ML methods: K-means clustering and HMM’s. 
Overall, the performance of behavioural classification from K-means 
clustering was comparatively lower than the unsupervised HMM, and the supervised 
ensemble classifier. The HMM outperformed K-means clustering with improved 
accuracy in the pseudo-predictions for swim and rest behaviours. In a similar pattern, 
the ensemble classifier correctly classified both swim and rest behaviours with very 
little error (Brewster et al., 2018). However, the accuracy in classifying lemon shark 
behaviour was comparatively lower for short-lived behaviours such as headshake and 
burst, for both the unsupervised HMM and the supervised ensemble classifier 
(Brewster et al., 2018).  
Despite the amount of time and the additional parameters used to train the 




provided similar results to the ensemble classifier for the classification of lemon shark 
behaviour.  
 Here, three ML methods were compared in their ability to classify 
elasmobranch behaviour from accelerometry data (Table 15). Following this 
overview, ecologists should base their choice of behavioural classification method on 
both the available data and the objectives of the study. For example, when the aim is 
to classify animal behaviour for a species that is easily observed, and the behaviour of 
interest belongs to a set of previously defined behaviours, the supervised ensemble 
classifier would enable precise and accurate behavioural classification. In contrast, 
direct observations are often unattainable for species that live in aquatic environments, 
and behaviour classification is inferred, not validated (Brewster et al., 2018). In which 
case, K-means clustering would not be preferred, particularly because it disregards the 
serial correlation often associated with animal movement data (Brewster et al., 2018; 
Franke et al., 2006). Therefore, computational complexity is a small price to pay for a 
highly informative unsupervised ML method that can accurately classify the behaviour 










Table 15: Concluding comparison of the performance of two unsupervised machine learning 
techniques to a previously supervised machine learning technique 
 
Supervised Unsupervised  
Ensemble classifier K-means clustering HMM 
Efficiency + +++ + 
Analysis complexity +++ + +++ 
Accuracy +++ + +++ 
Precision +++ + ++ 
New/unknown behaviours + ++ +++ 
Requires validation data + - - 
 
Limitations and future research 
There were several limitations associated with the current study, some of 
which have been mentioned earlier. As previously discussed, the methodology used 
for data collection was designed with the aims listed by Brewster et al. (2018). Time, 
equipment and funding for the ethogram trials were restricted, which lead to small 
sample size (N = 4) and a highly imbalanced data set (for both individual sharks and 
behaviours). Animal movement and behaviour studies are often constrained to small 
sample sizes. For ML, in particular, small sample sizes have been associated with 
lower model performance and can decrease the statistical power behind the 
corresponding conclusions (Garamszegi, 2016; Guida et al., 2017; Hays et al., 2016). 
Furthermore, the ground-truthed observations were restricted by the pre-defined 
behaviours of juvenile lemon sharks which meant that novel behavioural patterns 
would not be identified (Brewster et al., 2018; Chimienti et al., 2016).  
 There were also several limitations in the present study that was specific to 




over 95% of the ground-truthed observations. In which case, it was expected to see 
higher misclassification rates for rare behaviours that were poorly represented. While 
the overall classification performance of the HMM and ensemble classifier was 
relatively high, the classification of headshake, chafe and burst behaviours were 
particularly poor (Brewster et al., 2018). Misclassification of rare behaviours has been 
previously observed in domestic cats (Watanabe et al., 2005), seals (Ladds et al., 2017; 
Shuert et al., 2018) and vultures (Khosravifard et al., 2018). Similar to the 
misclassification of swimming and resting behaviour, rare behaviours are repeatedly 
misclassified because they share similar patterns in the acceleration waveform. For 
rare behaviours, the main distinguishing feature is the variation in temporal patterns 
across the acceleration waveform. Therefore, misclassification is a direct result of the 
varying time both within and between rare behaviours (Hounslow et al., 2019; Ladds 
et al., 2017; McClune et al., 2014). 
 Due to their high complexity, ecologists tend to shy away from HMM’s. 
However, several R packages have been recently created to ease the complexity of the 
models and make HMM’s more accessible for the analysis of movement data (Lawler 
et al., 2019; McClintock and Michelot, 2018; Michelot et al., 2016; Visser and 
Speekenbrink, 2010). For example, the packages moveHMM, momentuHMM and 
CarHMM involve pre-processing of movement data, fitting an HMM and even 
analysing the fitted model (Lawler et al., 2019; McClintock and Michelot, 2018; 
Michelot et al., 2016). However, there is currently no R package that provides a 
straightforward application of an HMM to accelerometry data, and no packages could 
be used for this study.  
 For future studies, a better balance of ground-truthed observations such as 




shark behaviour. For model performance, it is important to note that the pseudo-
predictions were not necessarily matched one to one with a biologically interpretable 
behaviour. The inference from unsupervised ML methods is an inevitable issue. 
Further investigation into the efficacy of unsupervised HMM’s is suggested to better 
quantify the misclassification experienced in this study. 
Conclusion  
This study has highlighted the value of unsupervised ML in the study of free-
ranging animal behaviour. Overall, K-means clustering demonstrated weak 
performance that was clearly surpassed by the HMM. The HMM performed 
particularly well in the identification of basic behaviours (swim and rest) and provided 
sophisticated metrics for the analysing animal behaviour without direct observation. 
The HMM had a lower rate of performance for the classification of short-lived 
behaviours such as burst and headshake. However, the compared supervised ML 
method was also unable to discern short behaviours. Overall, the results from this 
thesis demonstrated that the unsupervised HMM is a valuable method for the 
automatic classification of elasmobranch behaviour from high-resolution movement 
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