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Abstract. Results of penalization of a one-dimensional Brownian motion (Xt), by its one-sided
maximum (St = sup
0≤u≤t
Xu), which were recently obtained by the authors are improved with the
consideration-in the present paper- of the asymptotic behaviour of the likewise penalized Brownian
bridges of length t, as t→∞, or penalizations by functions of (St, Xt), and also the study of the speed
of convergence, as t→∞, of the penalized distributions at time t.
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1 Introduction
1.1 Let
(
Ω = C(R+,R), (Xt)t≥0, (Ft)t≥0
)
be the canonical space with (Xt) the process of coordinates
: Xt(ω) = ω(t); t ≥ 0, (Ft)t≥0 the canonical filtration associated with (Xt). We write F∞ for the
σ-algebra generated by
⋃
t≥0
Ft. Let P0 be the Wiener measure defined on the canonical space such that
P0(X0 = 0) = 1.
In this paper, as well as in the previous ones ([14], [16], [15]), we consider perturbations of Brownian
motion with certain processes (Ft)t≥0, which we call weight-processes; precisely, let (Ft)t≥0 be an
1
(Ft)-adapted, non negative process, such that 0 < E0(Ft) <∞, for any t ≥ 0, and QF0,t the probability
measure (p.m.) defined on (Ω, Ft) as follows :
QF0,t(Γt) :=
1
E0[Ft]
E0[1ΓtFt], Γt ∈ Ft. (1.1)
We can interpret the p.m. QF0,t as the Wiener measure penalized by the weight Ft. We say that a
penalization principle holds if there exists a p.m. QF0 on
(
Ω,F∞
)
such that QF0,t converges weakly to
QF0 , as t→∞ :
lim
t→∞
QF0,t(Γu) = Q
F
0 (Γu), for any Γu ∈ Fu, u ≥ 0. (1.2)
Throughout the paper, (St) stands for the one-sided maximum of (Xt) : St := max
0≤u≤t
Xu, t ≥ 0.
In fact, in our study, the following situation always occurs : let
M (t)u :=
1
E0[Ft]
E0[Ft|Fu], u < t.
Then, we show that, for fixed u, M
(t)
u converges a.s., with respect to P0, to a variable Mu, such that
E0[Mu] = 1. Thus by Scheffe´’s lemma (see, e.g. [6], Chap. V, T21) M
(t)
u converges in L1(P0) towards
Mu, which explains why (1.2) holds without any restriction on Γu ∈ Fu.
1.2 In a series of papers ([14], [16], [15] and [10]) we have considered some classes of examples involving
respectively for our weight-process (Ft) a function of :
•
∫ t
0
V (Xs)ds where V : R 7→ R+.
• the unilateral maximum St; we have also treated the two-dimensional process (St, t).
• (L0t ; t ≥ 0) the local time at 0 of (Xt)t≥0.
• The triple ((St, It, L0t ); t ≥ 0), where (It) denotes the one-sided minimum : It = − min
0≤u≤t
Xu.
• (Dt; t ≥ 0) the number of down-crossings of X from level b to level a.
In this paper we only consider the case : Ft = f(Xt, St), where f : R × R+ 7→ R+. In particular if
Ft = ϕ(St), where ϕ : R+ 7→ R+ defines a probability density, i.e.∫ ∞
0
ϕ(y)dy = 1, (1.3)
our starting point is the following main result in [15] :
Theorem 1.1 Let ϕ : R+ 7→ R+ satisfying (1.3) and Φ(y) =
∫ y
0
ϕ(x)dx, y ≥ 0.
1. For every u ≥ 0, and Γu in Fu, the quantity :
Qϕ0 (Γu) := limt→∞
E0
[
1Γuϕ(St)
]
E0
[
ϕ(St)
] , (1.4)
exists; hence, Qϕ0 may be extended as a p.m. on
(
Ω,F∞
)
.
2. It is equal to E0[1ΓuM
ϕ
u ], where (M
ϕ
u )u≥0 is the martingale :
Mϕu = ϕ(Su)(Su −Xu) + 1− Φ(Su); u ≥ 0. (1.5)
(These
(
P0, (Fu)
)
-martingales have been introduced in [1]).
2
3. The probability Qϕ0 may be disintegrated as follows :
(a) under Qϕ0 , S∞ is finite a.s., and admits ϕ as a probability density;
(b) Qϕ0 (S∞ ∈ dy) a.e., conditionally on S∞ = y, the law of (Xt), under Qϕ0 is equal to Q(y)0 ,
where, for any y > 0, the p.m. Q
(y)
0 on the canonical space is defined as follows :
i. (Xt; t ≤ Ty) is a Brownian motion started at 0, and considered up to Ty, its first
hitting time of y,
ii. the process (XTy+t; t ≥ 0) is a ”three dimensional Bessel process below y”, namely :
(y −XTy+t ; t ≥ 0) is a three dimensional Bessel process started at 0.
iii. the processes (Xt; t ≤ Ty) and (XTy+t; t ≥ 0) are independent.
(c) Consequently :
Qϕ0 (Γ|S∞ = y) := Q(y)0 (Γ), for any Γ ∈ F∞, (1.6)
Qϕ0 (·) =
∫ ∞
0
Q
(y)
0 (·) ϕ(y) dy. (1.7)
In the present paper, we develop a number of variants of this Theorem 1.1, by presenting either
extensions or some new proofs of this theorem. Here are these variants, together with the organization
of our paper.
In Section 2, we give, in particular, another proof of Theorem 1.1, which originates from the following
considerations : the main step in [15] consisted in studying the asymptotics of E[ϕ(St)|Fs], for fixed
s, as t→∞. In Section 2 here, we proceed in a dual manner by studying the asymptotics of
Q
(y)
0,t (Γu) := P (Γu|St = y), (1.8)
as t→∞, where u ≥ 0 and Γu ∈ Fu are fixed.
Theorem 1.2 Let y > 0, u ≥ 0 and Γu ∈ Fu.
1. As t → ∞, Q(y)0,t (Γu) converges towards the probability Q(y)0 (Γu), where Q(y)0 is the probability
introduced in Theorem 1.1, 3.
2. Moreover, Q
(y)
0 satisfies :
Q
(y)
0 (Γu) = e
−y2/2u
√
2
piu
E0
[
1Γu(y −Xu)
∣∣∣Su = y]+ E0[1Γu1{Su<y}]. (1.9)
In Section 3, we strengthen the result obtained in Section 2, in that we consider the existence of the
limits, as t→∞, of :
E0
[
1Γuϕ(St)|Xt = a
]
E0
[
ϕ(St)
∣∣Xt = a] (1.10)
and, in the spirit of the preceding Section 2 (or Theorem 1.2) :
Qa,y0,t (Γu) := P0(Γu|Xt = a, St = y), (1.11)
where u ≥ 0,Γu ∈ Fu, y ≥ a+.
The title of the present paper originates from this central Section 3. The results are the following :
• concerning (1.11), we obtain :
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Theorem 1.3 1. For any u ≥ 0 and Γu ∈ Fu,
lim
t→∞
Qa,y0,t (Γu) := Q
a,y
0 (Γu), (1.12)
exists.
2. The p.m. Qa,y0 may be expressed as a convex combination of the laws Q
(z)
0 , z ∈ R+ :
(2y − a)Qa,y0 (·) = (y − a)Q(y)0 (·) +
∫ y
0
dzQ
(z)
0 (·). (1.13)
Remark 1.4 1. Recall that Q
(y)
0 (S∞ = y) = 1. Since Q
a,y
0 satisfies (1.13), we deduce :
Qa,y0 (S∞ = y) =
y − a
2y − a .
2. As we started with the Brownian bridge, we might have expected that, under the limiting
p.m., some constraint involving the position of the process at infinity would hold. This
is not the case, indeed, the parameter a only appears in the coefficients of the convex
combination in (1.13) and Q
(y)
0
(
lim
t→∞
Xt = −∞
)
= 1.
3. Identity (1.13) implies that (a, y) 7→ Qa,y0 is continuous.
4. We may recover Q
(y)
0 from
(
Qa,y0 ; y+ ≤ a
)
since Q
(y)
0 =
d
dy
(
yQy,y0
)
.
5. Let µa,y the p.m. on R+ : µ
a,y(dz) =
y − a
2y − aδy(dz)+
1
2y − a1[0,y](z)dz. The relation (1.13)
admits the following probabilistic interpretation : first, z is chosen at random following
µa,y; secondly, the dynamics of (Xt) is given by Q
(z)
0 .
6. From Le´vy’s theorem, under P0,
(
(St −Xt, St; t ≥ 0
)
and
(
(|Xt|, L0t ; t ≥ 0
)
have the same
distribution. Let Q
(y)
0 be the unique p.m. on
(
Ω, σ(|Xt|, t ≥ 0)
)
satisfying :
Q
(y)
0 (Γu) = e
−y2/2u
√
2
piu
E0
[
1Γu |Xu|
∣∣∣L0u = y]+ E0[1Γu1{L0u<y}], (1.14)
for any u ≥ 0 and Γu ∈ σ(|Xt|, t ≤ u).
In a forthcoming paper [13] it is proved that the analog of (1.12) and (1.13) is :
lim
t→∞
P0(Γu
∣∣∣ |Xt| = a, L0t = y) = aa+ yQ(y)0 (Γu) + 1a+ y
∫ y
0
Q
(z)
0 (Γu)dz, (1.15)
with Γu any event in σ(|Xt|, t ≤ u), and an adequate extension of this result with |Xs|
being replaced by a Bessel process with dimension d < 2 is obtained.
• As for (1.10), we obtain :
Theorem 1.5 Let ϕ : R+ 7→ R+ such that :∫ ∞
0
(1 + x)ϕ(x)dx <∞. (1.16)
1. For any u ≥ 0, Γu ∈ Fu and a ∈ R, we have :
Qa,ϕ0 (Γu) := limt→∞
E0
[
1Γuϕ(St)|Xt = a
]
E0
[
ϕ(St)|Xt = a
] , (1.17)
exists.
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2. The p.m. Qa,ϕ0 may be expressed in terms of either of the two families (Q
a,y
0 , y > 0) and
(Q
(y)
0 , y > 0) :
Qa,ϕ0 (·) =
1∫∞
a+
(2y − a)ϕ(y)dy
∫ ∞
a+
(2y − a)ϕ(y)Qa,y0 (·)dy (1.18)
=
1∫∞
a+
(2y − a)ϕ(y)dy
[ ∫ ∞
a+
(y − a)ϕ(y)Q(y)0 (·)dy
+
∫ ∞
0
(
1− Φ(z ∨ (a+)))Q(z)0 (·)dz]. (1.19)
We would like to generalize Theorem 1.5, by replacing the weight-process
(
ϕ(St)
)
with
(
f(Xt, St)
)
,
where f : R× R+ 7→ R+ is Borel.
Theorem 1.6 To f : R× R+ 7→ R+ such that :
f :=
∫
R
da
∫ ∞
a+
(2y − a)f(a, y)dy <∞ (1.20)
we associate f⋆ = 1/f, and :
ϕ(y) = f⋆
[ ∫
R
da
∫ ∞
y∨a+
f(a, η)dη +
∫ y
−∞
f(a, y)(y − a)da
]
. (1.21)
1. For every u ≥ 0, and Γu in Fu,
lim
t→∞
E0
[
1Γuf(Xt, St)
]
E0
[
f(Xt, St)
] = Qϕ0 (Γu), (1.22)
where Qϕ0 is the p.m. introduced in Theorem 1.1, associated with the
(
P0, (Ft)
)
martingale
(Mϕt ).
2. Moreover the following relations hold :
Mϕt = f
⋆
∫
R
da
∫ ∞
a+
(2y − a)f(a+Xt, St ∨ (y +Xt))dy, (1.23)
Qϕ0 (·) = f⋆
∫
R
da
∫ ∞
a+
(2y − a)f(a, y)Qa,y0 (·)dy, (1.24)
where the p.m. Qa,y0 is defined in Theorem 1.3.
Theorem 1.6 led us to go further and to enquire what happens if f : R × R+ 7→ R+ does not satisfy
(1.20). Rather than trying to give a complete answer, we shall restrict ourselves to functions f of
exponential type :
f(a, y) = eλy+µa, y ≥ a+, λ, µ ∈ R. (1.25)
It is easy to check (see Section 5) that, if f is given by (1.25), then : f <∞ iff µ > 0 and λ+ µ < 0.
Then in this case Theorem 1.6 applies.
We claim that for any λ, µ ∈ R a penalization principle holds and we are able to describe the limiting
p.m. Before stating this result in Theorem 1.7 below, let us introduce the three disjoint sets :
R1 =
{
(λ, µ) ∈ R× R; λ+ µ < 0, µ ≥ 0}, (1.26)
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R2 =
{
(λ, µ) ∈ R× R; λ+ 2µ ≥ 0, λ+ µ ≥ 0}, (1.27)
R3 =
{
(λ, µ) ∈ R× R; λ+ 2µ < 0, µ < 0}. (1.28)
See the figure below.
Theorem 1.7 Let λ, µ ∈ R.
1. For every u ≥ 0, and Γu in Fu,
lim
t→∞
E0
[
1Γue
µXt+λSt)
]
E0
[
eµXt+λSt
] , (1.29)
exists and is equal to E0
[
1ΓuM
µ,λ
u
]
, with (Mµ,λu ) a positive
(
(Fu), P0
)
martingale, such that
Mµ,λ0 = 1, which is given by
Mµ,λu =


−(λ+ µ)e(λ+µ)Su(Su −Xu) + e(λ+µ)Su if (λ, µ) ∈ R1,
e{(λ+µ)Xu−(λ+µ)
2u/2} if (λ, µ) ∈ R2,
e{(λ+µ)Su−µ
2u/2}[ cosh (µ(Su −Xu))− λ+ µ
µ
sinh
(
µ(Su −Xu)
)]
if (λ, µ) ∈ R3.
6
(1.30)
2. Consequently, Γu(∈ Fu) 7→ E0
[
1ΓuM
µ,λ
u
]
induces a p.m. on
(
Ω,F∞
)
.
Remark 1.8 1. We have already observed that if f is defined by (1.25), then f < ∞ iff µ > 0
and λ+µ < 0. Thus, in this case, Theorem 1.6 implies that (Mµ,λt ) is a martingale of the type
(Mϕt ) where ϕ is given by (1.21). An easy calculation yields : ϕ(y) = −(λ + µ)e(λ+µ)y, y ≥ 0,
and :
Mµ,λt =M
ϕ
t = −(λ+ µ)e(λ+µ)St(St −Xt) + e(λ+µ)St , t ≥ 0.
2. In the third case (i.e. (λ, µ) ∈ R3), the martingale belongs to the family of Kennedy martingales.
These martingales were used in [1] and play a central role in [15]. Let us briefly recall the
definition of these processes.
To ψ : R 7→ [0,∞[, a Borel function satisfying :∫ ∞
x
ψ(z)e−λzdz <∞, ∀x ∈ R. (1.31)
we associate the function Φ : R 7→ R :
Φ(y) = 1− eλy
∫ ∞
y
ψ(z)e−λzdz, y ∈ R. (1.32)
Let ϕ be the derivative of Φ; then, ϕ(y) := Φ′(y) = ψ(y)− λeλy
∫ ∞
y
ψ(z)e−λzdz, and
Mλ,ϕt :=
{
ψ(St)
sinh
(
λ(St −Xt)
)
λ
+ eλXt
∫ ∞
St
ψ(z)e−λzdz
}
e−λ
2t/2, (1.33)
is a positive
(
(Ft), P0
)
-martingale.
3. Let Qµ,λ0 be the p.m. defined in point 2. of Theorem 1.7, and P
δ
0 be the law of Brownian motion
with drift δ, starting at 0. Using Theorem 3.9 of [15], we may reformulate (1.30) as follows :
Qµ,λ0 =


Q
ϕ−(µ+λ)
0 if (λ, µ) ∈ R1,
Pµ+λ0 if (λ, µ) ∈ R2,
λ+ 2µ
2µ
eλS∞ · Pµ0 if (λ, µ) ∈ R3
(1.34)
where ϕδ(y) = δe
−δy, δ > 0, y ≥ 0.
The proof of Theorem 1.7 is postponed to Section 5.
Let ϕ as in Theorem 1.1. We are now interested in the rate of convergence of Qϕ0,t(Γu) :=
E0[1Γuϕ(St)]
E0[ϕ(St)]
towards Qϕ0 (Γu), as t → ∞, for any Γu ∈ Fu. More generally, under additional assumptions, we are
able to determine the asymptotic development of Qϕ0,t(Γu) in powers of 1/t, t→∞.
Theorem 1.9 Let ϕ : R+ 7→ R+ satisfying (1.3) and the related function Φ as in Theorem 1.1. We
suppose that there exists an integer n ≥ 1 such that :∫ ∞
0
y2n+3ϕ(y)dy <∞. (1.35)
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1. There exists a family of functions (Fϕi )1≤i≤n, F
ϕ
i : R× R+ × R+ 7→ R, such that
(a) (Fϕi (Xt, St, t), t ≥ 0) is a
(
(Ft), P0
)
-martingale, for any 1 ≤ i ≤ n,
(b) If i = 1, we have :
Fϕ1 (Xt, St, t) = −F˜ϕ1 (Xt, St) +
(
t+
∫ ∞
0
y2ϕ(y)dy
)
Mϕt , (1.36)
where
F˜ϕ1 (a, y) = ϕ(y)
(y − a)3
3!
+
1
2
∫ ∞
y
ϕ(v)(v − a)3dv, t, y ≥ 0, x ∈ R. (1.37)
2. The following asymptotic development holds :
E0[1Γuϕ(St)]
E0[ϕ(St)]
= Qϕ0 (Γu) +
n∑
i=1
1
ti
E0
[
1ΓuF
ϕ
i (Xu, Su, u)
]
+O
( 1
tn+1
)
, t→∞. (1.38)
Theorem 1.9 will be proved in Section 6. We also give a complement of Theorem 1.9 (Theorem 6.3 in
Section 6), taking as weight-process : ψ(St)e
λ(St−Xt), with λ > 0.
2 Proof of Theorem 1.2, and of Theorem 1.1, as a consequence
Our proof of Theorem 1.2 is based on the following Lemma.
Lemma 2.1 Let y > 0, u ≥ 0, Γu ∈ Fu and t > u. Then :
P0(Γu|St = y) = pSu(y)
pSt(y)
E0
[
1Γuh(t− u, y −Xu)|Su = y
]
+
1
pSt(y)
E0
[
1Γu1{Su<y}pSt−u(y −Xu)
]
. (2.1)
where pSr denotes the density function of Sr, for a fixed r > 0 :
pSr(z) =
√
2
pir
e−z
2/2r1{z>0}, (2.2)
and
h(r, z) = P (Sr < z) =
∫ z
0
pSr(x)dx =
√
2
pir
∫ z
0
e−x
2/2rdx, r, z > 0. (2.3)
Proof of Lemma 2.1 Let u ≥ 0, Γu ∈ Fu and t > u. It is clear that :
St = Su ∨
(
Xu + max
0≤v≤t−u
{Xu+v −Xu}
)
. (2.4)
Consequently if g : [0,+∞[→ [0,+∞] is Borel, applying the Markov property at time u leads to :
E0
[
1Γug(St)
]
= E0
[
1Γu g˜(Xu, Su)
]
,
where
g˜(x, y) = E0
[
g(y ∨ {x+ St−u})
]
, x+ ≤ y.
Then we easily obtain :
g˜(x, y) = g(y)P0(St−u ≤ y − x) + E0
[
g(x+ St−u)1{St−u>y−x}
]
= g(y)h(t− u, y − x) +
∫ ∞
0
g(z)pSt−u(z − x)1{z>y}dz.
This proves (2.1).
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Proof of Theorem 1.2 The two estimates :
pSt(y) ∼
√
2
pit
, h(t, y) ∼ y
√
2
pit
, t→∞ (y > 0), (2.5)
directly imply that Q
(y)
0,t converges weakly to Q˜
(y)
0 , as t→∞, where :
Q˜
(y)
0 (Γu) = pSu(y)E0
[
1Γu(y −Xu)|Su = y
]
+ E0[1Γu1{Su<y}], ∀u ≥ 0 and Γu ∈ Fu.
Thanks to (1.3), 1− Φ(y) =
∫ ∞
y
ϕ(z)dz, y ≥ 0, then :
∫ ∞
0
Q˜
(y)
0 (Γu)ϕ(y)dy = E0
[
1Γu
(
(Su −Xu)ϕ(Su) + 1− Φ(Su)
)]
= E0
[
1ΓuM
ϕ
u
]
= Qϕ0 (Γu).
Consequently (1.7) implies Q˜
(y)
0 = Q
(y)
0 , Q
ϕ
0 (S∞ ∈ dy) a.e.
Remark 2.2 It is interesting to point out that (1.9) permits to prove that y 7→ Q(y)0 is continuous, as
the space of p.m.’s on the canonical space is endowed with the topology of weak convergence.
As indicated in Section 1, we now show how to prove Theorem 1.1, i.e. how to recover (1.4) from
Theorem 1.2 and (1.7).
Indeed, let ϕ be as in Theorem 1.1. We have :
E0
[
1Γuϕ(St)
]
E0
[
ϕ(St)
] =
∫∞
0
Q
(y)
0,t (Γu)ϕ(y)pSt(y)dy∫∞
0
ϕ(y)pSt(y)dy
,
where u ≥ 0,Γu ∈ Fu and t > u.
Using Theorem 1.2, (2.5) and the dominated convergence theorem, we get :
lim
t→∞
E0
[
1Γuϕ(St)
]
E0
[
ϕ(St)
] = ∫∞0 Q(y)0 (Γu)ϕ(y)dy∫∞
0 ϕ(y)dy
=
∫ ∞
0
Q
(y)
0 (Γu)ϕ(y)dy.
3 Penalization for long Brownian bridges perturbed by their
one-sided maximum
We keep the notation given in Sections 1 and 2.
Let Qx0,t be the law of the Brownian bridge started at 0, ending at x, with length t :
Qx0,t(Γt) := E0[Γt|Xt = x], Γt ∈ Ft. (3.1)
(note the difference with the p.m. Q
(x)
0,t defined in (1.8)).
Here, we make a simple remark concerning the weak limit of Qx0,t as t→∞.
Indeed, we observe that this limit is equal to the Wiener measure P0 : if u ≥ 0 and Γu ∈ Fu then :
lim
t→∞
Qx0,t(Γu) = P0(Γu), (3.2)
which follows from the fact that (Xs, 0 ≤ s ≤ u) under Qx0,t, may be represented as (Bs−
s
t
Bt+
s
t
x, , 0 ≤
s ≤ u), where (Bs) is a Brownian motion started at 0.
The asymptotic study of long Brownian bridges penalized by their one-sided maximum is more in-
volved; in fact, we determine the weak limit Qa,y0 of Q
a,y
0,t as t→∞, where Qa,y0,t is the p.m. defined in
(1.11). The result is stated in Theorem 1.3.
We proceed as for the proof of Theorem 1.2. We need to generalize Lemma 2.1, taking conditional
expectations with respect to (St, Xt).
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Lemma 3.1 Let a ∈ R, y > a+, u ≥ 0, Γu ∈ Fu and t > u. Then :
P0(Γu|Xt = a, St = y) = pSu(y)
pXt,St(a, y)
E0
[
1Γu
( ∫
R+
pXt−u,St−u(a−Xu, ξ)1{ξ<y−Xu}dξ
)∣∣Su = y]
+
1
pXt,St(a, y)
E0
[
1Γu1{Su<y}pXt−u,St−u(a−Xu, y −Xu)
]
. (3.3)
where pXv ,Sv denotes the density function of (Xv, Sv), v > 0 :
pXv ,Sv(a, y) =
√
2
piv3
(2y − a)e−(2y−a)2/2v1{y>a+}, (3.4)
Proof. We imitate the proof of Lemma 2.1.
Let g : [0,+∞[×[0,+∞[→ [0,+∞] be a Borel function. Thanks to (2.4), we have :
E0
[
1Γug(Xt, St)
]
= E0
[
1Γu g˜(Xu, Su)
]
,
where
g˜(a, y) = E0
[
g(a+Xt−u, y ∨ {a+ St−u})
]
, a+ ≤ y.
It follows :
g˜(a, y) = g˜1(a, y) + g˜2(a, y),
with :
g˜1(a, y) = E0
[
g(a+Xt−u, y)1{St−u≤y−a}
]
,
g˜2(a, y) = E0
[
g(a+Xt−u, a+ St−u)1{St−u>y−a}
]
.
Since :
g˜1(a, y) =
∫
R×R+
g(b, y)pXt−u,St−u(b − a, ξ)1{ξ<y−a}dbdξ,
and
g˜2(a, y) =
∫
R×R+
g(b, z)pXt−u,St−u(b− a, z − a)1{z>y}dbdz,
then (3.3) follows immediately.
Proof of Theorem 1.3 Let u ≥ 0 and Γu ∈ Fu.
1) Using (2.5) and
pXt,St(a, y) ∼
√
2
pit3
(2y − a), t→∞, y ≥ a+, (3.5)
we get :
lim
t→∞
Qa,y0,t (Γu) =
pSu(y)
2y − aE0
[
1Γu
( ∫ y−Xu
(a−Xu)+
(
2ξ − a+Xu
)
dξ
)∣∣Su = y]
+
1
2y − aE0
[
1Γu1{Su<y}
(
2y − a−Xu
)]
.
The first integral in the right-hand side of the previous identity may be computed, which yields :
Qa,y0 (Γu) = pSu(y)
y − a
2y − aE0
[
1Γu
(
y −Xu)|Su = y
]
+
1
2y − aE0
[
1Γu1{Su<y}
(
2y − a−Xu
)]
.
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2) The relations (1.9) and (2.2) imply :
(2y − a)Qa,y0 (Γu) = (y − a)
{
Q
(y)
0 (Γu)− E0
[
1Γu1{Su<y}
]}
+ E0
[
1Γu1{Su<y}
(
2y − a−Xu
)]
= (y − a)Q(y)0 (Γu) + E0
[
1Γu1{Su<y}
(
y −Xu
)]
.
Applying (1.7) with ϕy =
1
y
1[0,y], we get :
∫ y
0
Q
(z)
0 (Γu)dz = yE0
[
1ΓuM
ϕy
u
]
.
But Φy(z) :=
∫ z
0
ϕy(r)dr =
z ∧ y
y
, consequently :
Mϕyu = (Su −Xu)ϕy(Su) + 1− Φy(Su) =
y −Xu
y
1{Su<y}.
This proves (1.13).
We now consider the Brownian bridge penalized by a function of its one-sided maximum (cf Theorem
1.5).
Proof of Theorem 1.5
Theorem 1.5 is a direct consequence of Theorem 1.3.
Let u ≥ 0 and Γu ∈ Fu and ϕ as in Theorem 1.5.
The relations (2.2) and (3.4) imply :
P (St ∈ dy|Xt = a) = 2
t
(2y − a)e− 2y(y−a)t 1{y>a+}dy.
Consequently :
E0
[
1Γuϕ(St)|Xt = a
]
=
2
t
∫ a+
0
P0(Γu|Xt = a, St = y)ϕ(y)(2y − a)e−
2y(y−a)
t dy.
Hence :
E0
[
1Γuϕ(St)|Xt = a
]
E0
[
ϕ(St)|Xt = a
] = ∫ a+0 P0(Γu|Xt = a, St = y)ϕ(y)(2y − a)e− 2y(y−a)t dy∫ a+
0
ϕ(y)(2y − a)e− 2y(y−a)t dy
.
Applying Theorem (1.3) and the dominated convergence theorem we get :
Qa,ϕ0 (Γu) =
∫ a+
0 (2y − a)ϕ(y)Qa,y0 (Γu)dy∫ a+
0 (2y − a)ϕ(y)dy
.
This proves (1.18). As for (1.19), it is a direct consequence of (1.13).
4 Proof of Theorem 1.6
1) Point 1. of Theorem 1.6 is a direct consequence of Lemma 3.1 and Theorem 1.3.
Taking the conditional expectation with respect to (Xt, St), we obtain :
E0
[
1Γuf(Xt, St)
]
E0
[
f(Xt, St)
] =
∫
R
da
∫∞
a+
Qa,y0,t (Γu)pXt,St(a, y)f(a, y)dy∫
R
da
∫∞
a+
pXt,St(a, y)f(a, y)dy
, (4.1)
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where pXt,St denotes the density function of (Xt, St), as given by (3.4).
Since f satisfies (1.20), we may apply the dominated convergence theorem; then taking the limit
t→∞, Theorem 1.3, and (3.5) imply :
lim
t→∞
E0
[
1Γuf(Xt, St)
]
E0
[
f(Xt, St)
] := Q˜0(Γu),
where :
Q˜0(Γu) = f
⋆
∫
R
da
∫ ∞
a+
(2y − a)f(a, y)Qa,y0 (Γu)dy.
2) We need to identify Q˜0(·).
Let ϕ be the function defined by (1.21) and Φ(y) =
∫ y
0
ϕ(z)dz, y ≥ 0.
It is clear that ϕ ≥ 0, then applying Fubini’s theorem, we easily obtain :
Φ(y) = f⋆
[ ∫
R×R+
f(a, η)1{η>y∨a+}
(
η ∧ y + (η − a)1{η<y}
)
dadη
]
. (4.2)
In particular, taking the limit y →∞, we get : lim
y→∞
Φ(y) = 1. This means that ϕ satisfies (1.3).
Moreover :
1− Φ(y) = f⋆
[ ∫
R×R+
f(a, η)1{η>y∨a+}
(
2η − a− y))dadη]. (4.3)
Applying identity (1.13), we get :
Q˜0(·) = f⋆
∫
R
da
( ∫ ∞
a+
{
(y − a)Q(y)0 (·) +
∫ y
0
Q
(η)
0 (·)dη
}
f(a, y)dy
)
= f⋆
∫
R×R+
{
(η − a)f(a, η)1{η>a+} +
∫ ∞
η∨a+
f(a, y)dy
}
Q
(η)
0 (·)dadη
}
=
∫ ∞
0
ϕ(η)Q
(η)
0 (·)dη.
Property (1.7) implies : Q˜0 = Q
ϕ
0 .
3) It remains to prove (1.23).
Let M˜t be the process defined as the right-hand side of (1.23) :
M˜t = f
⋆
∫
R
db
∫ ∞
b+
(2y − b)f(b+Xt, St ∨ (y +Xt))dy.
Setting : a = b+Xt and η = y +Xt, we obtain :
M˜t = f
⋆
∫
R
ψ˜t(a)da,
where :
ψ˜t(a) =
∫
R
(2η −Xt − a)f(a, St ∨ η)1{η>a,η>Xt}dη.
We have :
ψ˜t(a) = 1{St>a}f(a, St)
∫ St
a∨Xt
(2η −Xt − a)dη +
∫
R
(2η −Xt − a)f(a, η)1{η>St∨a}dη
= 1{St>a}f(a, St)
(
St − a ∨Xt
)(
(St + a ∨Xt −Xt − a
)
+
∫
R
(2η −Xt − a)f(a, η)1{η>St∨a}dη
= 1{St>a}f(a, St)
(
St −Xt
)(
(St − a
)
+
∫
R
(2η −Xt − a)f(a, η)1{η>St∨a}dη.
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Since Mϕt = (St −Xt)ϕ(St) + 1− Φ(St), using (1.21) and (4.3), we get :
Mϕt = f
⋆
∫
R
ψt(a)da,
where :
ψt(a) = (St−Xt)
[ ∫
R
f(a, η)1{η>St∨a+}dη+f(a, St)(St−a)1{a<St}
]
+
∫
R
f(a, η)(2η−a−St)1{η>St∨a+}dη.
It is now clear that ψt(a) = ψ˜t(a). Consequently M
ϕ
t = M˜t.
Remark 4.1 1. Let f be of the type : f(a, y) = f1(a)1[0,A](y), where A > 0 and f1 :]−∞, A] 7→ R+
satisfies
∫ A
−∞
(1+ |a|)f1(a)da <∞. Then it is easy to check that f¯ = A
∫ A
−∞
(A−a)f1(a)da <∞,
and ϕ(y) =
1
A
1[0,A](y).
2. It is possible to recover the identity (1.13) from Theorem 1.6.
Let f as in Theorem 1.6. Using the first part of the proof of Theorem 1.6, (1.7) and (1.21), we
have :
f⋆
∫
R
da
∫ ∞
a+
(2y − a)f(a, y)Qa,y0 (·)dy = Qϕ0 (·) =
∫ ∞
0
ϕ(y)Q
(y)
0 (·)dy,∫
R
da
∫ ∞
a+
(2y−a)f(a, y)Qa,y0 (·)dy =
∫ ∞
0
Q
(y)
0 (·)dy
{∫
R
da
[ ∫ ∞
y∨a+
f(a, η)dη+f(a, y)(y−a)1{a<y}
]}
.
Using Fubini’s theorem, we easily obtain :∫
R
da
∫ ∞
a+
(2y − a)f(a, y)Qa,y0 (·)dy =
∫
R
da
∫ ∞
a+
f(a, y)
[
y − a+
∫ y
0
Q
(η)
0 (·)dη
]
dy, (4.4)
for any non-negative function f , satisfying (1.20), but an easy application of Beppo-Levi theorem
shows that (4.4) holds even without (1.20) being satisfied.
5 Penalization with eλSt+µXt
1) In this section we focus on penalizations with weight-processes f(Xt, St), where the function f :
R× R+ → R+ belongs to the family
{
fλ,µ; fλ,µ(a, y) = e
λy+µa, λ, µ ∈ R}.
First, let us determine under which condition fλ,µ satisfies (1.20).
Using the Fubini theorem, we have :
fλ,µ =
∫ ∞
0
eλydy
∫ y
−∞
(2y − a)eµada.
Consequently if µ ≤ 0 then fλ,µ =∞.
Suppose that µ > 0. The integral with respect to da may be computed, this yields to :
fλ,µ =
1
µ2
∫ ∞
0
(1 + µy)e(λ+µ)ydy.
As a result :
fλ,µ <∞ iff µ > 0 and λ+ µ < 0. (5.1)
Consequently if this condition holds, then Theorem 1.6 applies.
2) In our approach it is convenient to introduce Pµ0 , the law of Brownian motion with drift µ, starting
at 0, and P
(3)
0 the law of a three dimensional Bessel process started at 0.
Recall Pitman’s theorem([8], [4]) :
13
1. under P0, the process
(
(2St − Xt, St), t ≥ 0
)
is distributed as
(
(Xt, Jt), t ≥ 0
)
under P
(3)
0 ,
where Jt = inf
u≥t
Xu.
2. let
(Rt) be the natural filtration associated with the process (Rt = 2St −Xt, t ≥ 0), then :
E0[f(St)|Rt] = 1
Rt
∫ Rt
0
f(u)du, (5.2)
for any Borel function f : R+ → R+.
Pitman’s theorem has been extended to the case of Brownian motion with drift. From [9] (see also
[5]), we know that (2St −Xt, t ≥ 0) is a diffusion with generator :
1
2
d2
dx2
+ µ coth(µx)
d
dx
. (5.3)
Proof of Theorem 1.7
Let u be a fixed positive real number, Γu ∈ Fu, and define :
∆(Γu, t) := E0
[
1Γue
λSt+µXt
]
.
1) First suppose that (λ, µ) belongs to R1. We have already proved that if µ > 0 then Theorem 1.7
is a direct consequence of Theorem 1.6. If µ = 0 and λ + µ = λ < 0, then Theorem 1.7 follows from
Theorem 1.1.
2) We now investigate the last case : (λ, µ) ∈ R3.
If µ = 0, then λ < 0 and Theorem 1.7 is a direct consequence of Theorem 1.1.
We suppose, in the sequel µ < 0.
We write ∆(Γu, t) as follows :
∆(Γu, t) = e
µ2t/2Eµ0
[
1Γue
λSt
]
.
Applying the Markov property at time u, we get :
∆(Γu, t) = e
µ2t/2Eµ0
[
1Γuh(Xu, Su, t− u)
]
, (5.4)
where
h(a, y, r) = Eµ0
[
eλ(y∨(a+Sr))
]
, y ≥ a+, r ≥ 0.
Since µ < 0, it is well-known that, under Pµ0 , Xt → −∞ as t → ∞, S∞ < ∞ and Pµ0 (S∞ > x) =
e2µx, x ≥ 0.
Consequently :
lim
r→∞
h(a, y, r) = I := −2µ
∫ ∞
0
eλ(y∨(a+z))e2µzdz.
Obviously the above integral may be computed explicitly :
I = −2µ
[
eλy
∫ y−a
0
e2µzdz + eλa
∫ ∞
y−a
e(λ+2µ)zdz
]
= eλy
[
1− e2µ(y−a) + 2µ
λ+ 2µ
e2µ(y−a)
]
= eλy
[
1− λ
λ+ 2µ
e2µ(y−a)
]
.
Moreover, it is easy to check :
e(λ+µ)y−µa
[
cosh
(
µ(y − a))− λ+ µ
µ
sinh
(
µ(y − a))] = λ+ 2µ
2µ
eλy
[
1− λ
λ+ 2µ
e2µ(y−a)
]
Finally :
lim
r→∞
h(a, y, r) =
2µ
λ+ 2µ
e(λ+µ)y−µa
[
cosh
(
µ(y − a))− λ+ µ
µ
sinh
(
µ(y − a))].
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Coming back to (5.4), we obtain :
lim
t→∞
E0
[
1Γue
µXt+λSt
]
E0
[
eµXt+λSt
] = lim
t→∞
Eµ0
[
1Γuh(Xu, Su, t− u)
]
Eµ0
[
h(0, 0, t)
]
= Eµ0
[
1Γue
(λ+µ)Su−µXu{ cosh (µ(Su −Xu))− λ+ µ
µ
sinh
(
µ(Su −Xu)
)}]
= E0
[
1ΓuM
µ,λ
u
]
.
3) Let (λ, µ) be an element of R2.
a) Let us start with the additional assumption : λ+ 2µ > 0. Since
Pλ+µ0 = e
(λ+µ)Xt−(λ+µ)2t/2P0 on Ft,
we have :
∆(Γu, t) = e
(λ+µ)2t/2Eλ+µ0
[
1Γue
λ(St−Xt)]. (5.5)
Recall Theorem 1.1 in [5] : under Pλ+µ0 , the process (St − Xt; t ≥ 0) is distributed as (|Yt|, t ≥ 0),
where (Yt) is the so-called bang-bang process with parameter λ+µ, i.e. the diffusion with infinitesimal
generator :
1
2
d2
dx2
− (λ+ µ)sgn(x) d
dx
. (5.6)
Applying the Markov property at time u in (5.5), yields to :
∆(Γu, t) = e
(λ+µ)2t/2Eλ+µ0
[
1ΓuESu−Xu
{
eλ|Yt−u|
}]
, (5.7)
where Px denotes a p.m. under which (Yt) is the diffusion process with generator (5.6) starting at x.
Under Px, (Yt) is a recurrent diffusion and ν(dx) := (λ+ µ)e
−2(λ+µ)|x|dx is its invariant p.m.
Consequently, for any x ∈ R,
lim
r→∞
Ex
[
eλ|Yr|
]
= (λ + µ)
∫
R
eλ|y|e−2(λ+µ)|y|dy =
2(λ+ µ)
λ+ 2µ
.
Since λ+2µ > 0 and (λ, µ) ∈ R2, then the integral in the right-hand side is finite and does not depend
on x. As a result :
lim
t→∞
E0
[
1Γue
µXt+λSt
]
E0
[
eµXt+λSt
] = lim
t→∞
Eλ+µ0
[
1ΓuESu−Xu
{
eλ|Yt−u|
}]
E0
[
eλ|Yt|
] = Pλ+µ0 (Γu).
Let us deal with the case λ+ 2µ = 0, µ 6= 0. Applying (5.5), we have :
∆(Γu, t) = e
µ2t/2E−µ0
[
1Γue
−µ(2St−Xt)].
The result follows from Pitman’s theorem (for Brownian motion with drift).
b) It remains to study the case : λ+ 2µ = 0 and λ > 0.
i) To begin with, we modify ∆(Γu, t), λ and µ being for now two real numbers, without restriction.
Applying the Markov property at time u leads to :
∆(Γu, t) = E0
[
1Γug(Xu, Su, t− u)
]
, (5.8)
where
g(a, y, r) = E0
[
eλ{y∨(a+Sr)}+µ(a+Xr)
]
, y ≥ a+, r ≥ 0.
Obviously, g(a, y, r) may be decomposed as follows :
g(a, y, r) = eλy+µag1(a, y, r) + e
(λ+µ)ag2(a, y, r), (5.9)
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with :
g1(a, y, r) = E0
[
eµXr1{Sr<y−a}
]
, g2(a, y, r) = E0
[
eλSr+µXr1{Sr≥y−a}
]
. (5.10)
Using Pitman’s theorem recalled at the beginning of this section, we get :
g1(a, y, r) = E
(3)
0
[
e−µXr+2µJr1{Jr<y−a}
]
= E
(3)
0
[
e−µXr
1
Xr
∫ (y−a)∧Xr
0
e2µzdz
]
, (5.11)
g2(a, y, r) = E
(3)
0
[
e−µXr+(λ+2µ)Jr1{Jr≥y−a}
]
= E
(3)
0
[
e−µXr1{Xr≥y−a}
1
Xr
∫ Xr
y−a
e(λ+2µ)zdz
]
. (5.12)
As a result, if µ 6= 0 :
g1(a, y, r) ∼ e
2µ(y−a) − 1
2µ
E
(3)
0
[
e−µXr
1
Xr
]
, r →∞
Recall that :
P
(3)
0 (Xr ∈ dz) =
√
2
pir3
z2e−z
2/2r1{z>0}dz. (5.13)
Then :
E
(3)
0
[
e−µXr
1
Xr
]
=
√
2
pir3
∫ ∞
0
ze−µz−z
2/2rdz
Setting b =
z + µr√
r
, we get :
E
(3)
0
[
e−µXr
1
Xr
]
=
√
2
pir
eµ
2r/2
∫ ∞
µ
√
r
(b − µ√r)e−b2/2db.
It turns out that if µ < 0 :
g1(a, y, r) ∼
(
1− e2µ(y−a))eµ2r/2, r→∞. (5.14)
ii) We suppose now that λ = −2µ > 0.
We need to determine the asymptotic behaviour of g2(a, y, r) as r →∞.
Using (5.12) and (5.13) we have :
g2(a, y, r) = E
(3)
0
[
e−µXr1{Xr≥y−a}
Xr − y + a
Xr
]
=
√
2
pir3
∫ ∞
0
z(z − y + a)e−µz−z2/2rdz
=
√
2
pir
eµ
2r/2
∫ ∞
µ
√
r
(b− µ√r)(√rb − µr − y + a)e−b2/2db.
As a result :
g2(a, y, r) ∼ 2µ2reµ
2r/2, r →∞. (5.15)
Due to (5.8), (5.9), (5.14), (5.15) and λ = −2µ, we get :
∆(Γu, t) ∼ 2µ2teµ
2t/2E0
[
1Γue
−µXu−µ2u/2], t→∞.
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In particular :
∆(Ω, t) = E0
[
e−µXt+λSt
] ∼ 2µ2teµ2t/2, t→∞.
Finally :
lim
t→∞
E0
[
1Γue
µXt+λSt
]
E0
[
eµXt+λSt
] = E0[1Γue−µXu−µ2u/2].
Remark 5.1 Here is another proof of Theorem 1.7 : keeping the notations introduced in point 3) b )
i) of the proof above, recall that we have proved :
E0
[
1Γue
µXt+λSt
]
= E0
[
1Γu
{
eµXu+λSug1(Xu, Su, t− u) + e(λ+µ)Xug2(Xu, Su, t− u)
}]
,
where the functions g1(a, y, r) and g2(a, y, r) are given by (5.10) or (5.11) and (5.12). In our proof of
Theorem 1.7 we only need the asymptotics of gi(a, y, r) as r→∞, i = 1, 2 in the case λ+2µ = 0, λ > 0.
It is actually possible to determine the asymptotics of the previous quantities in any case. However
tedious calculations are needed, this explains why we have given a short and direct proof of Theorem
1.7.
We now give a direct interpretation of Theorem 1.7 in terms of the three dimensional Bessel process
and its post-minimum.
Proposition 5.2 Let λ, µ ∈ R.
1. For every u ≥ 0, and Γu in Fu,
lim
t→∞
E
(3)
0
[
1Γue
µXt+λJt
]
E
(3)
0
[
eµXt+λJt
] := E(3)0 [1ΓuMµ,λu ], (5.16)
where (M
µ,λ
u ) is the positive
(
(Fu), P (3)0
)
martingale :
M
µ,λ
u =


1 if λ+ µ < 0 and µ ≤ 0,
e{−(λ+µ)
2u/2} sinh
(
(λ+ µ)Xu
)
(λ+ µ)Xu
]
if λ ≥ 0 and λ+ µ ≥ 0,
e−µ
2u/2 sinh
(
µXu
)
µXu
if λ < 0 and µ > 0,
(5.17)
Note that M
µ,λ
0 = 1.
2. The map : Γu(∈ Fu) 7→ E(3)0
[
1ΓuM
µ,λ
u
]
induces a p.m. on
(
Ω,F∞
)
.
Proof. Proposition 5.2 is a direct consequence of Theorem 1.7 and Pitman’s theorem.
We have :
E
(3)
0
[
1Γue
µXt+λJt
]
E
(3)
0
[
eµXt+λJt
] = E0
[
1Γ̂ue
−µXt+(λ+2µ)St]
E0
[
e−µXt+(λ+2µ)St
]
where Γ̂u := {ω ∈ Ω; ω̂ ∈ Γu}, and ω̂t := sup
0≤u≤t
ω(u)− ω(t).
Applying our Theorem 1.7, we obtain :
lim
t→∞
E
(3)
0
[
1Γue
µXt+λJt
]
E
(3)
0
[
eµXt+λJt
] = E0[1Γ̂uM−µ,λ+2µu ].
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Since Γ̂u ∈ Ru then :
E0
[
1Γ̂uM
−µ,λ+2µ
u
]
= E0
[
1Γ̂uE0
[
M−µ,λ+2µu |Ru
]]
.
We claim that :
E0
[
M−µ,λ+2µu |Ru
]
=


1 if λ+ µ < 0 and µ ≤ 0,
e{−(λ+µ)
2u/2} sinh
(
(λ+ µ)(2Su −Xu)
)
(λ+ µ)(2Su −Xu) if λ ≥ 0 and λ+ µ ≥ 0,
e−µ
2u/2 sinh
(
µ(2Su −Xu)
)
µ(2Su −Xu) if λ < 0 and µ > 0,
(5.18)
Making again use of Pitman’s theorem, it is immediate to obtain (5.17).
As for (5.18), we only prove the third case. The two other cases may be proved similarly. Note that
(λ+ 2µ,−µ) ∈ R1 (resp. R2) iff λ+ µ < 0 and µ ≤ 0 (resp. λ ≥ 0 and λ+ µ ≥ 0).
As for the third case, we have : (λ+ 2µ,−µ) ∈ R3 iff λ < 0 and µ < 0.
Setting Ru := 2Su −Xu, then (1.30)and (5.2) imply :
M−µ,λ+2µu = e
{(λ+µ)Su−µ2u/2}[ cosh (µ(Ru − Su))− λ+ µ
µ
sinh
(
µ(Ru − Su)
)]
,
E0
[
M−µ,λ+2µu |Ru
]
=
e−µ
2u/2
Ru
∫ Ru
0
e(λ+µ)y
[
cosh
(
µ(Ru − y)
)− λ+ µ
µ
sinh
(
µ(Ru − y)
)]
dy
=
e−µ
2u/2
Ru
[
− 1
µ
e(λ+µ)y sinh
(
µ(Ru − y)
)]y=Ru
y=0
= e−µ
2u/2 sinh
(
µRu
)
µRu
.
This establishes the third case in (5.17), using again Pitman’s theorem.
Remark 5.3 It seems natural to ask for :
lim
t→∞
E
(3)
0
[
1Γuf(Xt, Jt)
]
E
(3)
0
[
f(Xt, Jt)
] , (5.19)
for some suitable Borel f : R+ × R+ 7→ R+.
Using Pitman’s theorem (see 1. in the proof of Proposition 5.2), the above ratio is equal to :
E0
[
1Γ̂uf(2St −Xt, St)
]
E0
[
f(2St −Xt, St)
] .
Consequently Theorem 1.6 applies as soon as :
f˜ :=
∫
R
da
∫ ∞
a+
(2y − a)f(2y − a, y)dy =
∫
R+×R+
f(b, y)1{b>y}dbdy <∞. (5.20)
Suppose that this condition holds. Then
lim
t→∞
E
(3)
0
[
1Γuf(Xt, Jt)
]
E
(3)
0
[
f(Xt, Jt)
] = E0[1Γ̂uMϕu ],
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with
ϕ(y) = f †
[ ∫
R+×R+
f(b, η)1{b>η>y}dbdη +
∫ ∞
y
f(b, y)db
]
,
and f † = 1/f˜ .
Proceeding as in the proof of Proposition 5.2 we may prove :
E0
[
Mϕu |Ru
]
= 1. (5.21)
Finally the limit in (5.19) equals P
(3)
0 (Γu). In other words the penalization with f(Xt, Jt), f satisfying
(5.20) does not generate a new p.m.
As an end to this section, we would like to discuss the relationship between Theorem 1.7 and the
results obtained in [3]. Recall that these authors have proved that
lim
t→∞
Eµ0
[
1ΓuA
λ/2
t
]
Eµ0
[
A
λ/2
t
] , (5.22)
exists where λ, µ ∈ R, Pµ0 denotes the p.m. on canonical space which makes (Xt) a Brownian motion
with drift µ, started at 0, and :
At =
∫ t
0
e2Xsds, t ≥ 0.
As for our Theorem 1.7, it is proved in [3], that a phase transition phenomenon occurs : there exists
three disjoint regions in R×R associated with three types of limit distributions in (5.22). It is striking
to note that these regions coincide with the domains R1, R2 and R3 introduced in (1.26)-(1.28).
We have actually no proof of this fact. Nevertheless if λ > 0, we have a heuristic argument :
Eµ0
[
1ΓuA
λ/2
t
]
Eµ0
[
A
λ/2
t
] = E0
[
1Γue
µXtA
λ/2
t
]
E0
[
eµXtA
λ/2
t
] .
Roughly speaking, the Laplace theorem tells us that At =
∫ t
0
e2Xsds has the same behaviour as e2St ,
see more precisely, the limit results in [2] (formulae (61) and (62) p 181) and [7]. Therefore replacing
formally At by e
2St , we get :
E0
[
1Γue
µXtA
λ/2
t
]
E0
[
eµXtA
λ/2
t
] ≈ E0
[
1Γue
µXt+λSt
]
E0
[
eµXt+λSt
] , t→∞.
6 Asymptotic development
We first recall a penalization result obtained in ([15]), choosing as weight-process : ψ(St)e
λ(St−Xt),
where λ > 0.
Let us start with some notations. Let ψ : R+ 7→ R+ be a Borel function satisfying :∫ ∞
0
ψ(z)e−λzdz = 1. (6.1)
To ψ we associate the functions Φ and ϕ :
Φ(y) := 1− eλy
∫ ∞
y
ψ(z)e−λzdz, y ≥ 0, (6.2)
ϕ(y) := Φ′(y) = ψ(y)− λeλy
∫ ∞
y
ψ(z)e−λzdz y ≥ 0. (6.3)
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Then :
Mλ,ϕt :=
{
ψ(St)
sinh
(
λ(St −Xt)
)
λ
+ eλXt
∫ ∞
St
ψ(z)e−λzdz
}
e−λ
2t/2 t ≥ 0, (6.4)
is a
(
(Ft), P0
)
positive, and continuous martingale.
In this setting we have proved (see Theorem 3.9 in [15]).
Proposition 6.1 Let ψ : R+ 7→ R+ be a Borel function satisfying (6.1). Then :
lim
t→∞
E0
[
1Γuψ(St)e
λ(St−Xt)
]
E0
[
ψ(St)eλ(St−Xt)
] = E0[1ΓuMλ,ϕu ], (6.5)
for any u ≥ 0 and Γu ∈ Fu.
Remark 6.2 1. In [15], we have determined the law of (Xt) under the new p.m. Γu(∈ Fu) 7→
E0
[
1ΓuM
λ,ϕ
u
]
. However, this result is not used in the sequel.
2. If we take λ = 0 and ψ = ϕ, then (6.3) holds, (6.1) corresponds to (1.3) and (M0,ϕt ) coin-
cides with the martingale (Mϕt ) defined by (1.5). With these conventions, Proposition 6.1 is an
extension of points 1. and 2. of Theorem 1.1.
The aim of this section is to prove that, under suitable assumptions, we can obtain an asymptotic
expansion of t 7→
E0
[
1Γuψ(St)e
λ(St−Xt)
]
E0
[
ψ(St)eλ(St−Xt)
] as t→∞. Note that Proposition 6.1 gives the first term.
Theorem 6.3 Let ψ : R+ 7→ R+ satisfying (6.1). We suppose that there exists an integer n ≥ 1 such
that : ∫ ∞
0
ψ(y)(1 + yn)dy <∞. (6.6)
1. There exists a family of functions (Fλ,ϕi )1≤i≤n, F
λ,ϕ
i : R× R+ × R+ 7→ R, such that
(a) (Fλ,ϕi (Xt, St, t), t ≥ 0) is a
(
(Ft), P0
)
-martingale, for any 1 ≤ i ≤ n,
(b) If i = 1, we have :
Fλ,ϕ1 (Xt, St, t) =
c(λ, ϕ)
λ3
√
2pi
(
Mϕ1t −Mλ,ϕt
)
. (6.7)
where c(λ, ϕ) :=
∫ ∞
0
ψ(x)(1 − λx)dx and
ϕ1(y) :=
1
c(λ, ϕ)
(
ψ(y)− λ
∫ ∞
y
ψ(x)dx
)
, y ≥ 0. (6.8)
(Note that
∫ ∞
0
ϕ1(y)dy = 1).
2. The following asymptotic development as t→∞, holds :
E0
[
1Γuψ(St)e
λ(St−Xt)]
E0
[
ψ(St)eλ(St−Xt)
] = E0[1ΓuMλ,ϕu ]+ e−λ
2t/2
√
t
( n∑
i=1
1
ti
E0
[
1ΓuF
λ,ϕ
i (Xu, Su, u)
]
+O
( 1
tn+1
))
.
(6.9)
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Note that the two asymptotic expansions (1.38) and (6.9) are drastically different, depending on
whether λ > 0 or λ = 0. We have already observed in Remark 6.2, that taking formally λ = 0 in (6.5)
gives (1.4). In other words the first term in (6.9) (with λ = 0) coincides with the first term in (1.38).
However the expansion is expressed in terms of powers t−(i+1/2) instead of t−i.
Proof of Theorems 1.9 and 6.3
1) Let us start with some common features concerning the two cases λ > 0 and λ = 0, i.e. λ ≥ 0. We
adopt the convention that ψ = ϕ if λ = 0.
Let u be a fixed positive real number, Γu ∈ Fu, and
∆(λ,Γu, t) := E0
[
1Γuψ(St)e
λ(St−Xt)],
where λ ≥ 0.
Applying the Markov property at time u, we get :
∆(λ,Γu, t) = E0
[
1Γug(λ,Xu, Su, t− u)
]
, (6.10)
where
g(λ, a, y, r) := E0
[
ψ
(
y ∨ (a+ Sr)
)
eλ(y∨(a+Sr)−a−Xr)
]
, r ≥ 0, y ≥ a+, a ∈ R.
We have :
g(λ, a, y, r) = ψ(y)eλ(y−a)E0
[
e−λXr1{Sr<y−a}
]
+ E0
[
ψ(a+ Sr)e
λ(Sr−Xr)1{Sr≥y−a}
]
.
Using Pitman’s theorem, we get :
g(λ, a, y, r) = ψ(y)eλ(y−a)E(3)0
[
e−λ(2Jr−Xr)1{Jr<y−a}
]
+ E
(3)
0
[
ψ(a+ Jr)e
λ(Xr−Jr)1{Jr≥y−a}
]
= E
(3)
0
[eλXr
Xr
∫ Xr
0
{
ψ(y)eλ(y−a)e−2λz1{z<y−a} + ψ(a+ z)e
−λz1{z≥y−a}
}
dz
]
= ψ(y)eλ(y−a)
∫ y−a
0
e−2λzh(λ, z, r)dz +
∫ ∞
y−a
e−λzψ(a+ z)h(λ, z, r)dz, (6.11)
where :
h(λ, z, r) = E
(3)
0
[eλXr
Xr
1{Xr>z}
]
.
Applying (5.13), we get :
h(λ, z, r) =
√
2
pir3
eλ
2r/2
∫ ∞
z
be−(b−λr)
2/2rdb =
√
2
pir
eλ
2r/2
∫ ∞
z−λr√
r
(λ
√
r + v)e−v
2/2dv. (6.12)
2) Suppose that λ = 0. Therefore we replace in the sequel ψ by ϕ.
a) Then :
h(0, z, r) =
√
2
pir3
∫ ∞
z
be−b
2/2rdb =
√
2
pir
e−z
2/2r,
g(0, a, y, r) =
√
2
pir
ĝ(0, a, y, r),
with :
ĝ(0, a, y, r) = ϕ(y)
∫ y−a
0
e−z
2/2rdz +
∫ ∞
y
e−(v−a)
2/2rϕ(v)dv.
Let us introduce :
Ai(a, y) := ϕ(y)
(y − a)2i+1
2i+ 1
+
∫ ∞
y
(v − a)2iϕ(v)dv,
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(note that Ai(0, 0) =
∫ ∞
0
v2iϕ(v)dv; in particular A0(0, 0) = 1).
Using the series development of e−θ with θ ≥ 0, we get :
ĝ(0, a, y, r) =
n∑
i=0
(−1)i
(2r)ii!
Ai(a, y) +O
( 1
rn+1
)
. (6.13)
Moreover ε 7→ ĝ(0, a, y, 1/ε) is of class C∞ on [0, 1/2] and :
|∂
iĝ(0, a, y, 1/ε)
∂εi
| ≤ ki
(
ϕ(y)(y − a)2i+1 +
∫ ∞
0
(v − a)2iϕ(v)dv
)
. (6.14)
Suppose that t→∞, then :
g(0, a, y, t− u)
g(0, 0, 0, t)
=
(
1− u
t
)−1/2
n∑
i=0
(−1)i
2ii!
1
ti(1− u/t)iAi(a, y) +O
( 1
tn+1
)
n∑
i=0
(−1)i
2ii!
1
ti
Ai(0, 0) +O
( 1
tn+1
)
=
n∑
i=0
1
ti
Fi(a, y, u) +
1
tn+1
R(0, a, y, u, t), (6.15)
where t 7→ R(0, a, y, u, t) is bounded, and Fi(a, y, u) may be written in the following form :
Fi(a, y, u) =
i∑
j=0
αi,j(u)Aj(a, y), (6.16)
αi,j(u) being some polynomial function.
b) In particular :
F0(a, y, u) =
A0(a, y)
A0(0, 0)
= A0(a, y) = ϕ(y)(y − a) +
∫ ∞
y
ϕ(v)dv = ϕ(y)(y − a) + Φ(y), (6.17)
(note that F0 does not depend on u).
To compute F1(a, y, u) we need the first order term :
g(0, a, y, t− u)
g(0, 0, 0, t)
=
A0(a, y)
(
1− 1
2t
A1(a, y)
A0(a, y)
)(
1− u
t
)−1/2
A0(0, 0)
(
1− 1
2t
A1(0, 0)
A0(0, 0)
) +O( 1t2 ).
Recall that A0(0, 0) = 1, consequently :
F1(a, y, u) =
A0(a, y)
2
(
A1(0, 0)− A1(a, y)
A0(a, y)
+ u
)
=
A1(0, 0) + u
2
A0(a, y)− A1(a, y)
2
=
∫∞
0
v2ϕ(v)dv + u
2
A0(a, y)− ϕ(y) (y − a)
3
3!
− 1
2
∫ ∞
y
(v − a)2ϕ(v)dv.
c) We would like to obtain some estimates about the remainder term R(0, a, y, u, t) in (6.15), as a
function of (a, y).
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Taking t ≥ 2u+ 2 and setting ε = 1/t we have : ε ≤ 1/2 , εu ≤ 1/2 , 1
t− u =
ε
1− uε ∈ [0, 1]
Let ĝ1(0, a, y, ε) := ĝ(0, a, y, (1− uε)/ε), ε ∈]0, 1/(2u+ 2)]. Then property (6.14) implies :
|∂
iĝ1(0, a, y, ε)
∂εi
| ≤ Kn
( i+1∑
j=1
{
ϕ(y)(y − a)2j+1 +
∫ ∞
0
(v − a)2jϕ(v)dv
})
, 0 ≤ i ≤ n+ 1, (6.18)
where, from now on, Kn denotes a generic constant, which only depends on u.
Let us introduce ĝ2(ε) := ĝ(0, 0, 0, 1/ε), ε ∈]0, 1/(2u+ 2)], then :
|∂
iĝ2(ε)
∂εi
| ≤ Kn
∫ ∞
0
v2i+2ϕ(v)dv, 0 ≤ i ≤ n+ 1. (6.19)
Note that ε ≤ 1/2, consequently :
ĝ2(ε) ≥
∫ ∞
0
e−v
2/4ϕ(v)dv > 0. (6.20)
Finally, taking into account (6.18), (6.19), (6.20) and (1.35) we get :
∣∣∣ ∂n+1
∂εn+1
(g(0, a, y, 1/ε− u)
g(0, 0, 0, 1/ε)
)∣∣∣ ≤ Kn( n+1∑
j=1
{
ϕ(y)(y − a)2j+1 +
∫ ∞
0
(v − a)2jϕ(v)dv
})
|R(0, a, y, u, t)| ≤ Kn
( n+1∑
j=1
{
ϕ(y)(y − a)2j+1 +
∫ ∞
0
(v − a)2jϕ(v)dv
})
(6.21)
d) Using (6.10) and (6.15), we have :
E0
[
1Γuϕ(St)
]
E0[ϕ(St)]
= E0
[
1Γu
g(0, Xu, Su, t− u)
g(0, 0, 0, t)
]
= E0
[
1Γu
{ n∑
i=0
1
ti
Fi(Xu, Su, u) +
1
tn+1
R(0, Xu, Su, u, t)
}]
.
Inequality (6.21) implies (1.38) and point 1. b) of Theorem 1.9.
e) It remains to prove that for any i ∈ {1, · · · , n}, (Fϕi (Xt, St, t), t ≥ 0) is a ((Ft), P0) martingale.
From (6.16), we deduce that E
[|Fϕi (Xt, St, t)|] <∞.
Let Γu ∈ Fu and u ≤ v. The asymptotic development (1.38) implies that :
lim
t→∞
t
{E0[1Γuϕ(St)]
E0[ϕ(St)]
−Qϕ0 (Γu)
}
= E0
[
1ΓuF
ϕ
1 (Xu, Su, u)
]
.
Since Γu ∈ Fv then :
E0
[
1ΓuF
ϕ
1 (Xu, Su, u)
]
= E0
[
1ΓuF
ϕ
1 (Xv, Sv, v)
]
.
Consequently
(
Fϕ1 (Xt, St, t), t ≥ 0
)
is a
(
(Ft), P0) martingale.
Reasoning by induction, we easily prove that
(
(Fϕi (Xt, St, t), t ≥ 0)
)
is a
(
(Ft), P0) martingale, for
any 1 ≤ i ≤ n.
3) We now suppose λ > 0. We proceed as previously; the relation (6.12) implies :
h(λ, z, r) =
√
2
pi
eλ
2r/2
[
λ
√
2pi +
1√
r
e
−( z−λr√
r
)2/2 − λΦ0
(z − λr√
r
)]
,
where Φ0 denotes the function : Φ0(x) :=
∫ x
−∞
e−u
2/2du.
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Suppose x < 0. Integrating by parts we have :
Φ0(x) =
∫ x
−∞
1
u
ue−u
2/2du = − 1
x
e−x
2/2 −
∫ x
−∞
1
u2
e−u
2/2du.
Reasoning by induction we can easily prove :
Φ0(x) = e
−x2/2
n∑
i=0
(−1)i+1 ai
x2i+1
+ (−1)n+1an+1
∫ x
−∞
1
u2n+2
e−u
2/2du,
with a0 = 1 and
ai = 1× 3× · · · × (2i− 1) = (2i)!
2ii!
= E0[X
2i
1 ], i ≥ 1.
This relation implies :
Φ0(x) = e
−x2/2
[ n∑
i=0
(−1)i+1 ai
x2i+1
+O
( 1
x2n+3
)]
, x→ −∞.
Consequently :
h(λ, z, r) =
√
2
pi
eλ
2r/2
[
λ
√
2pi + e
−( z−λr√
r
)2/2
h1(λ, z, r)
]
where :
h1(λ, z, r) := − z
λr3/2(1− zλr )
+
n∑
i=1
(−1)i+1 ai
λ2i
( 1√
r(1 − zλr )
)2i+1
+ 0
( 1
rn+3/2
)
, r →∞.
Setting r = t− u, where u > 0 is fixed and t→∞, we get :
h1(λ, z, t− u) = − z
λt3/2
1
(1− u/t)3/2(1− zλt(1−u/t) )
+
n∑
i=1
(−1)i+1ai
λ2i
1
ti+1/2
( 1√
1− u/t(1− zλt(1−u/t) )
)2i+1
+ 0
( 1
tn+3/2
)
, t→∞,
This implies :
h1(λ, z, t− u) = 1√
t
[ n∑
i=1
αi(λ, z, u)
1
ti
+ 0
( 1
tn+1
)]
, t→∞,
where, for any i, (z, u) 7→ αi(λ, z, u) is a polynomial function with degree less than n, with respect to
z or u. Moreover we have :
α1(λ, z, u) = − z
λ
+
1
λ2
.
If r = t− u we have :
e
−( z−λr√
r
)2/2
= eλz+λ
2u/2e−λ
2t/2e
z2
2t(1−u/t) ,
therefore :
h(λ, z, t− u) =
√
2
pi
eλ
2(t−u)/2
[
λ
√
2pi + eλz+λ
2u/2e−λ
2t/2 1√
t
{ n∑
i=1
βi(λ, z, u)
1
ti
+ 0
( 1
tn+1
)}]
, t→∞,
where (z, u) 7→ βi(λ, z, u) is a polynomial function with at most degree n with respect to z or u.
Note that β1(λ, z, u) = α1(λ, z, u) = − z
λ
+
1
λ2
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We are able to come back to relation (6.11) :
g(λ, a, y, t− u) =
√
2
pi
eλ
2(t−u)/2
[
λ
√
2pi
(
ψ(y)
sinh
(
λ(y − a))
λ
+ eλa
∫ ∞
y
e−λxψ(x)dx
)
+ eλ
2u/2e−λ
2t/2 1√
t
n∑
i=1
γi(λ, a, y, u)
1
ti
+ 0
( 1
tn+1
)]
, t→∞,
where
γi(λ, a, y, u) = ψ(y)e
λ(y−a)
∫ y−a
0
e−λzβi(λ, z, u)dz +
∫ ∞
y
ψ(x)βi(λ, x − a, u)dx.
Note that :
|γi(λ, a, y, u)| ≤ C(1 + un)
(
1 + |a|n + ψ(y)eλ(y−a)), a ∈ R, y ≥ 0, u ≥ 0. (6.22)
Introducing :
Fλ,ϕ0 (a, y, u) := e
−λ2u/2
(
ψ(y)
sinh
(
λ(y − a))
λ
+ eλa
∫ ∞
y
e−λxψ(x)dx
)
, (6.23)
We have :
g(λ, a, y, t− u) =
√
2
pi
eλ
2t/2
[
λ
√
2piFλ,ϕ0 (a, y, u) +
e−λ
2t/2
√
t
n∑
i=1
γi(λ, a, y, u)
1
ti
+ 0
( 1
tn+1
)]
, t→∞, .
Since Fλ,ϕ0 (0, 0, 0) =
∫ ∞
0
e−λxψ(x)dx = 1, then
g(λ, a, y, t− u)
g(λ, 0, 0, t)
=
λ
√
2piFλ,ϕ0 (a, y, u) +
e−λ
2t/2
√
t
n∑
i=1
γi(λ, a, y, u)
1
ti
+ 0
( 1
tn+1
)
λ
√
2pi +
e−λ
2t/2
√
t
n∑
i=1
γi(λ, 0, 0, 0)
1
ti
+ 0
( 1
tn+1
)
= Fλ,ϕ0 (a, y, u) +
e−λ
2t/2
√
t
n∑
i=1
Fλ,ϕi (a, y, u)
1
ti
+ 0
( 1
tn+1
)
, t→∞.
In particular :
Fλ,ϕ1 (a, y, u) =
1
λ
√
2pi
(
γ1(λ, a, y, u)− γ1(λ, 0, 0, 0)Fλ,ϕ0 (a, y, u)
)
.
It is easy to compute γ1(λ, a, y, u). We have :
γ1(λ, a, y, u) =
1
λ2
(
ψ(y)eλ(y−a)
∫ y−a
0
e−λz(1− λz)dz +
∫ ∞
y
ψ(x)
(
1− λ(x − y)− λ(y − a))dx)
=
1
λ2
(
c(λ, ϕ)ϕ1(y)(y − a) +
∫ ∞
y
ψ(x)
(
1− λ(x − y))dx),
with c(λ, ϕ) =
∫ ∞
0
ψ(x)(1 − λx)dx and
ϕ1(y) =
1
c(λ, ϕ)
(
ψ(y)− λ
∫ ∞
y
ψ(x)dx
)
, y ≥ 0.
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Setting :
Φ1(y) :=
∫ y
0
ϕ1(z)dz,
we obtain :
Φ1(+∞)− Φ1(y) = 1
c(λ, ϕ)
( ∫ ∞
y
ψ(x)dx − λ
∫ ∞
y
ψ(x)(x − y)dx
)
=
1
c(λ, ϕ)
( ∫ ∞
y
ψ(x)
(
1− λ(x− y))dx).
In particular :
Φ1(+∞)− Φ1(0) =
∫ ∞
0
ϕ1(z)dz = 1.
Moreover :
Fλ,ϕ1 (a, y, u) =
c(λ, ϕ)
λ3
√
2pi
(
ϕ1(y)(y − a) +
∫ ∞
y
ϕ1(z)dz − Fλ,ϕ0 (a, y, u)
)
.
This proves point 1. (b) of Theorem 6.3.
7 Further discussions about Brownian penalizations
As a conclusion to this paper, we would like to mention that we are presently developing some further
discussions about Brownian penalizations in three papers in preparation :
• in [13], we study a number of extensions of Pitman’s theorem, which are closely related with
the penalizations found in the present paper;
• in [12], we extend most of the results found in the present paper when (Xt) is replaced with
(Rt), a Bessel process with dimension d < 2, the weight process being a function of the local
time of (Rt) at level 0;
• in [11], we study penalization results for n-dimensional Brownian motion, when the weight
process is
(
exp−
∫ t
0
1C(Xs)ds
)
, where C denotes a cone in Rd with vertex 0.
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