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Abstract
For a sequence of bounded linear operators Hk , k = 0; 1; : : : ; on a Banach space S; the algorithm k;n = Hkk+1; n−1
generates a family of sequences (k;n)1n=0; k = 0; 1; : : : ; from an initial family of vectors 
k;0 2 S; k = 0; 1; : : : : We study
the convergence of k;n as n ! 1; and give an application on the convergence of cascade algorithms for nonuniform
splines when S is the space of all sequences :=(i)i2Z with norm kk:=supi2Zkik<1, and i; i 2 Z; belong to the
Banach space X = L2(R). c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 41A15; 41A30; 42C05; 42C15
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1. Introduction
For k 2 Z+; the set of nonnegative integers, let Hk be a sequence of bounded linear operators on
a Banach space S. For k 2 Z+; take k;0 in S; and dene k;n; n= 1; 2; : : : ; by
k;n = Hkk+1; n−1: (1.1)
Then
k;n = Hk   Hk+n−1 k+n;0 for k; n 2 Z+; (1.2)
which leads to
kk;nk6kHk   Hk+n−1k kk+n;0k; k; n 2 Z+:
We are concerned mainly with the Banach space S that comprises all sequences (i)i2Z; where
i; i 2 Z; belong to some Banach space (X; k  k) and supi2Z kik<1. We write  = (i)i2Z
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for an element in S and the norm is dened by kk:=supi2Z kik. Endowed with this norm, S is
indeed a Banach space. The bounded linear operators of interest are dened by complex matrices










(Hk)ijj; i 2 Z:
Our object is to study the convergence of nonuniform cascade algorithms.
For the case when all the operators Hk are equal, algorithm (1.1) reduces essentially to the
cascade algorithm studied in [7,6,3] as is illustrated in Section 3. A more general cascade algorithm
is studied in [2]. We therefore call (1.1) the cascade algorithm for the sequence of operators (Hk).
The convergence of this algorithm, i.e., the convergence of the sequences (k;n)n2Z+ in (1.1) as
n ! 1; is studied in Section 2 in the general setting of Banach space. The aim is to deduce
results on the convergence of nonuniform cascade algorithms. In Theorem 2:4 we show that if two
sequences of operators are, in a sense, close as k ! 1, then under certain conditions the cascade
algorithm for one sequence converges if and only if the cascade algorithm for the other does. In
Theorem 2:5 we give conditions under which the cascade algorithm for a sequence of operators
converges. Theorem 2:5 is then applied in Section 4 to study convergence of the cascade algorithm
for nonuniform splines. Theorem 2:4 can then be used to show convergence of cascade algorithms
for sequences of operators asymptotically close to those for nonuniform splines and this is illustrated
in Section 4 with a simple example of nonuniform exponential splines.
2. Convergence of cascade algorithms
As in Section 1, let Hk be a sequence of bounded linear operators on a Banach space S and
(k;n)n; k 2 Z+; be the sequences generated by the cascade algorithm (1.1) for (Hk).
Proposition 2.1. If kHk   Hk+n−1k is uniformly bounded for k; n 2 Z+; and
1X
k=0
kk;0 − Hkk+1;0k<1; (2.1)
then there are k in S; k 2 Z+; such that
kk;n − kk ! 0 as n !1: (2.2)




kHk   Hk+j−1k+j;0 − Hk   Hk+jk+j+1;0k









By (2.1), for each k 2 Z+; (k;n)n2Z+ is a Cauchy sequence. Hence, there are k 2 S such that (2.2)
holds.
Proposition 2.2. Suppose that there are k in S; k 2 Z+; such that (2:2) holds for k 2 Z+: Then
k = Hkk+1 for all k 2 Z+: (2.3)
Proof. For each k 2 Z+; by (1.1)
kk − Hkk+1k6 kk − k;nk+ kHkk+1; n−1 − Hkk+1k
6 kk − k;nk+ kHkk kk+1; n−1 − k+1k ! 0;
as n !1, by (2.2). Thus k = Hkk+1 and so (2.3) holds.
When S comprises all uniformly bounded sequences (i)i2Z of vectors i in a Banach space X;
Eq. (2.3) is closely related to the renement equations as the example in Section 3 shows. We shall
call it an operator renement equation. If (2.2) holds we say that the cascade algorithm for (Hk)
converges to k: The sequence of operators (Hk) is said to be stable if
kHk   Hk+n−1k is uniformly bounded for k; n 2 Z+: (2.4)
Now take another sequence of bounded linear operators (Gk)k2Z+ on S: Following [1], we say that
(Hk) and (Gk) are equivalent if
1X
‘=0
kH‘ − G‘k<1: (2.5)
The following result is due to Dyn and Levin [1].
Proposition 2.3. Suppose that (Hk) and (Gk) are equivalent. Then (Hk) is stable if and only if
(Gk) is stable.
The following theorem is similar to Theorem 6 of [1].
Theorem 2.4. Take uniformly bounded sequences  k;0 and k;0 in S; k 2 Z+; that satisfy
k k;0 − k;0k ! 0 as k !1: (2.6)
Assume that (Hk) and (Gk) are equivalent. Then (Hk) is stable and the cascade algorithm for (Hk)
with starting sequence k;0 converges if and only if (Gk) is stable and the cascade algorithm for
(Gk) with starting sequence  k;0 converges.
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Proof. Suppose that (Gk) is stable and the cascade algorithm for (Gk) with starting sequence  k;0
converges. Then (Hk) is stable. Fix k>0. We may choose K with
kG‘   G‘+nk6K for all ‘; n 2 Z+ (2.7)
and
kH‘   H‘+nk6K for all ‘; n 2 Z+: (2.8)
By (1.2) for any ‘; n 2 Z+;
‘;n = H‘   H‘+n−1‘+n;0 (2.9)
and so
k‘;nk6Kk‘+n;0k: (2.10)




Then for ‘>M , n>1, we have
kG‘   G‘+n−1 − H‘   H‘+n−1k6K2
‘+n−1X
j=‘
kGj − Hjk<K2: (2.11)
By (2.6) we may choose P so that for j>P,
k j;0 − j;0k<: (2.12)
By (2.2) we may choose N so that for n>N ,
k M;n −  Mk<
and thus for m; n>N ,
k M;n −  M;mk< 2: (2.13)
Choose m; n>maxfP − k; N − k +Mg. Then by (2.9)
k;n − k;m = Hk   HM−1(HM   Hk+n−1k+n;0 − HM   Hk+m−1k+m;0)
and so
kk;n − k;mk6KkHM   Hk+n−1k+n;0 − GM   Gk+n−1 k+n;0k
+KkGM   Gk+n−1 k+n;0 − GM   Gk+m−1 k+m;0k
+KkGM   Gk+m−1 k+m;0 − HM   Hk+m−1k+m;0k: (2.14)
Now
kHM   Hk+n−1k+n;0 − GM   Gk+n−1 k+n;0k
6kHM   Hk+n−1(k+n;0 −  k+n;0)k
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by (2.8), (2.12) and (2.11), where we note that by our assumption sup‘k ‘;0k<1: A corresponding
inequality to (2.15) holds with n replaced by m.
Also by (1.1) and (2.13),
kGM   Gk+n−1 k+n;0 − GM   Gk+m−1 k+m;0k
=k M;k+n−M −  M;k+m−Mk< 2: (2.16)
So by (2.14){(2.16),
kk;n − k;mk ! 0 as n; m !1:
Since S is complete, it follows that there are k 2 S; such that kk;n − kk ! 0 as n !1:
For the rest of this section we assume that S comprises all uniformly bounded sequences (i)i2Z;
where i; i 2 Z; belong to a Banach space X: We take a sequence of linear operators (Hk)k2Z+ : Take
k = (ki )i2Z and 
k;0 = (k;0i )i2Z in S; where (k)k2Z+ is the solution of the renement equation for
Hk; i.e.,
k = Hkk+1; k 2 Z+ (2.17)
and dene the cascade sequence k;n, n 2 Z+; as in (1.1).

























as n !1: Then for each i 2 Z and k 2 Z+;∥∥k;ni − ki ∥∥! 0 as n !1:
Proof. Fix i 2 Z and k 2 Z+: Then for n= 1; 2; : : : ;
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by (2.18) and (2.17). Thus kk;ni − ki k ! 0 as n !1:
3. An example
As an example, we take X=L1(R) and S the space of all uniformly bounded sequences =(i)i2Z
with i 2 X as above, and kk:=supi2Z kik1: For k 2 Z+; we let Hk = H; where the operator
H = (Hij)1i; j=−1 on S is dened as follows. Let Hij =
1
2h(j − 2i), where h(j) is a sequence withX
j2Z




Let 0 2 L1(R); and let
k;0i (x):=2
k0(2kx − i); i 2 Z; k 2 Z+: (3.1)




h(j)n−1(2x − j); x 2 R (3.2)
and let k;ni (x):=2kn(2kx − i); for i 2 Z; k 2 Z+: Then k;n satises
k;n = Hk+1; n−1; k 2 Z+; n= 1; 2; : : : : (3.3)
Conversely, if k;n is generated by the cascade algorithm (3.3) for the operator H with k;0i as in
(3.1), then n:=
0; n
0 satises (3.2) and 
k;n
i (x) = 2kn(2kx− i) for i 2 Z and k; n 2 Z+: In this case
convergence of the cascade algorithm, i.e., (2.2), is equivalent to the existence of  2 L1(R); where
ki (x):=2
k(2kx − i); i 2 Z; k 2 Z+; such that





h(j)(2x − j); x 2 R: (3.5)
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Necessary and sucient conditions for the Lp-convergence of the above cascade sequence, for
16p61, are given in [3] under the assumption that for some N , h(j) = 0 unless 06j6N; and
0 has support in [0; N ]: In this case it follows from (3.2) that n has support in [0; N ] for all
n>1: These conditions are in terms of the joint spectral radius of matrices associated with h. For
p= 2; [7] gives a more explicit characterization of the convergence in terms of the eigenvalues of
the transition matrix associated with h: Since n all have common compact support, convergence of
n to  in L2(R) implies (3.4).
In order to apply Theorem 2:4 with Hk = H; k 2 Z+; we need the stability condition (2.4), i.e.,
kHnk is uniformly bounded for n 2 Z+. We now show that this holds if, in particular, h(j)>0,
j 2 Z:






h(j)z j; z 2 C; jzj= 1: (3.6)
Then for n>1; H n = (Hnij)i; j, where
Hnij:=h
n(j − 2ni) (3.7)
and X
j2Z
















hn(j) = p(1)n = 1;
since by (3.6), p(1) = 12
P
j2Z h(j) = 1:
Finally, we note that in Theorem 2:4, condition (2.6) becomes
k k;0i − k;0i k1 ! 0 as k !1;
uniformly in i:
4. Nonuniform splines




2i ; i 2 Z; k 2 Z+: (4.1)
For k 2 Z+; we dene gk : R! R by






; j 2 Z: (4.2)
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For each k; gk is a nondecreasing function that describes a distribution of the knots at level k; and
we are interested in the limiting behaviour of the knot distribution gk as k !1:
Proposition 4.1. As k !1; gk converges pointwise to a strictly increasing function g that satises
g(i=2k) = tki ; i 2 Z; k 2 Z+: (4.3)
Proof. Take any x 2 R and choose k 2 Z+. Take i 2 Z with i6x< i + 1: By (4.2), gk is an
increasing function and so gk(x)6gk(i + 1) = tk2k (i+1) = t
0
i+1; by (4.1). Now choose j 2 Z with
j=2k+16x< (j+1)=2k+1: If j=2‘; ‘ 2 Z; then gk(x)= tk‘ = tk+12‘ = tk+1j =gk+1(x). If j=2‘+1, ‘ 2 Z;




j = gk+1(x). Thus for i6x< i+ 1; (gk(x))k2Z+ is an increasing sequence
bounded above by t0i+1: Thus, the limit of gk(x) exists as k !1; and we denote it by g(x).
Now take i 2 Z and k 2 Z+: For ‘ 2 Z+;
gk+‘(i=2k) = gk+‘(i2‘=2k+‘) = tk+‘i2‘ = t
k
i ; (4.4)
by (4.2) and (4.1). Letting ‘ !1 gives (4.3).
For any x<y we may choose i 2 Z and k 2 Z+ with x6i=2k < (i + 1)=2k6y: Then for any
‘ 2 Z+; (4.4) gives
gk+‘(x)6gk+‘(i=2k) = tki < t
k
i+1 = gk+‘((i + 1)=2
k)6gk+‘(y):
Letting ‘ !1 gives g(x)6tki < tki+16g(y) and so g is strictly increasing.
Proposition 4.1 shows that an arbitrary knot insertion procedure (4.1) has a limiting knot distri-
bution given by g which is a strictly increasing function. Conversely, given any strictly increasing
function g; there is a unique knot insertion procedure (4.1) that satises (4.3). In particular, there is
no nonuniform knot sequence which approaches a uniform knot sequence under subdivision. There-
fore, Theorem 2:4 of Section 2 cannot be exploited in conjunction with the convergence of cascade
algorithm for uniform splines to deduce the convergence of the cascade algorithm for nonuniform
splines. However, Theorem 2:5 is applicable in this case, and we shall demonstrate this after the
next proposition.
We say that the mesh size goes locally uniformly to zero as k !1 if for any bounded set S R;
maxftki+1 − tki : i 2 2kSg ! 0 as k !1: (4.5)
Proposition 4.2. The limiting knot distribution g is continuous if and only if the mesh size goes
locally uniformly to zero as k ! 1: Moreover in this case; gk converges to g locally uniformly
as k !1:
Proof. Suppose that g is continuous. Take any ‘ 2 Z and > 0: Then we may choose > 0 such
that jg(x) − g(y)j< whenever x; y 2 [‘; ‘ + 1] and jx − yj<: Take k with 2−k <: Then by
(4.3), for i 2 2k[‘; ‘ + 1];
tki+1 − tki = jg((i + 1)=2k)− g(i=2k)j<:
Hence (4.5) holds for S = [‘; ‘ + 1] and it follows that (4.5) holds for any bounded set S R:
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Conversely, suppose that the mesh size goes locally uniformly to zero as k !1. Take k 2 Z+:
By (4.3), if i 2 Z and x 2 R; satisfy i=2k6x6(i + 1)=2k ; then tki6g(x)6tki+1: So for ‘ 2 Z; if
x; y 2 [‘; ‘ + 1] satisfy jx − yj62−k ; then there is some i; ‘2k < i6(‘ + 1)2k ; such that
maxfjg(x)− tki j; jg(y)− tki jg6maxftki − tki−1; tki+1 − tki g
and hence
jg(x)− g(y)j62maxftki+1 − tki : ‘2k6i6(‘ + 1)2kg:
So by (4.5), g is continuous on [‘; ‘ + 1] and hence on R:
Finally, we show that gk converges locally uniformly to g; as the mesh size goes locally uniformly
to zero as k !1. Take ‘ 2 Z and x in [‘; ‘+ 1]: For k 2 Z+; choose i with i=2k6x< (i + 1)=2k ;
where ‘2k6i6(‘ + 1)2k : Then
jg(x)− gk(x)j= g(x)− gk(x)<g((i + 1)=2k)− gk(x) = tki+1 − tki ;
by (4.3) and (4.2). Thus,
supfjg(x)− gk(x)j: ‘6x6‘ + 1g6maxftki+1 − tki : ‘2k6i6(‘ + 1)2kg
which tends to 0 as k !1 by (4.5). It follows that gk converges locally uniformly to g as k !1 .
We now apply Theorem 2.5 to the convergence of the cascade algorithm for nonuniform splines.
Now x integer n>1 and for i 2 Z; let ki 2 L2(R) be the B-spline of degree n with knots
tki ; : : : ; t
k




i =1. We know that 
k = (ki )i2Z satises an equation of form
(2.17), where the bounded linear operators are the matrices of discrete B-splines (see [5,4]). It is




















j+n+1 − tkj ): (4.6)







i jk;0i j is uniformly bounded in k; and there is a constant A such that for i 2 Z;
sup
i
fjx − tki j: k;0i (x) 6= 0g6A(tki+n+1 − tki ): (4.7)
Then for each i and k; kk;ni − ki k2 ! 0 as n !1:
Proof. We apply Theorem 2:2 with S as the space of all uniformly bounded sequences (i); where
i 2 L2(R): We rst verify inequality (2.18). Suppose Pi jk;0i (x)j6B for all k 2 Z+ and x 2 R:





















c2j jk;0i k;0j j




























j+n+1 − tkj ); (4.8)
since by (4.7), for j 2 Z, the support of k;0j has length at most 2A(tkj+n+1 − tkj ): Inequality (2.18)
then follows from (4.8) and (4.6).
Now take any continuous function f with compact support. For j 2 Z and n 2 Z+; dene
nj (f) = f(t
n














fjf(x)− f(tnj )j: n;0j (x) 6= 0g: (4.9)
Since f has compact support, we may choose ;  in Z so that supp(f) [t0 ; t0]: Then applying
(4.5) with S = [; ]; we see from (4.7) that
sup
x; i
fjx − tni j: n;0i (x) 6= 0; f(x) 6= 0 or f(tni ) 6= 0g ! 0
as n !1: Take > 0. Then we may choose N so that for all n>N; jf(x)−f(tni )j< whenever


























! 0 as n !1:
The result now follows from Theorem 2:5.
We can apply Theorems 4.3 and 2.4 to show L1-convergence of cascade algorithms which are
‘close’ to the case of nonuniform splines as k !1. We illustrate this with an explicit example of
nonuniform exponential splines.
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For the above example of nonuniform splines we take n=1; so that ki denotes the linear B-spline














Next take a bounded sequence i 2 R; i 2 Z; i 6= 0: For i 2 Z and k 2 Z+; dene ki and  ki by
k2ki +j = i; j = 0; : : : ; 2
k − 1;





i (x−tki ) − 1


















We note that when ki and 
k
i+1 ! 0;  ki ! ki and so we can consider  ki as a generalization of







eki ‘ki − 1  
k+1










i+1 − 1  
k+1
2i+2: (4.11)
A straightforward calculation shows that for 0<a6b61=jj;e
a − 1




Then letting Hk and Gk correspond to the operators in (4.10) and (4.11), respectively, we see that




(tki+1 − tki )<1:
Acknowledgements
The research is supported by the Wavelets Strategic Research Programme, National University
of Singapore, under a grant from the National Science and Technology Board and the Ministry of
Education, Singapore.
References
[1] N. Dyn, D. Levin, Analysis of asymptotically equivalent binary subdivision schemes, J. Math. Anal. Appl. 193 (1995)
594{621.
[2] T.N.T. Goodman, S.L. Lee, Convergence of nonstationary cascade algorithms, Numerische Math. 84 (1999) 1{33.
[3] R.Q. Jia, Subdivision schemes in Lp spaces, Adv. Comput. Math. 3 (1995) 309{341.
[4] R.Q. Jia, Discrete B-splines, J. Approx. Theory 39 (1983) 11{23.
234 T.N.T. Goodman, S.L. Lee / Journal of Computational and Applied Mathematics 119 (2000) 223{234
[5] E. Cohen, T. Lyche, R. Riesenfeld, Discrete B-splines and subdivision techniques in computer-aided geometric design
and computer graphics, Comput. Graphics Image Process. 14 (1980) 87{111.
[6] W. Lawton, S.L. Lee, Z. Shen, Convergence of multidimensional cascade algorithms, Numer. Math. 78 (1998)
427{438.
[7] G. Strang, Eigenvalues of (# 2)H and convergence of cascade algorithm, IEEE Trans. Signal Process. 44 (1996)
233{238.
