Abstract. For a general class of flows on polytopes, which include many examples from Evolutionary Game Theory, we describe a method to encapsulate the asymptotic dynamics of the flow along the heteroclinic network formed by the polytope's edges. Using this technique we give sufficient conditions for the existence of normally hyperbolic stable and unstable manifolds associated to heteroclinic cycles along the polytope's edges. These results are illustrated in a polymatrix replicator model.
Introduction
In this work we study analytic flows on polytopes, i.e., flows that leave invariant all faces of the polytope. Fixing one such dynamical system we call flowing-edge to any edge of the polytope that consists of a single orbit flowing between the two endpoint singularities. The purpose of this paper is to analyze the asymptotic dynamics of the flow along the heteroclinic network formed by the flowing edges and the vertexes of the polytope.
Natural examples of such dynamical systems arise in Evolutionary Game Theory (EGT), which was the background motivation for the present work. We just mention a few: Lotka-Volterra systems were independently introduced by V. Volterra [24] and A. Lotka [17] to model the evolution of biological and chemical ecosystems. The phase space of a Lotka-Volterra system is the non-compact polytope R n + = {x ∈ R n : x i ≥ 0 ∀ i = 1, . . . , n}, where a point in R n represents a state of the ecosystem. J. Maynard Smith and G. R. Price [18] pioneered the application of (strategic) Game Theory to the study of animal behavior. In this context, P. Taylor and L. Jonker [23] introduced the replicator equation, which is now central to EGT. This equation models the frequency evolution of certain strategical behaviors within a biological population. The phase space of the replicator is the simplex ∆ n−1 = {x ∈ R n : x 1 +. . .+x n = 1, x i ≥ 0 ∀ i = 1, . . . , n}, clearly a compact polytope, where a state in ∆ n−1 represents a frequency vector of strategical behaviors. The replicator equation says that the logarithmic growth of the usage frequency of each behavioral strategy is directly proportional to how well that strategy fares within the population. There are other types of replicator-like evolutionary systems, of which we single out the bimatrix and more generally the polymatrix game replicator equations. The bimatrix replicator appeared first in [20] and [21] . In bimatrix games, also called asymmetric games, the population is divided in two groups, e.g. males and females, and all interactions involve individuals of different groups. The phase space of an asymmetric game is the product of simplexes ∆ n−1 × ∆ m−1 , another compact polytope. Each state in this case is a pair of frequency vectors, representing respectively the two groups' strategic behavioral frequencies.
Polymatrix games, up to our knowledge, hasn't received much attention. The first reference we could find was on the existence of equilibria for these games in the paper of J. Howson [14] , who attributes the concept of polymatrix game to E. Yanovskaya in 1968 [25] . After that, L. Quintas [19] studied the structure of Nash equilibria for polymatrix games, and (more recently) we mention the study [1] of Hamiltonian polymatrix systems. In polymatrix games, the population is divided in a finite number of groups, each of them with finitely many behavioral strategies. Bilateral interactions between individuals of any two groups (including the same) are allowed, but competition takes place inside the groups, i.e., the relative success of each strategy is evaluated within the corresponding group. The phase spaces of these systems are prisms, products of simplexes ∆ n 1 −1 × . . . ∆ np−1 , where p is the number of groups and n j the number of behavioral strategies inside the j-th group, for j = 1, . . . , p. This class of evolutionary systems includes both the replicator and bimatrix replicator models. All these replicator-like systems induce flows on compact polytopes in the scope of applicability of the present work.
The use of cross-sections, and return maps, to analyze dynamics along heteroclinic cycles is an old tool going back to Poincaré. In the context of EGT there is already an extensive literature on the study of boundary heteroclinic cycles. See for instance [2] [5], [6] , [11] , [12] and [16] .
Consider a flow ϕ t X on a polytope Γ d associated to a vector field X. We describe a new method to encapsulate the asymptotic dynamics of ϕ t X along its heteroclinic network, i.e., along its flowing edges. See also [7] . This limit behavior is completely determined by local data extracted from X at its vertex singularities, and referred as the skeleton character of X. From this data we construct a piecewise constant vector field χ called the skeleton of X. This vector field χ lives in a geometric space C * (Γ d ) referred as the dual cone of the polytope Γ d . In some sense the orbits of χ encode the asymptotic behavior of the flow ϕ t X along the heteroclinic network. We use Poincaré return maps to explain this asymptotic behavior. Let us call structural set to any set S of flowing edges such that every cycle of the heteroclinic network of X contains at least one edge in S. Given a structural set S, let Σ ⊂ Γ d denote a union of cross-sections to X, one at each flowing-edge in S. The flow ϕ t X induces a Poincaré return map P S to Σ, referred as the SPoincaré map of X. Similarly, at the level of the dual cone, the flow of χ induces another return map on the union Π S of the corresponding cross-sections in C * (Γ d ), that we refer as the S-Poincaré map of χ. This map, denoted by π S , is a piecewise linear map that can be computed from the vector field's skeleton character. Theorem 7.7 says that π S governs the asymptotic behavior of P S along the flowing-edges in the sense that after a rescaling change of coordinates Ψ , depending on a blow-up parameter , the following C ∞ limit holds
Because the skeleton Poincaré map π S is computable, we can run algorithms to find the π S -invariant linear algebra structures. If these structures are robust, i.e., invariant under small non-linear perturbations, they will persist as invariant geometric structures for P S , and hence for the flow ϕ t X . We make use of this stability principle to prove, in Theorem 8.7, the existence of normally hyperbolic stable and unstable manifolds of heteroclinic cycles satisfying some appropriate assumptions.
We will systematically use the letters Σ and P for cross-sections on the polytope, and for the associated Poincaré maps between these cross-sections, respectively, while we will use the letters Π and π for the corresponding cross-sections on the dual cone, and for the associated Poincaré maps, respectively. Moreover, the interior and boundary of each of these cross-sections, e.g., int(Π), ∂Π, will refer to the topological interior and boundary with respect to the affine subspace generated by the respective cross-section. This paper is organized as follows. In section 2, we define polytopes and all their associated notation, terminology and concepts. In section 3, we introduce the class of vector fields on polytopes to which our results will apply. The skeleton character of a vector field and other related concepts are also introduced here. In section 4, we introduce two classes of models in the scope of this work' s applicability: the polymatrix game replicators, and the Lotka-Volterra systems. In section 5, we define the dual cone of a polytope, the stage where the asymptotic dynamics along the heteroclinic network takes place. In section 6, we introduce the class of skeleton vector fields (piecewise constant vector fields) on the dual cone, whose dynamics encapsulate the asymptotic behavior of the given flow. In section 7, we define the concept of structural set (of the heteroclinic network) and the associated Poincaré return map. Theorem 7.7, stated and proved here, describes the asymptotic behavior of the original flow in terms of the skeleton vector field's flow. In section 8, we give simple sufficient conditions (Theorem 8.7) for the existence of normally hyperbolic stable and unstable manifolds of heteroclinic cycles. In section 9, we extend to polymatrix games the results of permanence stated by Sigmund and Hofbauer in [13] and Jansen in [15] . Finally, in section 10 we illustrate the previous theorems in a three-dimensional polymatrix model.
Polytopes
In this section we provide preliminary definitions and notations. Given a compact convex set K ⊆ R N , we call affine support of K to the affine subspace spanned by K. The dimension of K is by definition the dimension of its affine support. We can now define d-dimensional simple polytopes.
for which there exist a family of affine functions
j (0)) = ∅ , the linear 1-forms df j are linearly independent at every point p ∈ ∩ j∈J f −1 j (0).
, and denote its elements by letters like v, v , v i , etc.
• the set of edges E := K 1 (Γ d ), and denote its elements by letters like γ, γ , γ i , etc.
• the set of faces F :
, and denote its elements by letters like σ, σ , σ i , etc.
• the set of corners C := { (v, γ, σ) ∈ V × E × F : γ ∩ σ = {v} }. The second and third conditions of Definition 2.1 assert that every f i defines a face
Thus, from now on we assume that the family of functions defining
Notice that any pair of the elements in a corner determines uniquely the third one. Therefore, we will sometimes refer to the corner (v, γ, σ) shortly as (v, γ) or (v, σ). An edge γ with endpoints v 1 , v 2 determines two corners (v 1 , γ, σ 1 ) and (v 2 , γ, σ 2 ), referred as end corners of γ. The faces σ 1 , σ 2 will be referred as opposite faces of γ. Definition 2.2. Given a vertex v, we denote by F v and E v the set of all faces, respectively edges, which contain v.
Since Γ d is a simple polytope, both sets F v and E v have d elements. Condition (c) of Definition (2.1) guarantees that for every v ∈ V the covectors {(df σ ) v : σ ∈ F v } are linearly independent. This implies that, inside a neighborhood U v of the vertex v, the functions {f σ : σ ∈ F v } can be used to define a coordinate system for 
. This implies that either df σ (X) is identically zero or else there exist a positive integer ν = ν(X, σ), and a non-identically zero function
We say, in this case, that X has tangency contact of order ν with σ. When df σ (X) ≡ 0 we say that X has tangency contact of order ν = ∞.
We also refer to ν(X, σ) as the order of X at the face σ, and to the map ν :
. .} as order function. We have assumed analyticity for the sake of simplicity, also because the EGT models we have in mind are analytic (or even algebraic) vector fields. The results obtained in this work extend easily to smooth flows and vector fields. The main difference is that for a smooth vector field X the concept of order must first be defined locally. 
is the eigenvalue associated to e (v,σ) . In the case ν = ν(X, σ) ≥ 2, the eigenvalue associated to e (v,σ) is zero and
Note that the (ν − 1)-jet of the vector field X vanishes at v, and hence the derivative (D ν X) v has a coordinate independent meaning.
Given a vertex v, we define the sector at v
For every n = 1, 2, . . ., define h n : (0, ∞) → R to be
Remark 3.3. This family can also be characterized by the properties: h n (x) = −x −n , h n (0) = +∞ and h n (1) = 0, which prove that the function
where
Note that there are natural identifications
The following is a technical lemma that will be used to control the asymptotic behavior of the rescaling through Ψ X v,ε . Its proof is straightforward. Lemma 3.5. For any n ≥ 1, the inverse of the diffeomorphism h n is
and (h n ) −1 (y) = (1 + (n − 1)y)
and lim
To shorten the convergence statements in the upcoming lemmas and theorems, we introduce some terminology. Definition 3.6. Suppose we are given a family of functions, or mappings, F with varying domains U . Let F be another function with domain U. Assume that all these functions have the same target and source spaces, which are assumed to be linear spaces. We will say that lim →0 + F = F in the C ∞ topology, to mean that:
(1) domain convergence: for every compact subset K ⊆ U, we have K ⊆ U for all small enough > 0, and (2) derivative uniform convergence on compacts:
If in a statement F is written as a composition of two or more mappings then its domain should be understood as the composition domain.
For a given vertex v ∈ V we define
Lemma 3.7. Consider the functions H σ defined in (3.1), and the re-scaling v-coordinate Ψ X v,ε specified in Definition 3.4. Then the push-
Proof. Notice that the vector field X in the v-coordinate x := ψ v (q) reads as
So, the first claim is trivial. Furthermore , given y ∈ Π v (ε),
. Thus, by Lemma 3.5 combined with definitions 2.3 and 3.1, the convergence follows.
Preparatory Examples
In this section, two types of vector fields on polytopes will be discussed. The polymatrix replicators equations and compactified LotkaVolterra equations.
Polymatrix Replicators. Polymatrix replicator equation models the evolution of p different populations, or else of a single population stratified in p groups, where the individuals of each group α ∈ {1, .., p} have n α strategies at their disposal to interact with members of other groups, including their own. In this model the success of each strategy is always measured against the prosperity of other strategies in the same group. We will use Greek letters like α and β to denote the groups, the term n α will represent the number of strategies in the group α, while n = n 1 + . . . + n p denotes the total number of strategies. The vector n = (n 1 , . . . , n p ) will be referred the signature of the polymatrix replicator equation. Individual strategies are represented by integers j ranging from 1 to n. We say that the strategy j belongs to a group α, and write j ∈ α, if and only if n 1 + . . . + n α−1 < j ≤ n 1 + . . . + n α . Formally, we call polymatrix game to a pair G = (n, A) where A = [ a ij ] ij is a n × n payoff matrix and n = (n 1 , . . . , n p ) is a signature with n = n 1 + . . . + n p . The entry a ij stands for the payoff of strategy i against j. We will write a αβ ij instead of a ij when we want to stress that i ∈ α and j ∈ β. The payoff matrix A can be decomposed into n α × n β block matrices A α,β , with entries a αβ ij , where α and β range from 1 to p. Similarly, we can decompose each vector x ∈ R n in blocks x = (x α ) α , where
The state of the population is described by a point x = (x α ) α in the prism
x i = 1}, and the entry x j = x α j represents the usage frequency of strategy j within the group α. With this notation the polymatrix replicator is the following o.d.e.
This equation says that the growth rate of each frequency x α i is the difference between its payoff (Ax) i = n j=1 a ij x j and the average payoff of all strategies in the group α. We will say that (4.1) is the replicator equation of the polymatrix game G = (A, n). The flow of this equation leaves the prism Γ n invariant. Hence, by compactness, this flow is complete. The underlying vector field on Γ n will be denoted by X A,n , or simply by X A when the signature n is clear from the context.
In the case p = 1, we have Γ n = ∆ n−1 and (4.1) is the usual replicator equation associated to the payoff matrix A. When p = 2, and the block matrices A 11 and
and (4.1) becomes the familiar bimatrix replicator equation associated to the pair of payoff matrices (A 12 , A 21 ).
The defining functions of Γ n are f
, with i ∈ α and α = 1, . . . , p. This polytope has exactly n faces
where the vectors e vα stand for the canonical basis of R n . It is also clear that for each vertex v = e v 1 + · · · + e vp the set
Let us fix a general face σ α i ∈ F . Consider the Taylor development of the right hand side of (4.1) in the variable
where each coefficient A j is a polynomial in the remaining variables x β l with α = β or l = i. The first coefficient is
the second coefficient is
and the third coefficient is
Proof. The proof simply follows from definition of the order function ν, see (3.1), and Definition 3.1.
Lotka-Volterra systems. Lotka-Volterra systems form another large class of EGT models under the scope of the present work. A compactification procedure, introduced by J. Hofbauer [10] , shows that every Lotka-Volterra system in R n + is orbit equivalent to a replicator system on the n-dimensional simplex ∆ n . We briefly recall this compactification. Let A be a n × n real matrix and r ∈ R n a constant vector then the Lotka-Volterra (LV) equation associated to A and r is defined on R n + as follows
For each j = 0, 1, . . . , n + 1, let σ j := { x ∈ ∆ n ⊂ R n+1 : x j = 0 } and consider the diffeomorphism
A straightforward calculation shows that the push-forward of the vector field (4.4) is equal to
XÃ. where XÃ is the replicator vector field associated to the payoff matrix
Since the flows of
XÃ and XÃ are orbit equivalent, we refer to XÃ as the compactification of the LV equation (4.4). If the vector r := (r 1 , . . . , r n ) is nonzero then the face σ n+1 has order 2 and the skeleton character of the vector field X A at face σ n+1 is simply
If r = 0 the face σ n+1 has order 3 and χ σ n+1 = 0. For any other face σ i where 1 ≤ i ≤ n, the coefficient (4.2) is equal to
so if r = 0 or (a i1 , . . . , a in , r i ) = 0 then the face σ i has order 1 and
Dual Cone of a Polytope
In this section we introduce the concept of a polytope's dual cone. Let Γ d be a simple polytope with a defining family of affine functions
then the dual cone of Γ d is defined to be
Dual cones of polytopes have a simplicial structure.
, and the union
will be referred as the r-dimensional skeleton of the dual cone.
To justify the used 'duality' terminology note that
If the face ρ is the convex hull of ρ 1 ∪ ρ 2 then
(3) In particular, if γ is an edge with endpoints v 1 and v 2 then
For every σ ∈ F set
More generally for every face
which is a sort of tubular neighborhood of ρ in Γ d . Multiplying the functions f σ , if needed, by some large constants, we can assume that
Definition 5.4. The skeleton coordinate system on Γ d is the map
3) is simply the composition of the restriction of ψ to N v with the orthogonal projection
Next we introduce a family of rescaling change of coordinates from the polytope Γ d to its dual cone C * (Γ d ) . This family of maps depends on the vector field X ∈ X(Γ d ) through its order function.
Definition 5.5. Given a vector field X ∈ X(Γ d ) and ε > 0, the ε-
where ψ is the skeleton coordinate system above, and h n are the functions defined in (3.2).
Note that for every vertex v the restriction of Ψ 
Skeleton Vector Fields
In this section we define and characterize skeleton vector fields on the dual cone. Every vector field X ∈ X(Γ d ) yields a skeleton vector field on the dual cone of Γ d .
In this paper, we will study the skeleton vector fields associated to vector fields defined on polytopes.
is a skeleton vector field that we will refer as the skeleton vector field of X. Our aim is to study the piecewise linear flows generated by skeleton vector fields on C * (Γ d ).
Definition 6.4. Given a skeleton vector field χ and a vertex v ∈ V . The vertex v is called
The edges of Γ d are also classified with respect to χ.
Definition 6.5. Let γ ∈ E be an edge with end corners (v i , σ i ) and
• a χ-undefined if non of the above happens.
Moreover
From now on, we will only consider regular skeleton vector fields.
Definition 6.8. We call orbit of χ to any continuous piecewise affine function c :
Definition 6.9. Given a vertex v ∈ V , two flowing-edges γ, γ ∈ E χ and a face σ ∈ F such that (v, γ , σ ) ∈ C and t(γ) = s(γ ) = v, we define the sector
Moreover, for each v ∈ Π γ,γ , we set
Next proposition relates the previous definition with the orbits of χ.
Proposition 6.10. Given v ∈ V , γ, γ ∈ E χ and σ ∈ F such that (v, γ , σ ) ∈ C and t(γ) = s(γ ) = v, the sector Π γ,γ is the set of points x ∈ int(Π γ ) which are connected by the orbit segment c(t) = x + tχ
v . Note that the points in the boundary of Π γ are in the intersection of more than two sectors Π v with v ∈ V . Hence, if an orbit ends up in one of these points it might not be possible to continue it in a unique way. In the sequel we disregard this type of orbits.
We will extract information about the flow of the vector field X from the behavior of the flow of the skeleton vector field χ. Instead of dealing with the flow of χ we introduce an associated Poincaré map π χ . Figure 1 . A finite orbit of a skeleton vector field.
We define the skeleton Poincaré map
Remark 6.13. Given v ∈ V , γ, γ ∈ E χ and σ ∈ F such that (v, γ , σ ) ∈ C and t(γ) = s(γ ) = v, the linear map L γ,γ is represented by the following matrix
, where δ σ,σ is the Kronecker delta symbol. This matrix representation is more suitable for computational purposes.
The backward Poincaré map π −χ := (π χ ) −1 is defined in a similar way, and we denote its domain by Π −χ . We define the maximal invariant sets Π χ ∞ , respectively Π −χ ∞ , to be the set of points in Π χ , respectively Π −χ , with infinite forward, respectively backward, orbits i.e.
Note that in general these sets might be empty. From now on we will write π = π χ whenever the skeleton vector field χ is implicit in the context. By definition, all edges in the itinerary of some orbit segment must be flowing-edges. Definition 6.16. Given a χ-path ξ = (γ 0 , γ 1 , . . . , γ m ), we define the skeleton Poincaré map of χ along ξ to be the mapping π ξ :
Any two paths ξ and ξ where the end edge of ξ is equal to the initial edge of ξ can be concatenated to form a new path ξ such that
We finish this section by introducing the concept of structural set, and the associated skeleton Poincaré map. Definition 6.17. A non-empty set of edges S ⊂ E χ is said to be a structural set for χ if (1) any χ-cycle ξ = (γ 0 , . . . , γ m ) contains an edge in S, (2) S is minimal w.r.t.
(1).
Note that the structural set S is in general not unique. The concept of structural set can be defined for general directed graphs. It corresponds to the homonym notion introduced by L. Bunimovich and B. Webb [3] , but applied to the line graph 2 .
Definition 6.18. We say that a χ-path ξ = (γ 0 , . . . , γ m ) is a branch of S, or shortly an S-branch, if (1) γ 0 , γ m ∈ S, (2) γ j / ∈ S for all j = 1, . . . , m − 1. We denote by B S (χ) the set of all S-branches of G χ .
Let Π S := ∪ ξ∈B S (χ) Π ξ where Π ξ is defined inside Definition 6.16. Definition 6.19. We define the S-Poincaré map to be π S : Π S → Π S where π S (u) := π ξ (u) for all u ∈ Π ξ . Proposition 6.20. Given X ∈ X(Γ d ), with a skeleton vector field χ, and a structural set S ⊂ E χ , if
(1) χ is regular, (2) χ has no attracting or repelling edges, (3) all vertexes are of saddle type, then the following equality holds, up to a union of linear subspaces of dimension d − 2,
Proof. The inclusion ⊆ is obvious. Consider now u ∈ γ∈S Π γ . Assume first that u ∈ Π ∞ , and consider the itinerary {γ 0 , γ 1 , . . . } of the infinite orbit {u, π(u), π 2 (u), . . . }. Then γ 0 ∈ S. The assumptions (1)-(3) imply that G χ has no endpoints. If we had γ j / ∈ S for all j ≥ 1, there would be cycles in G χ disjoint from S, which contradicts the definition of structural set. Hence some initial segment ξ = (γ 0 , . . . , γ m ) of this itinerary is an S-branch, and u ∈ Π ξ ⊆ Π S . In general, denoting by m the maximum length of an S-branch, and by M the union of all pre-images of the boundaries ∂Π γ , with γ ∈ S, by the piecewise linear mappings π j , j = 1, . . . , m, we prove in the same way that γ∈S Π γ \ M ⊂ Π S . Note that Π γ has dimension d − 1, and the components of its boundary have dimension d − 2.
Asymptotic Poincaré Maps
In this section, we study the asymptotic behavior of the flow of a vector field X ∈ X(Γ d ) along the edges of Γ d . The limit flow is described in terms of the skeleton Poincaré map π χ associated with the skeleton vector field χ of X. Definition 7.1. We say that a vector field X ∈ X(Γ d ) is regular when its skeleton vector field χ is regular (see Definition 6.6).
Throughout this section X ∈ X(Γ d ) will denote a regular vector field and χ its skeleton vector field.
Given corner (v, γ, σ) ∈ C, let
where Ψ X v,ε is the restriction of the ε-rescaling Γ d -coordinate Ψ X ε to N v (see Definition 5.5 and Remark 5.6). This is a cross-section, transversal to X which intersects γ at a single point q v,γ .
Given two flowing-edges γ, γ ∈ E χ such that t(γ) = s(γ ), let D γ,γ be the set of points x ∈ int(Σ • v,γ ) such that the orbit {ϕ t X (x) : t ≥ 0} has a first transversal intersection with Σ v,γ . Then, the partial Poincaré map
X (x), where τ (x) := min{ t > 0 :
The following lemma is an immediate consequence of Lemma 3.7 and Definition 6.9. As in (3.4) we let Π γ (ε) := { y ∈ Π γ : y σ ≥ ε for all σ ∈ F such that γ ⊂ σ } (7.1) and make use of the convergence in Definition 3.6.
A flowing-edge v γ −→ v of a regular vector field X is a heteroclinic orbit with α-limit v and ω-limit v . Given an edge v γ −→ v , we denote by P γ the Poincaré map from a small enough neighborhood of q v,γ in
For simplicity we label the faces in F v ∪ F v by σ 1 , . . . , σ d , σ d+1 in such a way that (v, γ, σ 1 ) and (v , γ, σ 2 ) are corners. We also write x j instead of x σ j and set ν j = ν(X, σ j ). Thus, we have the following vertex coordinate systems ψ v = (x 1 , x 3 , . . . , x d+1 ) and ψ v = (x 2 , x 3 , . . . , x d+1 ) (see Definition 2.3). Let (V, (t, x 3 , . . . , x d+1 )) be the flow box generated by the flow of X starting at a neighborhood U of q v,γ ∈ Σ v,γ and ending at P γ (U ). In this flow box the vector field X reads as (see equation (3.1)):
where τ (x) is the time needed for the orbit starting at x ∈ Σ v,γ to hit Σ v ,γ .
For a given edge γ, let Π γ (ε) be the sector defined in (7.1), and make use of the convergence in Definition 3.6. 
Proof. Forgetting the other coordinates, which are 0 anyway, a point in Π γ has coordinates (0, 0, y 3 , . . . , y d+1 ). By (7.2) and Definition 5.5 we have F ε (0, 0, y 3 , . . . , y d+1 ) = (0, 0, y 3 (ε), . . . , y d+1 (ε)) where
which proves the lemma.
Definition 7.4. Given a χ-path ξ = (γ 0 , γ 1 , . . . , γ m ), the composition
is referred as the Poincaré map of the vector field X along ξ. The domain of this composition is denoted by D ξ .
Lemmas 7.2 and Lemma 7.3 imply that given a path ξ, the asymptotic behavior of the Poincaré map P ξ along ξ is given by the corresponding Poincaré map π ξ of the skeleton vector field χ. More precisely we have 
in the sense of Definition 3.6.
Proof. Follows immediately from Lemmas 7.2 and 7.3.
To encode the semi-global dynamics of the flow ϕ t X along the edges we will use Poincaré return maps to a system of cross-sections placed at the edges of a structural set (see Definition 6.17) . Any orbit of the flow ϕ t X that shadows some heteroclinic circuit must intersect this cross-section system is a recurrent way. Definition 7.6. Let X ∈ X(Γ d ) be vector field with a structural set, S ⊂ E. We define the S-Poincaré map P S :
Note that the domains D ξ and D ξ are disjoint for ξ = ξ in B S (χ).
By construction the suspension of the S-Poincaré map P S : D S ⊂ Σ S → Σ S embeds (up to a time re-parametrization) in the flow of the vector field X. In this sense the dynamics of the map P S encapsulates the qualitative behavior of the flow ϕ t X of X along the edges of Γ d . The following theorem is an easy corollary of Proposition 7.5. Theorem 7.7. Let X ∈ X(Γ d ) be a regular vector field with skeleton vector field χ and a structural set S ⊂ E χ . Then
Invariant Manifolds
Let X ∈ X(Γ d ) be a regular vector field with skeleton χ, and consider a fixed χ-structural set S (see Definition 6.17).
As before, 1 ∈ R F + stand for the vector with all coordinates equal to 1. We will adopt the following notation
Let G = G χ denote the directed graph of χ (see Definition 6.7) and recall that B S (χ) represents the set of all S-branches of G (see Definition 6.18). Given a χ-path ξ = (γ 1 , . . . , γ m ) such that the cone Π ξ has non-empty interior, we define the (d − 2)-simplex
Analogously, for each edge γ ∈ E χ we define ∆ γ := { u ∈ int(Π γ ) : u = 1 } and set ∆ S := ∪ γ∈S ∆ γ . Definition 8.1. Given a χ-path ξ = (γ 1 , . . . , γ m ), the projective Poincaré map along ξ is the mapπ ξ : ∆
n (u), for some n ≥ 1. If the period n is minimum, denoting by ξ j the unique S-branch such that (π S ) j (u) ∈ ∆ χ ξ j for all j = 0, 1, . . . , n − 1, and concatenating these branches we obtain a cycle ξ such that u =π ξ (u). We refer to this cycle ξ as the itinerary of the periodic point u.
Definition 8.3. Let u be a periodic point ofπ S whose itinerary is the cycle ξ. Then we say that u is an eigenvector of π ξ , i.e., u = λ π ξ (u), and the number λ = λ(u) > 0 will be referred as the eigenvalue of u. Define σ(u) to be the maximum ratio |λ | /λ where λ ranges over all eigenvalues of π ξ different from λ.
Remark 8.4. Given a periodic point u ofπ S , with itinerary ξ, the eigenvalues of D(π S ) u are the ratios λ /λ(u) where λ ranges over the eigenvalues of π ξ associated to eigen-directions different from u.
Next proposition follows easily from the previous remark.
Proposition 8.5 . Let u be a periodic point ofπ S with itinerary ξ.
(a) If σ(u) < 1 then u is an attracting periodic point ofπ S , (b) If σ(u) > 1 then u is a repelling periodic point ofπ S .
Let M be a smooth Riemann manifold, ϕ t : M → M a flow (discrete or continuous) of class C s (s ≥ 1) and V ⊆ M an invariant submanifold for ϕ t .
Definition 8.6. We say that V is s-normally hyperbolic for ϕ t if the tangent bundle of M over V , T V M , has a T ϕ t -invariant splitting
and there exists σ > 1 and c > 0 such that for all p ∈ V , for all 0 ≤ k ≤ s, and for all t ≥ 0 (t ∈ Z or t ∈ R) :
where m(A) = min v =1 Av denotes the minimum expansion of a linear map A, and A = max v =1 Av is the operator norm of A. In case ϕ t is smooth, and s can be taken arbitrarily large, we say that V is ∞-normally hyperbolic.
Theorem 8.7. Given X ∈ X(Γ d ) with skeleton χ, denote by ϕ t X the flow of X. Given a periodic point u 0 ofπ S with itinerary ξ, let C ξ be the heteroclinic cycle determined by ξ. Assume u 0 has eigenvalue λ(u 0 ) = 1 and the linear map π ξ has no other eigenvalue of absolute value λ. Then there exists a manifold
Proof. Let γ 0 be the first edge of the cycle ξ, and identify the hyperplane that contains
whose eigenvalues we denote by λ 0 , λ 1 , . . . , λ k with λ 0 = λ > 0 and |λ j | = λ for j = 1, . . . , k. Consider the following system of coordinates Φ :
In these coordinates the map
The point u 0 is a fixed point ofπ ξ , with coordinates r = 0 and θ = u 0 .
and similarly
Because k is arbitrary, V is s-normally hyperbolic for any s ∈ N. Consider now the half-line If λ > 1 then log λ = log M ξ u 0 > 0, V + is π ξ -forward invariant and over-flowing for the inverse map f −1 ξ . Because they are analogous, we only address the case λ < 1. Consider the family of mappings
with Ψ ε := Ψ X v,ε and where v is the source vertex of the first flowing-edge in ξ. In a neighborhood of V + this map converges uniformly (as ε → 0
Then by [9, Theorem 4.1], ignoring for now the fact that V + is not compact, for every small enough ε > 0 there exists a unique f ξ,ε -invariant normally hyperbolic manifold
, this manifold is normally hyperbolic and over-flowing under the Poincaré map P ξ . For each x ∈ W 0 , consider the orbit segment of x by the flow ϕ t X from time 0 to the first return time τ (x) to W 0 , We now briefly explain how the non compactness of V + , in the application of [9, Theorem 4.1], can be skirted. The idea is to compactify the mappings f ξ and f ξ,ε , or, more precisely, their domain
The compactificationf ξ,ε is defined analogously, so thatf ξ = lim ε→0fξ,ε .
is a compact normally hyperbolic manifold such thatf ξ (Ṽ + ) ⊇Ṽ + , and in fact ∞-normally hyperbolic. To see this take any s ∈ N. For each n ≥ 1 letṼ 
Permanence
Consider a polymatrix game G = (A, n), where n = (n 1 , . . . , n l ), n = n 1 + . . . + n l and d = n − l. Throughout the rest of the section X will denote the associated vector field on the d-dimensional prism Γ n .
For each α = 1, . . . , p, we denote by π α : R n → R n the projection
We also define 1 := (1, . . . , 1) ∈ R n .
Proposition 9.1. If the flow of X has no interior fixed point then it admits a strict Lyapunov function on int(Γ n ). In particular the system has no periodic orbits, and no α or ω-limits inside int(Γ n ).
Proof. Consider the convex set
and the open convex set
and the linear space L ⊂ R n generated by the vectors {π α (1) : α = 1, . . . , p }. IfK ∩ L is non-empty there exists a point q ∈ int(Γ n ) and a number t > 0 such that t A q ∈ L, which implies that q is an equilibrium point of X. Thus, under the assumptions of the proposition, by Minkowski's Separating Theorem, there exists a linear hyperplane H ⊂ R n that contains L and doesn't intersectK. Let c be the unit normal to H that points to the half-space bounded by H and not containingK. Then c, A q < 0 for all q ∈ int(Γ n ). Consider now
⊥ , for each α we have that i∈α c α i = 0 . Therefore, differentiating V along the flow in int(Γ n ),
which proves that V is a strict Lyapunov function.
Proposition 9.2 (Average Principle)
. Let x(t) ∈ int(Γ n ) be an interior orbit of the vector field X such that for some ε > 0 and some time sequence
Then q is an interior equilibrium of X, and a α = π α (q) T A q, for all α ∈ {1, . . . , l}. Moreover,
Proof. Let α ∈ {1, . . . , l} and i, j ∈ α. Observe that from (2) we obtain
By (1) we have for all k, ε < x
It follows that q is an interior equilibrium of X, and for all i, j ∈ α, α = 1, . . . , p, (Aq) i = (Aq) j = π α (q) T A q. Finally, using (1)- (3),
which implies that a α = π α (q) T A q, and hence
Considering a vector field X defined in Γ n , we say that the associated flow ϕ t X is permanent if there exists δ > 0 such that for all α ∈ {1, . . . , l} and i ∈ {1, . . . , n}, ϕ (Hofbauer) . Let P : Γ n → R be a smooth function such that P = 0 on ∂Γ n and P > 0 on int(Γ n ). Assume there is a continuous function Ψ : Γ n → R such that
Then the vector field X is permanent.
Proof. This theorem is stated and proved (for replicator systems) by Sigmund and Hofbauer in [13, Theorem 12.2.1] but their argument is abstract and applicable to a much wider class of systems, including polymatrix replicator systems.
Remark 9.4. Sigmund and Hofbauer in [13, Theorem 12.2.2] prove that for the conclusion in Theorem 9.3 it is enough to check (2) for all ω-limit orbits in ∂Γ n . Thus, defining (2') for any ω-limit orbit x(t) in ∂Γ n ,
The k-dimension face skeleton of Γ, denoted by ∂ k Γ, is the union of all j-dimensional faces of Γ with j ≤ k. In particular, the edge skeleton of Γ is the union ∂ 1 Γ of all vertices and edges of Γ. We will call flowing edge skeleton to the union, ∂ flow 1 Γ, of all X-flowing edges of X. The following theorem generalizes Jansen's Theorem [15] to the context of polymatrix games.
Theorem 9.5. If there is a point p ∈ int(Γ n ) such that for all boundary equilibria x ∈ ∂Γ n , p T A x > x T A x , (9.1) then X is permanent.
Proof. The proof we present here is essentially an adaptation of the argument used in the proof of [13, Theorem 13.6.1] .
Take the given point p ∈ int(Γ n ) and consider P : Γ n → R,
We can easily see that P = 0 on ∂Γ n and P > 0 on int(Γ n ).
Consider now the continuous function Ψ : Γ n → R,
We have that d dt log P (x(t)) = Ψ(x(t)) .
It remains to show that for any orbit x(t) in ∂Γ n , there is a T > 0 such that
We will prove by induction in k ∈ N that if x(t) ∈ ∂ k Γ n then (9.2) holds for some T > 0.
If x(t) ∈ ∂ 0 Γ n then x(t) ≡ q for some vertex q of Γ n . Since by (9.1) Ψ(q) > 0, (9.2) follows. Hence the induction step is true for k = 0.
Assume now that conclusion (9.2) holds for every orbit x(t) ∈ ∂ m−1 Γ n , and consider an orbit x(t) ∈ ∂ m Γ n . Then there is an m-dimensional face σ ∈ K m (Γ n ) that contains x(t). We consider two cases: (i) If x(t) converges to ∂σ, i.e., lim t→+∞ d x(t), ∂σ = 0 then the ω-limit of x(t), ω(x), is contained in ∂σ. By induction hypothesis, (9.2) holds for all orbits inside ω(x), and consequently, by Remark 9.4 the same is true about x(t).
(ii) If x(t) does not converge to ∂σ, there exists ε > 0 and a sequence
T A x dt for all α = 1, . . . , l. Since the sequencesx(T k ) and a α (T k ) are bounded, there is a subsequence of T k , that we will keep denoting by T k , such thatx(T k ) and a α (T k ) converge, say to q and a α , respectively, for all α = 1, . . . , l. By Proposition 9.2, q is a rest point in σ and a α = π α (q) T A q. Therefore
which by (9.1) is positive. This implies (9.2) and hence proves permanence.
An Example
In this section we describe a polymatrix replicator system associated to the polymatrix game G = ((2, 2, 2 As before, we denote by X A the vector field of this polymatrix game on the popytope
We will prove that this system has a single attractive equilibrium in the interior of the phase space, and an heteroclinic cycle whose local unstable manifold extends to a global invariant surface containing the interior equilibrium. All computations, formulas and pictures presented in this section were done with Wolfram Mathematica software.
We will use now the notation introduced in Remark 4.1. The cube [0, 1] 3 has six faces labeled by an index j ranging from 1 to 6, and designated by σ 1 , . . . , σ 6 . The vertexes of the phase space [0, 1] 3 will be designated by tuples in {1, 2}×{3, 4}×{5, 6}, where the label (i 1 , i 2 , i 3 ) stands for the point e i 1 + e i 2 + e i 3 ∈ Γ (2,2,2) . To simplify the notation we designate the cube vertexes by the letters v 1 , . . . , v 8 according to table 1. The skeleton character of X A is displayed in table 2, whose entries are the components of the skeleton vector field χ of X A .
In this model all twelve edges of [0, 1] 3 are flowing-edges and will be designated by γ 1 , . . . , γ 12 , according to table 3, where we write γ = (v i , v j ) to mean that γ is a flowing edge from v i to v j .
The graph of the skeleton vector field χ (see Definition 6.7) is represented in figure 2. Table 2 . The skeleton character of X A . Looking at the graph in figure 2 , we can easily check that
is a structural set for χ (see Definition 6.17), whose S-branches are displayed in table 4. The S-Poincaré map π S : Π S → Π S of χ (see Definition 6.19) is depicted in figure 3 . Note that Π S = Π γ 5 ∪ Π γ 8 , where Table 4 . S-branches of χ.
Π ξ 2 ∪Π ξ 3 and Π γ 8 = Π ξ 4 ∪Π ξ 5 ∪Π ξ 6 . Because the remaining coordinates vanish, we consider the coordinates (u 2 , u 6 ) on Π γ 5 and (u 1 , u 5 ) on Π γ 8 . Table 5 gives the matrix representation and the corresponding defining conditions for all the branches of the S-Poincaré map π S , regarding the fixed coordinates. In all domains Π χ j , the inequalities u 1 ≥ 0, u 2 ≥ 0, u 5 ≥ 0 and u 6 ≥ 0 are implicit. The points 0 and 1 are fixed points of this projective map. They correspond to the invariant boundary lines of the cones Π ξ 1 and Π ξ 6 , and they are both repelling fixed points. The map ϕ has also an attractive periodic orbit {p, p }, of period two, corresponding to the eigenvectors of π ξ 3 •π ξ 4 and π ξ 4 •π ξ 3 (see Definition 8.3). Note that both intervals I 1 and I 6 are overflowing, i.e., ϕ(I 1 ) ⊃ I 1 and ϕ(I 6 ) ⊃ I 6 . Hence, since ϕ is one-to-one, the complementary intervals are forward invariant, i.e., ϕ(I 2 ∪ I 3 ) ⊂ I 4 ∪ I 5 and ϕ(I 4 ∪ I 5 ) ⊂ I 2 ∪ I 3 . It is not difficult to see that p and p are the only fixed points of ϕ 2 . Hence, we have the following complete description of the projective dynamics: The ω-limit of any point in ]0, 1[∪]1, 2] is the attractive periodic orbit {p, p }. The α-limit of any point in [0, 2] \ {p, p } is one of the two fixed points 0 or 1.
Regarding the periodic orbit {p, p }, we obtain the following cycle concatenating the paths ξ 3 and ξ 4 ξ 34 := (γ 5 , γ 9 , γ 3 , γ 8 , γ 4 , γ 11 , γ 5 ) , which determines a heteroclinic cycle of the vector field X A along the polytope's boundary. The periodic point p corresponds a fixed point π ξ 34 (u 0 ) = u 0 ∈ int(Π ξ 34 ), i.e., u 0 is an eigenvector of π ξ 34 (see Definition 8.3). The associated eigenvalue is s → E ss of class C ∞ such that Σ 0 ∪ f (Σ 0 ) is a smooth surface. Denote by X some space of smooth functions h : D ⊂ E s → E ss that agree with σ 0 over D , and define a graph transform operator Γ f : X → X by graph(Γ f h) = f (graph(h)) ∪ Σ 0 . With the appropriate definition, this operator (see [9] ) acts as a contraction on the space X , and hence has a unique fixed point h 0 = Γ f (h 0 ) in X . The normal hyperbolicity (10.2) implies that h 0 is at least of class C 5 . On the other hand, by construction, the graph of h 0 is the surface W = {q} ∪ ∪ n≥0 f n (Σ 0 ). Thus W is surface of class C 5 through q such that T q W = E s , i.e., W is a central stable manifold for f at the equilibrium q.
The global manifold W A is constructed in this way cutting out the punctured disk Σ 0 from the global unstable manifold To see how, we need to know that the ω-limit of any interior point x ∈ int(Γ) is the equilibrium q. We know this statement holds based on empirical observation, we will not prove it here. We just remark that this fact can be rigorously proven by finding a strict global Lyapunov function V : int(Γ) → R for X. This function V should have an absolute minimum at q and satisfyV = DV x (X) < 0 for all x ∈ int(Γ) with x = q. Note that from the spectrum of DX q , a local strict Lyapunov function is easily obtained around q.
The invariant surface W u (ξ 34 ) is formed of orbits converging to q. The normal hyperbolicity relation (10.2) implies that locally, near q, this unstable manifold is the graph of a function from E s to E ss . Hence it is always possible to cut out from W u (ξ 34 ) a punctured disk around q which is a small neighborhood of a fundamental domain for f .
We finish with a rough description of the replicator interior dynamics, which can easily be proven from the previously established facts. The ω-limit of any point in int(Γ n ) is always the equilibrium point q.
Regarding the α-limit of a point x ∈ int(Γ n ) we have three possibilities:
(1) If x ∈ W A then α(x) is the heteroclinic cycle ξ 34 .
(2) If x is on the component of Γ n \ W A that contains q 1 then α(x) can be any one of the following alternatives: (a) the equilibrium point q 1 , (b) one of the closed orbits around q 1 in the face σ 6 , (c) the heteroclinic cycle ξ 1 . (3) If x is on the component of Γ n \ W A that contains q 2 then α(x)
can be any one of the following alternatives: (a) the equilibrium point q 2 , (b) one of the closed orbits around q 2 in the face σ 5 ,
