Problem definition. It is not rare that an application gives rise to a sequence of symmetric matrices (A k ) k≥0 ⊂ R n×n which represents the evolution of an operator with respect to a parameter such as the time. In this talk, we assume that a full diagonalization of each matrix of the sequence is required. When the dependency on the parameter is not too stiff, one may expect an efficient updating process to get the spectral decomposition of A k+1 from the decomposition of A k .
it may be expected that B k+1 is close to a diagonal matrix. If a process may compute the eigenvector matrix V k+1 of B k+1 at the cost of a small number of operations, the spectral decomposition may be retrieved by :
The spectral decomposition of a symmetric matrix of order n can be directly obtained with 9n 3 + O(n 2 ) operations (tridiagonalization followed by a QR method, see [2] ). Therefore, to introduce a more efficient method with the approach described in equation (2), it is necessary to devote a maximum of
This conclusion must be adapted in relation the architecture under target: for instance the performances of a parallel or GPU computer can behave at very different speed depending on the computing kernels.
Two methods for updating a spectral decomposition The Jacobi method [2] iteratively applies 2×2rotations on both sides of the matrix B k+1 , to converge to a diagonal shape. In the present context, the goal is to involve a limited number of rotations in order to be more efficient than a direct computation. It can be estimated that the number of necessary rotations must not exceed 2/3 of a sweep. For this approach, it might be of interest to look at the block version of the Jacobi algorithms [1] to perform more efficiently the necessary rotations.
The second approach considers the splitting B k+1 = D + Δ where D is a diagonal matrix and Δ is viewed as a perturbation. In [4] , a Taylor expansion of the spectral projectors of D + Δ from D is defined. The expansion is provided by the expansion pf the resolvent in the spectral theorem (see [3] ) which defines the spectral projector of a matrix D + Δ which corresponds to the eigenvalues included in an interval J, diameter of a circle Γ:
where P D,J is a part of R n abd where R = O( Δ 3 ). The first order and second order terms can be explicitely derived. Numerical tests illustrate that the two approaches compete with the straight diagonalization only when the quantity A k+1 − A k remains small.
