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Abstract 
Bialecki, B. and G. Fairweather, Matrix decomposition algorithms for separable elliptic boundary value 
problems in two space dimensions, Journal of Computational and Applied Mathematics 46 ( 1993) 
369-386. 
In recent years, several matrix decomposition algorithms have been developed for the efficient solution of 
the linear algebraic systems arising when finite-difference, finite-element Galerkin and spectral methods 
are applied to separable elliptic boundary value problems in a rectangle. The success of these methods 
depends on knowledge of the eigenvalues and eigenvectors of matrices arising in corresponding two-point 
boundary value problems in one space dimension. The primary purpose of this paper is to provide an 
overview of matrix decomposition algorithms and show how they can be expressed in terms of a unifying 
framework. Particular emphasis is placed on algorithms formulated recently by the authors for solving 
the linear systems arising in orthogonal spline collocation, that is, spline collocation at Gauss points. All 
of the methods discussed in this paper are modular and possess a great deal of natural parallelism. 
Keywords: Matrix decomposition; finite-difference methods; finite-element Galerkin methods; orthog- 
onal spline collocation; spectral collocation; fast Fourier transforms; generalized eigenvalue problem; 
Sylvester’s equation. 
1. Introduction 
Over the past few decades, several matrix decomposition algorithms have been developed for 
the solution of the systems of linear algebraic equations arising from discretizations of certain 
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separable elliptic boundary value problems on rectangular domains. These algorithms, which have 
their roots in [7], are usually discussed in terms of solving the linear systems associated with the 
five-point finite-difference approximation to Poisson’s equation with Dirichlet boundary conditions 
[ 9,10,15,34-361, although they are applicable to other finite-difference approximations and to 
more general boundary value problems; see 1281, for example. While most attention has been 
devoted to finite-difference methods, matrix decomposition algorithms have also been developed 
for solving the linear systems arising in finite-element Galerkin methods [ 1,2 1,221, orthogonal 
spline collocation methods [3,5,6,33], and spectral methods [ 111. Software implementing matrix 
decomposition algorithms is available in ELLPACK [ 281 for certain finite-difference approximations 
to some simple separable boundary value problems, and in [ 221 for finite-element Galerkin methods 
applied to quite general separable problems. 
The primary purpose of this paper is to provide an overview of matrix decomposition algorithms 
and show how they can be expressed in terms of a unifying framework. We first consider such 
algorithms for the solution of systems of linear algebraic equations of the form 
(AEGB+Bc3‘4)u=f, (1.1) 
where A and B are square matrices of order M, @ denotes the tensor product, and u and f are 
vectors of order M* given by 
u = [tl,,,,...,ul,M,...,U~~,I,...,U~,MIT, (1.2) 
f = vi,,, ...> h,M >... >fM,l~...Ji4,.dT. (1.3) 
We show that matrix decomposition algorithms for solving ( 1.1) can be expressed in terms of 
the following framework. Suppose the real nonsingular matrix E is given and assume that real 
nonsingular matrices ii and Z can be determined so that 
AZ = BZA (1.4) 
and 
ZTEBZ = I, (1.5) 
where I is the identity matrix of order M. Premultiplying (1.4) by ZTE and using (1.5), we obtain 
ZTEAZ = A. (1.6) 
The system of equations (1.1) can then be written in the form 
(ZTE @ ZTE) (A 8 B + B @ A) (Z ‘8 Z) (Z-l 8 Z-‘)u = (ZTE @ ZTE)f, (1.7) 
which becomes, on using ( 1.5 ) and ( 1.6)) 
(A 8 I + I &a A) (Z-’ 8 Z-‘)u = (ZTE 8 ZTE)f. 
From the preceding, we obtain the following algorithm for solving ( 1.1). 
(1.8) 
Matrix Decomposition Algorithm I 
( 1) Determine the matrices ii and Z satisfying ( 1.4) and ( 1.5), or equivalently ( 1.5) and 
(1.6). 
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(2) Compute g = (ZTE @ ZTE)f. 
(3) Solve (A 8 I + I @ A)0 = g. 
(4) Compute u = (Z @ Z)v. 
Several remarks are in order. First, clearly the matrix A should be chosen so that the system of 
equations in step (3) can be easily solved. While the matrix A is diagonal in most methods, there 
are versions of this algorithm in which A is quasi-triangular, that is, triangular with possible nonzero 
2 x 2 diagonal blocks. Often Z is a matrix whose elements are sines or cosines, and the matrix-vector 
multiplications involving ZT and Z in steps (2) and (4), respectively, may be performed using Fast 
Fourier Transforms (FFTs). Moreover, in almost all of the algorithms considered in this paper, the 
matrix E is sparse, which is exploited in the matrix-vector multiplications in step (2). In any case, 
since 
(ZTE@ZTE) = (ZTE@Z)(Z@ZTE), 
the vector g can be computed in parallel by first determining 
f* = (I@ZTE)f = [ZTEfl,...,ZTEf& 
where fm = [fm,, , . . . , fm,~ IT, and then 
(ZTE@Z)f* = PT(Z@ZTE)Pf*, 
where P is a permutation matrix such that 
Pf* = [J;T1,...,f~,,,...,J;:M,...,f~;,MIT. 
Similar remarks apply to step (4) since 
(ZBZ) = (Z@Z)(Z@Z). 
We now describe a matrix decomposition algorithm which is particularly effective for solving a 
system of linear equations of the form 
(Ai Q, B2 + B, @ A2)u = f, (1.9) 
where A, and Bi are square matrices of order M, and u and f are given by ( 1.2) and ( 1.3)) 
respectively. In this case, we suppose that the real nonsingular matrix E is given and assume that 
a real matrix A and a real nonsingular matrix Z can be determined so that 
A,Z = B,ZA (1.10) 
and 
ZTEB,Z = I. (1.11) 
If we premultiply ( 1.10) by ZTE and use ( 1.1 1 ), we obtain 
ZTEA,Z = A. (1.12) 
The system ( 1.9) can be written in the form 
(ZTE @ I) (Al @ B2 + B, @ A2) (Z @ I) (Z-’ @ Z)u = (ZTE @ Z)f, (1.13) 
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which becomes, on using (1.11) and (1.12), 
(A@B2 + Z&42)(2-‘@Z)u = (Z?!%I)f. 
From the preceding, we obtain the desired algorithm for solving ( 1.9). 
(1.14) 
Matrix Decomposition Algorithm II 
( 1) Determine the matrices il and Z satisfying ( 1.10) and ( 1 . 1 1 ), or equivalently ( 1.11) and 
(1.12). 
(2) Compute g = (ZTE @ I)f. 
(3) Solve (/~@B~+I@JA~)u=~. 
(4) Compute u = (Z 8 Z)u. 
As in Matrix Decomposition Algorithm I, the vectors g and u can be easily computed in parallel. 
If the matrix /i is diagonal, n = diag(&)E,, say, then step (2) consists of solving M independent 
linear systems of order M, the coefficient matrix of the ith such system being of the form A2 + 1,B2, 
a computation which is also well suited for parallel computation. Obviously Matrix Decomposition 
Algorithm II can be used for the solution of ( 1.1 ), and also Algorithm I can be generalized to solve 
(1.9). 
The approach used in Matrix Decomposition Algorithm II is similar to the algorithm presented 
in [lo] for the solution of the linear systems arising from the standard five-point finite-difference 
approximation to Poisson’s equation on a rectangle. The procedure of [lo] is equivalent to 
transforming the coefficient matrix of the finite-difference equations with respect to one variable 
only, as was done in (1.13) and (1.14). 
For ease of exposition, in the remainder of this paper, we consider elliptic problems on the unit 
square Sz - (0,l) x (0, 1) on which uniform, identical partitions in both coordinate directions 
are imposed. Moreover it is assumed throughout that the boundary conditions are homogeneous 
Dirichlet conditions. In Section 2, we describe matrix decomposition algorithms for solving the 
linear systems arising in finite-difference, finite-element Galerkin and orthogonal spline collocation 
discretizations of Poisson’s equation. Since all of these discretizations give rise to linear systems 
of the form (1.1) and the matrices ii and Z are known explicitly, the corresponding matrix 
decomposition algorithms are based on Matrix Decomposition Algorithm I. Extensions to boundary 
value problems for which the matrices il and Z are known in closed form with respect to one of 
the spatial variables are presented in Section 3.1. In this case, the matrix decomposition methods 
are based on Matrix Decomposition Algorithm II, as are those in Section 3.2, for which the 
matrices ii and Z are not known explicitly but are real and can be determined efficiently by 
solving a generalized symmetric eigenvalue problem. In Section 3.2, we also present a new matrix 
decomposition algorithm for solving the linear systems arising in Legendre spectral collocation. 
Extensions of the algorithms to more general partitions and to other boundary conditions are 
mentioned in Section 4. 
2. Matrix decomposition algorithms for Poisson’s equation 
Consider Poisson’s equation in the unit square subject to homogeneous boundary conditions: 
-Au = f(X,.!J), (x,y) E .Q, u(x,y) = 0, (x,y) E asz, (2.1) 
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where d denotes the Laplacian. 
2. I. Finite-difference rnethod 
Suppose h = l/(N + I), where N is a positive integer, and set xm = mh, y, = nh. Denote by 
ll m,n an approximation to u (x,, y, ) defined by the usual second-order difference equations 
&I-l,n - 2&l,n + Um+l,n ~,,,-I - 2u _ 
h2 
m,n + uWi21+’ = f(x,,yn), 
h2 
m, n = 1, . . . . N, (2.2) 
where ~0,~ = UN+I,~ = urn,0 = U,,N+I = 0. If we set M = N and introduce vectors u and f as 
in (1.2) and (1.3), respectively, with fm,n = f(x,,y,), then the finite-difference equations (2.2) 
may be written in the form 
(A~I++IA)u=f, 
with A = J, where J is the tridiagonal matrix of order N given by 
(2.3) 
J = h-2 
2 -1 
-1 2 -1 
. . . . . . . . . 
-1 2 -1 
. . . . . . . . . 
-1 2 -1 
-1 2 
(2.4) 
It is well known that (1.4) and (1.5) are satisfied if B = E = I, 
A = diag(Ai,...,AN), 
where 
(2.5) 
4 .21 lj = p sm 2jnh, j = 1,. . . , N, (2.6) 
and Z is the symmetric orthogonal matrix given by 
z = s, 
where 
From Matrix Decomposition Algorithm I with 
we obtain the following matrix decomposition 
[241. 
Finite-Difference Algorithm I 
(1) Compute g = (Z@Z)f. 
(2.7) 
(2.8) 
A and Z defined by (2.5) and (2.7), respectively, 
algorithm for solving (2.3) which was proposed in 
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(2) Solve (A@1 + I@A)D = g. 
(3) Compute II = (2 @Z)v. 
Note that the system of equations in step (2) is diagonal, and requires O(N*) operations for 
its solution. Because of the form of the matrix Z, FFTs can be used in steps ( 1) and (3 ), and 
consequently the total cost of the algorithm is 0 (N* log N) operations. Lynch et al. [24 ] gave an 
operation count of 0 (N3), but FFTs were not available at the time of the writing of their paper. 
2.2. Finite-element Galerkin methods 
Let {xk}~~,’ be a uniform partition of the interval [0, 11, so that xk = kh, k = 0,. . . , N + 1, 
where the step size h = 1 / (N + 1). Let {&}r= I denote the standard basis for the space of piecewise 
linear functions defined on this partition which vanish at 0 and 1. Then the Co piecewise bilinear 
Galerkin approximation 
to the solution u of (2.1) is obtained by requiring that 
(Vwl,V’u) = (f,v), 
for all piecewise bilinear functions v which vanish on da, where (. , . ) denotes the usual L2 
inner product on Q. If A4 = N, and u and f are as in (1.2) and ( 1.3), respectively, with 
fm,n = (f, &&, ), then we obtain the linear system ( 1.1) in which 
A = ((+;,&))“,,,=t = hJ, B = Udw#d~~,,=~ = h(Z- ;h*J), 
and J is given by (2.4); see [ 321. If E = I, 
A = diag 
and 
Z = Sdiag 
6 
h[l - 
where Aj and S are given by 




(2.6) and (2.8), respectively, then (1.4) and (1.5) are satistied. 
by (2.9) and (2. lo), respectively, we have the following matrix 
Finite-Element Galerkin Algorithm I 
(1) Compute g = (ZT@ZT)f. 
(2) Solve (A @Z + Z @ A)v = g. 
(3) Compute u = (Z @ Z)v. 
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As in the finite-difference method, the computational cost of the above algorithm is O( N2 log N) 
operations. 
Bank [ 1 ] considers algorithms for solving the linear systems arising from the use of tensor 
product Co quadratic and C’ cubic finite elements in the Galerkin solution of (2.1). In each 
method, the linear system to be solved is given by ( 1.1) with A = T, and B = T,, where T, and 
T,,, are the stiffness and mass matrices, respectively. In the case of Co quadratics, these matrices 
are pentadiagonal of order it4 = 2N + 1. Bank transforms the system ( 1.1) in the following way: 
if T, = ST,3 and T, = $T,s, where 3 is given by (2.8) with N replaced by 2N + 1, then 
Bank claims that T can be reordered to become block diagonal with N 2 x 2 blocks and a single 
1 x 1 block. To each of the 2 x 2 blocks the orthogonal transformation 
is applied, for convenience, to obtain another block diagonal matrix which also has N 2 x 2 diagonal 
blocks and one 1 x 1 diagonal block. 
In the C’ cubic case, the matrices T, and T, are each of order iz1 = 2N + 2, and are first 
reordered before the application of an orthogonal transformation with the block matrix 
where S is deIined by (2.8), D is the diagonal matrix of order N + 2 given by 
D = diag($, l,..., l,;), 
and 
c = (&J2 (cos~)~-;o. (2.11) 
The resulting transformed matrix is block diagonal with all of the blocks being 2 x 2 except the first 
and the last which are 1 x 1. 
In each case, the coefficient matrix of the transformed system can be reordered to become block 
diagonal. In the Co case, there are N2 4 x 4 blocks, 2N 2 x 2 blocks and a single 1 x 1 block, 
while for C’ cubits, there are N2 4 x 4 blocks, 4N 2 x 2 blocks, and four 1 x 1 blocks. The total 
computational cost of each method is O(N2 log N) operations. This is an example of a method 
which does not involve matrix diagonalization but block diagonalization. 
2.3. Orthogonal spline collocation method 
Again, let {_Q}:+~ be a uniform partition of the interval [0, 11, and let M3 be the space of 
piecewise Hermite cubits on [0, 1 ] defined by 
M3 = {v E C’[O,l]: u/,~~,~~+,~ E P3,k = 0 ,..., N,v(O) = v(1) = 0}, 
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where P3 denotes the set of all polynomials of degree < 3. Note that the dimension of M3 is 
A4 = 2N + 2. Let the set of Gauss points {?&}~=t on [0, 1 ] be defined by 
h 
t2k+l = xk+1/2 - -3 
h 
2& 
t2k+2 = -xk+1/2 + -3 
2fi 
k = O,...,N, 
where xk+ tj2 = + (xk + xk+, ). Let {&}y= 1 be a basis for M3 defined in the following way: for 
k = O,...,N + 1, 
hz(Xk) = &,k, &(xk) = 0, n = l,...,N, 
@N+n+l (xk) = 0, #N+n+&k) = h-'&k, n = O,...,N + 1, 
(2.12) 
where C&k is the Kronecker delta. (This is the standard basis for M3 but the ordering of the basis 
functions is nonstandard; see, for example, [ 181.) Then the Hermite bicubic orthogonal spline 
collocation approximation 
%(X,Y) = 5 &,,&(X)&(Y) 
m=l n=l 
to the solution u of (2.1) is obtained by requiring that 
- ~~h(Sm,5n) = f(Cm,5n), m,n = l,..., M. (2.13) 
With u and f as in (1.2) and (1.3), respectively, where f& = f(&,&), equations (2.13) can be 
written in the form ( 1.1) with 
‘4 = (umn)&=t, &In = -$::(5m), B = (b,n);,,=,, b,, = $,(<m). (2.14) 
As in [6], we introduce 
(2.15) 
where 
/?i’: = 12 A0 = 36h-2, ,IN+1 = 12h-2, 
and 
To describe the matrix Z, let A,$, A$ be diagonal matrices defined by 
nz = diag(c$, . . . ,a$), Ai = diag(p,,. . . ,/3N), 
where 
and 
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vF = [27(1 + vj)(8 + V]jFpj)* + (1 -rIj)(ll + 791f4Pj)*]-“*. 
Then 
z=,Jj[g$$], (2.16) 
where 0 is the N-dimensional zero column vector, S and C are given by (2.8) and (2.11), 
respectively, and 
It is shown in [6] that if A, B, A, Z are given by (2.14)-(2.16), and E = BT, then (1.5), (1.6) 
are satisfied. Thus, from Matrix Decomposition Algorithm I, we obtain the following algorithm. 
Orthogonal Spline Collocation Algorithm I 
(1) Compute g = (ZTBT 8 ZTBT)f. 
(2) Solve (/i@Z + Z@/l)U = g. 
(3) Compute u = (Z @ Z)v. 
Since there are at most four nonzero elements in each row of the matrix BT, the matrix-vector 
multiplications involving the matrix BT in step ( 1) require a total of 0 (N* ) arithmetic operations. 
From (2.16), it follows that FFT routines can be used to perform multiplications by the matrix ZT 
in step ( 1) and by the matrix Z in step (3), the corresponding cost of each step being 0 (IV* log N) 
operations. Step (2) involves the solution of a diagonal system of order 4(N + 1 )*, which requires 
0 (N2) operations. Thus the total cost of this algorithm is 0 (IV* log N) operations. 
The systematic derivation of the matrices /i and Z given in [6] is easily generalized to other 
boundary conditions; see [ 31. The matrix /i was obtained in a slightly different fashion in [ 171; 
see also [ 161. While the representation of the matrix ,4 given in [ 171 differs from that of [6], the 
two representations are, of course, equivalent. 
3. Matrix decomposition algorithms for more general boundary value problems 
In this section, we present extensions and generalizations of previous algorithms for finite- 
difference, finite-element Galerkin, and orthogonal spline collocation methods applied to more 
general boundary value problems than (2.1). In addition, we present a new algorithm for solving 
the linear systems arising in Legendre spectral collocation. In each case, we require the solution of 
a system of linear equations of the form ( 1.9), and as a consequence the algorithms are based on 
Matrix Decomposition Algorithm II. 
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3.1. A and Z known explicitly 
Consider the following homogeneous Dirichlet problem on the unit square: 
-2 + L2u = f(x,y), L%Y) E Q, 
U(X,Y) = 0, b,Y) E afi, 
where 
(3.1) 
L2u = -P2(Y)$ + q2(yP + rz(y)u. 
dY 
(3.2) 
3.1.1. Finite-difference method 
If Al = J, where J is given by (2.4), and A2 is the matrix corresponding to the standard 
three-point finite-difference approximation to the operator L2, we obtain a system of equations of 
the form 
(A,@Z+Z@A2)11= f. (3.3) 
Thus with A and Z defined by (2.5) and (2.7), respectively, we have the following matrix 
decomposition algorithm for solving (3.3) which was proposed in [lo]. 
Finite-Difference Algorithm II 
(1) Compute g = (Z@Z)f. 
(2) Solve (A @ Z + Z @ A~)D = g. 
(3) Compute u = (Z @Z)v. 
Note that step (2) now requires the solution of N tridiagonal systems of linear equations of 
order N. 
The suitability of this algorithm for parallel computation in the case of Poisson’s equation was 
discussed in [9], and various implementations of it have been examined in [29-3 11. It should 
be emphasized that the method of [lo] is applicable to more general, self-adjoint problems with 
variable coefficients. 
3.1.2. Orthogonal spline collocation method 
With A4 = 2N + 2, let {&}f=r be the basis for M3 given in (2.12), and let {yn}f=t be the basis 
for M3 such that fork = O,...,N + 1, 
Vl(Xk) = 0, my; = h-‘&k , ’ v,w(xk) = 0, ~yd(xk) = h-%+,,k, 
v2n (xk) = &,k, v;, (xk) = 0, ~2n+lbk) = 0, &+, (xk) = h-'&k, 
n = l,...,N. 
Note that, except for the ordering, which is now the standard one, the set {v/n}~=r is exactly the 
same as that of (2.12). With u and f as in ( 1.2) and ( 1.3), respectively, where &,, = f (L, L ), 
the Hermite bicubic orthogonal spline collocation solution 
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to (3.1) is determined by solving the linear system (1.9) where At and Bt are the matrices A and 
B, respectively, of (2.14), and 
Let us recall (see Section 2.3) that if/i and 2 are defined by (2.15 ) and (2.16), respectively, and 
E = BT, then ( 1.11) and ( 1.12) are satisfied. Therefore, from Matrix Decomposition Algorithm 
II, we obtain the following algorithm. 
Orthogonal Spline Collocation Algorithm II 
(1) Compute g = (ZTBT 8 Z)f. 
(2) Solve (.4 @ B2 + I@lA2)a = g. 
(3) Compute u = (Z @ I)v. 
Note that steps (1) and (3) are similar to steps (1) and (3) of Orthogonal Spline Collocation 
Algorithm I in Section 2.3. As a consequence of the use of the basis {wn}f=, for MJ, step (2) 
consists of solving A4 almost block diagonal linear systems of order M. These systems can be 
solved effectively using the package COLROW [ 13,141 which implements a variant of ordinary 
Gaussian elimination based on an alternate column and row elimination algorithm. With the use of 
COLROW, step (2) requires 0 (N*) operations. Thus the total cost of Orthogonal Spline Collocation 
Algorithm II is 0 (N2 log N) operations. It should be noted that, in the case of Poisson’s equation, 
the cost of this algorithm is asymptotically half of that of Orthogonal Spline Collocation Algorithm 
I which requires twice as many FFTs. 
Sun and Zamani [ 331 considered a related algorithm for the solution of Poisson’s equation. Their 
algorithm is based on the fact that the eigenvalues of the matrix B-l A are real and distinct [ 171 
and hence there exists a real nonsingular matrix Q such that B-IA = QAQ-‘, where the matrix 
/1 is given by (2.15). Sun and Zamani’s algorithm, which also requires 0( N* log N) operations, 
appears to be more complicated and less efficient than Orthogonal Spline Collocation Algorithm II. 
3.2. A and Z unknown 
The boundary value problems which we consider in this section are of the form 
Wl + L*)u = fkY), (X,Y) E Q, 
u(x,jJ) = 0, (x,.Y) E aQ, 
where 
Llu = -Pl(x)z + h(x)u, 
(3.4) 
and the operator L2 is defined in (3.2). We assume that, for i = 1,2, 
Pi(X) >O, XE [O,ll. (3.5) 
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3.2.1. Orthogonal spline collocation method 
Let {x~}[Z~ be a partition, possibly nonuniform, of [0, 1 ] such that 
O=&,<xi <“‘<xN+t = 1. 
Let r 3 3, and let M, denote the space of piecewise polynomial functions defined by 
M,={v~C’[0,1]: u\[~~,~~+,~EP~,~=O ,..., N,v(O)=v(l) =O}, 
where P, is the set of all polynomials of degree d r. Note that the dimension of M, is A4 = 
(N + 1) (r - 1). Let {aj}>I: and {w,}lSi, be respectively the nodes and weights of the (r - 1 )-point 
Gauss-Legendre quadrature rule on [ - 1, 1 1, and introduce the Gauss points 
<k(r-l)+j = xk+1/2 + 3 k 1, ‘h o- k =O ,..., N, j= l,..., r-l, 
where hk = xk+l -.Xk. 
The orthogonal spline collocation approximation uh E M, 8 M, to the solution u of (3.4) is 
defined by requiring that 
(LI + L2)h(L,L) = f(L,L), m,n = l,...,M. 
Let { &}f=, be a set of basis functions for M,. If we write 
Q(X,Y) = 5 5 &?z,&?l(X)~n(Y), 
m=l n=l 
(3.6) 
and introduce u and f as in ( 1.2) and ( 1.3), respectively, with fm,n = f (cm, <,, ), then the 
matrix-vector form of (3.6) is given by (1.9) where, for i = 1,2, 
A I = (a(‘))M _ mfl m,n-1, aLi?, = h&(L), Bi = (b%)f,,=,, ~~j, = q&(5,). 
In this case, in order to show that the matrices A and Z are real, we require additional notation. 
Let W represent the diagonal matrix of order A4 defined by 
W = diag(hcwi ,..., hOzu,_l,..., hNw1,. ..,hNzu,_,). 
If ‘u is a function defined on [0, 11, then D(V) denotes the diagonal matrix of order A4 given by 
o(r)) = diag(v(<i),...,v(&)). 
Let G and H be the matrices defined by 
G = J++Wll~l )B,, H = B;WD(l/pl)Al. (3.7) 
Then the matrix G is obviously symmetric and positive definite, and it can be shown that H is a 
symmetric matrix, and positive definite if rl (x) Z 0, x E [0, 11; see [5,12]. It follows from [20, 
Corollary 8.7.2, p.4861 that there exist a real diagonal matrix A and a real nonsingular matrix Z 
such that 
ZrGZ = I, ZTHZ = A; (3.8) 
cf. ( 1.11)) ( 1.12) with E = BT WD ( 1 /p, ). Equations (3.8) lead to the following matrix decompo- 
sition algorithm. 
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Orthogonal Spline Collocation Algorithm III 
(1) Obtain A and Z satisfying (3.8). 
(2) Compute g = (ZTBTWD( l/pi) @ Z)f. 
(3) Solve (/11@ B2 + Z @ A2)u = g. 
(4) Compute u = (Z 8 Z)rt. 
There are several ways to compute the matrices il and Z in step ( 1). The authors [ 5 ] describe 
one which requires the solution of a symmetric eigenvalue problem. Since the matrix Z obtained 
in step (1) will, in general, be full, steps (2) and (4) each require A4 matrix-vector multiplications 
involving full matrices of order M. If the basis functions {&}f=, are B-splines, Hermite-type 
or monomial basis functions ordered in a standard way, then step (3) consists of solving M 
independent almost block diagonal linear systems of order M; cf. step (2) of Orthogonal Spline 
Collocation Algorithm II. These systems can be solved at a cost of 0(r3N2) operations using the 
package COLROW [ 13,141, or one of the new packages described in [25,26], depending on the 
choice of {&}~=,. It is shown in [ 51 that the total cost of Orthogonal Spline Collocation Algorithm 
III is 0 ( N3 ) operations. 
3.2.2. Finite-element Galerkin methods 
Kaufman and Warner [21] developed algorithms for solving linear systems of the form ( 1.9) 
arising in the finite-element Galerkin method for 
(LI + L2)u = f(s,.Y), (X,Y) E Q, 
with 
L*u = -g (m,~) + r1(x)u, 
L2u = -$ (P~(.Y)$) + 42Lv)g + r2b)w 
(3.9) 
(3.10) 
where pi, i = 1,2, satisfy (3.5), subject to Dirichlet or simple mixed boundary conditions. In this 
case, the matrices Ai and B1 are symmetric and positive definite, and hence there exist a real 
diagonal matrix ii and a real nonsingular matrix Z such that 
Z=B,Z = I, ZTA,Z = A; (3.11) 
cf. ( 1.11) and (1.12) with E = I. As a consequence, Kaufman and Warner arrive at the following 
matrix decomposition algorithm. 
Finite-Element Galerkin Algorithm II 
(1) Obtain A and Z satisfying (3.11). 
(2) Compute g = (ZT @ Z)f. 
(3) Solve (A @ B2 + Z @ A2)u = g. 
(4) Compute II = (Z @J Z)v. 
Kaufman and Warner consider the use of B-splines in the finite-element Galerkin procedure 
which, in step (3), results in a set of it4 independent banded linear systems. These authors 
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provide extensive numerical results and outline extensions of their algorithm to periodic boundary 
conditions, to separable fourth-order problems and to problems in higher dimensions. In [22], 
Kaufman and Warner present a software package implementing their algorithm. 
3.2.3. Legendre spectral collocation method 
Let {r,},“=, and {zun}rzO be the nodes and weights, respectively, of the (N + 1)-point Gauss- 
Lobatto quadrature on [0, I] with respect to the Legendre weight function w (x) = 1. For a function 
‘u defined on [0, I], let ZNU represent the polynomial of degree 6 N that interpolates v at the 
points {&}t=e. For a function ‘u (x, y ) defined on [ 0, 1 ] x [ 0, 1 ] , let Z$v (respectively 1;~ ) denote 
the function obtained by applying the interpolation operator 1, to %r with respect to x (respectively 
y ) only. Let Pi denote the set of polynomials of degree d N vanishing at 0 and 1. Note that the 
dimension of Pi is M = N - 1. 
Consider the boundary value problem (3.4) with L1 and L2 given by (3.9) and (3.10), respec- 
tively, and assume that the coefficient q2 (y ) = 0 for all y E [0, 11. As in [ Ill, the Legendre 
spectral collocation approximation UN E Pi @ Pi to the solution u of this boundary value problem 
is defined by requiring that 
m,n = I,..., M. 
Let {tin >;1”= 1 be a set of basis functions for Pi such that 
&(rm) = &.n, m = 1,. . .,M 
(3.12) 
where &,,,, is the Kronecker delta. If we write 
and introduce u and f as in (1.2) and (1.3), respectively, with j& = f(&,&), then the 
matrix-vector form of (3.12) is given by 
(A, @I + Z ~8 A2)u = f, (3.13) 
where, for i = I, 2, 
A. = (,(i))M _ I mn r&n-1, a!i = {-[~N(Pi&)l’ + dh>(tm). 
In this case, the matrices Ai, i = I, 2, are dense. Let W denote the diagonal matrix of order M 
defined by 
W = diag(wi,...,wM). 
Clearly, W is positive definite since all w, > 0. Moreover, it can be shown that WA1 and WA;! 
are symmetric matrices. Therefore, for i = I, 2, there exist real diagonal matrices Ai and real 
nonsingular matrices Zi such that 
ZjrWZi = I, ZTWAiZj = Aj; (3.14) 
u = [UI,...,~MI, F = Lfl,...,f~ I, 
respectively, and 
U m= [U rn,l>. . ., ~m,M 1 T, fm = L&l,1 ,...> f&4 IT. 
Other matrix decomposition algorithms for the solution of (3.13 ) can be developed from algo- 
rithms proposed by several authors for the solution of general systems of equations of the form 
(3.16). For example, Bartels and Stewart [2] use the real Schur decomposition to reduce the 
matrices Ai to quasi-triangular form. SpeciIically, real matrices /li and Zi are determined so that 
ZTZi = I, Z;AiZi = Ai, 
where the /ii are upper quasi-triangular. A similar but more effective method is presented in [ 191 
in which /ii is again upper quasi-triangular but /12 is upper Hessenberg. This approach is claimed to 
be between 30 and 70 percent faster than the Bartels-Stewart algorithm depending on the size of M. 
However these algorithms appear to be intrinsically sequential in nature. In a third algorithm, the 
matrices Ai are diagonalized rather than simply reduced to quasi-triangular or Hessenberg forms. 
This method is based on the observation that the real diagonal matrices /ii and the real nonsingular 
matrices Z, (which, it should be emphasized, are not necessarily orthogonal) of (3.14) also satisfy 
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cf. (1.5), (1.6) with B = I and E = W. Using (3.14), it is easy to verify that 
(z,TW@z;W)(Ai @I + Z@&)(Z, 822) = ii, @I+ 1@& (3.15) 
cf. ( 1.7), ( 1.8). Equation (3.15) leads to the following matrix decomposition algorithm for solving 
(3.13). 
Legendre Spectral Collocation Algorithm 
( 1) For i = 1,2, obtain /ii and Zi satisfying (3.14). 
(2) Compute g = (Z,TW@Z,TW)f. 
(3) Solve (ill @ I + I B/12)0 = g. 
(4) Compute u = (2, @Z,)v. 
Since step (1) requires the solution of symmetric generalized eigenvalue problems for dense 
matrices, and since the matrices Zi and 22 are full, the cost of this algorithm is 0(N3) operations. 
It is easy to see that (3.13) may be written as the Sylvester equation 
UAf -I- A2U = F, (3.16) 
where U and F are matrices of order A4 defined by 
A;Zi = Zilli. 
Then it follows from (3.13) that 
(Z,‘~Z,-1)(A,~I+Z~AZ)(Z1~ZZ2)(Z~1~Z~’)~= (2,‘@Z~,‘)f, 
which, by (3.17)) gives 
(/1i @ I+ 18 (it)Y = g, 
(3.17) 
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where 
u = (2, c3 Z2)u, (Z1c3Zz)g = f. 
This approach and the Bartels-Stewart algorithm were proposed in [ 1 I] in the solution of 
Poisson’s equation using Legendre spectral collocation. While the former is amenable to parallel 
computation, it has the disadvantage that, in contrast to the Legendre Spectral Collocation Algo- 
rithm, it requires the solution of a linear system to compute the vector g. Moreover, Canuto et al. 
[ 111 propose that the matrices iii and Zi be determined by solving the nonsymmetric eigenvalue 
problem (3.17), whereas these matrices can be obtained by solving a symmetric eigenvalue problem 
as shown in (3.14). It should be emphasized that even in the special case of Poisson’s equation, 
explicit expressions for the matrices /Ii and Z, in (3.14) are not known, which, of course, is not 
the case for the finite-difference, finite-element Galerkin and orthogonal spline collocation methods 
discussed in Section 2. 
Finally, we mention nonpolynomial spectral collocation and Galerkin methods based on the use 
of Sine functions for the solution of boundary value problems [4,8,23,27]. Linear systems arising 
in such methods have a structure similar to that of (3.13) and therefore matrix decomposition 
methods developed for their solution fall into the framework of this paper. In general, Sine function 
discretization requires solving a nonsymmetric eigenvalue problem, although there is a variant of 
Sine-Galerkin discretization [23] which involves a symmetric eigenvalue problem. As in the case 
of Legendre spectral collocation for Poisson’s equation, the explicit formulas for the matrices Ai 
and Zi for Sine function approximations are not known. 
4. Concluding remarks 
The algorithms of Section 2 can be extended to the case in which the partitions in the coordinate 
directions are uniform but not identical. In the algorithms of Section 3.1, one of the partitions 
can be nonuniform, while the finite-element Galerkin and orthogonal spline collocation algorithms 
of Section 3.2 can be formulated for nonuniform partitions in both directions. All of the matrix 
decomposition algorithms can be modilied to handle more general boundary conditions (see [ 2 1 ] 
for the case of finite-element Galerkin methods and [3,5] for orthogonal spline collocation) and 
extended to boundary value problems in higher dimensions. 
Numerical results obtained using implementations of Orthogonal Spline Collocation Algorithms I 
and II on several shared memory machines are presented in [6]. These results not only demonstrate 
the efficacy of the parallelization but also exhibit superconvergence in the approximations to the first 
partial derivatives and the second-order mixed partial derivative. The modularity of these algorithms 
enables future developments in FFTs and, in the case of Orthogonal Spline Collocation Algorithms 
II and III, new methods for solving almost block diagonal linear systems, to be incorporated into 
the respective codes very easily. 
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