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 Scope of Research
We are interested in graphs and networks in biology and chemistry, which include 
metabolic networks, protein-protein interactions and chemical compounds. We have 
 developed original techniques in machine learning and data mining for analyzing these 
graphs and networks, sometimes combining with table-format datasets, such as gene 
expression. We applied our techniques to real data to find new scientific insights. You 
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Latent Feature Models for Biological Networks
It is common in Systems Biology to represent biological 
systems as networks. Examples include the networks of 
protein-protein interactions (PPI) and gene regulatory 
 networks (GRN). Biological networks, like many other 
types of networks, are known not to be random. Instead, 
network structures have models and patterns. By under-
standing the patterns and models of network structures, 
we would have insights into the biological mechanisms 
that generate the networks, leading to understanding of the 
generating processes of the networks. In the end, we would 
be able to infer knowledge of the biological systems, 
 making judgments on what is on what is missing, what is 
erroneous. The understanding is to speed up experiment 
process by suggesting only relevant experiments to 
 validate the understanding.
In this work, we aim to construct statistical models that 
describe network structures of PPI and GRN networks in 
order to predict new links (edges) in the networks. The 
motivation is that, for the case of physical protein- protein 
interactions, the binding site of each protein has to com-
plement that of the other protein in shape. We hypothesize 
that the network structures follow latent feature models. 
The proof is that a link in the network is generated by a 
certain features of the nodes. These features alone deter-
mine the network structure around the nodes. By knowing 
all the features for the whole network, we would be able 
to generate the complete network. What we need is just to 
generate these latent features to fit the currently known 
networks obtained from high-throughput experiments. 
However, the methods for generating the features to de-
scribe the networks are usually computationally intractable.
We propose to use nonparametric models to describe 
network structures that follow latent feature models. Instead 
of generating latent feature explicitly, we encode them 
 implicitly by providing a similarity function (kernel) on 
the nodes of the networks. The method is described as in 
Figure 1. The input of the method is a network as in (1), 
we use its adjacency matrix (2) to compute the similarity 
function. With the assumption of latent feature model (4), 
we embed pairs of network nodes (either known links or 
not links (5)) into a space (3). In the space, we use usual 
classification techniques to classify the link class versus 
the rest. The half-space inferred from classifiers for the 
link class is used to predict all the pairs of nodes to make 
a new adjacency matrix (6). The new adjacency matrix is 
used for the predicted network (7), showing the new links 
as well as the erroneous ones.
We apply the method to predict new links in the 
 networks of PPI (yeast and fruit fly) and GRN (E. Coli). 
Our method was able to run on the whole networks within 
minutes (while other methods do not stop for days). Our 
method gives high prediction scores on these networks, 
making our method a reliable and scalable one to predict 
new links on these biological networks.
Figure 1.
