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Abstract. Cumulative sum (CUSUM) statistics are widely used in the change point infer-
ence and identification. This paper studies two problems for high-dimensional mean vectors
based on the `∞-norm of the CUSUM statistics. For the problem of testing for the existence
of a change point in an independent sample generated from the mean-shift model, we intro-
duce a Gaussian multiplier bootstrap to calibrate critical values of the CUSUM test statistics
in high dimensions. The proposed bootstrap CUSUM test is fully data-dependent and it has
strong theoretical guarantees under arbitrary dependence structures and mild moment condi-
tions. Specifically, we show that with a boundary removal parameter the bootstrap CUSUM
test enjoys the uniform validity in size under the null and it achieves the minimax separation
rate under the sparse alternatives when the dimension p can be larger than the sample size
n.
Once a change point is detected, we estimate the change point location by maximizing
the `∞-norm of the generalized CUSUM statistics at two different weighting scales. The
first estimator is based on the covariance stationary CUSUM statistics, and we prove its
consistency in estimating the location at the nearly parametric rate n−1/2 for sub-exponential
observations. The second estimator is based on non-stationary CUSUM statistics, assigning
less weights on the boundary data points. In the latter case, we show that it achieves the
nearly best possible rate of convergence on the order n−1. In both cases, dimension impacts
the rate of convergence only through the logarithm factors, and therefore consistency of the
CUSUM location estimators is possible when p is much larger than n.
The results derived in this paper are non-asymptotic and we provide extensive simulation
studies to assess the finite sample performance. The empirical evidence shows an encouraging
agreement with our theoretical results.
1. Introduction
This paper studies the problems of change point inference and identification for mean
vectors of high-dimensional data in finite samples. High-dimensional data are now ubiquitous
in many scientific and engineering fields and data heterogeneity is the rule rather than the
exception. A central problem of studying the data heterogeneity is to detect structural breaks
in the underlying data generation process. Perhaps the most two fundamental questions for
abrupt changes are: i) is there a change point in the data? ii) if so, when does the change
occur? Let Xn1 = {X1, . . . , Xn} be a sample of independent random vectors in Rp generated
from the mean-shift model
Xi = µ+ δn1(i > m) + ξi, i = 1, . . . , n, (1)
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where µ ∈ Rp is the population mean parameter, δn ∈ Rp is the mean-shift parameter, and
ξ1, . . . , ξn are independent and identically distributed (i.i.d.) mean-zero random vectors in Rp
with common distribution function F . Denote Σ = Cov(ξ1). Under the mean-shift model,
if δn = 0 or m = n, then X1, . . . , Xn form a sample of i.i.d. random vectors and no change
point occurs. In this paper, our first goal is to test for whether or not there is a change point
in the mean vectors µi := E(Xi), i.e., to test for
H0 : δn = 0 and H1 : δn 6= 0 and there exists an m ∈ {1, . . . , n− 1}, (2)
where the alternative hypothesis H1 is parameterized by the change point signal δn and
location m. If a change point is detected in the mean vectors (i.e., H1 is accepted), then our
second goal is to identify the change point location m.
For i.i.d. Gaussian errors ξi ∼ N(0,Σ), the maximum log-likelihood ratio statistics before
and after the change point at s = 1, . . . , n− 1 in H1 are given by
log(Λs) = Zn(s)
>Σ−1Zn(s)/2, (3)
where Λs is the maximum likelihood ratio between H1 and H0, and
Zn(s) =
√
s(n− s)
n
(
1
s
s∑
i=1
Xi − 1
n− s
n∑
i=s+1
Xi
)
(4)
is a sequence of the (suitably normalized) mean-difference random vectors in Rp. Then H0 is
rejected if max16s<n log(Λs) is larger than a critical value. In literature, {Zn(s)}n−1s=1 are often
called the cumulative sum (CUSUM) statistics [20]. Note that the maximum log-likelihood
ratio statistics in (3) require the knowledge or an estimate of the unknown covariance matrix
Σ. In the high-dimensional setting where p is larger (or even much larger) than n, estimation
of Σ itself becomes a challenging problem and the spectral norm consistency of Σ (or the
inverse Σ−1) is possible under additional structural assumptions (such as sparsity) on the
covariance matrix [8, 9, 11, 12, 15]. In practical applications, those restrictive assumptions
can be easily violated such as in the problem of detecting structural breaks in financial data
with latent factors [5]. In contrast, tests based on the CUSUM statistics in (4) do not involve
Σ and they are more robust to the misspecification on covariance structures. Therefore, this
motivates us to study the problems of change point testing and estimation based on the
high-dimensional CUSUM statistics.
To build a decision rule for detecting a change point, we need to cautiously aggregate the
(dependent) random vectors Zn(s), s = 1, . . . , n− 1. [21] consider the change point detection
on mean vectors under the mean-shift model (1) with i.i.d. ξi ∼ N(0, σ2Ip). They propose
the linear and scan statistics based on the `2-norm aggregation of the CUSUM statistics and
derive the change point detection boundary. [31] considers the `∞-norm aggregation of the
CUSUM statistics and establishes a Gumbel limiting distribution under H0. [31] also considers
the bootstrap approximations to improve the rate of convergence. [19] consider the estimation
problem of change points in the (marginal) variances of high-dimensional time series under a
multiplicative model. They propose the `1-norm aggregation of a thresholded version of the
CUSUM statistics such that an additional sparsifying step with a tuning parameter is used to
avoid noise accumulation in the aggregation. [46] consider the estimation problem of change
points in the high-dimensional mean vectors in reduced dimensions by sparse projections
and they derive the rate of convergence for estimating the change point location. In all
aforementioned papers [21, 19, 31, 46], strong structural assumptions (i.e., spatial sparsity
in the sense that the components {Xij}pj=1 of Xi are independent or weakly dependent) are
imposed to substantially reduce the intrinsic complexity of the problem.
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In this paper, we do not make strong assumptions on the dependence structure of the
underlying data distribution and we consider the multivariate CUSUM statistics (4) in the
`∞-norm aggregated form:
Tn = max
s6s6n−s |Zn(s)|∞ := maxs6s6n−s max16j6p |Znj(s)|, (5)
where s ∈ [1, n/2] is a user-specified boundary removal parameter. Removing boundary points
is necessary in detecting a change point since the distributions of |Zn(s)|∞ that are close to
the endpoints are difficult to approximate because of fewer data points. Then H0 is rejected
if Tn is larger than a critical value such as the (1−α) quantile of Tn. Under H0, {Zn(s)}n−1s=1 is
a centered and covariance stationary process in Rp (i.e., E[Zn(s)] = 0 and Cov(Zn(s)) = Σ).
To approximate the distribution of Tn, extreme value theory is a commonly used technique
to derive the Gumbel-type limiting distributions [34, 42]. However, even in p = 1 case, the
convergence rate of maxima of the CUSUM process {Zn(s)}n−1s=1 is known to be very slow
[42, 26, 31].
1.1. Our contributions. To overcome the fundamental difficulty in calibrating the distri-
bution of Tn, we consider the bootstrap approximation to the finite sample distribution of Tn
without referring a weak limit of {Zn(s)}n−1s=1 . In Section 2, we propose a Gaussian multiplier
bootstrap which is tailored to the CUSUM test statistics in (4). The proposed bootstrap test
is fully data-dependent and requires no tuning parameter (except for the boundary removal
parameter s). This is in contrast with the thresholding-aggregation method of [19], which
requires further data-dependent procedures to choose the threshold and is not easy to justify.
We will show in Section 3.1 that the bootstrap CUSUM test is a uniformly valid inferential
procedure under H0 when p can be much larger than n and no explicit condition on the
dependence structure among the components {Xij}pj=1 is needed. This is in contrast with
the work [21, 19, 31, 46], where the components are assumed to be either independent or
weakly dependent. Moreover, we will show in Section 3.2 that, under a mild signal strength
condition, our bootstrap CUSUM test is consistent in the sense that the sum of type I and
type II errors is asymptotically vanishing [25, Chapter 6.2]. In addition, the requirement on
the signal strength can achieve the minimax separation rate derived in [21] under the sparse
alternatives H1 (i.e., the change occurs only in a few number of components X1, . . . , Xn).
If a change point is detected, then we estimate the change point location by maximizing
the `∞-norm of the generalized CUSUM statistics at two different weighting scales. The
first estimator is based on the covariance stationary CUSUM statistics in (4). In Section
3.3, we show that it is consistent in estimating the location at the parametric rate n−1/2
(up to logarithmic factors) for sub-exponential observations. The second estimator is a non-
stationary CUSUM statistics, assigning less weights on the boundary data points. In this
case, we show that it achieves the best possible rate of convergence on the order n−1 (up to
logarithmic factors) under some stronger side conditions. In both cases, dimension impacts
the rate of convergence only through the logarithmic factors. Thus consistency of the CUSUM
location estimators can be achieved when p grows sub-exponentially fast in n.
1.2. Literature review. Change point testing and estimation have a long history [44, 45,
40, 16, 30, 48, 10, 20, 32, 6, 23, 13, 36, 28, 27, 22, 24, 39, 3, 4, 7, 49, 29] and there are two
major lines of change point tests in literature: sequential tests and fixed sample size tests
[33]. In the sequential testing problems (such as phase II in the statistical process control
[41]), if one wants to test the in-control hypothesis δn = 0 and the out-control mean-shift
hypothesis for a given δn 6= 0 in model (1), then Wald’s classical sequential probability ratio
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test (SPRT) is a parametric test based on the probability distributions of Xn1 [44, 45]. In
the process monitoring and control charts, the CUSUM test proposed in [40] and its variants
[16, 30] are nonparametric extensions of the SPRT. A multivariate version of the CUSUM
charting statistics is proposed in [47]. Optimality of the SPRT and CUSUM tests in terms of
the minimum expected average run length can be found in [45, 37, 41].
Recently, finite sample approximations to the distribution of maxima of sums of independent
mean-zero random vectors in high dimensions are studied in [17, 18]. We highlight that validity
of our bootstrap CUSUM test for the change point does not (at least directly) follow from
the Gaussian and bootstrap approximation results in [17, 18]. The reason is that, in the
change point detection context, the extreme-value type test statistic Tn defined in (5) is the
maximum of a sequence of dependent random vectors Zn(s), s = s, . . . , n− s. Therefore, the
distributional approximation results developed in [17, 18] require considerable modifications
tailored to the change point analysis.
1.3. Organization. The rest of this paper is organized as follows. The bootstrap change
point test and the estimation of the change point location are described in Section 2. In
Section 3, we derive the size validity and power properties of the bootstrap test, as well as
the rate of convergence for the change point location estimator by the generalized CUSUM
statistics. In Section 4, we report extensive simulation results for the change point testing
and estimation for a variety of distributions with different dependence structures and moment
conditions. In Section 5, a real data example for applying the bootstrap change point test
and location estimation is provided. Proofs of the main results in Section 3 and additional
simulation results are given in Appendix.
1.4. Notation. For q > 0 and a generic vector x ∈ Rp, we denote |x|q = (
∑p
i=1 |xi|q)1/q for
the `q norm of x and we write |x| = |x|2. For a random variable X, denote ‖X‖q = (E|X|q)1/q.
For β > 0, let ψβ(x) = exp(x
β)− 1 be a function defined on [0,∞) and Lψβ be the collection
of all real-valued random variables X such that E[ψβ(|X|/C)] < ∞ for some C > 0. For
X ∈ Lψβ , define ‖X‖ψβ = inf{C > 0 : E[ψβ(|X|/C)] 6 1}. Then, for β ∈ [1,∞), ‖ · ‖ψβ is an
Orlicz norm and (Lψβ , ‖ · ‖ψβ ) is a Banach space [35]. For β ∈ (0, 1), ‖ · ‖ψβ is a quasi-norm,
i.e., there exists a constant C(β) > 0 such that ‖X + Y ‖ψβ 6 C(β)(‖X‖ψβ + ‖Y ‖ψβ ) holds
for all X,Y ∈ Lψβ [1]. Let ρ(X,Y ) = supt∈R |P(X 6 t) − P(Y 6 t)| be the Kolmogorov
distance between two random variables X and Y . We shall use C1, C2, . . . and K1,K2, . . . to
denote positive and finite constants that may have different values. Throughout the paper,
we assume n > 4 and p > 3.
2. Methodology
2.1. Bootstrap CUSUM test. We first introduce a bootstrap procedure to approximate the
distribution of Tn. Let e1, . . . , en be i.i.d. N(0, 1) random variables independent of X1, . . . , Xn.
Let X¯−s = s−1
∑s
i=1Xi and X¯
+
s = (n− s)−1
∑n
i=s+1Xi be the left and right sample averages
at s, respectively. Define
Z∗n(s) =
√
n− s
ns
s∑
i=1
ei(Xi − X¯−s )−
√
s
n(n− s)
n∑
i=s+1
ei(Xi − X¯+s ). (6)
Then the bootstrap test statistic is defined as
T ∗n = max
s6s6n−s |Z
∗
n(s)|∞. (7)
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Note that the Gaussian multiplier bootstrap test statistic T ∗n is computable in the sense that its
Monte Carlo samples can be repeatedly drawn from the multiplier random variables e1, . . . , en.
Then the conditional quantiles of T ∗n given Xn1 approximate the quantiles of Tn. Therefore, a
critical value of the bootstrap test can be chosen as qT ∗n |Xn1 (1− α), where
qT ∗n |Xn1 (1− α) = inf{t ∈ R : P(T ∗n 6 t|Xn1 ) > 1− α}
is the (1− α) conditional quantile of T ∗n given Xn1 . In particular, for any α ∈ (0, 1), we reject
H0 if Tn > qT ∗n |Xn1 (1− α).
Remark 1 (Comparisons with [31] under H0). In a related work, [31] considers the change
point tests for high-dimensional time series based on the following version of the CUSUM
statistics
Bnj =
1
σˆj
√
n
max
16s6n
∣∣∣∣∣
s∑
i=1
Xij − s
n
n∑
i=1
Xij
∣∣∣∣∣ , j = 1, . . . , p,
where σˆ2j is a consistent estimator for the long-run variance of {Xij}i∈N. Then H0 is rejected
if T˜n = max16j6pBnj is larger than a critical value. Under H0 and the spatial sparsity
conditions (Assumption 2.2 in [31]), the author establishes a Gumbel limiting distribution for
T˜n (after suitable normalizations). To improve the rate of convergence, he also proposes a
parametric bootstrap T˜ Yn = max16j6pB
Y
nj , where
BYnj =
1√
n
max
16s6n
∣∣∣∣∣
s∑
i=1
Yij − s
n
n∑
i=1
Yij
∣∣∣∣∣ , j = 1, . . . , p,
and {Yij : 1 6 i 6 n, 1 6 j 6 p} is an array of i.i.d. N(0, 1) random variables. Asymptotic
bootstrap validity is derived under the same spatial sparsity assumption as in the Gumbel
limit. There is an important difference between T˜ Yn in [31] and our bootstrap test based on
T ∗n . Note that the conditional covariance matrices of Z∗n(s) given Xn1 are sample analogs of
covariance matrices of Zn(s). We will show in Section 3.1 that T
∗
n can approximate the distri-
bution of Tn without assuming any kind of spatial sparsity conditions. On the contrary, since
{Yij} are i.i.d., even when X1, . . . , Xn are independent observations, the parametric bootstrap
BYnj does not mimic the general dependence structure among the components {Xij}pj=1. In
addition, the bootstrap validity of T ∗n we establish in Theorem 3.1 and Corollary 3.2 below is
non-asymptotic and it holds without assuming a Gumbel-type limiting distribution for Tn. 
2.2. Estimating the change point location under the alternative hypothesis. If a
change point is detected in the mean vectors (i.e., H1 is accepted), then our next goal is to
identify the change point location m. Specifically, we estimate tm = m/n,m = 1, . . . , n, where
the data X1, . . . , Xn are observed at evenly spaced time points and their index variables are
normalized to [0, 1]. We consider the change point location estimator based on the generalized
CUSUM statistics [28]
Zθ,n(s) =
[
s(n− s)
n
]1−θ(1
s
s∑
i=1
Xi − 1
n− s
n∑
i=s+1
Xi
)
, (8)
where θ is a weighting parameter satisfying 0 6 θ < 1. Obviously, the CUSUM statistics
Zn(s) in (4) is a special case of θ = 1/2, i.e., Zn(s) = Z1/2,n(s). Then we estimate m by
mˆθ = argmax16s<n|Zθ,n(s)|∞. (9)
and we use tmˆθ = mˆθ/n to estimate tm. It is easily seen that, for smaller values of θ, Zθ,n(s)
assigns less weights on the boundary data points. Therefore, if the true change point location is
6 MENGJIA YU AND XIAOHUI CHEN
bounded away from the two endpoints, we expect that tmˆθ with a smaller weighting parameter
can achieve better rate of convergence. For example, if tm ∈ (0, 1) is fixed and p = 1, then it
is known that the {Z0,n(s)}n−1s=1 converges weakly to a functional of the Weiner process and
the corresponding maximizer mˆ0 achieves the rate of convergence of the order n
−1, which is
clearly the best possible rate and is faster than the parametric rate n−1/2 [4, 28]. Instead of
considering the whole family of the generalized CUSUM statistics indexed by θ ∈ [0, 1), we
consider two important cases of θ = 1/2 (covariance stationary) and θ = 0 (non-stationary)
in this paper. For θ = 1/2, Z1/2,n(s) is related to the proposed bootstrap CUSUM statistics
Z∗n(s) in (6) and the maximum log-likelihood ratio statistics in (3) under the normality with
Σ = σ2Idp. For θ = 0, Z0,n(s) is related to the parametric bootstrap in [31].
Remark 2 (Comments on the boundary). It should be noted that in the bootstrap CUSUM
test, we must remove the boundary points from approximating the distribution of Tn. If the
boundary points are included in the maxima Tn and T
∗
n , then the conditional distribution of
T ∗n (given Xn1 ) does not provide an accurate approximation to the distribution of Tn. Theorem
3.1 and Theorem 3.3 provide the precise rate of convergence that characterizes the boundary
removal parameter s to ensure the consistency (in terms of the sum of type I and type II errors)
of the bootstrap CUSUM test. On the other hand, the estimation problem in (9) does not
exclude the endpoints outside the interval [s, n−s]. However, in practice, if the existence of a
change point is not known as a priori and it is decided by a test, then the boundary restriction
is implicitly imposed for both testing and estimation in empirical applications [4]. 
3. Main results
Denote P0(·) and P1(·) as the probability computed under H0 and H1, respectively.
3.1. Size validity of the bootstrap CUSUM test. Our first main result (cf. Theorem
3.1) is to establish finite sample bounds for the (random) Kolmogorov distance between Tn
and T ∗n :
ρ∗(Tn, T ∗n) = sup
t∈R
|P0(Tn 6 t)− P0(T ∗n 6 t|Xn1 )|.
From this, we can derive the asymptotic bootstrap validity for certain high-dimensional scaling
limit for (n, p). In particular, with ρ∗(Tn, T ∗n) = oP(1), we can show that type I error of
the bootstrap test is asymptotically controlled at the exact nominal level α ∈ (0, 1); i.e.,
P0(Tn > qT ∗n |Xn1 (1− α))→ α (cf. Corollary 3.2).
Let b, b¯, q > 0. We make the following assumptions.
(A) Var(ξij) > b for all j = 1, . . . , p.
(B) E[|ξij |2+`] 6 b¯` for ` = 1, 2 and for all i = 1, . . . , n and j = 1, . . . , p.
(C) ‖ξij‖ψ1 6 b¯ for all i = 1, . . . , n and j = 1, . . . , p.
(D) E[max16j6p(|ξij |/b¯)q] 6 1 for all i = 1, . . . , n.
Condition (A) is a non-degeneracy assumption. Condition (B) is a mild moment growth
condition. Without loss of generality, we may take b¯ > 1. Conditions (C) and (D) impose sub-
exponential and uniform polynomial moment requirements on the observations, respectively.
Define
$1,n =
(
log7(np)
s
)1/6
and $2,n =
(
n2/q log3(np)
γ2/qs
)1/3
.
Theorem 3.1 (Bounds on the Kolmogorov distance between Tn and T
∗
n under H0). Suppose
H0 is true and assume (A) and (B) hold. Let γ ∈ (0, e−1) and suppose that log(γ−1) 6
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K log(pn) for some constant K > 0.
(i) If (C) holds, then there exists a constant C > 0 only depending on b, b¯,K such that
ρ∗(Tn, T ∗n) 6 C$1,n (10)
holds with probability at least 1− γ.
(ii) If (D) holds, then there exists a constant C > 0 only depending on b, b¯,K, q such that
ρ∗(Tn, T ∗n) 6 C{$1,n +$2,n} (11)
holds with probability at least 1− γ.
Based on Theorem 3.1, we have the uniform size validity of the bootstrap CUSUM test.
Corollary 3.2 (Uniform size validity of Gaussian multiplier bootstrap for the CUSUM test).
Suppose H0 is true and assume (A) and (B) hold. Let γ ∈ (0, e−1) and suppose that log(γ−1) 6
K log(pn) for some constant K > 0.
(i) If (C) holds, then there exists a constant C > 0 only depending on b, b¯,K such that
sup
α∈(0,1)
|P0(Tn 6 qT ∗n |Xn1 (α))− α| 6 C$1,n + γ. (12)
Consequently, if log7(np) = o(s), then P0(Tn 6 qT ∗n |Xn1 (α)) → α uniformly in α ∈ (0, 1) as
n→∞.
(ii) If (D) holds, then there exists a constant C > 0 only depending on b, b¯,K, q such that
sup
α∈(0,1)
|P0(Tn 6 qT ∗n |Xn1 (α))− α| 6 C{$1,n +$2,n}+ γ. (13)
Consequently, if max{log7(np), n2/q log3+ε(np)} = o(s) for some ε > 0, then P0(Tn 6 qT ∗n |Xn1 (α))→
α uniformly in α ∈ (0, 1) as n→∞.
As a leading example, we consider the change point detection and estimation in Section 3.2
and 3.3 when the (normalized) true change point location tm = m/n ∈ (0, 1) is fixed. Then it
is sufficient to choose the boundary removal parameter s = c1n
c2 for some (small) constants
c1 > 0 and 1 > c2 > 0 in order to include the change point in the interval [s, n−s]. Under this
framework, asymptotic size validity of the bootstrap CUSUM test is obtained if p = O(en
c
)
for some 1/7 > c > 0 under the sub-exponential moment condition on the observations.
3.2. Power of the bootstrap CUSUM test. Our second main result is to analyze the
power of the bootstrap CUSUM test. We are mainly interested in characterizing the change
point signal strength (quantified by the `∞ norm of δn) and the location tm such that H0
and H1 can be asymptotically separated by our bootstrap CUSUM test. Without loss of
generality, we may assume that |δn|∞ 6 1.
Theorem 3.3 (Power of Gaussian multiplier bootstrap for CUSUM test under H1). Suppose
H1 is true with a change point m ∈ [s, n− s] and assume (A) and (B) hold. Let ζ ∈ (0, 1/2)
and γ ∈ (0, e−1) such that log(γ−1) 6 K log(pn) for some constant K > 0.
(i) If (C) holds and
|δn|∞ > C1
√
log(ζ−1) log(np) + log(np/α)
ntm(1− tm) (14)
for some large enough constant C1 := C1(b¯, b,K) > 0, then there exists a constant C2 :=
C2(b¯, b,K) > 0 such that
P1(Tn > qT ∗n |Xn1 (1− α)) > 1− γ − C2$1,n − 2ζ. (15)
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(ii) If (D) holds and |δn|∞ obeys (14) for some large enough constant C1 := C1(b¯, b,K, q) > 0,
then there exists a constant C2 := C2(b¯, b,K, q) > 0 such that
P1(Tn > qT ∗n |Xn1 (1− α)) > 1− γ − C2{$1,n +$2,n} − 2ζ. (16)
Remark 3 (Rate-optimality on the change point detection for sparse alternatives). Under the
i.i.d. Gaussian errors ξi ∼ N(0, Idp) in the mean-shift model (1), the detection boundary for
a change point in a Gaussian sequence is characterized in [21]. Let a > 0 and suppose that a
change point
δn = (a, . . . , a︸ ︷︷ ︸
k times
, 0, . . . , 0)>
occurs in the first k components at the location m in the sequence X1, . . . , Xn. Following
[21], we consider the scaling limit p = nc1 and k = p1−c2 for some c1 > 0 and c2 ∈ [0, 1). If
c2 ∈ (1/2, 1), then the number of components with a change point is highly sparse. In this
case, the minimax separation condition for H0 and H1 is given by
a = rp
√
log(p)
ntm(1− tm) .
Specifically, detection is impossible if lim supp→∞ rp <
√
2c2 − 1 and detection is possible if
lim infp→∞ rp >
√
2c2/(1− log 2). On the other hand, choosing αn = n−c for some constant
c > 0 in Corollary 3.2 and Theorem 3.3, we see that if
a > C∗
√
log(ζ−1) log(p)
ntm(1− tm)
for some large constant C∗ > 0, then our bootstrap CUSUM change point test achieves the
minimax separation rate in the high sparsity regime (with stronger side conditions to ensure
the bootstrap validity). Hence, the signal strength requirement for detection in the proposed
bootstrap test achieves the minimax optimal rate under the sparse alternatives. On the
other hand, it should be noted that, under the dense alternatives c2 ∈ [0, 1/2], our bootstrap
CUSUM test remains consistent in detecting the change point signal in the sense that the sum
of type I and type II errors converges to zero. However, in such case, the bootstrap CUSUM
test does not reach the detection boundary and the minimax separation rate [21]. 
Remark 4 (Monotonicity of power in the signal strength). Inspecting the proof of Theorem
3.3, it is seen that the type II error of the bootstrap CUSUM test is bounded by a probability
depending on the change point signal strength |δn|∞ and location m (cf. equation (38)).
Specifically,
Type II error 6 P1(T˜n > ∆˜− qT ∗n |Xn1 (1− α)),
where ∆˜ =
√
ntm(1− tm)|δn|∞, T˜n = maxs6n6n−s |Zξn(s)|, and Zξn(s) are the CUSUM sta-
tistics computed on the ξn1 random variables. Since the distribution of T˜n does not depend
on δn and the conditional quantile qT ∗n |Xn1 (1 − α) is bounded by O(
√
log(np)) with a large
probability under H1, the power of the bootstrap CUSUM test is lower bounded by a quan-
tity that is non-decreasing in |δn|∞. Simulation examples in Section 4 confirm our theoretical
observation. In addition, since tm(1− tm) is maximized at tm = 1/2, a change point near the
middle is easier to detect than it is near the boundary. 
Remark 5 (Comparisons with [31] under H1). [31] proposed bootstrap testing procedures for
change point under the alternative, which are different from the parametric bootstrap under
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H0 (cf. Remark 1). Specifically, he considers several block versions of the multiplier and
empirical bootstraps under H1 in the time series setting. All of the tests under H1 in [31]
require a minimum signal strength condition (cf. Assumption 4.3 therein):
lim sup
n→∞
log n
Kb minj∈S δ2nj
= 0, (17)
where S = {j ∈ {1, . . . , p} : δnj 6= 0} and Kb is the size of blocks. There are two major
differences from the bootstraps in [31]. First, our Gaussian multiplier bootstrap CUSUM test
is asymptotically valid and powerful for a change point under both H0 and H1. Second, detec-
tion by our bootstrap CUSUM test relies on a lower bound on the signal strength quantified
by |δn|∞, which is much weaker than (17). For example, it is possible that the minimum
signal strength minj∈S δ2nj decays to zero faster than (log n)/Kb, while our bootstrap CUSUM
test remains valid since it only requires |δn|∞ satisfies a mild lower bound in (14). 
3.3. Rate of convergence of the change point location estimator. Our third main
result is concerned with the rate of convergence of the change point location estimator tmˆθ ,
where mˆθ is defined through (9) and (8). We first consider the case of θ = 1/2 corresponding
to the covariance stationary CUSUM statistics.
Theorem 3.4 (Rate of convergence for change point location estimator: θ = 1/2). Suppose
that (B) holds and H1 is true. Suppose that log(γ
−1) 6 K log(np) for some constant K > 0.
(i) If (C) holds, then there exists a constant C > 0 depending only on b¯, K such that
P
(
|tmˆ1/2 − tm| 6
C log2(np)√
ntm(1− tm)|δn|∞
)
> 1− γ. (18)
(ii) If (D) holds with q > 2, then there exists a constant C > 0 depending only on b¯, K, q such
that
P
(
|tmˆ1/2 − tm| 6
Cn1/q(log(np) + γ−1/q)√
ntm(1− tm)|δn|∞
)
> 1− γ. (19)
Note that the non-degeneracy Condition (A) is not needed in estimating the change point lo-
cation. Consider a fixed tm ∈ (0, 1) as in our leading example. It is seen from Theorem 3.4 that
tmˆ1/2 is consistent for estimating tm if the signal strength satisfying: i) |δ|∞  n−1/2 log2(np)
in the sub-exponential moment case; ii) |δ|∞  n−1/2+1/q log(np) in the polynomial moment
case. From Part (i) of Theorem 3.4, it should also be noted that the change point location
estimator tmˆ1/2 does not attain the optimal rate of convergence. In particular, consider the
setup where tm ∈ (0, 1), p = 1, and |δn| = c is a constant signal. Then the rate of convergence
in (18) reads O(log2(n)/
√
n); that is, up to a logarithmic factor, the change point estimator
has the parametric rate of convergence of the order n−1/2. In such setup, however, it is known
that the best possible rate of convergence for estimating the change point location is of the
order n−1 [28], which is achieved by maximizing |Z0,n(s)| (i.e., the non-stationary CUSUM
statistics). Therefore, it is interesting to study the impact of dimensionality on the rate in
the case of θ = 0 when the true change point tm ∈ (0, 1) is fixed. This is the content of the
following theorem. Denote δn = minj∈S |δnj |.
Theorem 3.5 (Rate of convergence for change point location estimator: θ = 0). Suppose that
(B) holds and H1 is true with a change point m satisfying c1 6 tm 6 c2 for some constants
c1, c2 ∈ (0, 1). Suppose that log3(np) 6 Kn and log(γ−1) 6 K log(np) for some constant
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K > 0.
(i) If (C) holds, then there exists a constant C := C(b¯, K, c1, c2) > 0 such that
P
(
|tmˆ0 − tm| 6
C log4(np)
nδ2n
)
> 1− γ. (20)
(ii) If (D) holds for some q > 2, then there exists a constant C := C(b¯, K, q, c1, c2) > 0 such
that
P
(
|tmˆ0 − tm| 6
C log(np)
nδ2n
·max
{
1,
n2/q log(np)
γ2/q
})
> 1− γ. (21)
Based on Theorem 3.5, we see that the dimension impacts the optimal rate of convergence
for estimating the change point location only on the logarithmic scale. Compared with Theo-
rem 3.4, we see that faster convergence of tmˆ0 than that of tmˆ1/2 is possible when tm ∈ (0, 1) is
fixed and the dimension grows sub-exponentially fast in the sample size. On the other hand,
tmˆ1/2 is more robust to estimate the change point when its location is near the boundary,
i.e., tm → 0 and tm → 1 are allowed to maintain the consistency in Theorem 3.4; see our
simulation result in Section 4 for numeric comparisons.
4. Simulation studies
In this section, we perform extensive simulation studies for the size and power of the
proposed bootstrap change point test, as well as the estimation error of the change point
location.
4.1. Setup. We generate i.i.d. ξi in the mean-shifted model (1) from three distributions.
(1) Multivariate Gaussian distribution: ξi ∼ N(0, V ).
(2) Multivariate elliptical t-distribution with degree of freedom ν: ξi ∼ tν(V ) with the
probability density function [38, Chapter 1]
f(x; ν, V ) =
Γ(ν + p)/2
Γ(ν/2)(νpi)p/2 det(V )1/2
(
1 +
x>V −1x
ν
)−(ν+p)/2
.
The covariance matrix of ξi is Σ = ν/(ν − 2)V . In our simulation, we use ν = 6.
(3) Contaminated Gaussian: ξi ∼ ctm-Gaussian(ε, ν, V ) with the probability density
function
f(x; ε, ν, V ) =
1− ε
(2pi)p/2 det(V )1/2
exp
(
−x
>V −1x
2
)
+
ε
(2piν2)p/2 det(V )1/2
exp
(
−x
>V −1x
2ν2
)
.
The covariance matrix of ξi is Σ = [(1 − ε) + εν2]V . In our simulation, we set ε = 0.2
and ν = 2.
We consider three spatial dependence structures of V for each distribution.
(I) Independent: V = Idp, where Idp is the p× p identity matrix.
(II) Strongly dependent (compound symmetry): V = 0.8J+0.2Idp, where J is the p×p
matrix containing all ones.
(III) Moderately dependent (autoregressive): Vij = 0.8
|i−j|.
In all setups, 200 bootstrap samples are drawn for each simulation and all results are
averaged on 1000 simulations.
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4.2. Simulation results. In this section, we report size validity and power of our bootstrap
change point test as well as the error of our CUSUM estimators for change point location.
We fix the sample size n = 500 and vary the dimension p = 10, 300, 600. For the bootstrap
CUSUM test, we set the boundary removal parameter s = 30, 40.
4.2.1. Size of the bootstrap CUSUM test. For each significance level α ∈ (0, 1), we denote
Rˆ(α) as the rate of empirically rejected null hypothesis in 1000 tests. Under H0, we first
compare our bootstrap CUSUM test with two benchmark methods:
(i) bootstrapped log-likelihood ratio test (denoted as logLik) corresponding to log(Λs)
in (3) when p < n, i.e.,
log(Λ∗s) = Z
∗
n(s)
T Σˆ−1Z∗n(s)/2,
where Σˆ is the sample covariance matrix of Xn1 and Z
∗
n(s) is the bootstrap CUSUM
statistic (6);
(ii) the oracle test based on Y¯n, the Gaussian maxima approximation of Tn, with known
covariance matrix.
Table 1 shows the uniform error-in-size, supα∈(0,1) |Rˆ(α)−α|, which reflects the Kolmogorov
distance between distributions of Tn and its bootstrapped analogue T
∗
n : the smaller the uni-
form error-in-size, the closer the ρ∗(Tn, T ∗n). In Table 1, each column corresponds to distri-
bution families with three spatial dependence structures, and each row compares the tests
of logLik (when p < n), our proposed bootstrap method with two choices of s, and the
corresponding benchmark Y¯n for different values of p.
There are several observations we can draw from Table 1. First, our proposed test has much
smaller errors than logLik in the settings p = 10, 300. As the dimension increases, logLik has
deteriorated performance because it involves the inverse of a large covariance estimator Σˆ.
Second, the bootstrap approximation is remarkably accurate as our errors are comparable
with those from corresponding Y¯n in all settings. For p = 600, three example curves of Rˆ(α)
along α are displayed in Figure 1 as a visualization of the size approximation. The rejection
rate Rˆ(α) of our proposed method closely follows the diagonal line in dash (i.e., Rˆ(α) = α for
all α ∈ (0, 1) along the dashed line). In addition, Table 2 provides the empirical Type I error
Rˆ(α) at the significance level α = 0.05. In particular, the empirical Type I errors Rˆ(0.05)
are generally close to the nominal size 0.05 for s = 40. Third, for our proposed bootstrap
test, the greater boundary removal parameter s, the better approximation under H0 (see both
Table 1 and 2). Forth, errors-in-size is usually smaller for the Gaussian distribution than t6
and ctm-Gaussian cases. This is because of one less approximation error from non-Gaussian
CUSUM test statistics Zn(s) to Gaussian analogs Yn(s). Finally, our method is robust to the
spatial dependence structure because the bootstrap version concentrates around the CUSUM
process under the `∞-norm regardless of the coordinate-wise dependency. In many cases,
stronger dependence (II>III>I) is more beneficial for reducing the approximation errors.
Next, we compare with the tests based on the CUSUM statistics in [31] and [21] under
the setting n = 500, p = 600, s = 40. In [31], change point is allowed to occur at different
locations in each coordinate and consistent long-run variance estimators under both test and
bootstrapped statistics are proposed. To avoid simulation issue in estimating the long-run
variance especially in time-series cases, we employ the true variance σˆ2h = σ
2
h in their test
statistic [31, (1.2)] to make our comparison consistent to temporal dependence cases (Section
4.3). When calculating conditional long-run variance in bootstrap, the suggested definition
where multiplier ξ2l = 1 in sˆ
2
h [31, (4.5)] is used for better accuracy from our unreported results.
This modified stronger algorithm is denoted by their test statistic Bn. We also enhanced it
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n = 500
Gaussian t6 ctm-Gaussian
I II III I II III I II III
p = 10
logLik 0.150 0.151 0.159 0.122 0.134 0.124 0.136 0.134 0.124
s = 30 0.034 0.036 0.041 0.048 0.041 0.039 0.036 0.042 0.021
Y¯n 0.037 0.041 0.022 0.030 0.030 0.038 0.035 0.029 0.052
s = 40 0.042 0.034 0.037 0.043 0.037 0.033 0.041 0.042 0.043
Y¯n 0.028 0.041 0.030 0.028 0.053 0.044 0.023 0.033 0.035
p = 300
logLik 0.837 0.835 0.834 0.680 0.669 0.670 0.691 0.679 0.681
s = 30 0.054 0.051 0.050 0.085 0.036 0.049 0.115 0.025 0.065
Y¯n 0.024 0.046 0.039 0.057 0.064 0.066 0.044 0.067 0.036
s = 40 0.046 0.026 0.035 0.058 0.030 0.040 0.057 0.032 0.055
Y¯n 0.033 0.025 0.066 0.060 0.033 0.064 0.045 0.025 0.061
p = 600
s = 30 0.051 0.035 0.048 0.122 0.044 0.088 0.103 0.030 0.096
Y¯n 0.030 0.045 0.049 0.048 0.043 0.068 0.039 0.055 0.051
s = 40 0.060 0.055 0.046 0.083 0.038 0.087 0.079 0.026 0.057
Y¯n 0.041 0.041 0.042 0.041 0.025 0.049 0.034 0.038 0.077
Table 1. Uniform error-in-size supα∈[0,1] |Rˆ(α)−α| under H0 compared with
benchmarks. Scenarios I-III are V = I, V = 0.8J + 0.2I and Vij = 0.8
|i−j|,
respectively.
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Figure 1. Selected setups for comparing Rˆ(α) with α. Here, n = 500, p = 600
and s = 40.
n = 500
Gaussian t6 ctm-Gaussian
I II III I II III I II III
p = 10
s = 30 0.051 0.052 0.051 0.044 0.056 0.034 0.043 0.056 0.052
s = 40 0.046 0.055 0.052 0.045 0.050 0.048 0.054 0.053 0.040
p = 300
s = 30 0.026 0.054 0.039 0.018 0.034 0.018 0.021 0.043 0.027
s = 40 0.045 0.043 0.044 0.024 0.046 0.036 0.026 0.056 0.034
p = 600
s = 30 0.026 0.060 0.027 0.010 0.034 0.020 0.010 0.053 0.019
s = 40 0.031 0.038 0.036 0.020 0.044 0.016 0.015 0.042 0.027
Table 2. Rˆ(0.05): empirical Type I error with nominal level 0.05 for our test.
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to another competitor, denoted as Bn-enhanced, by removing both σˆ
2
h and sˆ
2
h in observation
of the fact that long-run variances for all coordinates are the same in our simulation setting.
The boundary removal parameter is fixed as nt = 40, the long-run variance estimator in Bn is
the estimator used in [31], and the block size was set to be K = 1 in temporal independence
cases. The method in [21] is also implemented (denoted as the test statistic ψ). In addition
to their original test, we also improved their method by removing boundary s = 40 points as
we have shown that it is difficult to approximate the covariance of Zn(s) on the points close
to the boundary of Xn1 . The tuning parameter κ for the ψ test is set as 6.6 suggested in [21].
Similar to Table 1 and 2, uniform error-in-size is shown in Table 3 and empirical Type I error
at α = 0.05 is shown in Table 4. Results of our proposed bootstrap test in Table 1 and 2 are
copied to the last lines of Table 3 and 4, respectively.
We draw the following observations from Table 3 and 4. First, the test ψ in [21] fails
to control the size for Gaussian distribution with non-identity covariance matrix and non-
Gaussian distributions since it relies heavily on the assumption Xi ∼ N(0, σ2Idp). For Xi ∼
N(0, Idp), boundary removal helps reduce the uniform error-in-size for the ψ test. Second,
the test Bn in [31] and Bn-enhanced behave similarly and they are comparable with ours.
However, note that the two Bn tests receive stronger priori that coordinate-wise (long-run)
variances are all equal or assumed known, so we can eliminate some variance estimators
which need to be selected carefully in practice. On the contrary, our proposed method does
not involve such estimators. In Table 4, the test Bn slightly raises more false alarms than 5%
while ours behaves conversely.
n = 500, p = 600
Gaussian t6 ctm-Gaussian
I II III I II III I II III
Bn s = 40 0.073 0.026 0.049 0.101 0.019 0.087 0.083 0.017 0.068
Bn-enhanced s = 40 0.071 0.025 0.063 0.063 0.041 0.068 0.061 0.016 0.067
ψ s = 1 0.368 0.988 0.882 0.990 0.990 0.990 0.990 0.990 0.990
ψ-improved s = 40 0.186 0.959 0.646 0.990 0.990 0.990 0.990 0.987 0.990
Ours s = 40 0.060 0.055 0.046 0.083 0.038 0.087 0.079 0.026 0.057
Table 3. Uniform error-in-size supα∈[0,1] |Rˆ(α)−α| under H0 compared with
[31] (Bn and Bn enhanced) and [21] (ψ and ψ improved).
n = 500, p = 600
Gaussian t6 ctm-Gaussian
I II III I II III I II III
Bn s = 40 0.054 0.073 0.063 0.066 0.060 0.059 0.056 0.057 0.063
Bn enhanced s = 40 0.057 0.065 0.061 0.038 0.052 0.054 0.061 0.059 0.058
ψ s = 1 0.110 0.998 0.923 1 1 1 1 1 1
ψ improved s = 40 0.055 0.973 0.696 1 1 1 1 0.997 1
Ours s = 40 0.031 0.038 0.036 0.020 0.044 0.016 0.015 0.042 0.027
Table 4. Rˆ(0.05): empirical Type I error with nominal level 0.05 for [31] (Bn
and Bn enhanced), [21] (ψ and ψ improved), and ours.
4.2.2. Power of the bootstrap CUSUM test. Under H1 : µ1 = · · · = µm 6= µm+1 = · · · = µn,
we consider the single change point location m at {50, 150, 250} (such that tm = m/n =
1/10, 3/10, 5/10 for n = 500). Two types of the mean-shift signal δn = µm+1 − µm are
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considered: sparse signal where the change occurs only in the first coordinate δn,1 6= 0, and
dense signal where the first 50 coordinates have the same shift magnitude δn,1 = · · · = δn,50 6=
0. To analyze the power underH1, we fixed observation n = 500, dimension p = 600, boundary
removal s = 40, and the significance level α = 0.05.
As in Section 4.2.1, we first compare the power performance of our bootstrap test with
the two benchmark methods (logLik and oracle tests). Since the `∞-norm targets on sparse
alternatives, we only consider the case δn,1 6= 0 for this part. Figure 2 shows the empirical
power curves in the signal strength |δn,1|. The left plot of Figure 2 displays the impact of
change point location to our bootstrap test and the oracle test, where the data follow the
ctm-Gaussian distribution (III) and both tests rejects H0 at α = 0.05. We observe that
the powers monotonically increase along |δn|∞ and eventually reach 1 as |δn,1| gets large
enough. Furthermore, change points close to boundaries are more difficult to detect at the
same signal strength. In addition, note that the power curves of our bootstrap test follows
almost identically to the oracle test. The right plot of Figure 2 displays the power curves of
our method for different distributions and covariance structures. Comparing the diamond-
symboled curves, Gaussianity is indeed helpful for approximation in terms of power. Similar
to the size results in Section 4.2.1, we notice from the solid curves that the stronger spatial
dependence, the greater powers. Complete power results of our method under the sparse
alternative can be found in Table 6 in the Appendix.
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Figure 2. Selected power curves in different setups. Left: our method com-
pared with oracle Y¯n for various tm. Right: investigated data structure effect
where tm = 1/10 fixed. Here, n = 500, p = 600 and s = 40.
Next, we compare our method with [31] and [21]. Two examples for power curves of
those two algorithms are given in Figure 3. Figure 3(a) shows power trends of Bn [31] for
t-distributed data under the sparse alternative when tm = 1/2 and tm = 1/10. The test Bn
performs better when change point is in the middle. But boundary change point (tm = 1/10)
brings it more challenge. Figure 3(b) displays power trends of the original ψ in [21] (s = 1) and
improved ψ (s = 40) for Gaussian distributed data under sparse alternative when tm = 1/2.
It is observed that both ψ tests lose power control when the independent covariance structure
is broken. In addition, all other distributions including t6 and ctm-Gaussian (unreported data
due to space concern) have illegitimate power curves. These results are unsurprising since in
Table 4 we have seen that the ψ test suffers from serious size distortion. For complete power
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values of Bn in all scenarios under sparse H1 and that of ψ in spatially independent Gaussian
scenarios under both sparse and dense H1, we refer to Table 7 and 8 in Appendix.
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(a) Powers of Bn [31] for t6 distribution.
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Figure 3. Power comparison among [21], [31] and ours for sparse alternative.
Here, n = 500, p = 600.
4.2.3. Performance of the location estimators. Now we examine the performance of our lo-
cation estimators tmˆ1/2 and tmˆ0 under sparse alternative where tm = 1/10, 3/10, 5/10. The
performance measure is the root-mean-square error (RMSE). Since distribution influence (tail
thickness and spatial dependence) has already been thoroughly explored, we will only discuss
results in some representative settings.
Figure 4 shows comparison between tmˆ1/2 and tmˆ0 in terms of change point location and
signal size |δn|∞. Figure 4(a) reveals location influence for our two location estimators. First,
locations of change point close to boundary (i.e., tm = 1/10) are harder to estimate as RMSE
are uniformly larger than corresponding RMSE for tm = 5/10. Second, when the change point
is in the middle, RMSE of tmˆ0 is smaller than that of tmˆ1/2 , which agrees with Theorem 3.4
and 3.5. As we mentioned in Section 2.2, for smaller values of θ, Zθ,n(s) assigns less weights
to the boundary points, which is also empirically confirmed by Figure 4(b): tmˆ1/2 is in more
favor of boundary points than tmˆ0 when |δn|∞ = 0, and tmˆ0 slightly leans to the center when
signal (|δn|∞ = 0.842) is not in the middle.
Next, we compare our estimator with [46] and [19]. Denote k as the number of covariates
that have change points, i.e., k = 1 for the sparse alternative and k = 50 for the denser
alternative. In [46], the authors applied existing univariate method to series with change point
signals magnified by projecting the data matrix onto a subspace, which is determined by left
singular vectors of the data matrix that solves a convex optimization problem derived from
the CUSUM transformation. Theoretical analysis of this algorithm requires the data following
a Gaussian distribution. In [19], the proposed estimator is the maximizer of `1-aggregated
CUSUM statistics after threshold. This method is sensitive to threshold tuning parameters,
which is suggested to be selected by bootstrap. Both [46] and [19] allow multiple change
points. In our setting, however, we compare with their versions targeting on single change
point (see R packages InspectChangepoint and hdbinseg). We also include a truncated
version of our location estimator mˆθ = argmaxs6s<n−s|Zθ,n(s)|∞ (cf. Remark 2).
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Figure 4. RMSEs (left) and histograms (right) of tmˆ1/2 and tmˆ0 . Here, n =
500, p = 600.
Figure 5 illustrates contrasts among the three algorithms. Figure 5(a) compares our non-
truncated tmˆ0 with [46] which has no boundary removal. Fixing a change point location
(left RMSE plot for tm = 3/10), the RMSE of method in [46] is large when signal is sparse
and data is non-Gaussian distributed and spatial dependent. However, our tmˆ0 (t6-II) can
identify sparse signal and performs even comparable to their corresponding estimator against
denser signal. Fixing a distribution (right RMSE plot for ctm-Gaussian III), we see that both
methods of [46] and ours have larger RMSE when the change point is closer to the boundary.
Figure 5(b) compares our truncated tmˆ0 with [19] which has similar boundary removal in
their R package. We set s = 40 for both algorithms. Their method works well for the case
of tm = 1/10 as shown in the left of Figure 5(b), and distribution has less effect on [19] than
on [46]. When signal size is 1.5 and larger, our tmˆ0 dominates among solid-symboled curves
that are in the same setting. In the right of Figure 5(b), [19] returns non-monotone RMSEs
when tm = 5/10. This may be due to their searching process failing to discover a change
point (c.f. discovery rate in right plot): large CUSUM values on boundary points may cause
unreasonable thresholding.
To summarize, numerical studies suggest that our estimators are more flexible and stable
under various distribution and spatial dependency circumstances regardless of the location of
change point. The full RMSEs of our method, [46] and [19] are reported in Table 9, 10 and
11 in Appendix.
4.3. Extension to time series: a block multiplier bootstrap. The Gaussian multiplier
bootstrap CUSUM test statistic in (6) and (7) can be extended to a block version where the
temporal dependence can be handled. Since the CUSUM test statistic Zn(s) in (4) can be
re-written as a block sum, we propose a block version of the bootstrap CUSUM test (6) that
can accommodate time series data. Precisely, let M,B be positive integers such that n = MB.
We divide the sample X1, . . . , Xn into B blocks of size M . In particular, for b = 1, . . . , B,
let Lb = {(b− 1)M + 1, . . . , bM} be the b-th block. Then, for s = 1, . . . , n− 1, we can write
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Distribution (left) and location (right) effects are investigated. s = 40 for all
cases.
Figure 5. Comparison of location estimators among [46], [19] and ours. Here,
n = 500, p = 600.
Zn(s) in (4) as
Zn(s) =
√
n− s
ns
B∑
b=1
∑
i∈Lb
Xi1(i 6 s)−
√
s
n(n− s)
B∑
b=1
∑
i∈Lb
Xi1(i > s).
For any α ∈ (0, 1), we reject H0 if the test statistic Tn = maxs6s6n−s |Zn(s)|∞ is larger than a
critical value. Since the distributions of Zn(s) under H0 and H1 for dependent error processes
are different from the i.i.d. errors, we need to accommodate the dependence in calibrating the
distributions of the test statistic Tn. The idea is to modify the Gaussian multiplier bootstrap
Z∗n in (6) and the bootstrap CUSUM test statistic T ∗n in (7) to their block versions. Specifically,
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to approximate the (finite sample) distribution of Tn, we propose a block Gaussian multiplier
bootstrap tailored to the CUSUM statistics setting. Let e1, . . . , eB be i.i.d. standard Gaussian
random variables. Define
Z]n(s) =
√
n− s
ns
B∑
b=1
ebV
−
b (s)−
√
s
n(n− s)
B∑
b=1
ebV
+
b (s),
where
V −b (s) =
∑
i∈Lb
(Xi − X¯−s )1(i 6 s) and V +b (s) =
∑
i∈Lb
(Xi − X¯+s )1(i > s).
Then the distribution of Tn is approximated by its bootstrap analog given by
T ]n = max
s6s6n−s |Z
]
n(s)|∞.
For any α ∈ (0, 1), we reject H0 if Tn > qT ]n|Xn1 (1 − α), where qT ]n|Xn1 (1 − α) = inf{t ∈ R :
P(T ]n 6 t|Xn1 ) > 1 − α} is the (1 − α) conditional quantile of T ]n given Xn1 . Note that if the
block size M = 1 (i.e., B = n), then Z]n(s) = Z∗n(s). Thus the bootstrap CUSUM test statistic
for independent observations is a special case of the block CUSUM test statistic. Generally,
larger M is needed for stronger temporal dependence, while this would reduce the effective
sample size.
We shall study the empirical performance of the block multiplier bootstrap CUSUM test
for ξi generated from a stationary linear process. In particular, we consider the vector au-
toregression of order 1 (denote as VAR(1)):
ξi = Aξi−1 + ηi =
∞∑
k=0
Akηi−k,
where {ηi}i∈Z is a sequence of i.i.d. mean-zero random vectors in Rp and A is a p×p coefficient
matrix. In our simulation, we generate a random matrix A with i.i.d. N(0, 1) entries. To
ensure the stationarity of ξi process, A is normalized such that ‖A‖2 = 1/1.8 < 1. In this
section, we fix n = 500, p = 600, s = 40, and consider different block sizes M = 2, 5, 10, 15.
We first investigate the performance of the modified block Gaussian multiplier bootstrap
CUSUM test, and then compare it with the block bootstrap procedure in [31] with the same
parameters. In Figure 6, the Rˆ(α) curves show similar (and slightly less accurate) behavior as
in temporally independent case. The approximation accuracy also depends on the block size
parameter M (which adjusts for the temporal dependence), in addition to spatial dependence.
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
alpha
Bo
ot
st
ra
p 
ap
pr
ox
im
at
io
n
sizeM=2
sizeM=5
sizeM=10
sizeM=15
Gaussian with Cov=I
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
alpha
Bo
ot
st
ra
p 
ap
pr
ox
im
at
io
n
sizeM=2
sizeM=5
sizeM=10
sizeM=15
T−dist'n with Cov=0.8J+0.2I
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
alpha
Bo
ot
st
ra
p 
ap
pr
ox
im
at
io
n
sizeM=2
sizeM=5
sizeM=10
sizeM=15
ctm−Gaussian with Cov=0.8^|i−j|
Figure 6. Selected plots in comparing bootstrap rejection Rˆ(α) v.s. level α
for our block Gaussian multiplier bootstrap test under H0. Here, n = 500,
p = 600 and s = 40.
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In Figure 7, similar observation can be found for the algorithm in [31]. Since their per-
formance is sensitive to variance estimators, we substitute long-run variance estimator σˆ2h by
its theoretical value σ2h, h = 1, · · · , p, the h-th diagonal element of Σ(0) +
∑∞
l=1A
lΣ(0) +
Σ(0)
∑∞
l=1(A
T )l where Σ(0) =
∑∞
l=0A
lΣ(AT )l is the lag-0 auto-covariance of {Xi}. And
ξ2l = 1 is used in sˆ
2
h, the conditional variance estimator in bootstrap. The size approxima-
tion is accurate under spatial independent scenarios V = Idp, while larger block size M is
suggested when V = 0.8J + 0.2Idp. Note that, we primarily compare the performances of
bootstrap testing instead of estimation of σˆ2h that is an influential factor in practice.
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(a) Gaussian distributed ηi.
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Figure 7. Selected Rˆ(α) plots for block-wise bootstrap testing in [31] under
H0. Here, n = 500, p = 600, s = 40, σˆ
2
h = σ
2
h and ξl = 1 is used in conditional
long-run variance estimators sˆ2h in bootstrap.
We also examine our location estimators for the temporal dependence case, and compare
with [46] and [19]. Figure 8 provides RMSE curves of the three algorithms for ctm-Gaussian
data with spatial dependence (III). Similar conclusions can be drawn as in temporal indepen-
dence case. The full RMSEs of our method, [46], and [19] are reported in Table 9, 10 and 11
in Appendix.
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Figure 8. RMSEs v.s. signal size |δn|∞ for our algorithm (left), [46] (middle)
and [19] (right). Here, n = 500, p = 600 and data are from ctm-Gaussian
distribution with covariance Vi,j = 0.8
|i−j|.
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5. Real data application
We apply the proposed change point bootstrap test and location estimator to stock return
data available from https://finance.yahoo.com. The data set contains the daily closing
prices for p = 444 stocks from the S&P500 index during the period between Aug-27-2007 to
Aug-24-2009. Thus there are n = 503 time points. The daily closing prices are transformed
to the log-scale due to its multiplicative nature. We set boundary removal s = b0.05nc = 25,
bootstrap repeats B = 200, and try the block sizes M = 1, 2, 5, 10. Table 5 shows the
(conditional) quantiles of the bootstrapped CUSUM test statistics for different block sizes. In
particular, our CUSUM test statistic returns the value Tn = 38.699, while the 99%-quantile
of bootstrapped CUSUM test statistic for M = 10 is 8.861. Therefore, the null hypothesis H0
with no change-point is rejected. In addition, mˆ1/2 = 265 indicates that there was an abrupt
change before and after Sep-12-2008, the last trading day before bankruptcy declaration of
Lehman Brothers Holdings Inc. on Sep-15-2008. We also plot in Figure 9 for the top 5 stocks
with the largest change point signal size on Sep-12-2008.
M = 1 M = 2 M = 5 M = 10
q0.90 2.350 3.380 5.219 6.981
q0.95 2.470 3.860 5.464 7.327
q0.99 2.782 4.580 5.746 8.861
Table 5. Quantiles of bootstrapped statistics.
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Figure 9. Selected stock trends.
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Appendix
This Appendix contains the proofs and additional simulation results of the main paper.
Appendix A. Proofs
In this section, we prove the main results in Section 3. We first present a useful maximal
inequality for weighted partial sums of independent and centered random vectors.
Lemma A.1 (Talagrand’s inequality for weighted partial sums of independent and centered
random vectors). Let X1, . . . , Xn be independent and centered random vectors in Rp and
{ais}ni,s=1 be an n× n matrix of real numbers. Define
Wn,sj =
n∑
i=1
aisXij , Zn = max
16s6n
max
16j6p
|Wn,sj |,
M = max
16s,i6n
max
16j6p
|aisXij |, σ2 = max
16s6n
max
16j6p
n∑
i=1
a2isE(X
2
ij).
(i) Let β ∈ (0, 1] and suppose that ‖Xij‖ψβ < ∞ for all i = 1, . . . , n and j = 1, . . . , p. Then,
∀η ∈ (0, 1], there exists a constant C > 0 depending only on β and η such that we have for
t > 0
P(Zn > (1 + η)E[Zn] + t) 6 exp
(
− t
2
3σ2
)
+ 3 exp
−
(
t
C‖M‖ψβ
)β . (22)
(ii) Let s > 1 and suppose that E|Xij |s < ∞ for all i = 1, . . . , n and j = 1, . . . , p. Then,
∀η ∈ (0, 1], there exists a constant C > 0 depending only on s and η such that we have for
t > 0
P(Zn > (1 + η)E[Zn] + t) 6 exp
(
− t
2
3σ2
)
+ C
E[M s]
ts
. (23)
Proof of Theorem 3.1. Suppose that H0 is true. We may assume log
7(np) 6 s for otherwise
(10) and (11) trivially hold by choosing the constant C > 0 large enough therein. For
s = 1, . . . , n− 1, let
ais =

√
n−s
ns if 1 6 i 6 s
−
√
s
n(n−s) if s+ 1 6 i 6 n
(24)
and as = (a1s, . . . , ans)
>. Denote X = (X1, . . . , Xn) as the p × n data matrix and A =
(as, . . . ,an−s). Then we can write
Zn(s) =
n∑
i=1
aisXi = Xas. (25)
Since E[Zn(s)] = 0 under H0, without loss of generality, we may assume µi ≡ 0. Note that,
for any 1 6 s 6 s′ 6 n− 1, we have
Cov(Zn(s), Zn(s
′)) =
n∑
i=1
aisais′Σ = Σ
√
s(n− s′)
s′(n− s) .
Step 1: Gaussian approximation for CUSUM statistic. Let
Zn = (Zn(s), . . . , Zn(n− s)) = X(as, . . . ,an−s) = XA
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be the CUSUM transformation of X. Let vec(Zn) be the column stacked version of Zn, i.e.
vec(Zn) = (Zn(s)
>, . . . , Zn(n − s)>)> is the [(n − 2s + 1)p] × 1 vector associated with Zn.
Then we can write
vec(Zn) = vec(XA) = (A
> ⊗ Ip)vec(X),
where ⊗ is the Kronecker product of two matrices. Since E[vec(X)] = 0 and Cov(vec(X)) = Γ,
where Γ is the block diagonal matrix of size (pn)×(pn) with Σ being the diagonal sub-matrices,
we have E[vec(Zn)] = 0 and Cov(vec(Zn)) = (A
> ⊗ Ip)Γ(A⊗ Ip). Let
Yn ∼ N(0, (A> ⊗ Ip)Γ(A⊗ Ip)). (26)
be a joint mean-zero Gaussian random vector in R(n−2s+1)p with the same covariance matrix
as vec(Zn). Denote Y¯n = |Yn|∞. Since Cov(Zn(s)) = Σ for all s = 1, . . . , n−1, it follows from
(A) that Var(Znj(s)) > b for all 1 6 j 6 p and s 6 s 6 n− s. Since 1 6 s 6 n/2, we have
n∑
i=1
|ais|3 =
√
n
s(n− s) −
2
n
√
s(n− s)
n
6
√
n
s(n− s) 6
√
2
s
,
n∑
i=1
|ais|4 = n
s(n− s) −
3
n
6 n
s(n− s) 6
2
s
.
Set Bn = (2b¯
2s−1n)1/2. By assumption (B), we have for ` = 1, 2,
n−1
n∑
i=1
|n1/2ais|2+`E|Xij |2+` 6 B`n.
Note that s1/2|ais| 6 1 for all s = s, . . . , n− s.
Part (i). If (C) holds, then we have
E
[
exp
(
n1/2|ais||Xij |/Bn
)]
6 E
[
exp
(
s1/2|ais||Xij |/b¯
)]
6 2.
By [18, Proposition 2.1], there exists a constant C1 > 0 depending only on b and b¯ such that
ρ(Tn, Y¯n) 6 C(b)
(
B2n log
7(pn)
n
)1/6
6 C1$1,n. (27)
Part (ii). If (D) holds, then we have
E
{
max
16j6p
max
s6s6n−s(|n
1/2ais||Xij |/Bn)q
}
6
[
s1/2( max
s6s6n−s |ais|)
]q
E
[
max
16j6p
(|Xij |/b¯)q
]
6 1
for all i = 1, . . . , n. By [18, Proposition 2.1], there exists a constant C1 > 0 depending only
on b, b¯, q such that
ρ(Tn, Y¯n) 6 C(b, q)
{(
B2n log
7(pn)
n
)1/6
+
(
B2n log
3(pn)
n1−2/q
)1/3}
6 C1{$1,n +$2,n}. (28)
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Step 2: Gaussian comparison for Y¯n and bootstrap CUSUM statistic T
∗
n . Let
Sˆ−n,s =
1
s
s∑
i=1
(Xi − X¯−s )(Xi − X¯−s )>,
Sˆ+n,s =
1
n− s
n∑
i=s+1
(Xi − X¯+s )(Xi − X¯+s )>,
(29)
be the sample covariance matrices based on the left and right observations at s, respectively.
Then
Z∗n(s)|Xn1 ∼ N
(
0,
n− s
n
Sˆ−n,s +
s
n
Sˆ+n,s
)
.
Let
a∗is =

√
n−s
ns (Xi − X¯−s ) if 1 6 i 6 s
−
√
s
n(n−s)(Xi − X¯+s ) if s+ 1 6 i 6 n
and A∗s = (a∗1s, . . . ,a∗ns). Let e = (e1, . . . , en)>. Then we can write
Z∗n(s) =
n∑
i=1
a∗isei = A
∗
se.
Let
Z∗n =
 Z
∗
n(s)
...
Z∗n(n− s)
 =
 A
∗
se
...
A∗n−se
 =
 A
∗
s
...
A∗n−s
 e := A∗e.
Since e ∼ N(0, Idn), it follows that Z∗n|Xn1 ∼ N(0,A∗A∗>). Next, we compute an explicit
expression for the covariance matrix of Z∗n given Xn1 . Some routine algebra show that for any
s 6 s 6 s′ 6 n− s,
Cov(Z∗n(s), Z
∗
n(s
′)|Xn1 ) = Σ
√
s(n− s′)
s′(n− s) +
R1
n
√
(n− s)(n− s′)
ss′
+
R2
n
√
s(n− s′)
s′(n− s)
+
R3
n
√
s(n− s′)
s′(n− s) +
R4
n
√
ss′
(n− s)(n− s′) −
R5
n
√
s(n− s′)
s′(n− s) ,
where R1 =
∑s
i=1[(Xi − X¯−s )(Xi − X¯−s′ )> − Σ], R2 =
∑s
i=1[(Xi − X¯+s )(Xi − X¯−s′ )> − Σ],
R3 =
∑n
i=s′+1[(Xi − X¯+s )(Xi − X¯−s′ )> − Σ], R4 =
∑n
i=s′+1[(Xi − X¯+s )(Xi − X¯+s′ )> − Σ], and
R5 =
∑n
i=1[(Xi − X¯+s )(Xi − X¯−s′ )> − Σ]. Let
∆ˆ1 = max
s6s6n−s
∣∣∣∣∣1s
s∑
i=1
(XiX
>
i − Σ)
∣∣∣∣∣
∞
, ∆ˆ3 = max
s6s6n−s |X¯
−
s |∞,
∆ˆ2 = max
s6s6n−s
∣∣∣∣∣ 1n− s
n∑
i=s+1
(XiX
>
i − Σ)
∣∣∣∣∣
∞
, ∆ˆ4 = max
s6s6n−s |X¯
+
s |∞.
(30)
Then there exists a universal constant K1 > 0 such that
|Cov(Z∗n|Xn1 )− Cov(Yn)|∞ 6 K1∆ˆ,
where
∆ˆ = max{∆ˆ1, ∆ˆ2}+ max{∆ˆ23, ∆ˆ24}. (31)
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Let ∆¯ be a positive real number and E = {∆ˆ 6 ∆¯}. By [14, Lemma C.1], there exists a
constant C2 > 0 depending only on b such that on the event E, we have
ρ∗(Y¯n, Z¯∗n) 6 C2∆¯1/3 log2/3(np).
Part (i). If (C) holds, then we choose
∆¯ = C3s
−1/2 log3/2(np) (32)
for some large enough constant C3 := C3(b, b¯,K) > 0. By Lemma A.2, we have P(E) > 1−γ.
Then there exists a constant C4 := C4(b, b¯,K) > 0 such that
ρ∗(Y¯n, Z¯∗n) 6 C4$1,n. (33)
holds with probability at least 1− γ. Combining (27) and (33), we obtain (10).
Part (ii). If (D) holds, then we choose
∆¯ = C5{s−1/2 log1/2(np) + γ−2/qs−1n2/q log(np)} (34)
for some large enough constant C5 := C5(b, b¯,K, q) > 0. By Lemma A.2, we have P(E) > 1−γ.
Then there exists a constant C6 := C6(b, b¯,K, q) > 0 such that
ρ∗(Y¯n, Z¯∗n) 6 C6{$1,n +$2,n}. (35)
holds with probability at least 1− γ. Combining (28) and (35), we obtain (11). 
Lemma A.2 (Bound on max16i64 ∆ˆi). Suppose H0 is true and assume (A) and (B) hold.
Let γ ∈ (0, e−1) and suppose that log(γ−1) 6 K log(pn) for some constant K > 0. Let
∆ˆi, i = 1, . . . , 4 be defined in (30).
(i) If (C) holds and log5(np) 6 s, then there exists a constant C > 0 depending only on b¯, K
such that
P( max
16i64
∆ˆi 6 Cs−1/2 log3/2(np)) > 1− γ.
(ii) If (D) holds with q > 4, then there exists a constant C > 0 depending only on b¯, K, q such
that
P( max
16i64
∆ˆi 6 C{s−1/2 log3/2(np) + γ−2/qs−1n2/q log(np)}) > 1− γ.
Proof of Corollary 3.2. Under H0, we write P = P0. Let Yn be a joint Gaussian random
vector defined in (26) and Y¯n = |Yn|∞. Let ρ	(α) = P({Tn 6 qT ∗n |Xn1 (α)} 	 {Tn 6 qY¯n(α)})
and A	B = (A \B)∪ (B \A) be the symmetric difference of two events A and B. Note that
|P(Tn 6 qT ∗n |Xn1 (α))− α| 6 |P(Tn 6 qT ∗n |Xn1 (α))− P(Tn 6 qY¯n(α))|+ ρ(Tn, Y¯n)
6 P({Tn 6 qT ∗n |Xn1 (α)} 	 {Tn 6 qY¯n(α)}) + ρ(Tn, Y¯n)
= ρ	(α) + ρ(Tn, Y¯n).
By [14, Lemma C.3], there exists a constant C > 0 only depending on b such that for any real
number ∆¯ > 0, we have
ρ	(α) 6 2[ρ(Tn, Y¯n) + C∆¯1/3 log2/3(np) + P(∆ˆ > ∆¯)],
where ∆ˆ is defined in (31).
Part (i). Assume (C) and choose ∆¯ in (32). By Lemma A.2, we have P(∆ˆ > ∆¯) < γ/2.
Combining with (27), we get (12). Uniform convergence of P(Tn 6 qT ∗n |Xn1 (α)) to α follows
by choosing γ = n−1.
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Part (ii). Assume (D) and choose ∆¯ in (34). By Lemma A.2, we have P(∆ˆ > ∆¯) < γ/2.
Combining with (28), we get (13). Uniform convergence of P(Tn 6 qT ∗n |Xn1 (α)) to α follows
by choosing γ = [log(np)]−qε/2. 
Proof of Theorem 3.3. Under H1, without loss of generality, we may assume µ = 0. Then
ξi =
{
Xi, if 1 6 i 6 m
Xi − δn, if m+ 1 6 i 6 n . (36)
Observe that the CUSUM statistic (computed on X1, . . . , Xn) in (4) can be written as
Zn(s) = Z
ξ
n(s) + ∆s,
where
Zξn(s) =
√
s(n− s)
n
{
1
s
s∑
i=1
ξi − 1
n− s
n∑
i=s+1
ξi
}
and
∆s =
 −
√
s
n(n−s)(n−m)δn, if 1 6 s 6 m
−
√
n−s
ns mδn, if m+ 1 6 s 6 n
(37)
is the mean shift. Note that |∆s|∞ reaches its maximum at s = m, i.e.,
max
s6s6n−s |∆s|∞ = max16s6n |∆s|∞ = |∆m|∞ =
√
m(n−m)
n
|δn|∞ := ∆˜.
Let T˜n = maxs6s6n−s |Zξn(s)|∞. Then we have
Tn = max
s6s6n−s |Zn(s)|∞ = maxs6s6n−s |Z
ξ
n(s) + ∆s|∞ > ∆˜− T˜n,
from which it follows that the type II error of our bootstrap test obeys
Type II error = P(Tn 6 qT ∗n |Xn1 (1− α)|H1) 6 P(T˜n > ∆˜− qT ∗n |Xn1 (1− α)|H1). (38)
Let βn ∈ (0, 1) and ∆ˆ := ∆ˆ(Xn1 ) = qT ∗n |Xn1 (1 − α) + qT˜n(1 − βn). Clearly, ∆ˆ is a random
quantity that is σ(X1, . . . , Xn)-measurable. Then,
P(T˜n > ∆˜− qT ∗n |Xn1 (1− α)|H1) 6 P(T˜n > ∆ˆ− qT ∗n |Xn1 (1− α)|H1) + P(∆ˆ > ∆˜|H1)
6 βn + P(∆ˆ > ∆˜|H1). (39)
Observe that the distribution of T˜n does not depend on δn. Hence, T˜n has the same distribu-
tions as Tn under H0.
Part (i). Assume (C). Let Yn ∼ N(0, (A> ⊗ Ip)Γ(A ⊗ Ip)) be a joint mean-zero Gaussian
random vector in R(n−2s+1)p, where A is defined in (24). Denote Y¯n = |Yn|∞. By the Gaussian
approximation (27), there exists a constant C1 := C1(b, b¯,K) > 0 such that
P(T˜n > t) 6 P(Y¯n > t) + C1$1,n
holds for all t ∈ R. By [43, Lemma 2.2.2], ‖Y¯n‖ψ2 6 C2 log1/2(np), where C2 > 0 is a constant
depending only on b¯. So we have ∀t > 0,
P(Y¯n > t) 6 2 exp[−(t/‖Y¯n‖ψ2)2] 6 2 exp[−C−22 log−1(np)t2].
Choosing t = C3[log(ζ
−1) log(np)]1/2 for some large enough constant C3 > 0, we get P(Y¯n >
t) 6 2ζC23/C22 6 2ζ. Now, take βn = C1$1,n + 2ζ. Since qT˜n(1−βn) = inf{t ∈ R : P(T˜n > t) <
βn}, we deduce that
qT˜n(1− βn) 6 C3[log(ζ−1) log(np)]1/2. (40)
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Next, we deal with qT ∗n |Xn1 (1 − α). Recall that Sˆ−n,s and Sˆ+n,s are defined in (29). By the
Bonferroni inequality, we have
P( max
s6s6n−s |Z
∗
n(s)|∞ > t|Xn1 ) 6 2np[1− Φ(t/ψ¯)],
where
ψ¯2 = max
s6s6n−s max16j6p
{
n− s
n
Sˆ−n,s,jj +
s
n
Sˆ+n,s,jj
}
,
and Sˆ−n,s,jj , Sˆ
+
n,s,jj are the (j, j)-th diagonal entry of Sˆ
−
n,s, Sˆ
+
n,s respectively. Then it follows
that there exists a universal constant K1 > 0 such that
qT ∗n |Xn1 (1− α) 6 ψ¯Φ−1(1− α/(2np)).
Next, we bound the quantiles tn,α := Φ
−1(1 − α/(2np)). Recall that n > 4, p > 3, and
α ∈ (0, 1). Since Φ−1(·) is a strictly increasing function, we have tn,α > Φ−1(23/24) > 1.73.
By the standard Gaussian tail bound 1− Φ(x) < φ(x)/x for all x > 0, we deduce that
α
2np
= 1− Φ(tn,α) < φ(tn,α)
tn,α
< 0.25 exp
(
− t
2
n,α
2
)
.
Therefore, tn,α <
√
2 log(np/(2α)) and
qT ∗n |Xn1 (1− α) 6 K1ψ¯ log1/2(np/α) (41)
for some universal constant K1 > 0. Define
Sˆξ,−n,s =
1
s
s∑
i=1
(ξi − ξ¯−s )(ξi − ξ¯−s )>,
Sˆξ,+n,s =
1
n− s
n∑
i=s+1
(ξi − ξ¯+s )(ξi − ξ¯+s )>,
where ξ¯−s = s−1
∑s
i=1 ξi and ξ¯
+
s = (n− s)−1
∑n
i=s+1 ξi. By Lemma A.3, we have
ψ¯2 6 2 max
s6s6n−s max16j6p
{
n− s
n
Sˆξ,−n,s,jj +
s
n
Sˆξ,+n,s,jj
}
+ 4|δn|2∞.
Since
max
s6s6n−s max16j6p
n− s
n
Sˆξ,−n,s,jj 6 max16j6pΣjj + maxs6s6n−s max16j6p
∣∣∣∣∣1s
s∑
i=1
(ξ2ij − Σjj)
∣∣∣∣∣+ maxs6s6n−s max16j6p ∣∣∣ξ¯−sj∣∣∣2 ,
it follows from Lemma A.2 that there exists a constant C4 > 0 depending only on b¯, K such
that
P
(
max
s6s6n−s max16j6p
∣∣∣∣∣
s∑
i=1
1
s
(ξ2ij − Σjj)
∣∣∣∣∣ > C4s−1/2 log3/2(np)
)
6 γ/4
and the same probability bound holds for maxs6s6n−s max16j6p |ξ¯−sj |2. Combining with (41),
we deduce that there exists a constant C5 > 0 depending only on b¯, K such that
P
(
qT ∗n |Xn1 (1− α) > C5 max{|δn|∞, 1} log1/2(np/α)
)
6 γ.
Then (15) follows from the last inequality together with (14), (39), and (40).
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Part (ii). Assume (D). By the Gaussian approximation (28), there exists a constant C1 :=
C1(b, b¯,K, q) > 0 such that
P(T˜n > t) 6 P(Y¯n > t) + C1{$1,n +$2,n}
holds for all t ∈ R. By the same argument as in Part (i), we have (41) and (40) hold with
βn = C1{$1,n + $2,n} + 2ζ. By Lemma A.2, there exists a constant C2 > 0 depending only
on b¯, K, q such that
P
(
max
s6s6n−s max16j6p
∣∣∣∣∣
s∑
i=1
1
s
(ξ2ij − Σjj)
∣∣∣∣∣ > C2{s−1/2 log1/2(np) + γ−2/qs−1n2/q log(np)}
)
6 γ/4
and the same probability bound holds for maxs6s6n−s max16j6p |ξ¯−sj |2. Then the rest of the
proof follows similar lines as in Part (i). 
Lemma A.3 (Bound on ψ¯). Assume that X1, . . . , Xn are independent random vectors that
are generated from the model (1). Then we have
ψ¯2 6 2 max
s6s6n−s max16j6p
{
n− s
n
Sˆξ,−n,s,jj +
s
n
Sˆξ,+n,s,jj
}
+ 4|δn|2∞. (42)
Proof of Theorem 3.4. In this proof, we use K1,K2, . . . to denote universal constants. Note
that E[Zn(s)] = ∆s, where ∆s is defined in (37). Therefore, |E[Zn(·)]|∞ reaches its maximum
at m and we have
|E[Zn(m)]|∞ − |E[Zn(s)]|∞ =

√
m(n−m)
n
(
1−
√
s(n−m)
m(n−s)
)
|δn|∞, if 1 6 s 6 m√
m(n−m)
n
(
1−
√
m(n−s)
s(n−m)
)
|δn|∞, if m < s 6 n
.
If 1 6 s 6 m, then
1−
√
s(n−m)
m(n− s) =
(
√
m(n− s)−√s(n−m))(√m(n− s) +√s(n−m))√
m(n− s)(√m(n− s) +√s(n−m))
=
n(m− s)
m(n− s) +√m(n−m)s(n− s)
> n(m− s)
mn+ n2
√
m(n−m)
> m− s√
m(
√
m+
√
n−m) .
So we get√
m(n−m)
n
(
1−
√
s(n−m)
m(n− s)
)
|δn|∞ >
√
m(n−m)
n
m− s√
m(
√
m+
√
n−m) |δn|∞
=
√
n
√
1− tm√
tm +
√
1− tm
(tm − ts)|δn|∞.
Likewise, if m < s 6 n, then
1−
√
m(n− s)
s(n−m) >
s−m√
n−m(√m+√n−m)
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and √
m(n−m)
n
(
1−
√
m(n− s)
s(n−m)
)
|δn|∞ >
√
n
√
tm√
tm +
√
1− tm
(ts − tm)|δn|∞.
Hence, for any 1 6 s 6 n, we have
|E[Zn(m)]|∞ − |E[Zn(s)]|∞ >
√
n
√
tm ∧
√
1− tm√
tm +
√
1− tm
|tm − ts||δn|∞. (43)
By the triangle inequality,
|Zn(s)|∞ − |Zn(m)|∞ 6 |Zn(s)− E[Zn(s)]|∞ + |E[Zn(s)]|∞
+|Zn(m)− E[Zn(m)]|∞ − |E[Zn(m)]|∞
6 2 max
16s6n
|Zn(s)− EZn(s)|∞ + |E[Zn(s)]|∞ − |E[Zn(m)]|∞.
Combining the last inequality with (43) and using
√
tm +
√
1− tm 6
√
2, we get√
n
2
(
√
tm ∧
√
1− tm)|tm − ts||δn|∞ 6 2 max
16s6n
|Zn(s)− E[Zn(s)]|∞ + |Zn(m)|∞ − |Zn(s)|∞.
Replacing s by mˆ1/2 and noticing that |Zn(m)|∞ 6 |Zn(mˆ1/2)|∞, we obtain that
|tm − tmˆ1/2 | 6
2
√
2 max16s6n |Zn(s)− E[Zn(s)]|∞√
n(
√
tm ∧
√
1− tm)|δn|∞
62
√
2 max16s6n |Zn(s)− E[Zn(s)]|∞√
ntm(1− tm)|δn|∞
, (44)
where the last step follows from the inequality t(1 − t) 6 t ∧ (1 − t) 6 2t(1 − t) for all
t ∈ [0, 1]. Next, we bound max16s6n |Zn(s) − E[Zn(s)]|∞. Recall that Zn(s) − E[Zn(s)] =∑n
i=1 ais(Xi − µi), where ais is defined in (24).
Part (i). Assume (C). By [1, Theorem 4], we have ∀t > 0,
P( max
16s6n
|Zn(s)− E[Zn(s)]|∞ > 2E[ max
16s6n
|Zn(s)− E[Zn(s)]|∞] + t)
6 exp
(
− t
2
3τ2
)
+ 3 exp
(
− t
K1‖M‖ψ1
)
, (45)
where
τ2 = max
16s6n
max
16j6p
n∑
i=1
a2isE(Xij − µij)2,
M = max
16i,s6n
max
16j6p
|ais(Xij − µij)|.
Since
∑n
i=1 a
2
is = 1, we have τ
2 6 b¯. Since max16i,s6n |ais| 6 1, by [43, Lemma 2.2.2], we have
‖M‖2 6 2‖M‖ψ1 6 2b¯ log(np). By [18, Lemma E.1], we have
E[ max
16s6n
|Zn(s)− E[Zn(s)]|∞] 6 K2{τ log1/2(np) + ‖M‖2 log(np)}. (46)
Choosing t = K3b¯ log(np) log(γ
−1) in (45) for some large enough universal constant K3 > 0,
we deduce that there exists a constant C := C(b¯, K) > 0 such that
P( max
16s6n
|Zn(s)− E[Zn(s)]|∞ > C log2(np)) 6 2γ.
Combining the last inequality with (44), we obtain (18).
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Part (ii). Assume (D) with q > 2. By [2, Theorem 2], we have ∀t > 0,
P( max
16s6n
|Zn(s)− E[Zn(s)]|∞ > 2E[ max
16s6n
|Zn(s)− E[Zn(s)]|∞] + t)
6 exp
(
− t
2
3τ2
)
+ C(q)
E[M q]
tq
, (47)
where τ2 and M have the same definitions as in Part (i). By [43, Lemma 2.2.2], we have
‖M‖2 6 ‖M‖q 6 n1/q b¯. Note that τ2 6 b¯ and E[max16s6n |Zn(s) − E[Zn(s)]|∞] obeys the
bound in (46). Hence, choosing t = C(q){b¯1/2 log(γ−1) + n1/q b¯1/qγ−1/q} in (47), we get
P
(
max
16s6n
|Zn(s)− E[Zn(s)]|∞ > C(q)n1/q(log(np) + γ−1/q)
)
6 2 log−q(np).
Combining the last inequality with (44), we obtain (19). 
Proof of Theorem 3.5. Without loss of generality, we may assume δnj 6 0 for all 1 6 j 6 p.
In addition, we may assume that
δn 
log2(np)
n1/2
(48)
in Part (i), and
δn 
log1/2(np)
n1/2
∨ log(np)
γ1/qn1/2−1/q
(49)
in Part (ii), because otherwise (20) and (21) trivially hold by choosing the constant C > 0
large enough. Denote h(tm) = tm ∧ (1− tm). To simplify the notation, we write
Z˜n(s) := Z0,n(s) =
s∑
i=1
Xi − s
n
n∑
i=1
Xi =
√
s(n− s)
n
Zn(s),
where Zn(s) is defined in (4), and m˜ = mˆ0. Let j
∗ be an index in {1, . . . , p} such that
max16j6p Z˜nj(m) = Z˜nj∗(m). It is clear that j∗ is a random variable depending on m. By
Lemma A.4, Z˜nj∗(m) = max16j6p |Z˜nj(m)| > 0 holds with probability greater than 1− γ/36.
For r > 1, observe that
{|tm˜ − tm| > r/n}
⊂{m˜−m > r}∪ {m˜−m < −(r − 1)}
⊂{ max
s6m+r
|Z˜n(s)|∞ < |Z˜n(m˜)|∞}∪ { max
s6m−(r−1)
|Z˜n(s)|∞ = |Z˜n(m˜)|∞}
⊂{ max
s>m+r
|Z˜n(s)|∞ > |Z˜n(m)|∞}∪ { max
s6m−(r−1)
|Z˜n(s)|∞ > |Z˜n(m)|∞}.
Thus we have P(|tm˜ − tm| > r/n) 6 I + II, where
I =P
(
max
s>m+r
|Z˜n(s)|∞ > |Z˜n(m)|∞
)
6 P
(
max
s>m+r
|Z˜n(s)|∞ > Z˜nj∗(m)
)
,
II =P
(
max
s6m−(r−1)
|Z˜n(s)|∞ > |Z˜n(m)|∞
)
6 P
(
max
s6m−(r−1)
|Z˜n(s)|∞ > Z˜nj∗(m)
)
.
Because of the symmetry, we only deal with I since II obeys the same bound. Let
r =
 C(b¯, K, c1, c2)
log4(np)
δ2n
in Part (i)
C(b¯, K, q, c1, c2)
log(np)
δ2n
max
{
1, n
2/q log(np)
γ2/q
}
in Part (ii)
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and G be the event where maxs>m+r |Z˜n(s)|∞ is attained at the coordinates of j ∈ S, i.e.,
G =
{
max
s>m+r
max
16j6p
∣∣∣Z˜nj(s)∣∣∣ = max
s>m+r
max
j∈S
∣∣∣Z˜nj(s)∣∣∣} . (50)
By Lemma A.4, P(G) > 1 − γ/18. From now on, our analysis will be restricted to events G
and Z˜nj∗(m) > 0, where the union event holds for probability greater than 1 − γ/12. Note
that |x| > y > 0 implies that either x− y > 0 or x+ y 6 0. Then we have
I 6P
(
max
s>m+r
max
j∈S
|Z˜n(s)|∞ > Z˜nj∗(m)
)
+ γ/12
6P
(∪s>m+r∪j∈S {Z˜nj(s)− Z˜nj∗(m) > 0})
+ P
(∪s>m+r∪j∈S {Z˜nj(s) + Z˜nj∗(m) 6 0})+ γ/12
6P
(
max
s>m+r
[
max
j∈S
Z˜nj(s)−max
j∈S
Z˜nj(m)
]
> 0
)
+ P
(
min
s>m+r
[
min
j∈S
Z˜nj(s) + max
j∈S
Z˜nj(m)
]
6 0
)
+ γ/12
:=III + IV + γ/12.
Since maxi ai − maxi bi 6 maxi(ai − bi) and mini ai − mini bi > mini(ai − bi) hold for any
sequences {ai} and {bi}, we have
III 6P
(
max
s>m+r
max
j∈S
[
Z˜nj(s)− Z˜nj(m)
]
> 0
)
,
IV 6P
(
min
s>m+r
min
j∈S
[
Z˜nj(s) + Z˜nj(m)
]
6 0
)
.
For each s > m+ r and j = 1, . . . , p, since Z˜nj(s)− Z˜nj(m) > 0 if and only if
Z˜nj(s)− E[Z˜nj(s)]− Z˜nj(m) + E[Z˜nj(m)]
> E[Z˜nj(m)]− E[Z˜nj(s)] = −s−m
n
mδnj .
Since ξi = Xi − E(Xi) and δnj 6 0 for all 1 6 j 6 p, we have
{
Z˜nj(s)− Z˜nj(m) > 0
}
⊂
{∣∣∣∣∣
s∑
i=m+1
ξij − s−m
n
n∑
i=1
ξij
∣∣∣∣∣ > (s−m)h(tm)|δnj |
}
⊂
{∣∣∣∣∣
s∑
i=m+1
ξij
∣∣∣∣∣ > 12(s−m)h(tm)|δnj |
}
∪
{
1
n
∣∣∣∣∣
n∑
i=1
ξij
∣∣∣∣∣ > 12h(tm)|δnj |
}
.
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Then we have III 6 V + V I, where
V =P
(
max
s>m+r
max
j∈S
∣∣∣∣∣ 1s−m
s∑
i=m+1
ξij
∣∣∣∣∣ > h(tm)2 δn
)
6P
(
max
r6s′6n−m
max
j∈S
∣∣∣∣∣ 1s′
s′∑
i=1
ξij
∣∣∣∣∣ > h(tm)2 δn
)
, (51)
V I =P
(
max
j∈S
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣ > h(tm)2 δn
)
. (52)
Here the second inequality for bounding V is due to ξ1, . . . , ξn are i.i.d. Similarly, for each
s > m+ r and j = 1, . . . , p, −Z˜nj(s)− Z˜nj(m) > 0 if and only if
−Z˜nj(s) + E[Z˜nj(s)]− Z˜nj(m) + E[Z˜nj(m)]
> E[Z˜nj(m)] + E[Z˜nj(s)] = −2n− s−m
n
mδnj .
Then we have{
−Z˜nj(s)− Z˜nj(m) > 0
}
⊂
{∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣ > h(tm)2 |δnj |
}
∪
{
1
2n− s−m
∣∣∣∣∣
n∑
i=m+1
ξij +
n∑
i=s+1
ξij
∣∣∣∣∣ > h(tm)2 |δnj |
}
.
Since (2n− s−m)−1 6 (n−m)−1, we have{
1
2n− s−m
∣∣∣∣∣
n∑
i=m+1
ξij +
n∑
i=s+1
ξij
∣∣∣∣∣ > h(tm)2 |δnj |
}
⊂
{
1
n−m
∣∣∣∣∣
n∑
i=m+1
ξij
∣∣∣∣∣ > h(tm)4 |δnj |
}
∪
{
1
n−m
∣∣∣∣∣
n∑
i=s+1
ξij
∣∣∣∣∣ > h(tm)4 |δnj |
}
.
Then we obtain that
IV = P
(
max
s>m+r
max
j∈S
[
−Z˜nj(s)− Z˜nj(m)
]
> 0
)
6 V I + 2V II,
where
V II = P
(
max
s>m
max
j∈S
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣ > h(tm)8 δn
)
. (53)
So now we have I 6 V + 2V I + 2V II + γ/12.
Part (i). Suppose (C) holds. To bound V, applying Lemma A.1, we have for any u > 0
P
(
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣ > 2E
[
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣
]
+ u
)
6 exp
(
− u
2
3τ21
)
+ 3 exp
(
− u
K1‖M1‖ψ1
)
,
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where
τ21 = max
r6s′6n−m
max
16j6p
s′∑
i=1
1
s′2
E(ξ2ij) and M1 = max
16i6n
max
r6s′6n−m
max
16j6p
1
s′
|ξij |.
Note that τ21 6 r−1b¯ and
‖M1‖2 6 K2‖M1‖ψ1 = K2
∥∥∥∥max16i6n max16j6p maxr6s′6n−m(s′−1)|ξij |
∥∥∥∥
ψ1
6 K2r−1 log(np) max
16i6n
max
16j6p
‖ξij‖ψ1 6 K2b¯r−1 log(np).
Using Lemma E.1 in [18], we have
E
[
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣
]
6K3
{√
log(np)τ1 + log(np)‖M1‖2
}
6C1(b¯)
{
r−1/2 log1/2(np) + r−1 log2(np)
}
6C1(b¯)r−1/2 log2(np).
Therefore, we have
P
(
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣ > 2C1(b¯)r−1/2 log2(np) + u
)
6 exp
(
−ru
2
3b¯
)
+ 3 exp
(
− ru
K3b¯ log(np)
)
.
Let u∗ = C∗(b¯, K)r−1/2 log2(np). Then it follows from the assumption log(1/γ) 6 K log(np)
that
V 6 P
(
max
r6s′6n−m
max
16j6p
∣∣∣∣∣ 1s′
s′∑
i=1
ξij
∣∣∣∣∣ > u∗
)
6 γ/12.
Similarly, to bound VI, by Lemma A.1, we have for any u > 0
P
(
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣ > 2E
[
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣
]
+ u
)
6 exp
(
− u
2
3τ22
)
+ 3 exp
(
− u
K1‖M2‖ψ1
)
,
where
τ22 = max
16j6p
n∑
i=1
1
n2
E(ξ2ij) 6 b¯n−1 and M2 = max
16i6n
max
16j6p
1
n
|ξij |.
Note that ‖M2‖2 6
√
2‖M2‖ψ1 6 K4b¯n−1 log(np). Since log3(np) 6 Kn, we have
E
[
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣
]
6C2(b¯)
{
n−1/2 log1/2(np) + n−1 log2(np)
}
6C2(b¯, K)n−1/2 log1/2(np).
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Let u = C(b¯, K)n−1/2 log1/2(np). Then it yields that
V I 6 P
(
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣ > u
)
6 γ/12.
For VII, notice that
P
(
max
n−1>s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣ > 2E
[
max
n−1>s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣
]
+ u
)
6 exp
(
− u
2
3τ23
)
+ 3 exp
(
− u
K1‖M3‖ψ1
)
,
where
τ23 = max
n−1>s>m
max
16j6p
n∑
i=s+1
1
n2
E(ξ2ij) 6 b¯n−2(n−m) 6 b¯n−1,
M3 = max
n−1>s>m
max
16i6n
max
16j6p
| 1
n
ξij | = M2,
E
[
max
n−1>s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣
]
6 C3(b¯)
{
n−1/2 log1/2(np) + n−1 log2(np)
}
.
Then it follows that
V II 6 P
(
max
n−1>s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣ > u
)
6 γ/12.
Now combining these estimates into (51), (52), and (53), we conclude that I 6 γ/2 holds
under the assumption (48) and choosing a large enough constant C(b¯, K, c1, c2) > 0 in the
definition of r. Same bound holds for II and (20) follows.
Part (ii). Suppose (D) holds. To bound V, applying Lemma A.1, we have
P
(
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣ > 2E
[
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣
]
+ u
)
6 exp
(
− u
2
3τ21
)
+ C(q)
E[M q1 ]
uq
holds for all u > 0. Note that τ21 6 r−1b¯, and for q > 2 we have ‖M1‖2 6 ‖M1‖q with
‖M1‖qq = E
[
max
16i6n
max
16j6p
(max
s′>r
1
s′
)|ξij |q
]
6 r−q
n∑
i=1
E
[
max
16j6p
|ξij |q
]
6 b¯qr−qn.
Thus,
E
[
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣
]
6K5
{√
log(np)τ1 + log(np)‖M1‖2
}
6C4(b¯, q)
{
r−1/2 log1/2(np) + r−1n1/q log(np)
}
.
Let
u∗ = C∗(b¯, K, q)r−1/2 log1/2(np) max{1, γ−1/qn1/q log1/2(np)}.
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Then, we have
V 6 P
(
max
r6s′6n−m
max
16j6p
∣∣∣∣∣
s′∑
i=1
1
s′
ξij
∣∣∣∣∣ > u∗
)
6 γ/12.
To bound VI, note that
P
(
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣ > 2E
[
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣
]
+ t
)
6 exp
(
− t
2
3τ22
)
+ C(q)
E[M q2 ]
tq
,
where τ22 and M2 are defined the same as in in Part (i). Since τ
2
2 6 n−1b¯ and
‖M2‖qq =
1
nq
E
[
max
16i6n
max
16j6p
|ξij |q
]
6 1
nq
n∑
i=1
E
[
max
16j6p
|ξij |q
]
6 b¯qn1−q,
E
[
max
16j6p
∣∣∣∣∣ 1n
n∑
i=1
ξij
∣∣∣∣∣
]
6 K6
{√
log(np)τ2 + log(np)‖M2‖2
}
6 C5(b¯, q)
{
n−1/2 log1/2(np) + n1/q−1 log(np)
}
.
As log(γ−1) 6 K log(np), we can take
u = C(b¯, K, q)n−1/2 log1/2(np) max{1, γ−1/qn1/q−1/2 log1/2(np)}
so that
V I 6 P
(
max
16j6p
∣∣∣∣∣
n∑
i=1
ξij
∣∣∣∣∣ > u
)
6 γ/12.
For VII, notice that
P
(
max
s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣ > 2E
[
max
s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣
]
+ t
)
6 exp
(
− t
2
3τ23
)
+ C(q)
E[M q3 ]
tq
,
where τ23 6 b¯n−1 and M3 are defined the same as in Part (i). Then we have
V II 6 P
(
max
s>m
max
16j6p
∣∣∣∣∣ 1n
n∑
i=s+1
ξij
∣∣∣∣∣ > t
)
6 γ/12.
Hence, I 6 γ/2 under the assumption (49), and choosing a large enough constant C(b¯, K, q, c1, c2) >
0 in the definition of r. By a similar argument, II obeys the same bound as I. 
Lemma A.4. Suppose that (B) holds and H1 is true with a change point m satisfying c1 6
tm 6 c2 for some constants c1, c2 ∈ (0, 1). Suppose that log3(np) 6 Kn and log(γ−1) 6
K log(np) for some constant K > 0. Let G be defined in (50). (i) If (C) and (48) hold,
then P(G) > 1 − γ/18, where r = C(b¯, K, c1, c2)δ−2n log4(np). (ii) If (D) and (49) hold,
then P(G) > 1 − γ/18, where r = C(b¯, K, q, c1, c2)δ−2n log(np) max{1, γ−2/qn2/q log(np)}. In
addition, if δnj 6 0 for all 1 6 j 6 p, then P
(
max16j6p
∣∣∣Z˜nj(m)∣∣∣ = Z˜nj∗(m)) > 1− γ/36 in
both (i) and (ii), where j∗ ∈ {1, . . . , p} is defined as Z˜nj∗(m) = max16j6p Z˜nj(m).
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Appendix B. Proof of auxiliary lemmas
This section contains auxiliary lemmas for Appendix A.
Proof of Lemma A.1. For i = 1, . . . , n, let
Yi =
 a1iXi1 . . . a1iXip... . . . ...
aniXi1 . . . aniXip
 .
Then Y1, . . . , Yn is a sequence of independent mean-zero random matrices in Rn×p. Note that
Wn =
∑n
i=1 Yi and Zn = |Wn|∞. Then (22) is an immediate consequence of Lemma E.3 in
[18]. 
Proof of Lemma A.2. Part (i). Assume (C). Write
∆ˆ1 = max
s6s6n−s max16j,k6p
∣∣∣∣∣
n∑
i=1
bis(XijXik − σjk)
∣∣∣∣∣ ,
where
bis =
{
s−1, if 1 6 i 6 s
0, if s+ 1 6 i 6 n .
By Part (i) of Lemma A.1, there exists a universal constant K1 > 0 such that for all t > 0,
P(∆ˆ1 > 2E[∆ˆ1] + t) 6 exp
(
− t
2
3τ2
)
+ 3 exp
−( t
K1‖M‖ψ1/2
)1/2 ,
where
τ2 = max
s6s6n−s max16j,k6p
n∑
i=1
b2isE(XijXik − σjk)2,
M = max
s6s6n−s max16j,k6p
max
16i6s
|s−1(XijXik − σjk)|.
Note that
‖M‖2 6 K2‖M‖ψ1/2 6
K2
s
‖ max
16i6n
max
16j,k6p
|XijXik|‖ψ1/2 6
K2
s
‖ max
16i6n
max
16j6p
X2ij‖ψ1/2
=
K2
s
‖ max
16i6n
max
16j6p
|Xij |‖ψ1 6
K2
s
b¯2 log2(np).
By the Cauchy-Schwarz inequality and assumption (B), we have
τ2 6 max
s6s6n−s max16j,k6p
s∑
i=1
1
s2
E(XijXik)
2 6 b¯2s−1.
By [18, Lemma E.1], there exists a universal constant K3 > 0 such that
E[∆ˆ1] 6 K3
{
τ log1/2(np2) + ‖M‖2 log(np2)
}
6 K3
{
b¯ log1/2(np)s−1/2 + b¯2 log3(np)s−1
}
.
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Therefore, we get
P
(
∆ˆ1 > 2K3
{
b¯ log1/2(np)s−1/2 + b¯2 log3(np)s−1
}
+ t
)
6 exp
(
− t
2s
3b¯2
)
+ 3 exp
(
− t
1/2s1/2
K4b¯ log(np)
)
.
Choose t = C1s
−1/2 log1/2(np) for some large enough constant C1 := C1(b¯, K) > 1. Using
log(γ−1) 6 K log(np) and log5(np) 6 s, we obtain that
P
(
∆ˆ1 > Cs−1/2 log3/2(np)
)
6 γ/4. (54)
Since X1, . . . , Xn are i.i.d. under H0, ∆ˆ1 and ∆ˆ2 share the same distribution and therefore
∆ˆ2 also obeys the bound (54). ∆ˆ3 and ∆ˆ4 can be dealt similarly. Indeed, by Lemma A.1,
there exists a universal constant K5 > 0 such that for all t > 0,
P(∆ˆ3 > 2E[ max
s6s6n−s |
n∑
i=1
bisXi|∞ ] + t) 6 exp
(
− t
2
3τ˜2
)
+ 3 exp
(
− t
K5‖M˜‖ψ1
)
,
where τ˜2 = maxs6s6n−s,16j6p
∑n
i=1 b
2
isEX
2
ij and M˜ = max16i6n,s6s6n−s,16j6p |bisXij |. By
(B), τ˜2 6 b¯s−1. By (C) and [43, Lemma 2.2.2], there exists a universal constant K6 > 0 such
that ‖M˜‖ψ1 6 K6b¯ log(np)s−1. By [18, Lemma E.1], there exists a universal constant K7 > 0
such that
E[ max
s6s6n−s |
n∑
i=1
bsiXi|∞ ] 6 K7
{
τ˜ log1/2(np) + ‖M˜‖2 log(np)
}
6 K7
{
b¯ log1/2(np)s−1/2 + b¯ log2(np)s−1
}
.
So it follows that
P
(
∆ˆ3 > 2K7
{
b¯ log1/2(np)s−1/2 + b¯ log2(np)s−1
}
+ t
)
6 exp
(
− t
2s
3b¯
)
+ 3 exp
(
− ts
K8b¯ log(np)
)
.
Using t = Cs−1/2 log1/2(np) log(γ−1), we get
P
(
∆ˆ3 > Cs−1/2 log3/2(np)
)
6 γ/4.
Part (ii). Assume (D). By Part (ii) of Lemma A.1, there exists a constant C1 := C1(q) > 0
such that for all t > 0,
P(∆ˆ1 > 2E[∆ˆ1] + t) 6 exp
(
− t
2
3τ2
)
+ C1
E[M q/2]
tq/2
,
where τ2 and M have the same definition as in Part (i). As in Part (i), τ2 6 b¯2s−1. Note that
E[M q/2] 6 C2(q)s−q/2{E[ max
16i6n
max
16j6p
|Xij |q] + max
16j,k6p
|σjk|q/2} 6 C2(q)b¯qns−q/2.
and
E[∆ˆ1] 6 K1{τ log1/2(np2) + ‖M‖q/2 log(np2)}
6 K1{b¯s−1/2 log1/2(np) + C2(q)2/q b¯2n2/q log(np)s−1}.
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Therefore, there exists a constant C3(q) > 0 such that
P
(
∆ˆ1 > 2K1
{
b¯s−1/2 log1/2(np) + C2(q)2/q b¯2n2/q log(np)s−1
}
+ t
)
6 exp
(
− t
2s
3b¯2
)
+ C3(q)
nb¯q
tq/2sq/2
.
Now, choosing t = C4{s−1/2 log1/2(np) +γ−2/qs−1n2/q} for some large enough constant C4 :=
C4(b¯, K, q) > 1. Using log(γ−1) 6 K log(np) and log3(np) 6 n, we obtain that
P
(
∆ˆ1 > C5{s−1/2 log3/2(np) + γ−2/qs−1n2/q log(np)}
)
6 γ/4. (55)
Other terms ∆ˆi, i = 2, 3, 4 can be similarly handled and details are omitted. 
Proof of Lemma A.3. Recall that X¯−s = s−1
∑s
i=1Xi, X¯
+
s = (n− s)−1
∑n
i=s+1Xi, and ξ¯
−
s , ξ¯
+
s
are similarly defined by replacing Xn1 with ξ
n
1 . Then, elementary calculations yield
X¯−s =
{
ξ¯−s , if 1 6 s 6 m− 1
ξ¯−s +
s−m
s δn, if m 6 s 6 n− 1
and
X¯+s =
{
ξ¯+s +
n−m
n−s δn, if 1 6 s 6 m− 1
ξ¯+s + δn, if m 6 s 6 n− 1 .
Let
Zξ,∗n (s) =
√
n− s
n
s−1/2
s∑
i=1
ei(ξi − ξ¯−s )︸ ︷︷ ︸
:=A
−
√
s
n
(n− s)−1/2
n∑
i=s+1
ei(ξi − ξ¯+s )︸ ︷︷ ︸
:=B
be the bootstrap CUSUM statistic computed on the transformed data ξn1 . For m + 1 6
s 6 n − 1, we define bis = −(s − m)/s if 1 6 i 6 m, bis = m/s if m + 1 6 i 6 s, and
bis = 0 otherwise. For 1 6 s 6 m − 1, we define b′is = −(n −m)/(n − s) if s + 1 6 i 6 m,
b′is = (m− s)/(n− s) if m+ 1 6 i 6 n, and b′is = 0 otherwise. Then routine algebra show that
1√
s
s∑
i=1
ei(Xi − X¯−s ) =
{
A, if 1 6 s 6 m
A+ δn√
s
∑s
i=1 bisei, if m+ 1 6 s 6 n
and
1√
n− s
n∑
i=s+1
ei(Xi − X¯−s ) =
{
B + δn√
n−s
∑n
i=s+1 b
′
isei, if 1 6 s 6 m− 1
B, if m 6 s 6 n .
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Denote Cove(·) as the covariance operator taken w.r.t. the random variables e1, . . . , en By
the Cauchy-Schwarz inequality, we have
ψ¯2 = max
s6s6n−s max16j6p
{n− s
n
Cove(Aj +
δnj√
s
s∑
i=1
bisei1(m+16s6n−1))
+
s
n
Cove(Bj +
δnj√
n− s
n∑
i=s+1
b′isei1(16s6m−1))
}
6 2 max
s6s6n−s max16j6p
{n− s
n
Cove(Aj) +
s
n
Cove(Bj)
}
+2|δn|2∞ max
s6s6n−s
[
1
s
s∑
i=1
b2is1(m+16s6n−1)
]
+2|δn|2∞ max
s6s6n−s
[
1
n− s
n∑
i=s+1
b′2is1(16s6m−1)
]
.
Note that
s∑
i=1
b2is =
m(s−m)
s
6 s for m+ 1 6 s 6 n− 1,
n∑
i=s+1
b′2is =
(n−m)(m− s)
n− s 6 n− s for 1 6 s 6 m− 1.
Then (42) is immediate. 
Proof of Lemma A.4. Part (i). If (C) holds, First, note that we can write Z˜n(s) =
∑n
i=1 visXi,
where
vis =
{
n−s
n if 1 6 i 6 s− sn if s+ 1 6 i 6 n
.
Since ξi = Xi − E(Xi), we have Z˜n(s)− E[Z˜n(s)] =
∑n
i=1 visξi. By Lemma A.1, we have
P
(
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξij
∣∣∣∣∣ > 2E
[
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξij
∣∣∣∣∣
]
+ t
)
6 exp
(
− t
2
3τ2
)
+ 3 exp
(
− t
K1‖M‖ψ1
)
,
where
τ2 = max
s>m+r
max
16j6p
n∑
i=1
v2isE(ξ
2
ij) and M = max
16i6n
max
s>m+r
max
16j6p
|visξij |.
Note that
τ2 6 b¯ max
s>m+r
n∑
i=1
v2is =
b¯
n
max
s>m+r
(n− s)s 6 b¯n
4
,
‖M‖2 =
∥∥∥∥max16i6n max16j6p( maxs>m+r |vis|)|ξij |
∥∥∥∥
2
6 K2
∥∥∥∥max16i6n max16j6p( maxs>m+r |vis|)|ξij |
∥∥∥∥
ψ1
6 K2 log(np) max
16i6n
max
16j6p
( max
s>m+r
|vis|) ‖ξij‖ψ1 6 K2b¯ log(np).
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Using Lemma E.2 in [18] and log3(np) 6 Kn, we have
E
[
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣
]
6K3
{√
log(np)τ + log(np)‖M‖2
}
6K3
{√
b¯n log(np) + b¯ log2(np)
}
6C1(b¯, K)
√
n log(np).
Thus we get
P
(
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣ > C1(b¯, K)√n log(np) + t
)
6 exp
(
− 4t
2
3b¯n
)
+ 3 exp
(
− t
K4b¯ log(np)
)
.
Choosing t = C2(b¯, K)
√
n log(γ−1) and using log(γ−1) 6 K log(np), we have
P
(
max
s>m+r
max
16j6p
∣∣∣Z˜nj(s)− E[Z˜nj(s)]∣∣∣ > t†) 6 γ/36,
where t† = C3(b¯, K)
√
n log(np). Note that for any two sequences {ai} and {bi}, we have by
the elementary inequality |maxi |ai| −maxi |bi|| 6 maxi ||ai| − |bi|| 6 maxi |ai − bi| that
P
(∣∣∣∣ maxs>m+rmaxj∈S ∣∣∣Z˜nj(s)∣∣∣− maxs>m+rmaxj∈S ∣∣∣EZ˜nj(s)∣∣∣
∣∣∣∣ > t†) 6 γ/24,
P
(
max
s>m+r
max
j∈Sc
∣∣∣Z˜nj(s)∣∣∣ > t†) 6 γ/36.
Since
max
s>m+r
max
j∈S
∣∣∣EZ˜nj(s)∣∣∣ = max
s>m+r
max
j∈S
∣∣∣∣(n− s)mn δnj
∣∣∣∣ = ntm(1− tm − tr)|δn|∞,
it follows that
|δn|∞ > C4 log
1/2(np)
n1/2
for some large enough constant C4 = C4(b¯, K, c1, c2) > 0 implies that
P(Gc) 6P
(
max
s>m+r
max
j∈S
∣∣∣Z˜nj(s)∣∣∣− max
s>m+r
max
j∈Sc
∣∣∣Z˜nj(s)∣∣∣ 6 0)
6P
(
max
s>m+r
max
j∈S
∣∣∣Z˜nj(s)∣∣∣ 6 max
s>m+r
max
j∈S
∣∣∣EZ˜nj(s)∣∣∣− t†)
+ P
(
− max
s>m+r
max
j∈Sc
∣∣∣Z˜nj(s)∣∣∣ 6 −t†)
6γ/36 + γ/36 = γ/18.
In addition, following the same arguments,
P
(
max
16j6p
∣∣∣Z˜nj(m)− E[Z˜nj(m)]∣∣∣ > t†) 6 γ/36.
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If δnj 6 0, ∀1 6 j 6 p, then E[Z˜nj(m)] = ntm(1− tm)|δnj | > 0, and
min
16j6p
Z˜nj(m) > −t†, max
16j6p
Z˜nj(m) > ntm(1− tm)|δn|∞ − t† > t†
with probability greater than 1−γ/36 when C4 > 2C3. In other words,
∣∣∣max16j6p Z˜nj(m)∣∣∣ >∣∣∣min16j6p Z˜nj(m)∣∣∣, which implies max16j6p ∣∣∣Z˜nj(m)∣∣∣ = max16j6p Z˜nj(m) = Z˜nj∗(m) > 0.
Therefore,
P
(
max
16j6p
∣∣∣Z˜nj(m)∣∣∣ = Z˜nj∗(m)) > 1− γ/36.
Part (ii). If (D) holds, By Lemma A.1, we have
P
(
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣ > 2E
[
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣
]
+ t
)
6 exp
(
− t
2
3τ2
)
+K5
E [M q]
tq
,
where τ2 and M have the same definition as in Part (i). Since τ2 6 nb¯/4, we have
‖M‖qq = E
(
max
16i6n
max
16j6p
( max
s>m+r
|vis|q)|ξij |q
)
6
n∑
i=1
E
(
max
16j6p
|ξij |q
)
6 nb¯q,
which implies that ‖M‖2 6 ‖M‖q = n1/q b¯ for q > 2. Using Lemma E.2 in [18] and log3(np) 6
Kn, we have
E
[
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣
]
6K4
{√
b¯n log(np) + b¯n1/q log(np)
}
.
Thus we get
P
(
max
s>m+r
max
16j6p
∣∣∣∣∣
n∑
i=1
visξi
∣∣∣∣∣ > C5(b¯, K){√n log(np) + n1/q log(np)}+ t
)
6 exp
(
− 4t
2
3b¯n
)
+K5
nb¯q
tq
.
Choosing t = C6(b¯, K, q){
√
n log(γ−1) + γ−1/qn1/q} and using log(γ−1) 6 K log(np), we have
P
(
max
s>m+r
max
16j6p
∣∣∣Z˜nj(s)− E[Z˜nj(s)]∣∣∣ > t†) 6 γ/36,
where t† = C7(b¯, K, q){
√
n log(np) + γ−1/qn1/q log(np)}. If
|δn|∞ > C8 log
1/2(np)
n1/2
max
{
1, γ−1/qn1/q−1/2 log1/2(np)
}
,
for some large enough constant C8 = C8(b¯, K, q, c1, c2) > 0, then it follows from the same
argument as in Part (i) that P(Gc) 6 γ/18. In addition, P
(
max16j6p
∣∣∣Z˜nj(m)∣∣∣ = Z˜nj∗(m)) >
1− γ/36. 
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Our method Gaussian t6 ctm-Gaussian
|δ|∞ = δ1 I II III I II III I II III
tm = 5/10
0 0.031 0.038 0.036 0.020 0.044 0.016 0.015 0.042 0.027
0.13 0.035 0.043 0.034 0.020 0.044 0.022 0.014 0.047 0.027
0.28 0.098 0.295 0.128 0.042 0.137 0.038 0.026 0.126 0.050
0.44 0.662 0.884 0.677 0.296 0.559 0.279 0.235 0.567 0.280
0.63 0.989 1 0.993 0.831 0.939 0.851 0.797 0.958 0.843
0.84 1 1 1 0.990 1 0.997 0.997 1 0.996
tm = 3/10
0 0.042 0.056 0.034 0.024 0.044 0.023 0.020 0.049 0.018
0.13 0.043 0.060 0.034 0.022 0.047 0.027 0.021 0.047 0.018
0.28 0.087 0.209 0.082 0.03 0.109 0.034 0.033 0.093 0.029
0.44 0.502 0.756 0.513 0.181 0.477 0.192 0.186 0.431 0.187
0.63 0.966 0.996 0.972 0.652 0.919 0.711 0.675 0.890 0.690
0.84 1 1 1 0.981 0.997 0.979 0.977 0.999 0.987
1.08 1 1 1 1 1 0.999 0.999 1 1
tm = 1/10
0 0.039 0.046 0.037 0.023 0.052 0.032 0.018 0.058 0.017
0.13 0.036 0.045 0.035 0.025 0.053 0.033 0.025 0.052 0.016
0.28 0.047 0.070 0.0400 0.024 0.057 0.035 0.025 0.053 0.020
0.44 0.094 0.253 0.091 0.036 0.121 0.049 0.031 0.108 0.032
0.63 0.370 0.645 0.432 0.119 0.344 0.147 0.123 0.310 0.109
0.84 0.861 0.948 0.861 0.426 0.75 0.503 0.418 0.707 0.406
1.08 0.998 1 0.997 0.870 0.967 0.860 0.826 0.953 0.847
1.35 1 1 1 0.991 0.998 0.989 0.988 0.998 0.992
Table 6. Power report of our method for sparse alternative where α = 0.05,
tm = 5/10, 3/10, 1/10. Here, n = 500, p = 600, s = 40.
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Bn Gaussian t6 ctm-Gaussian
|δ|∞ = δ1 I II III I II III I II III
tm = 5/10
0 0.053 0.062 0.043 0.070 0.049 0.050 0.061 0.053 0.060
0.13 0.063 0.077 0.055 0.068 0.049 0.051 0.058 0.058 0.071
0.28 0.219 0.418 0.210 0.147 0.219 0.110 0.111 0.210 0.109
0.44 0.821 0.946 0.809 0.502 0.750 0.504 0.433 0.706 0.429
0.84 1 1 1 1 1 1 0.998 1 1
tm = 3/10
0 0.061 0.052 0.053 0.056 0.053 0.061 0.067 0.056 0.056
0.13 0.053 0.064 0.063 0.061 0.055 0.061 0.072 0.059 0.063
0.28 0.110 0.232 0.110 0.081 0.132 0.073 0.076 0.121 0.080
0.44 0.553 0.828 0.561 0.263 0.537 0.257 0.245 0.469 0.257
0.84 1 1 1 0.996 1 0.996 0.987 1 0.988
tm = 1/10
0 0.054 0.073 0.063 0.066 0.060 0.059 0.056 0.057 0.063
0.13 0.062 0.069 0.062 0.070 0.061 0.055 0.049 0.058 0.069
0.44 0.058 0.084 0.061 0.073 0.068 0.065 0.050 0.054 0.071
0.84 0.189 0.520 0.243 0.111 0.246 0.101 0.079 0.229 0.098
1.08 0.684 0.925 0.730 0.264 0.615 0.302 0.210 0.556 0.252
1.35 0.986 1 0.985 0.703 0.940 0.724 0.620 0.903 0.670
1.66 1 1 1 0.99 1 0.986 0.962 0.997 0.968
Table 7. Power report of Bn in [31] for sparse alternative where α = 0.05,
tm = 3/10, 1/10. Here, n = 500, p = 600, s = 40.
ψ s = 1 s = 40
|δ|∞ tm = 5/10 tm = 3/10 tm = 1/10 tm = 5/10 tm = 3/10 tm = 1/10
sparse H1: Gaussian (I)
0 0.107 0.101 0.116 0.074 0.059 0.701
0.13 0.107 0.105 0.119 0.075 0.062 0.705
0.28 0.126 0.115 0.125 0.096 0.075 0.710
0.44 0.177 0.154 0.136 0.130 0.106 0.720
0.63 0.312 0.248 0.157 0.265 0.215 0.735
0.84 0.625 0.483 0.195 0.604 0.478 0.764
1.08 0.943 0.839 0.307 0.941 0.850 0.800
1.35 1 0.997 0.534 1 0.997 0.843
1.66 1 1 0.846 1 1 0.923
2 1 1 0.992 1 1 0.990
dense H1: Gaussian (I)
0 0.110 0.116 0.120 0.055 0.067 0.074
0.13 0.755 0.608 0.233 0.735 0.573 0.169
0.28 1 1 0.977 1 1 0.973
Table 8. Power report of ψ in [21] for both sparse and dense Gaussian alter-
native where α = 0.05, tm = 3/10, 1/10 and spatial dependence structure (I).
Here, n = 500, p = 600.
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Temporal Independent Dependent
Gaussian (I) t6 (II) ctm-Gaussian (III) TS: ctm-Gaussian (III)
|δ|∞ = δ1 θ = 0 θ = 1/2 θ = 0 θ = 1/2 θ = 0 θ = 1/2 θ = 0 θ = 1/2
s = 1, tm = 5/10
0 0.116 0.382 0.167 0.407 0.124 0.431 0.124 0.429
0.13 0.115 0.380 0.164 0.405 0.124 0.430 0.124 0.429
0.28 0.101 0.346 0.118 0.354 0.115 0.422 0.116 0.423
0.44 0.054 0.175 0.067 0.229 0.082 0.350 0.088 0.362
0.63 0.026 0.033 0.037 0.099 0.039 0.178 0.044 0.207
0.84 0.015 0.015 0.020 0.035 0.020 0.054 0.024 0.060
1.35 0.005 0.005 0.008 0.009 0.008 0.010 0.011 0.011
2.00 0.003 0.002 0.004 0.004 0.004 0.004 0.004 0.004
s = 1, tm = 1/10
0 0.416 0.545 0.436 0.552 0.423 0.575 0.416 0.573
0.13 0.416 0.544 0.435 0.550 0.423 0.575 0.416 0.572
0.28 0.416 0.539 0.433 0.539 0.422 0.573 0.416 0.571
0.44 0.413 0.498 0.414 0.488 0.421 0.567 0.414 0.562
0.63 0.394 0.353 0.349 0.350 0.415 0.525 0.410 0.525
0.84 0.318 0.133 0.262 0.187 0.387 0.417 0.388 0.433
1.35 0.081 0.006 0.116 0.032 0.178 0.065 0.193 0.112
2.00 0.039 0.002 0.058 0.005 0.060 0.004 0.062 0.005
s = 40, tm = 5/10
0 0.119 0.280 0.168 0.296 0.124 0.290 0.123 0.286
0.13 0.118 0.279 0.162 0.292 0.124 0.290 0.122 0.285
0.28 0.103 0.245 0.116 0.237 0.115 0.276 0.114 0.272
0.44 0.055 0.126 0.068 0.132 0.077 0.204 0.088 0.215
0.63 0.022 0.033 0.037 0.066 0.035 0.082 0.044 0.090
0.84 0.013 0.017 0.020 0.026 0.019 0.028 0.024 0.034
1.35 0.005 0.006 0.008 0.009 0.008 0.009 0.009 0.010
2.00 0.002 0.002 0.003 0.004 0.004 0.004 0.005 0.004
s = 40, tm = 1/10
0 0.422 0.484 0.434 0.503 0.426 0.505 0.412 0.490
0.13 0.422 0.483 0.433 0.502 0.425 0.505 0.412 0.490
0.28 0.422 0.476 0.430 0.489 0.425 0.503 0.412 0.487
0.44 0.418 0.431 0.409 0.400 0.424 0.483 0.411 0.473
0.63 0.396 0.306 0.355 0.257 0.415 0.407 0.405 0.425
0.84 0.326 0.125 0.268 0.115 0.383 0.270 0.386 0.284
1.35 0.072 0.005 0.116 0.010 0.175 0.030 0.190 0.042
2.00 0.039 0.003 0.057 0.004 0.062 0.005 0.066 0.005
Table 9. RMSE of our estimators.
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Temporal Independent Dependent
Gaussian (I) t6 (II) ctm-Gaussian (III) TS: ctm-Gaussian (III)
|δ|∞ k = 0 k = 50 k = 0 k = 50 k = 0 k = 50 k = 0 k = 50
tm = 5/10
0 0.166 0.166 0.364 0.364 0.206 0.206 0.190 0.190
0.13 0.164 0.079 0.363 0.340 0.206 0.167 0.189 0.150
0.28 0.139 0.005 0.354 0.251 0.195 0.061 0.182 0.061
0.44 0.080 0.001 0.315 0.132 0.167 0.018 0.159 0.018
0.63 0.034 0.000 0.262 0.061 0.120 0.007 0.123 0.007
0.84 0.018 0.000 0.211 0.027 0.073 0.004 0.076 0.004
1.35 0.006 0.000 0.132 0.008 0.015 0.001 0.021 0.001
2.00 0.003 0.000 0.075 0.003 0.005 0.001 0.006 0.001
tm = 1/10
0 0.425 0.425 0.555 0.555 0.446 0.446 0.447 0.447
0.13 0.424 0.394 0.555 0.544 0.445 0.434 0.446 0.436
0.28 0.420 0.211 0.555 0.504 0.443 0.374 0.444 0.384
0.44 0.405 0.004 0.548 0.424 0.439 0.224 0.442 0.250
0.63 0.351 0.001 0.527 0.309 0.428 0.055 0.434 0.061
0.84 0.255 0.000 0.487 0.197 0.407 0.006 0.418 0.006
1.35 0.031 0.000 0.390 0.047 0.289 0.002 0.334 0.002
2.00 0.003 0.000 0.293 0.006 0.116 0.001 0.146 0.001
Table 10. RMSE of estimator in [46].
Temporal Independent Dependent
Gaussian (I) t6 (II) ctm-Gaussian (III) TS: ctm-Gaussian (III)
|δ|∞ k = 0 k = 50 k = 0 k = 50 k = 0 k = 50 k = 0 k = 50
tm = 5/10
0 0.230 0.230 0.282 0.297 0.248 0.231 0.235 0.233
0.13 0.237 0.164 0.271 0.190 0.237 0.179 0.235 0.189
0.28 0.191 0.013 0.156 0.110 0.189 0.062 0.203 0.068
0.44 0.121 0.005 0.089 0.053 0.121 0.012 0.128 0.014
0.63 0.111 0.004 0.070 0.029 0.112 0.006 0.114 0.008
0.84 0.127 0.002 0.068 0.021 0.126 0.004 0.117 0.005
1.35 0.201 0.002 0.109 0.043 0.185 0.003 0.176 0.002
2.00 0.225 0.063 0.200 0.081 0.227 0.060 0.225 0.059
tm = 1/10
0 0.461 0.444 0.467 0.429 0.449 0.474 0.433 0.472
0.13 0.465 0.402 0.488 0.370 0.469 0.429 0.432 0.431
0.28 0.466 0.208 0.472 0.284 0.428 0.260 0.423 0.281
0.44 0.396 0.007 0.285 0.153 0.396 0.080 0.403 0.090
0.63 0.257 0.002 0.128 0.073 0.265 0.006 0.283 0.010
0.84 0.119 0.001 0.061 0.021 0.136 0.003 0.153 0.005
1.35 0.055 0.000 0.028 0.011 0.068 0.001 0.069 0.001
2.00 0.034 0.000 0.025 0.003 0.050 0.000 0.052 0.000
Table 11. RMSE of estimator in [19].
