We construct new integral standard generalized table algebras from parameters of projective geometries. The algebras are noncommutative, imprimitive, and six dimensional.
Introduction
In [5] , Zieschang and the second author investigated structures of noncommutative association schemes with 6 relations. If such an association scheme has a non-normal closed subset with two relations, then it defines a 2-design. Conversely, it was shown that some parameters of 2-designs define ISGT-algebras (integral standard generalized table algebras in the sense of [1] ). But it was not determined which kind of parameters define ISGT-algebras. In this article, we will show that parameters of 2-designs obtained from projective geometries Lemma 2.4: For x, x , y, y ∈ X, assume that y ∈ xu, y ∈ x u, x ∈ xT , and y ∈ yT . Then y ∈ xu.
Proof. If x = x or y = y , then the statement is clear.
Assume that x = x and y = y . Then x ∈ xt and y ∈ yt. Now y ∈ x u ∩ yt ⊆ xtu ∩ xut = x(tu ∩ ut) = xu.
be a coset decomposition of X. Put
For i = 1, 2, . . . , b, we define
Put B = {B i | i = 1, 2, . . . , b}.
Theorem 2.5: The incidence structure (P, B, ∈) is a 2-(v, k, λ) design where (v, k, λ) = (n t + 1, a utu + 1, a uut /(a utu + 1)).
Proof. Since |S/ /T | = 2, (P × x i T ) ∩ u = ∅. Fix p ∈ P and x ∈ x i T ∩ pu. Then B i = xu ∩ P . Now B i = {p} ∪ (xu ∩ pt). We have that |B i | = a utu + 1 and this number is independent of the choice of i. Put
Fix p ∈ P and q ∈ P such that p = q. Easily we can see that
So we have that a uut = kλ.
This means that λ is constant.
Remark 2.1: The 2-design obtained in Lemma 2.5 can have repeated blocks and allows the case λ = 0. Also we remark that, if we change the base point, then the obtained 2-designs may be non-equivalent. But their parameters are the same.
is the complement of (P, B, ∈). So it is a 2-(v, v − k, b − 2r + λ) design, where b and r are parameters of the a 2-design (P, B, ∈) determined by well-known equations bk = vr and r(k − 1) = λ(v − 1).
2.2.
Intersection numbers from parameters of a 2-design. In the previous subsection, we constructed a 2-design from an association scheme. The parameters of a 2-design are determined by the intersection numbers of the scheme. In this section, we compute intersection numbers from parameters of a 2-design. Of course, all intersection numbers must be non-negative integers. So the parameters must satisfy very strong conditions. It seems to be difficult to determine all such parameters. We will give some examples of parameters which give non-negative integer intersection numbers. We do not know if they come from an association scheme, but we can construct integral table algebras.
Suppose that a 2-design is obtained as in the previous subsection. Let (v, k, λ, b, r) be the parameters of the 2-design. We know that
Lemma 2.6:
(1) a tuu + 1 = a tus , a tss + 1 = a tsu , a ts * s * + 1 = a ts * w , and
Proof. Recall that ϕ is the non-trivial irreducible character of S of degree 1.
Lemma 2.7: Let ϕ be the non-trivial irreducible character of S of degree one. Then we have ϕ(σ
Proof. Since ϕ| T is a non-trivial character, we have ϕ(σ t ) = −1. Note that ϕ(σ u ) is a real number since u is a symmetric relation. By
We give multiplicities of irreducible characters.
Lemma 2.8: We have
The next lemma is [5, Theorem 2.4.3] and not so easy to prove and not crucial in our arguments. So we omit the proof.
Lemma 2.9:
If k = 1 or k = v − 1, then
the scheme is a Coxeter scheme or a semidirect product of smaller schemes.
From now on, we assume that k > 1. Then
By Lemma 2.3 and Lemma 2.6, we have
By ∈S Ψ(σ ) = 0, we have
By the Schur relations [9, Theorem 9.2.4] to the (1, 2)-entries, we have
We note that u 12 u 21 = 0 since Ψ is irreducible. So we can change u 12 and u 21 keeping u 12 u 21 by considering a similar representation. For example, we may assume that u 21 = 1. Again by the Schur relations to the (2, 2)-entries, we have
.
. Now we can determine Ψ(σ ) for all ∈ S by the parameters of the 2-design and a sign ε. Hence we get character values of χ. Now we can also compute the values of ϕ. Then by the formula
we can compute all intersection numbers. Here, to compute χ(σ a σ b σ c * ), we use the matrix trace of Ψ(σ a )Ψ(σ b )Ψ(σ c * ).
General forms of intersection numbers are very complicated. So we do not compute them here and will compute them for some special cases.
Construction
Let n and q be integers greater than 1. We consider a projective geometry PG n−1 (n, q) (see [2, I, Definition 2.15, Proposition 2.16]). It defines a 2-design of parameters
In this article, we consider a 2-design obtained by qk-times repeating of PG n−1 (n, q). So the parameters are
We remark that q must be a prime power to define PG n−1 (n, q). But in this article, we only use the parameters and q is not necessarily a prime power. By the method in [5] or Subsection 2.2, we will define a 6-dimensional Calgebra A with basis B = {1, t, u, s, s * , w}. Make a two-dimensional irreducible representation by the system of parameters above as in Subsection 2.2, and consider the direct sum of three irreducible representations. Then the algebra A will be defined as a matrix algebra of degree 4. We fix a sign ε and get 
In the rest of this article, we will only use these matrices and show that (A, B) is an ISGT-algebra [1] . For any x ∈ B, we can write
where T i (i = 1, 2, 3) are all irreducible representations of the algebra A. We can see that
and A is noncommutative.
Structure constants
In this section, we compute all structure constants {a xyz | x, y, z ∈ B} of the algebra A with respect to the basis B = {1, t, u, s, s * , w}. Namely, for
Theoretically, it is possible to compute all structure constants directly by the matrices. But it is not so easy even if we use computers. If the algebra is obtained as an adjacency algebra of an association scheme (X, S) (in the sense of [8] ), then we can use a useful formula
on association schemes. We do not explain details, but we use this formula to compute structure constants a xyz (x, y, z ∈ B). After that we need to check that a xyz obtained in this way are really structure constants of the algebra, because we do not know there is an association scheme.
All computations were done by Maxima [7] . Let L : A → M 6 (C) be the left regular representation of A with respect to the basis B. Namely L(x) is a matrix with the (z, y)-entry a xyz . We get the following matrices of structure constants:
ISGT-algebras
In this section, we will show that (A, B) is an ISGT-algebra. By the table of structure constants, we can check many properties required by A to be an ISGT-algebra. The representation T 1 defined in Section 3 is the map required by (A, B) to be standard. The map * : B → B is s → s * , s * → s, and
x → x for x ∈ {1, t, u, w}. It is not so easy to check that * defines an antiisomorphism of A. We need to check that a xyz = a y * x * z * for all x, y, x ∈ B. But we can do it by the forms of L(x) (x ∈ B). Now, it is enough to check that all structure constants are non-negative integers. We suppose that n ≥ 1 and q ≥ 2. We note that, if we use the arguments in Subsection 2.2, we need k = (q n −1)/(q−1) ≥ 2 and this means n ≥ 2. But after we define 4-dimensional matrices, we may consider the case n = 1. This is just the case in Lemma 2.9. Except for the following three values, it is easy to see that the entries in L(x) (x ∈ B) are non-negative integers.
( 
