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Abstract
We investigate the well-posedness and approximation of mild solutions to a class of
linear transport equations on the unit interval [0, 1] endowed with a linear discontinuous
production term, formulated in the spaceM([0, 1]) of finite Borel measures. Our working
technique includes a detailed boundary layer analysis in terms of a semigroup representa-
tion of solutions in spaces of measures able to cope with the passage to the singular limit
where thickness of the layer vanishes. We obtain not only a suitable concept of solutions
to the chosen measure-valued evolution problem, but also derive convergence rates for the
approximation procedure and get insight in the structure of flux boundary conditions for
the limit problem.
Keywords: Measure-valued equations, flux boundary condition, mild solutions, boundary layer asymp-
totics, singular limit, nonsmooth analysis, convergence rate, particle systems
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1 Introduction
Measure-valued formulations of evolution equations have an increasing interest, both from
fundamental mathematical perspective (e.g. gradient flows in metric spaces [3]) and in ap-
plications (e.g. in structured population models [1, 2, 11, 13, 23], crowd dynamics [5, 34]).
Pedestrian crowds and their dynamics in high-density regimes is a modern topic of intense
study not only in security, logistics, and civil engineering (crowd-structure interactions) but
also in non-equilibrium statistical mechanics of social systems; see e.g. [24] and [35] for an
overview of the current status of research. Other related examples can be found in [8] and
references cited therein.
Here we consider the problem of well-posedness and approximation of solutions to a class
of linear transport equations on the unit interval [0, 1] with linear, but discontinuous perturba-
tion, formulated in the space M([0, 1]) of finite Borel measures. That is, we prove existence,
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uniqueness and continuous dependence of solutions on initial data for the measure-valued
equation
∂
∂t
µt +
∂
∂x
(vµt) = f · µt, on [0, 1], (1.1)
where f : [0, 1] → R is a piecewise bounded-Lipschitz function with finitely many discontinu-
ities. That is, f has finitely many points of discontinuity and the restriction of f to each of
the intervals of continuity is bounded Lipschitz. f · µt is the measure on [0, 1] with density f
with respect to µt. We assume that the velocity field v : [0, 1]→ R is bounded Lipschitz and
interpret a v that points outwards at either one of the boundary points x = 0 or x = 1 (i.e.
v(0) < 0 or v(1) > 0) as describing the presence of a ‘sticking boundary’ (cf. [36]) at that
point. Alternatively, other researchers (e.g. [22]) have replaced v by a discontinuous vˆ that
equals v on (0, 1), but is set to zero at boundary points where v points outwards.
Equation (1.1) models e.g. mass transport over a conveyor belt (cf. [20], e.g.), with mass
accumulating in a collector at the end of the belt, while mass is added to (or removed from) the
belt or collector locally at x at a rate proportional to the mass present, with proportionality
constant f(x). The discontinuities in f in our setting allow modelling abrupt changes in these
addition and removal processes. The equation also occurs in the analysis of recent models for
biological cell maturation (cf. [22], where a slightly different formulation is used).
Formulation (1.1) unifies a continuum formulation in terms of density functions with
respect to the Lebesgue measure and a particle description for this mass evolution problem
within the framework of measure-valued differential equations. As prominent feature of this
framework, well-posedness together with Lyapunov stability of measure-valued solutions (for
suitable metrics) imply that particle dynamics and continuum solutions will stay close once
initial conditions are sufficiently close. We investigate this resemblance numerically in Sections
5.1 and 5.2.
If f in (1.1) were bounded Lipschitz, then the proof of well-posedness would follow stan-
dard arguments for semilinear equations (e.g. see [33, 31, 10]), except for the technical point
that M([0, 1]) is not complete for the natural norms used in measure-valued equations (see
also [9]). These are the equivalent Fortet-Mourier norm ‖ · ‖∗FM and dual bounded Lipschitz
norm ‖ · ‖∗BL (also known as Dudley norm or ‘flat metric’ [15, 23]) that metrize the weak-
star topology when restricted to the cone of positive measures [15, 16]. In our setting, with
piecewise bounded Lipschitz f , the perturbation map
Ff :M([0, 1])→M([0, 1]) : µ 7→ f · µ (1.2)
is not Lipschitz, but (mildly) discontinuous. Nevertheless, continuous dependence on initial
conditions still holds, remarkably, using a different approach.
The particular choice f(x) = −a11{1}(x), where 1E is the indicator function of the set E
and a > 0, reduces equation (1.1) to
∂
∂t
µt +
∂
∂x
(vµt) = −aµt({1})δ1, (1.3)
where δ1 denotes the Dirac measure at 1. If v(1) > 0, then (1.3) represents a system with mass
transport and sticking boundaries [36] of which x = 1 is partially absorbing: mass arriving at
x = 1 stays there, while it is removed at a constant rate a. This represents a flux boundary
condition, or Robin-like boundary condition, in a measure-valued formulation. Note that
in this formulation the flux condition appears as a discontinuous perturbation term in the
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equation, that is concentrated on the boundary. This circumvents the introduction of some
concept of normal derivative of measures on the boundary.
Searching for the correct flux boundary conditions is a topic often addressed in the liter-
ature, but this has not yet been treated in the measure-theoretical framework. We refer here
for instance to [4, 18, 29, 32] (in the context of reaction and diffusion scenarios) and Gurtin
[21] (the shrinking pillbox principle in continuum mechanics).
In the part on approximation by regularization in this paper (Section 4) the piecewise
bounded Lipschitz function f in (1.1) is replaced by a bounded Lipschitz function fε that
differs from f on an ε-thin neighbourhood of each discontinuity. We show, that if we pick
a sequence of such functions fn = fεn with εn ↓ 0, then the corresponding solutions µ(n)t
converge to the solution µt of (1.1). Moreover, we compute the rate of convergence. This
result shows on the one hand that (1.1) with instantaneous spatial change in f can be viewed
as an idealisation of a continuous (Lipschitzian), but very fast, change. On the other hand, it
shows that (1.3) indeed represents a flux boundary condition, as it results from appropriate
interaction with the boundary in a thin boundary layer, in the limit of vanishing thickness.
Our approach to equation (1.1) differs from those cited above that use appropriate weak
solution concepts. Ours relies on the related preliminary studies [17, 12] (crowd dynamics,
balanced mass measures) and [27] (measures in the semigroups context). The notion of solu-
tion to (1.1) introduced here is that of measure-valued mild solution. We interpret equation
(1.1) as expressing formally that the semigroup (Pt)t>0 of operators on M([0, 1]) associated
to mass transport along characteristics defined by the velocity field v is perturbed by Ff . A
mild solution is then a continuous map t 7→ µt from an interval [0, T ] intoM([0, 1])BL, which
is the completion of M([0, 1])] equipped with ‖ · ‖∗BL, that satisfies the variation of constants
formula
µt = Ptµ0 +
t∫
0
Pt−sFf (µs) ds, 0 6 t 6 T. (1.4)
Although Ff is discontinuous, the map s 7→ Ff (µs) is Bochner measurable for such map
µ•. Thus, integral equation (1.4) is well-defined. In our solution concept we need to include
the technical condition that the total variation function t 7→ ‖µt‖TV of the solution must be
bounded on [0, T ]. (See Section 2 for further discussion).
The study of linear equations like (1.1) is a first step in the study of equations with time
dependent or even density dependent velocity field. This approach connects to the approach
to structured population models as found in e.g. [13, 23, 11, 1, 2]. See also Canizo et al. [9]
that simplifies part of the approach in [23, 11]. It consists of first studying the situation of
independently moving individuals described by a (semi-)linear system like (1.1). Then use
the obtained results to treat the case of forced velocity fields changing in time and finally
close the system for a density dependent velocity field, which models interacting individuals.
This paper addresses the first step in this ‘program’ for a system with boundary conditions.
1.1 Organization of the paper
For facilitating the reading of the paper, Section 1.2 collects a series of properties and results
on finite Borel measures, topologies on spaces of such measures and associated metrising norms
and Bochner integrals involving measure-valued kernels that will be used throughout the
paper. Section 2 sets-up the details of the mathematical model on which we are focussing our
attention. Section 2.1 derives fundamental estimates for the movement of single individuals
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in the domain, i.e. the individualistic flow, where there is no absorption yet, but sticking
boundaries only. After recalling basic semigroup estimates, we bring the attention of the
reader to a technical lemma concerning regularisation by averaging over orbits (see Lemma
2.3) that will play a crucial role in obtaining the main results. The concept of mild solution
formulated in the space M([0, 1]) of finite Borel measures is introduced in Section 2.2. In
Section 3, we prove the well-posedness of our problem and we address the issues concerning
the approximation of the mild solution in Section 4. The numerical approximation of a study
case is treated in Section 5, where we compute numerically the theoretically predicted order
of convergence for a discrete measure-valued solution. The paper closes with a section that
provides a probabilistic underpinning of our solution concept. Three technical appendices
containing proofs of the used properties of the individualistic stopped flow, of our averaging
lemma over orbits, as well as the proof of some basic results concerning the integration of
measure-valued maps complete the paper.
1.2 Preliminaries on measures
If S is a topological space, we denote by M(S) the space of finite Borel measures on S and
M+(S) the convex cone of positive measures included in it. For x ∈ S, δx denotes the Dirac
measure at x. Put
〈µ, φ〉 :=
∫
S
φdµ, (1.5)
the natural pairing between measures µ ∈ M(S) and bounded measurable functions φ. If
Φ : S → S is Borel measurable, the push forward or image measure of µ under Φ is the
measure Φ#µ defined on Borel sets E ⊂ S by
(Φ#µ)(E) := µ
(
Φ−1(E)
)
.
It is easily verified that 〈Φ#µ, φ〉 = 〈µ, φ ◦ Φ〉.
We denote by Cb(S) the Banach space of real-valued bounded continuous functions on S
equipped with the supremum norm ‖ · ‖∞. The total variation norm ‖ · ‖TV onM(S) is given
by
‖µ‖TV := sup
{
〈µ, φ〉
∣∣∣φ ∈ Cb(S), ‖φ‖∞ 6 1} . (1.6)
It follows immediately that for Φ : S → S continuous, ‖Φ#µ‖TV 6 ‖µ‖TV.
The total variation norm is too strong for our application, since ‖δx− δy‖TV = 2 if x 6= y.
The natural topology to consider is the weak topology induced by Cb(S) through the pairing
(1.5). In this topology x 7→ δx : S →M+(S) is continuous.
In our setting, S = [0, 1] is a Polish space. It is well-established (cf. [15, 16]) that in
this case the weak topology on the positive cone M+(S) is metrisable by a metric derived
from a norm, e.g. the Fortet-Mourier norm or the Dudley norm, which is also called the dual
bounded Lipschitz norm, that we shall introduce now. To that end, let d be a metric on S
that metrises the topology, such that (S, d) is separable and complete. Let BL(S, d) = BL(S)
be the vector space of real-valued bounded Lipschitz functions on (S, d). For φ ∈ BL(S), let
|φ|L := sup
{ |φ(x)− φ(y)|
d(x, y)
∣∣∣ x, y ∈ S, x 6= y} (1.7)
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be its Lipschitz constant. Then
‖φ‖BL := ‖φ‖∞ + |φ|L (1.8)
defines a norm on BL(S) for which it is a Banach space [19, 15]. In fact it makes BL(S) a
Banach algebra for pointwise product of functions:
‖φ · ψ‖BL ≤ ‖φ‖BL ‖ψ‖BL. (1.9)
Alternatively, one may define on BL(S) the equivalent norm
‖f‖FM := max
(‖f‖∞, |f |L). (1.10)
Let ‖ · ‖∗BL be the dual norm of ‖ · ‖BL on the dual space BL(S)∗, i.e. for any x∗ ∈ BL(S)∗:
‖x∗‖∗BL := sup {| 〈x∗, φ〉 | | φ ∈ BL(S), ‖φ‖BL 6 1} . (1.11)
The map µ 7→ Iµ with Iµ(φ) := 〈µ, φ〉 defines a linear embedding of M(S) into BL(S)∗ ([15],
Lemma 6). Thus ‖ · ‖∗BL induces a norm onM(S), which is denoted by the same symbols. It
is called the dual bounded-Lipschitz norm or Dudley norm. Generally, ‖µ‖∗BL 6 ‖µ‖TV. For
positive measures the norms coincide:
‖µ‖∗BL = µ(S) = ‖µ‖TV for all µ ∈M+(S). (1.12)
One may also consider the restriction toM(S) of the dual norm ‖ · ‖∗FM of ‖ · ‖FM on BL(S)∗.
This yields an equivalent norm on M(S) that is called the Fortet-Mourier norm (see e.g.
[30, 38]):
‖µ‖∗BL 6 ‖µ‖∗FM 6 2‖µ‖∗BL. (1.13)
It also satisfies ‖µ‖∗FM 6 ‖µ‖TV, so (1.12) holds for ‖ · ‖∗FM too. Moreover (cf. [26], Lemma
3.5), for any x, y ∈ S,
‖δx − δy‖∗BL =
2d(x, y)
2 + d(x, y)
6 min(2, d(x, y)) = ‖δx − δy‖∗FM. (1.14)
The ‖ · ‖∗BL-norm topology onM+(S) coincides with the restriction of the weak topology
([15], Theorem 12). M(S) is not complete for ‖ · ‖∗BL generally. We denote by M(S)BL its
completion, viewed as closure ofM(S) within BL(S)∗. M+(S) is complete for ‖ · ‖∗BL, hence
closed in M(S) and M(S)BL. Note that BL(S, d) will vary with d, hence ‖ · ‖∗BL on M(S)
will depend on d too and so will M(S)BL.
The ‖ · ‖∗BL-norm is convenient also for integration. In Appendix C some technical results
that are used in this paper have been collected for the reader’s convenience. The continuity
of the map x 7→ δx : S →M+(S)BL together with (C.2) yields the identity
µ =
∫
S
δx dµ(x) (1.15)
as Bochner integral in M(S)BL. This observation will essentially link continuum (‘µ’) and
particle description (‘δx’) for our linear equation on [0, 1].
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2 Model formulation and solution concept
Throughout the remainder of the paper, f : [0, 1]→ R will be a piecewise bounded-Lipschitz
function as defined in the Introduction. v : [0, 1]→ R is a bounded Lipschitz velocity field.
2.1 Mass transport and averaging along characteristics
We assume that a single particle (‘individual’) is moving in the domain [0, 1] deterministically,
described by the differential equation for its position x(t) at time t:{
x˙(t) = v(x(t)),
x(0) = x0.
(2.1)
Thus, a solution to (2.1) is unique, it exists for time up to reaching the boundary 0 or 1
and depends continuously on initial conditions. Let x(·;x0) be this solution and Ix0 be its
maximal interval of existence. Put
τ∂(x0) := sup Ix0 ∈ [0,∞],
i.e. τ∂(x0) is the time at which the solution starting at x0 reaches the boundary (if it happens)
when x0 is an interior point. Note that τ∂(x0) = 0 when x0 is a boundary point where v
points outwards, while τ∂(x0) > 0 when x0 is a boundary point where v vanishes or points
inwards.
The individualistic stopped flow on [0, 1] associated to v is the family of maps Φt : [0, 1]→ [0, 1],
t > 0, defined by
Φt(x0) :=
{
x(t;x0), if t ∈ Ix0 ,
x(τ∂(x0);x0), otherwise.
(2.2)
Below we collect important properties of the family of maps (Φt)t>0 in a series of lemmas.
Lemma 2.1. (Φt)t≥0 is a semigroup of Lipschitz transformations of [0, 1]. Moreover,
(i) |Φt|L 6 e|v|Lt for t > 0.
(ii) For any t, s ∈ R+,
sup
x∈[0,1]
|Φt(x)− Φs(x)| 6 ‖v‖∞ |t− s|. (2.3)
Proof. See Appendix A for the proof of this lemma.
Define Pt to be the lift of Φt to the space of finite Borel measures M([0, 1]) by means of
push forward under Φt: for all µ ∈M([0, 1]),
Ptµ := Φt#µ = µ ◦ Φ−1t . (2.4)
Clearly, Pt maps positive measures to positive measures and Pt is mass preserving on positive
measures. Since the maps Φt, t > 0, form a semigroup, so do the maps Pt in the space
M([0, 1]). That is, (Pt)t>0 is a Markov semigroup on [0, 1] (cf. [30]). One has ‖Ptµ‖TV 6
‖µ‖TV for general µ ∈M([0, 1]).
Lemma 2.2. Let µ ∈M([0, 1]) and t, s ∈ R+. Then
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(i) ‖Ptµ− Psµ‖∗BL 6 ‖v‖∞ ‖µ‖TV |t− s|.
(ii) ‖Ptµ‖∗BL 6 max(1, |Φt|L) ‖µ‖∗BL 6 e|v|Lt‖µ‖∗BL.
Proof. For all φ ∈ BL([0, 1]),
| 〈Ptµ− Psµ, φ〉 | = | 〈µ, φ ◦ Φt − φ ◦ Φs〉 | 6 ‖µ‖TV ‖φ ◦ Φt − φ ◦ Φs‖∞
6 ‖µ‖TV |φ|L sup
x∈[0,1]
|Φt(x)− Φs(x)| 6 ‖µ‖TV |φ|L ‖v‖∞ |t− s|,
where we used Lemma 2.1 (ii) in the last inequality. For the operator norm of Pt on
M([0, 1])BL, use that for any φ ∈ BL([0, 1]),
|〈Ptµ, φ〉| = |〈µ, φ ◦ Φt〉| 6 ‖µ‖∗BL ‖φ ◦ Φt‖BL 6 ‖µ‖∗BL
(‖φ‖∞ + |φ|L|Φt|L).
The statement in the lemma follows.
For any bounded measurable function g on [0, 1] and t > 0, define the average over partial
orbits under the flow Φt as the function g
Φ
t : [0, 1]→ R given by
gΦt (x) :=
t∫
0
g(Φs(x)) ds. (2.5)
Clearly,
|gΦt (x)− gΦt′ (x)| 6 ‖g‖∞ · |t− t′|, (2.6)
so t 7→ gΦt (x) is Lipschitz for any x ∈ [0, 1].
The following lemma is crucial for establishing the continuous dependence on initial con-
ditions.
Lemma 2.3 (Regularisation by averaging over orbits). Let (Φt)t>0 be the individualistic
stopped flow associated to the velocity field v. Let g be a piecewise bounded Lipschitz function
on [0, 1] such that v(x) 6= 0 at any point of discontinuity of g. Then gΦt is a bounded Lipschitz
function on [0, 1] for any t > 0. Moreover,
sup
06s6t
|gΦs |L <∞. (2.7)
Proof. See Appendix B for the proof of this lemma.
Recall that we assume that v is bounded Lipschitz, hence continuous, on the entire interval
[0, 1], because we do not replace v by a function that is zero at boundary points where v points
outwards. So, the conditions of Lemma 2.3 allow for the situation that g has a discontinuity
at the boundary. This is a case of particular interest in view of a ‘flux’ boundary condition in
a measure-valued formulation. (See Section 4, Example, for further discussion of this point).
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2.2 Mild solutions
Measure-valued equations on R+ or Rd of the form (1.1), among others, have been studied in
e.g. [9, 23], where a concept of weak solution to the associated Cauchy problem was introduced
and subsequently existence of such weak solution and continuous dependence on initial data
was proven. [22] considers (in Section 3.1) a situation that is similar to ours by considering a
measure-valued transport equation on a finite interval [0, x∗] as (1.1) with f = 0 in which the
velocity field v is piecewise bounded-Lipschitz, continuous at 0 with v(0) > 0 and v(x) = 0
at any point of discontinuity, including the other boundary point x∗. There, again the weak
solution concept is employed (cf. [22], Definition 3.4, and references provided).
In this paper, we introduce and use the concept of measure-valued mild solution to the
Cauchy problem associated to equation (1.1) in the spirit of the semigroup approach to
semilinear evolution equations (e.g. [33, 31, 10]). That is, we interpret the operator µ 7→
− ∂∂x(vµ) as generator of a strongly continuous semigroup in M([0, 1])BL: the semigroup
(Pt)t>0 of mass transport along characteristics associated to the velocity field v that we
defined in Section 2.1. Equation (1.1) is then viewed as perturbation of this semigroup by
means of Ff : µ 7→ f · µ, which is defined on the dense subspace M([0, 1]) of M([0, 1])BL
only. Generally, Ff is not ‖ · ‖∗BL-continuous, unless f ∈ BL([0, 1]). It is unclear whether Ff
is a densely-defined closed linear map. So ‘standard’ perturbation results cannot be readily
applied.
Moreover, we have to adapt slightly the classical concept of mild solution, since we are
interested in measure-valued solutions while the Banach spaceM([0, 1])BL also contains points
that are not measures, as closure of M([0, 1]) in BL([0, 1])∗.
Definition 2.4. A measure-valued mild solution to the Cauchy-problem associated to (1.1)
on [0, T ] with initial value ν ∈ M([0, 1]) is a continuous map µ• : [0, T ] → M([0, 1])BL that
is ‖ · ‖TV-bounded and that satisfies the variation of constants formula
µt = Pt ν +
t∫
0
Pt−sFf (µs) ds for all t ∈ [0, T ]. (2.8)
Remarks. 1.) The map s 7→ Ff (µs) will not be continuous. It is Bochner measureable
though: there exist fn ∈ BL([0, 1]) such that fn → f pointwise while supn ‖fn‖∞ <∞. Each
map s 7→ Ffn(µs) is continuous, hence Bochner measureable, and Ff (µ•) is the pointwise
limit of Ffn(µ•). Consequently, s 7→ Pt−sFf (µs) is Bochner measurable and the integral in
(2.8) is well-defined as Bochner integral in M([0, 1])BL.
2.) The condition of ‖ · ‖TV-boundedness also appears in [9]. It cannot be deduced generally
from the assumed continuity of µ•. Although C := {µt | t ∈ [0, T ]} ⊂ M([0, 1])BL is compact,
this does not imply that sup06t6T ‖µt‖TV < ∞, unless C ⊂ M+([0, 1]). One can prove (for
a Polish state space S), that if for every K ⊂ M(S)BL compact, supµ∈K ‖µ‖TV < ∞, then
(M(S), ‖ · ‖TV) is linearly isomorphic toM(S)BL, using [25], Proposition 3.2. This is ‘rarely’
the case, see [27], Theorem 3.11.
3.) Integral equation (2.8) appears naturally from a probabilistic description of the system,
see Section 6.
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3 Well-posedness for a discontinuous perturbation
In this section we consider the problem of existence, uniqueness and continuous dependence on
initial conditions for measure-valued mild solutions to (1.1). Due to failure of (Lipschitz) con-
tinuity of Ff the standard arguments using Picard iterations and Gronwall’s Lemma cannot
be used.
Proposition 3.1 (Uniqueness). Equation (2.8) has at most one measure-valued mild solution.
Proof. Let µ• and µˆ• ∈ C([0, T ],M([0, 1])BL) be measure-valued mild solutions to (2.8).
Then ‖µt‖TV and ‖µˆ‖TV are bounded on [0, T ]. According to Proposition C.2, the function
s 7→ ‖µs− µˆs‖TV is measureable. Moreover, it is bounded on [0, T ] by assumption, hence L1.
Then again by Proposition C.2,
‖µt − µˆt‖TV 6
t∫
0
∥∥Pt−s[Ff (µs)− Ff (µˆs)]∥∥TV ds 6 ‖f‖∞ ·
t∫
0
‖µs − µˆs‖TV ds. (3.1)
Grownwall’s Lemma yields ‖µt − µˆt‖TV = 0 for all 0 6 t 6 T .
Corollary 3.2. There exists at most one mild solution to (2.8) in C([0, T ],M+([0, 1])BL).
Proof. The set {µt | t ∈ [0, T ]} is compact inM+([0, 1])BL, hence ‖·‖∗BL-bounded. Now recall
that ‖µ‖∗BL = ‖µ‖TV for positive measures µ.
Remark. 1.) In applications to e.g. crowd or population dynamics only positive solutions
are interpretable, hence of major interest.
2.) Technically, for the application of Proposition C.2 in the proof of Proposition 3.1 it is only
required that t 7→ ‖µt‖TV is an L1-function. However, if this seemingly weaker condition than
‖ · ‖TV-boundedness holds, then an argument similar to (3.1) and application of Gronwall’s
Lemma yields that t 7→ ‖µt‖TV must be bounded on [0, T ].
Since there is no ‘smoothing effect’ in the dynamics in the interior of the interval [0, 1],
we expect Dirac masses to stay Dirac masses. These move according to Pt. The latter acts
simply on Dirac masses: Ptδx = δΦt(x). Therefore one may try as particular solution to (2.8)
with µ0 = εx(0)δx:
µt = εx(t)δΦt(x). (3.2)
Substitution of (3.2) into (2.8) yields, after evaluation of the measures on the Borel set {Φt(x)}
and using (C.2):
εx(t) = εx(0) +
t∫
0
εx(s)f(Φs(x)) ds. (3.3)
Equation (3.3) is solved by the continuous (Lipschitz) function
εx(t) = εx(0) exp
( t∫
0
f(Φs(x)) ds
)
= εx(0) exp(f
Φ
t (x)) (3.4)
(cf. Lemma 2.3).
Any initial measure µ0 is a superposition of Dirac masses, according to (1.15). Therefore
we obtain the following existence result and integral representation for the unique globally
existing mild solution to (2.8):
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Proposition 3.3 (Existence). Let f : [0, 1] → R be a piecewise bounded Lipschitz function
such that v(x) 6= 0 at any point x of discontinuity of f . Then for each µ0 ∈ M([0, 1]) there
exists a continuous and locally ‖·‖TV-bounded solution µ• : R+ →M([0, 1])BL to (2.8) defined
by
µt :=
∫
[0,1]
exp
( t∫
0
f(Φs(x)) ds
) · δΦt(x) dµ0(x) = ∫
[0,1]
exp(fΦt (x)) · δΦt(x) dµ0(x) (3.5)
as Bochner integral in M([0, 1])BL. It satisfies ‖µt‖TV 6 e‖f‖∞t‖µ0‖TV. Moreover, µ• is
locally Lipschitz:
‖µt − µt′‖∗BL 6 ‖µ0‖TV ·
(‖f‖∞ + ‖v‖∞) · e‖f‖∞max(t,t′) · |t− t′|. (3.6)
Proof. The integrand in (3.5) is a bounded continuous function from [0, 1] into M+([0, 1])BL
(Lemma 2.3). Thus for µ0 ∈M+([0, 1]) the Bochner integral exists, with value inM+([0, 1]),
because this cone is closed. For µ0 ∈ M([0, 1]) the integral yields a measure in M([0, 1]) ⊂
M([0, 1])BL, by using the Jordan decomposition µ0 = µ+0 − µ−0 . So µt ∈M([0, 1]) for all t.
Next we prove that µt defined by (3.5) satisfies (3.6). So let t, t
′ ∈ R+. We may assume
t > t′. Then
‖µt − µt′‖∗BL 6
∫
[0,1]
∥∥exp(fΦt (x)) · δΦt(x) − exp(fΦt′ (x)) · δΦt′ (x)∥∥∗BL d|µ0|(x)
6
∫
[0,1]
exp(fΦt (x))
∥∥δΦt(x) − δΦt′ (x)∥∥∗BL d|µ0|(x)
+
∫
[0,1]
∣∣exp(fΦt (x))− exp(fΦt′ (x))∣∣ d|µ0|(x).
According to (2.6),∣∣exp(fΦt (x))− exp(fΦt′ (x))∣∣ 6 ‖f‖∞e‖f‖∞max(t,t′) · |t− t′|.
Using (1.14) and Lemma 2.1(ii ),∥∥δΦt(x) − δΦt′ (x)∥∥∗BL 6 d(Φt(x),Φt′(x)) 6 ‖v‖∞ · |t− t′|.
Now (3.6) simply follows.
Corollary 3.4. For every µ0 ∈ M+([0, 1]) there exists a unique mild solution to (2.8) that
is in M+([0, 1]) for all time.
The classical argument with Gronwall’s Inquality to obtain continuous dependence on
initial conditions fails in this setting, because the pertubation is not Lipschitz continuous.
Instead we use the crucial observation made in Lemma 2.3.
Proposition 3.5 (Continuous dependence on initial conditions). Assume that f : [0, 1]→ R
is a piecewise bounded Lipschitz function such that v(x) 6= 0 at any point x of discontinuity of
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f . Then for each T > 0, there exists CT > 0 such that for all initial values µ0, µ′0 ∈M([0, 1])
the corresponding ‖ · ‖TV-bounded mild solutions µ• and µ′• to (2.8) satisfy
‖µt − µ′t‖∗BL 6 CT ‖µ0 − µ′0‖∗BL (3.7)
for all t ∈ [0, T ].
Proof. Let φ ∈ BL([0, 1]) and t > 0. According to Lemma 2.3, fΦt is a bounded Lipschitz
function on [0, 1]. Hence so is x 7→ exp(fΦt (x)). According to the representation (3.5), we
have
| 〈µt − µ′t, φ〉 | = | 〈µ0 − µ′0, (φ ◦ Φt) · (exp ◦fΦt )〉 |.
Because (BL([0, 1]), ‖ · ‖BL) is a Banach algebra for pointwise multiplication of functions,
| 〈µt − µ′t, φ〉 | 6 ‖µ0 − µ′0‖∗BL · ‖φ ◦ Φt‖BL‖ exp ◦fΦt ‖BL
6 ‖µ0 − µ′0‖∗BL ·max(1, |Φt|L)‖φ‖BL · e‖f‖∞t(1 + |fΦt |L).
By taking the supremum over φ in the unit bal of BL([0, 1]) and using Lemma 2.1 (i) and
(2.7) there exists CT <∞ such that (3.7) holds for all 0 6 t 6 T .
4 Approximation by regularisation
Equation (1.4) involving the piecewise bounded Lipschitz function f can be considered (for-
mally) as a limit of a sequence of equations with f replaced by fn ∈ BL([0, 1]), a ‘regularisa-
tion’ of f , such that fn → f as n→∞ in suitable sense, e.g. point-wise. Here, we investigate
how mild solutions µ
(n)
• to (1.4) for fn relate to the solution µ• associated to the limiting
piecewise bounded Lipschitz f discussed in the previous section.
Throughout this section, fix the bounded Lipschitz velocity field v on [0, 1] and let f be
a piecewise bounded Lipschitz function on [0, 1] such that the set of discontinuities of f is
disjoint from the set of zeros of v. Let fn ∈ BL([0, 1]) such that fn → f point-wise on [0, 1].
Let µ0 ∈ M([0, 1]) and let µ(n)• be the unique mild solution to (1.4) associated to fn and µ•
the solution associated to f , both with initial value µ0.
Lemma 4.1. Suppose there exists M > 0 such that ‖fn‖∞ 6M for all n. Then
‖µ(n)t − µt‖∗BL 6 eMt
∫
[0,1]
t∫
0
∣∣fn(Φs(x))− f(Φs(x))∣∣ ds d|µ0|(x). (4.1)
In particular, µ
(n)
t converges to µt in M([0, 1])BL as n→∞ for every t > 0.
Proof. First observe that ‖f‖∞ 6 M . Let φ ∈ BL([0, 1]). Using the representation (3.5) for
the mild solutions µ
(n)
• and µ•, we obtain∣∣∣〈µ(n)t − µt, φ〉∣∣∣ 6 ∫
[0,1]
∣∣exp((fn)Φt (x))− exp(fΦt (x))∣∣ · |φ(Φt(x))| d|µ0|(x)
6 ‖φ‖∞eMt
∫
[0,1]
∣∣(fn)Φt (x)− fΦt (x)∣∣d|µ0|(x).
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This gives (4.1) by taking the supremum over φ in the unit ball. Using this equation, Lebesgue
Dominated Convergence Theorem yields the last statement, because of the point-wise con-
vergence of fn to f and the assumed uniform upper bound on all fn.
Lemma 4.1 and inspection of the double integral in equation (3.5) in particular indicate
that further properties of the convergence of µ
(n)
• to µ• depend in a delicate way on the inter-
play between the way the approximating sequence (fn) relates to f , the initial condition and
properties of the flow (Φt)t>0, such as uniformity of convergence on compact time intervals
or the rate of convergence. We show now that a particular type of regularisation of f pro-
vides approximating sequences (fn) ⊂ BL([0, 1]) that yield uniform convergence on compact
intervals together with an upper bound for the rate of convergence that works for any initial
condition in M([0, 1]).
Observe that there exist fn ∈ BL([0, 1]) such that fn → f point-wise and the sets
∆n := {x ∈ [0, 1] |; fn(x) 6= f(x)}
are such that |∆n| → 0 as n→∞, where |·| denotes Lebesgue measure of the set. Because the
set of discontinuities of f is disjoint from the set of zeros for v, there exists such approximating
sequences such that each difference set ∆n is a union of finitely many open intervals where
each interval contains precisely one point of discontinuity of f and the velocity field v is
bounded away from zero on this interval, uniformly in n. Moreover, if supn ‖fn‖∞ <∞, then
we call such a sequence (fn) a regularly approximating sequence.
Proposition 4.2. Let (fn) be a regularly approximating sequence for f , with difference sets
∆n and uniform upper bound M := supn ‖fn‖∞. Then there exists C > 0 such that
‖µ(n)t − µt‖∗BL 6 2CMeMt · |∆n|. (4.2)
In particular, µ
(n)
t converges to µt uniformly on compact time intervals, at the same rate as
|∆n| → 0 when n→∞.
Proof. Starting from (4.1) we obtain
‖µ(n)t − µt‖∗BL 6 eMt
∫
[0,1]
t∫
0
∣∣fn(Φs(x))− f(Φs(x))∣∣ · 11∆n(Φs(x)) ds d|µ0|(x)
6 eMt · 2M
∫
[0,1]
t∫
0
11∆n(Φs(x)) ds d|µ0|(x). (4.3)
The inner integral in (4.3) is the time that the orbit under the flow (Φt)t>0 starting at x spends
in ∆n. It is bounded above by (infx∈∆n |v(x)|)−1|∆n|. Since (fn) is a regularly approximating
sequence, there exists C > 0 such that
sup
n
(
inf
x∈∆n
|v(x)|)−1 6 C.
Thus,
‖µ(n)t − µt‖∗BL 6 2MeMt · ‖µ0‖TV · C|∆n|. (4.4)
The statement on uniform convergence and rate of convergence immediately follows.
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Example. Consider the situation where the velocity field v ∈ BL([0, 1]) satisfies v(1) > 0 and
f(x) = −a11{1}, with a > 0. That is, in the interior of the unit interval no mass is removed
or added, while mass that has accumulated at the boundary point 1 is removed at a rate a.
f is discontinuous, but piecewise bounded Lipschitz, clearly. A sequence of regularizers for
f may be defined by the sequence (fn) ⊂ BL([0, 1]) given by fn(x) := −a[n(x − (1 − 1n))]+,
where [ · ]+ denotes the positive part of the argument. That is,
fn(x) :=
{
0, for x ∈ [0, 1− 1n);
−an(x− (1− 1n)), for x ∈ [1− 1n , 1].
(4.5)
It is easy to see that −a 6 fn(x) 6 0, so ‖fn‖∞ 6 a and
‖fn‖BL = ‖fn‖∞ + |fn|L = a(1 + n). (4.6)
Moreover, ∆n = (1 − 1n , 1] and |∆n| = 1n . Note that (1 − 1n , 1] is open in [0, 1]. When n is
taken sufficiently large, v will be bounded away from zero on ∆n, zo (fn) as defined above is
a regularly approximating sequence for f . In effect, it realizes a family of systems in which
there is a small boundary layer near 1, of thickness 1n , in which already mass is removed at
rate a.
Proposition 4.2 predicts that the solutions µ
(n)
• corresponding to the regularized pertur-
bation fn ∈ BL([0, 1]) converge to the solution µ• corresponding to the discontinuous pertur-
bation f at rate O(1/n) for the norm ‖ · ‖∗BL. The role of the next section is to support this
convergence rate also numerically.
5 Numerical approximations
We consider absolutely continuous and discrete initial data, leading grosso modo to an evo-
lution in terms of a classical PDE and a system of ODEs, respectively. For the absorption of
mass we consider both the regularization (boundary layer) and the limit process. Ultimately,
we wish to verify the order of convergence stated in Proposition 4.2 and the subsequent ex-
ample.
Absorption is prescribed by fn as defined in (4.5). For brevity and convenience, in the sequel
we assume the limit case to be incorporated in this notation, i.e. we allow for n = ∞ and
define then f∞ := f = −a 11{1}. As before v is bounded Lipschitz and for simplicity we let it
satisfy v(0) > 0 and v(1) > 0. In fact, we take v > 0 everywhere in this section.
5.1 Two models
Let ρ0 : [0, 1] → R+ be such that
∫ 1
0 ρ0(x) dx = 1 and define the associated measure µ¯0 by
dµ¯0 := ρ0dλ. Note that µ¯0 is a probability measure on [0, 1], by definition of ρ0.
(1) We consider our model equation (2.8) completed with initial data µ0 = µ¯0. Because
of the choice of ρ0, the model simplifies to a linear transport equation for the density ρ. Due
to the definition of the individualistic flow (2.2), mass accumulates at x = 1, as v points out-
ward there. We keep track of the mass at x = 1, a quantity called ν = ν(t), the time-derivative
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of which is related to the flux of ρ at x = 1. For some n ∈ N+ ∪ {∞} we solve
∂ρ
∂t
+
∂
∂x
(ρv) = fnρ, on (0, 1),
ρ(0, ·) = ρ0,
dν
dt
= ρ(t, 1) v(1)− aν(t).
(5.1)
Since v > 0 on [0, 1], we use an upwind scheme. At x = 0, we need to provide a boundary
condition. The definition (2.4) of (Pt)t>0 by means of a push-forward mapping suggests that
there should be no influx of mass at x = 0. The boundary condition is therefore ρ(t, 0)v(0) 6 0
which simplifies, for strictly positive v, to ρ(t, 0) = 0 for all times t > 0.
(2) We consider a particle system that is the discrete counterpart of (5.1). Note that both
models are instances of the general measure-valued model (2.8) in their own right. Given
a discrete initial measure, we know that the solution is a discrete measure for all time
(see Section 3, Proposition 3.3 in particular). Once we have provided an initial measure
µ0 =
∑N
i=1 αi(0)δxi(0) (for some fixed N), we search for solutions µ =
∑N
i=1 αi(t)δxi(t). Par-
ticularly, we take αi(0) = 1/N for all i = 1, . . . , N , while {xi(0)}Ni=1 consists of N independent
random positions, distributed according to µ¯0. The evolution of the positions {xi(t)}Ni=1 is
deterministic, dictated by Φt (2.2). The masses αi satisfy
dαi
dt
= fn(xi)αi, (5.2)
for all i ∈ {1, . . . , N}, where n ∈ N+ ∪ {∞}.
The particles move without interactions, which implies that the numerics are relatively
‘cheap’. To trace the evolution of the particles, we use a forward Euler scheme.
5.2 Evolution of mass within [0, 1) and at 1
We specify
ρ0(x) :=

4x, 0 6 x 6 1
2
,
4− 4x, 1
2
< x 6 1,
(5.3)
and
v(x) :=
3
4
+ 2(x− 1
2
)2 for all x ∈ [0, 1]. (5.4)
Moreover, we take a = 1/2, and N = 25000 particles.
We first compare the solutions for the absolutely continuous and discrete initial measures
described in Section 5.1. For the discrete measure, we derive an approximate density by
splitting [0, 1) (excluding 1) in 100 intervals, and dividing the total mass in any interval by
its length. In our graphs this associated density is indicated by ‘av.’, since mass is averaged
over space.
See Figure 5.1 for the time evolution of the limit case (vanished boundary layer, “n = ∞”).
Some features must be noted. First of all, we observe a deformation of the initial density
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Figure 5.1: The limit case: Comparison of absolutely continuous (‘PDE’) and discrete (‘ODEs,
av.’) solutions in the interior of the domain.
profile as time proceeds, due to the fact that v is not constant. Stretching and compression
is a direct consequence of the change in monotonicity of v. Roughly, the two solutions depict
the same behaviour. Oscillations are inherent to the nature of a particle system. As time
proceeds, the discrete model deviates more from the PDE. The reason is that particles have
accumulated in 1, leaving fewer particles in the interior, and thus leading to a coarser approx-
imation.
In Figure 5.2 we show the results corresponding to the regularized system for n = 2. We
observe the same behaviour as in Figure 5.1. Note that the densities in Figure 5.2 are slightly
smaller than in Figure 5.1; in the regularized system mass already decays in the interior of
the domain. The differences between the regularized and limit systems being small, reflect
the fact that, apparently, the magnitude of v is large compared to the rate at which mass
decays. Mass arrives at 1 due to v relatively fast, without having too much chance to decay.
In Figure 5.3 we compare the evolution of mass accumulation and decay at x = 1. Both for
the limit case and the case n = 2 the solutions for absolutely continuous and discrete initial
data are nearly indistinguishable. It is worth noting that in the regularized case the peak
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Figure 5.2: For the regularised case (n = 2): Comparison of absolutely continuous (‘PDE’)
and discrete (‘ODEs, av.’) solutions in the interior of the domain.
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Figure 5.3: Comparison of the mass at x = 1 for the absolutely continuous (‘PDE’) and
discrete (‘ODEs, av.’) solutions.
value is smaller than in the limit case. This is in agreement with our observations above about
mass distribution in the interior of the domain. Some mass is taken away in the boundary
layer before arriving at x = 1.
As n increases, we observe similar behaviour as in the case n = 2, be it that the solu-
tion of the limit problem is approximated even better. We omit to show the corresponding
graphs.
5.3 Order of convergence
Proposition 4.2 (and the subsequent example) state that ‖µ(n)t − µt‖∗BL = O(1/n), uniformly
on compact time intervals. In this section, we confirm this statement numerically. We follow
the idea of [28] for calculating the flat metric. They choose to use the Fortet-Mourier norm
‖ · ‖FM := max{‖·‖∞, | · |L} on the space of bounded Lipschitz functions, rather than the BL
norm, or Dudley norm ‖ · ‖BL := ‖ · ‖∞ + | · |L used in this paper. Consequently, the corre-
sponding dual norm is different; ‖·‖∗FM instead of ‖·‖∗BL. However, these norms are equivalent
(see (1.13)). So either one of them can be used for estimating the order of convergence.
The algorithm in [28] can only be applied to (signed) discrete measures. In the sequel we
thus focus on discrete measures only. We have seen before that any discrete measure stays
discrete as time evolves, which allows for the use of the algorithm in [28]. For a comparison
between the solutions for absolutely continuous and discrete initial data, we refer the reader
back to Section 5.2.
We take n = 2k for k = 1, 2, . . . and define
Ak := sup
t∈[0,T ]
‖µ(2k)t − µt‖∗FM. (5.5)
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k 2 log(Ak/Ak+1)
1 1.0530718
2 1.0716763
3 1.0445858
4 1.0237701
5 1.0123283
6 1.0065000
7 1.0023709
8 1.0000000
Table 1: Estimation of the order of convergence q, as used in (5.6), for n = 2k, k ∈ N+. The
numerical order of convergence is O(1/n), confirming the theoretical result from Proposition
4.2.
In (5.5), T denotes the final time of the computation. We estimate the order of convergence
q, that is the value of q such that
Ak = O
((
1
2k
)q)
, (5.6)
as k → ∞. As mentioned before, q = 1 should hold. We use Richardson extrapolation and
approximate the value of q by 2 log(Ak/Ak+1). The results are in Table 1 and support our
theoretical claim.
6 A probabilistic interpretation of the integral equation
The measure-valued variation of constants formula (1.4) derives naturally from a probabilistic
view on the system, as we shall now describe.
Take N individuals in a confined space, with position Xit ∈ [0, 1] at time t say (i =
1, . . . , N). We assume that the boundary at 1 is sticking. By this we mean that at the
absorbing boundary we have a ‘gate’ that absorbs an individual present there a time Ti after
arrival, which is an exponentially distributed random variable with (constant) rate a. We
assume that the individuals are indistinguishable and the absorption of individuals (gating)
occurs independently. We denote by pi
(i)
t the law of X
i
t when X
i
0 is distributed according to
the probability measure pi0.
Since individuals are independent, the expected number of individuals in a Borel set
E ⊂ [0, 1] is given by the measure µt(E) , where µt satisfies
µt(E) = E
[
N∑
i=1
11Xit (E)
]
=
N∑
i=1
pi
(i)
t (E). (6.1)
The measures pi
(i)
t satisfy
pit(E) = Ptpi0(E)− δ1(E)
t∫
0
apis ({1}) ds, (6.2)
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such that (6.1) together with (6.2) yields (1.4) with the particular choice f = −a11{1} as in
Section 4, Example. To see that (6.2) holds, let us introduce the conditional probability
p(t,∆t) := Prob
(
Individual is gated in [t, t+ ∆t] | Xt = 1
)
= 1− e−a∆t. (6.3)
Discretize the time interval [0, t] into κ steps of length ∆sj and let sj be the left point of
the j-th subinterval. Then the probability that the individual has been gated in [0, t] is
approximately
κ∑
j=1
p(sj ,∆sj)pisj ({1}) =
κ∑
j=1
p(sj ,∆sj)
∆sj
pisj ({1}) ∆sj
→
t∫
0
apis ({1}) ds as κ→∞. (6.4)
Formulating now (6.2) in terms of measures in M+([0, 1])BL gives
pit = Ptpi0 −
t∫
0
apis ({1}) ds δ1. (6.5)
To conclude this section, we compare the numerics of Section 5 to a numerical approxima-
tion of its probabilistic counterpart presented in this section. We only consider those results
of Section 5 corresponding to vanished boundary layer; cf. the dashed curves in Figure 5.1 and
Figure 5.3a. For the deterministic and stochastic models, the same discrete initial measure is
used with positions drawn randomly from the distribution µ¯0. Recall that we use N = 25000
Diracs of initial mass 1/N .
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Figure 6.1: Mass at x = 1 for the system with discrete initial measure in the limit of vanishing
boundary layer. Comparison between taking away all mass of a particle at a random time
after arrival, and continuous decay at rate a.
Differences between the solutions with random and continuous decay, respectively, can
only occur at x = 1. In the interior there is no absorption of mass, while we use the same
initial data and the evolution of positions is dictated by the same velocity field. Therefore we
only show the mass at x = 1 as a function of time; see Figure 6.1. In the graph hardly any
difference is observed between the two systems.
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Appendices
A Proof of Lemma 2.1 – Individualistic stopped flow
Proof. (Lemma 2.1) (i): A quick approach to the stated result is the following: extend v :
[0, 1] → R to v¯ : R → R by putting v¯(x) := v(0) if x 6 0 and v¯(x) := v(1) if x > 1. Then v¯
is a bounded Lipschitz extension of v such that ‖v¯‖∞ = ‖v‖∞ and |v¯|L = |v|L. Let x¯(t;x0)
be the unique (global) solution to (2.1) with v replaced by v¯ with initial condition x0 ∈ R
and Φ¯t : R → R the associated solution semigroup. That is, Φ¯t(x0) := x¯(t;x0). A classical
argument involving Gronwall’s Lemma yields (i) for Φ¯t instead of Φt. Now, for x0 ∈ [0, 1],
Φt(x0) = min
(
max(Φ¯t, 0), 1
)
.
Thus |Φt|L 6 |Φ¯t|L, using e.g. [15] Lemma 4.
(ii): Let t, s ∈ Ix0 . Without loss of generality, assume that t > s.
|x(t)− x(s)| = |
t∫
0
v(x(σ)) dσ −
s∫
0
v(x(σ)) dσ| 6
t∫
s
|v(x(σ))| dσ
6 ‖v‖∞ (t− s). (A.1)
If both t, s ∈ R+ are not in Ix0 , then inequality (A.1) is trivially satisfied. Suppose now that
s ∈ Ix0 , while t is not. Then t > τ∂(x0), τ∂(x0) ∈ Ix0 and
|x(t)− x(s)| = |x(τ∂(x0))− x(s)| 6 ‖v‖∞ (τ∂(x0)− s),
according to (A.1). Clearly τ∂(x0)− s 6 t− s. The estimates are independent of x0 ∈ [0, 1].
Thus we obtain (2.3).
B Proof of central Lemma 2.3 – Averaging over orbits
Let g : [0, 1]→ R be a piecewise bounded Lipschitz function, with finite set of discontinuities
Sg. Number the points of Sg ∪ {0, 1} in increasing order:
x0 := 0 < x1 < x2 < · · · < xn−1 < 1 =: xn.
For ease of exposition of the technical arguments, if n = 1 we include an ‘artificial’ point of
discontinuity for g in (0, 1) at position x where v(x) 6= 0, such that we can assume n > 2. The
resulting partitioning of [0, 1] has mesh size mg := min16i6n(xi − xi−1). The restriction of g
to the subinterval (xi−1, xi) has a unique Lipschitz extension to [xi−1, xi] that we denote by
gi. Note that in general gi(xi) 6= g(xi) 6= gi+1(xi) may hold. We assume that v is a bounded
Lipschitz velocity field on [0, 1] such that v(x) 6= 0 for x ∈ Sg. Let (Φs) be the individualistic
stopped flow associated to v (see Section 2.1).
The establishment of the Lipschitz property of gΦt turns out to be less straightforward as
it might seem at first sight, resulting in the technical proof that is presented in this section.
One might think of starting from the observation that
gΦt (x) =
t∫
0
g(Φs(x)) ds =
t∫
0
g(Φs(x))
v(Φs(x))
dΦs(x)
ds
ds =
Φt(x)∫
x
g(x′)
v(x′)
dx′. (B.1)
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However, (B.1) holds for only for x that are not a sticking boundary point nor an interior
steady state, and holds for t 6 τ∂(x) only. Moreover, when there is an internal steady state,
then (B.1) does not give an easy Lipschitz estimate for |gΦt (x) − gΦt (y)| when x and y lie on
differnt sides of this steady state. This strongly limits the applicability of (B.1).
In our approach consider the product flow (Φ×s ) on [0, 1]× [0, 1] given by
Φ×s (x, y) := (Φs(x),Φs(y)) for s ≥ 0
and define for 1 6 i, j 6 n and t > 0:
Bi,j :=
{
(x, y) ∈ [0, 1]× [0, 1] | xi−1 6 x 6 xi, xj−1 6 y 6 xj},
Iti,j(x, y) :=
{
s ∈ [0, t] | Φ×s (x, y) ∈ Bi,j
}
,
It,∂i,j (x, y) :=
{
s ∈ [0, t] | Φ×s (x, y) ∈ ∂Bi,j \∆[0,1]
}
.
Here, ∂Bi,j denotes the boundary of Bi,j and ∆[0,1] := {(x, y) ∈ [0, 1] × [0, 1] | x = y} is the
diagonal in [0, 1]× [0, 1]. Then one has for any x, y ∈ [0, 1],∣∣gΦt (x)− gΦt (y)∣∣ 6 ∑
16i,j6n
∫
Iti,j(x,y)
∣∣g(Φs(x))− g(Φs(y))∣∣ ds. (B.2)
The terms in (B.2) with |i− j| > 2, |i− j| = 1, and i = j shall be estimated separately, since
each requires a different approach. The last two cases are the most delicate. The estimates
are as follows:
Case |i− j| > 2.
For s ∈ Iti,j(x, y), Φs(x) and Φs(y) are in intervals of the partitioning of [0, 1] that are not
neighbours. So |Φs(x)− Φs(y)| > mg. This implies that in this case∫
Iti,j(x,y)
|g(Φs(x))− g(Φs(y))| ds 6 2
mg
‖g‖∞
∫
Iti,j(x,y)
|Φs(x)− Φs(y)| ds
6 2
mg
‖g‖∞ e|v|Lt · |Iti,j(x, y)| · |x− y|,
according to Lemma 2.1. Here, |A| denotes the Lebesgue measure of the (measurable) set A.
Case |i− j| = 1.
The following lemma provides the crucial observation for this case:
Lemma B.1. Assume n > 2. Then for all t > 0 and 1 6 i, j 6 n such that |i− j| = 1, there
exist Lti,j > 0 such that
|Iti,j(x, y)| 6 Lti,j |x− y| (B.3)
for all x, y ∈ [0, 1]. The functions t 7→ Lti,j are non-decreasing and locally bounded.
The terms in (B.2) with |i − j| = 1 can then be estimated as follows, where we limit our
exposition to the case j = i− 1:∫
Iti,i−1(x,y)
|g(Φs(x))− g(Φs(y))| ds 6 2‖g‖∞ · |Iti,i−1(x, y)| 6 2‖g‖∞Lti,i−1 · |x− y|. (B.4)
21
Case i = j.
Since g is possibly discontinuous at the points xi−1 and xi we have, using Lemma 2.1,∫
Iti,i(x,y)
∣∣g(Φs(x))− g(Φs(y))∣∣ ds 6 ∫
Iti,i(x,y)
|gi(Φs(x))− gi(Φs(y))| ds
+
∫
It,∂i,i (x,y)
|g(Φs(x))− g(Φs(y))| ds (B.5)
6|gi|Le|v|Lt · |Iti,i(x, y)| · |x− y|+ 2‖g‖∞ |It,∂i,i (x, y)|. (B.6)
Note that It,∂i,i (x, y) does not contain times s ∈ [0, t] at which Φ×s (x, y) ∈ ∆[0,1]. For these
times the integrand is zero, however. The following lemma provides the Lipschitz estimate
for the second term in (B.6), similar to Lemma B.1:
Lemma B.2. If 2 6 i 6 n− 1, then |It,∂i,i (x, y)| = 0 for all x, y ∈ [0, 1]. If i = 1 and v(0) 6= 0,
or i = n and v(1) 6= 0, then for all t > 0 there exist Lti > 0 such that for all x, y ∈ [0, 1]
|It,∂i,i (x, y)| 6 Lti |x− y|. (B.7)
The function t 7→ Lti is non-decreasing and locally bounded.
The estimates for the various cases can now be put together when v(x) 6= 0 for x ∈ {0, 1},
yielding
∣∣gΦt (x)− gΦt (y)∣∣ 6 2mg ‖g‖∞ · e|v|Lt
 ∑
|i−j|>2
|Iti,j(x, y)|
 · |x− y|
+ 2‖g‖∞
 ∑
|i−j|=1
Lti,j
 · |x− y|
+ max
16i6n
|gi|L · e|v|Lt
(
n∑
i=1
|Iti,i(x, y)|
)
· |x− y|+ 2‖g‖∞(Lt1 + Ltn) · |x− y|
6 |x− y| ·G ·
2n2
mg
· te|v|Lt + 2
∑
|i−j|=1
Lti,j + 2(L
t
1 + L
t
n)
 ,
with G := max(‖g‖∞, |g1|L, . . . , |gn|L). Here we used that
∑
i,j |Iti,j(x, y)| 6 n2t. The func-
tions t 7→ Lti,j are non-decreasing and locally bounded when |i− j| = 1, according to Lemma
B.1, while t 7→ Lt1 and t 7→ Ltn are non-decreasing and locally bounded, due to Lemma B.2.
So for every t ≥ 0, sup06s6t |gΦs |L <∞.
If v(0) = 0 or v(1) = 0, then g is continuous at the boundary points where v vanishes, by
the assumptions imposed on v. Consider the case v(0) = 0. Then the domain of integration
in the integral in (B.5) for i = 1 can be replaced by
I˜t,∂1,1(x, y) := I
t,∂
1,1(x, y) \ {(x, y) ∈ [0, 1]× [0, 1] | x = 0 or y = 0},
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because of the continuity of g at 0. Since v(x1) 6= 0, we obtain |I˜t,∂1,1(x, y)| = 0 and the last
term in (B.6) can be omitted in this case. A similar argument applies to the case v(1) = 0
and i = n. Again, for every t ≥ 0, sup06s6t |gΦs |L < ∞. The proof of Lemma 2.3 is now
complete.
Proofs of Lemma B.1 and Lemma B.2.
First define for any x, y ∈ [0, 1]:
τy(x) := inf{s > 0 : y = Φs(x)}, (B.8)
with the convention that inf ∅ = ∞. If it is finite, then τy(x) is the arrival time at y of the
solution starting at x. In that case,
τy(x) =
τy(x)∫
0
1
v(Φs(x))
· dΦs(x)
ds
ds =
y∫
x
1
v(x′)
dx′, (B.9)
because v(Φs(x)) 6= 0 for any 0 6 s 6 τy(x), otherwise y is not reachable (note that v
Lipschitz implies that a steady state cannot be reached in finite time). For t > 0 define the
truncation
t ∧ τy(x) := min(t, τy(x)) (B.10)
Lemma B.3. Let n > 2 and t > 0.
(a) If 1 6 i 6 n−1, then x 7→ t∧τxi(x) is continuous on [xi−1, xi+1] except at xi. Moreover,
(i) If v(xi) > 0, then t ∧ τxi is Lipschitz continuous on [xi−1, xi].
(ii) If v(xi) < 0, then t ∧ τxi is Lipschitz continuous on [xi, xi+1].
In either of the cases, t ∧ τxi(x) = t on the remaining part of [xi−1, xi+1].
(b) If v(0) < 0, then x 7→ t ∧ τx0(x) is Lipschitz continuous on [x0, x1].
(c) If v(1) > 0, then x 7→ t ∧ τxn(x) is Lipschitz continuous on [xn−1, xn].
In all cases the corresponding Lipschitz constant of t ∧ τxi on the stated interval is a non-
decreasing function of t.
Proof. (a) First assume that v(xi) > 0. Then τxi is finite on the connected component of
the set Si := {x ∈ [xi−i, xi] | v(x) > 0} that contains xi. According to (B.9), x 7→ τxi(x) is
strictly decreasing and continuously differentiable function on Si \ {xi}. Hence, t ∧ τxi is a
Lipschitz function on [xi−i, xi], with Lipschitz constant on this interval given by
|t ∧ τxi |(i)L = sup
{
1
v(x′)
∣∣ x′ ∈ [xi−1, xi], τxi(x′) 6 t} , (B.11)
because of (B.9). So t 7→ |t∧ τxi |(i)L is a non-decreasing (and locally bounded) function. Note
that t ∧ τxi(xi) = 0, while t ∧ τxi(x) = t for x ∈ (xi, xi+1].
A similar argument applies to the case v(xi) < 0. Now x 7→ τxi(x) is strictly increasing
on the connected component of S′i := {x ∈ [xi, xi+1] | v(x) < 0} that contains xi. Further
details are left to the reader.
(b) and (c): The arguments are similar to the Lipschitz part of (a).
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Remark: If v(xi) were 0, then t ∧ τxi is constant t on [xi−1, xi+1] \ {xi}, but discontinuous
for t > 0 at x = xi, since t ∧ τxi(xi) = 0. Hence, it is neither Lipschitz on [xi−1, xi], nor on
[xi, xi+1].
Proof. (Lemma B.1). Because Iti,j(x, y) = I
t
j,i(y, x), it suffices to consider the case j = i− 1,
i > 2. Fix x, y ∈ [0, 1]. We can assume that Iti,j(x, y) 6= ∅. First suppose that (x, y) 6∈ Bi,i−1.
Then t0 := inf(I
t
i,j(x, y)) is the time of arrival of the product flow at ∂Bi,i−1 before time t,
when the flow starts at (x, y). Consequently,
|Iti,i−1(x, y)| = |It−t0i,i−1(Φ×t0(x, y))|. (B.12)
Since
|Φt0(x)− Φt0(y)| 6 e|v|Lt0 · |x− y| 6 e|v|Lt · |x− y|, (B.13)
(cf. Lemma 2.1) it suffices to prove (B.3) for (x, y) ∈ Bi,i−1.
We now estimate |Iti,i−1(x, y)| for (x, y) ∈ Bi,i−1 under the assumption that v(xi−1) > 0, by
distinguishing three cases:
Case xi−1 6 x < xi and xi−2 < y < xi−1.
Using the continuity of v and v(xi−1) > 0 and taking into account that the individualistic
stopped flow will stay at the boundary points x0 = 0 and xn = 1 of [0, 1] once the solution
arrives at these points (when v(0) < 0 and v(1) > 0), one gets by careful consideration that
|Iti,i−1(x, y)| =

min
(
t ∧ τxi(x), t ∧ τxi−1(y)
)
, i = 2, n > 2;
min
(
t ∧ τxi−2(y), t ∧ τxi−1(y)
)
, i = n, n > 2;
t ∧ τxi−1(y), i = n = 2;
min
(
t ∧ τxi(x), t ∧ τxi−2(y), t ∧ τxi−1(y)
)
, otherwise.
(B.14)
Here we used that v(xi−1) > 0. Hence,
|Iti,i−1(x, y)| 6 t ∧ τxi−1(y) = t ∧ τxi−1(y)− t ∧ τxi−1(xi−1)︸ ︷︷ ︸
=0
(B.15)
6 |t ∧ τxi−1 |(i−1)L |xi−1 − y| (B.16)
6 |t ∧ τxi−1 |(i−1)L |x− y|. (B.17)
Note that in (B.15) – (B.17) the assumption j = i− 1 is essential. To get (B.16) we applied
Lemma B.3(i).
Case xi−1 6 x 6 xi and y = xi−1.
In this case |Iti,i−1(x, y)| = 0 due to the sign of v at xi−1.
Case x = xi or y = xi−2 (or both).
Note that |x− y| > mg. Hence,
|Iti,i−1(x, y)| =
|Iti,i−1(x, y)|
|x− y| · |x− y| 6
t
mg
|x− y|. (B.18)
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From the above cases we deduce that if v(xi−1) > 0, then
|Iti,i−1(x, y)| 6 max(
t
mg
, |t ∧ τxi−1 |(i−1)L ) · |x− y|, (B.19)
holds for all (x, y) ∈ Bi,i−1. The pre-factor on the right-hand side in (B.19) is non-decreasing
and locally bounded in t.
If v(xi−1) < 0, then t∧ τxi−1 is not Lipschitz on [xi−2, xi−1], but on [xi−1, xi] instead (Lemma
B.3). We denote its Lipschitz constant on the latter interval by |t ∧ τxi−1 |(i)L , which is a
non-decreasing function of t. The estimates for |Iti,i−1(x, y)| follow, mutatis mutandis, from
distinguishing between similar cases as for v(xi−1) > 0. We obtain
|Iti,i−1(x, y)| 6 max(
t
mg
, |t ∧ τxi−1 |(i)L ) |x− y|, (B.20)
for all (x, y) ∈ Bi,i−1, where max( t
mg
, |t∧τxi−1 |(i)L ) is non-decreasing and locally bounded in t.
Since v(xi−1) 6= 0 by assumption on the velocity field, the combination of (B.19) and (B.20)
yields the result stated in the lemma.
Proof. (Lemma B.2). Fix x, y ∈ [0, 1] such that x 6= y. Since It,∂i,i (x, y) = It,∂i,i (y, x) we can
assume x < y. Moreover, we can assume It,∂i,i (x, y) 6= ∅. Furthermore, it suffices to prove
Lemma B.2 for (x, y) ∈ Bi,i due to similar arguments as in (B.12)–(B.13).
If n > 3 and 2 6 i 6 n − 1, then v(x′) 6= 0 and v(y′) 6= 0 for any (x′, y′) ∈ ∂Bi,i by
assumption. Consequently, |It,∂i,i (x, y)| = 0 in this case.
Consider now i = 1. Recall that we have n > 2, x1 ∈ (0, 1) and v(x1) 6= 0. If v(0) > 0,
i.e. 0 is non-sticking, then |It,∂1,1(x, y)| = 0 for all x, y ∈ [0, 1] with x < y. If v(0) < 0, then for
x, y ∈ [0, 1] with x < y,
It,∂1,1(x, y) =

{t ∧ τx1(y)}, if τx1(y) 6 t ∧ τx0(x),[
t ∧ τx0(x),min(t ∧ τx0(y), t ∧ τx1(y))
]
, if τx0(x) 6 t ∧ τx1(y),
∅, otherwise.
(B.21)
Here we used that the flow does not stop at x1 6= 1. Moreover, in the second case in (B.21)
we use that ∆[0,1] is excluded in the definition of I
t,∂
1,1(x, y). Thus
|It,∂1,1(x, y)| =
{
min(t ∧ τx0(y), t ∧ τx1(y))− t ∧ τx0(x), if τx0(x) 6 t ∧ τx1(y),
0, otherwise.
(B.22)
Hence, if v(0) < 0, then
|It,∂1,1(x, y)| 6 |t ∧ τx0(y)− t ∧ τx0(x)| 6 |t ∧ τx0 |(1)L · |x− y|. (B.23)
As argued in the proof of Lemma B.1, t 7→ |t ∧ τx0 |(1)L is non-decreasing, locally bounded.
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Consider i = n. If v(1) < 0, then |It,∂n,n(x, y)| = 0 for all x, y ∈ [0, 1] with x < y. If
v(1) > 0, then
It,∂n,n(x, y) =

{t ∧ τxn−1(x)}, if τxn−1(x) 6 t ∧ τxn(y),[
t ∧ τxn(y),min(t ∧ τxn−1(x), t ∧ τxn(x))
]
, if τxn(y) 6 t ∧ τxn−1(x),
∅, otherwise.
(B.24)
Consequently, with similar argument as above, if v(1) > 0, then
|It,∂n,n(x, y)| 6 |t ∧ τxn(y)− t ∧ τxn(x)| 6 |t ∧ τxn |(n)L · |x− y|. (B.25)
As argued before, each Lipschitz constant is non-decreasing and locally bounded in time. This
completes the proof.
C Integration of measure-valued maps
Let (X,Σ) be a measurable space and S a Polish space. We refer to [14] for the basic results
on Bochner integration. The following result shows that ‖ ·‖∗BL is a good norm from the point
of view of integration.
Proposition C.1. For any map p : X →M(S) the following statements are equivalent:
(i) p is Bochner measurable as map into M(S)BL;
(ii) For each bounded measurable function ϕ on S, the map x 7→ 〈p(x), ϕ〉 is measurable;
(iii) For each Borel measureable E ⊂ S, x 7→ p(x)(E) is measurable.
Proof. A detailed proof is given in [37]. A version for positive measures is proven in [26],
Proposition 2.5.
If µ is a σ-finite positive measure on (X,Σ), x 7→ p(x) is Bochner measurable and x 7→
‖p(x)‖∗BL is integrable with respect to µ, then p is Bochner integrable and∥∥∫
X
p(x) dµ(x)
∥∥∗
BL
6
∫
X
‖p(x)‖∗BL dµ(x) (C.1)
(see e.g. [14]). Because S is separable, M(S)BL is separable. Therefore there exists a
countable subset N ⊂M(S)∗BL that is norming:
‖ϕ‖∗BL = sup
{| 〈ϕ, f〉 | : f ∈ N}
for all ϕ ∈ M(S)BL. Since M(S)∗BL ' BL(S) ([26], Theorem 3.7, p.360), we may consider
N as subset of BL(S). In particular, if p : X →M(S) satisfies the conditions of Proposition
C.1, then x 7→ ‖p(x)‖∗BL is measurable.
Proposition C.2. Let µ be a σ-finite positive measure on (X,Σ) and let p : X → M(S)
satisfy any of the equivalent conditions in Proposition C.1. Then x 7→ ‖p(x)‖TV is Borel
measurable. Moreover, if the latter function is in L1(X,µ), then:
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(i) For each Borel set E ⊂ S, the set-wise integral ν(E) := ∫X p(x)(E) dµ(x) is defined and
yields a finite Borel measure ν.
(ii) The map x 7→ p(x) is Bochner integrable and the Bochner integral ν ′ := ∫X p(x) dµ(x)
in M(S)BL equals ν. In particular, for any Borel set E in S,∫
X
p(x) dµ(x)
 (E) = ∫
X
p(x)(E) dµ(x). (C.2)
(iii) ∥∥ ∫
X
p(x) dµ(x)
∥∥
TV
6
∫
X
‖p(x)‖TV dµ(x).
Proof. Because S is Polish, there exists a countable algebra A of Borel sets that generates
the Borel σ-algebra B(S) (cf. [7], Example 6.5.2). Then for any Borel measure µ, every ε > 0
and Borel set E there exists A ∈ A such that |µ(E)− µ(A)| < ε. Therefore (cf. [6], p.176),
‖p(x)‖TV = sup
E∈B(S)
p(x)(E)− inf
E∈B(S)
p(x)(E) = sup
A∈A
p(x)(A)− inf
A∈A
p(x)(A).
The functions pA : x 7→ supA∈A p(x)(A) and pA : x 7→ infA∈A p(x)(A) are measurable as
pointwise supremum of a countable collection of measurable functions (see Proposition C.1).
So x 7→ ‖p(x)‖TV is measurable.
(i): The integral defining ν converges, because |p(x)(E)| 6 ‖p(x)‖TV. σ-Additivity of ν is
obtained through Lebesgue’s Dominated Convergence Theorem.
(ii): x 7→ ‖p(x)‖∗BL is measureable and dominated by the µ-integrable function ‖p(x)‖TV, so
p is indeed Bochner integrable. For any f ∈ BL(S),〈
ν ′, f
〉
=
∫
X
〈p(x), f〉 dµ(x) = 〈ν, f〉 .
The first step holds because f defines a continuous functional onM(S)BL, the second because
f is the pointwise limit of a sequence of step functions. Two finite Borel measures that coincide
on BL(S) are identical (e.g. [15], Lemma 6). For ν, clearly∫
S
f dν =
∫
X
〈p(x), f〉 dµ(x)
for any bounded measurable function f . Equation (C.2) follows by taking f = 1E .
(iii): From part (ii) it follows that for any A ∈ A (introduced above),∫
X
pA(x) dµ(x) 6 ν(A) 6
∫
X
pA(x) dµ(x).
Therefore,
‖ν‖TV = sup
A∈A
ν(A)− inf
A∈A
ν(A) 6
∫
X
pA(x)− pA(x) dµ(x) =
∫
X
‖p(x)‖TV dµ(x).
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Moreover, for any continuous map P :M+(S)BL →M+(S)BL that is additive and posi-
tively homogeneous, i.e. P (aµ) = aP (µ) for a > 0, one has
P
(∫
X
p(x) dµ(x)
)
=
∫
X
P [p(x)] dµ(x). (C.3)
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