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1 Resumen
En las últimas décadas, la estimación de orientación se ha convertido en una tarea clave
del procesado de imagen, dada su capacidad para extraer características de bajo nivel y su apli-
cación en el análisis de datos. Existen un gran número de aplicaciones donde la estimación de
orientación juega un papel fundamental como son: el análisis de huellas dactilares, extracción de
puntos característicos, bifurcaciones, esquinas o intersecciones, filtrado adaptativo o seguimiento
de objetos, entre otras.
Sin embargo, con el paso del tiempo han aparecido diferentes problemas asociados a la es-
timación de orientación que pueden complicar este proceso. Los más importantes a destacar son
los siguientes: las limitaciones que presentan muchos de los métodos de estimación en estruc-
turas complejas, por ejemplo, estructuras con varias orientaciones asociadas, el incremento de
la complejidad computacional de los métodos más modernos o la dependencia de éstos a solo
unas determinadas aplicaciones. Resulta en estos momentos, por tanto, una tarea clave conseguir
métodos de estimación que sean lo más globales y genéricos posibles, en otras palabras, lo más
independientes del tipo de imagen con la que se trabaje y del campo de aplicación.
En esta Tesis doctoral, en primer lugar, se aborda una revisión de los conceptos más im-
portantes de la estimación de orientación, como es el concepto de estructura, orientación y sus
propiedades principales. También se describen los métodos de estimación de orientaciones más
importantes: tensor estructural, bancos de filtros, gradiente al cuadrado promediado, etc. Y las
aplicaciones más importantes como la detección de texturas, extracción de características, análisis
de huellas dactilares, filtrado variante o seguimiento de objetos, entre otras.
Las contribuciones principales a esta Tesis son dos. En primer lugar, la propuesta de un
marco de trabajo (de estimación de orientaciones) capaz de sistematizar el proceso de estimación
de orientaciones, independientemente del tipo de estructuras o el tipo de aplicación. El marco
propuesto está basado en una de las técnicas de estimación de orientación más usadas, los bancos
de filtros. Durante este trabajo, éstos han sido probados en multitud de escenarios mientras se
consideraban diferentes familias de filtros para su aplicación. En segundo lugar, se abordan casos
prácticos de aplicación del marco de trabajo propuesto con el objetivo de mostrar sus excelentes
capacidades en aplicaciones muy dispares, mostrando su potencial en multitud de posibilidades.
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1 Resumen
Dado que el método de presentación de la presente Tesis doctoral es mediante un compendio
de artículos, la organización de esta memoria constará de un primer capítulo de introducción y
estado del arte. Seguidamente se mostrarán, de forma coherente y organizada, los artículos con los
resultados obtenidos durante el periodo de investigación de la Tesis, con una introducción para
cada uno de los artículos incluidos en este compendio. Finalmente el capítulo de conclusiones y
trabajo futuro cierra la Tesis.
1.1. Summary
In the last decades, image orientation estimation has become in a fundamental task of image
processing, due to its ability to extract low level features and its application to data analysis. There
are a wide number of applications where the image orientation estimation plays and important
role, some of these are: fingerprint analysis, feature extractions such as bifurcation, junction and
corner, adaptive filtering or tracking applications.
However, with the pass of time, different problems related to orientation estimation have
appeared and they can complicate this process. The most important problems to highlight are:
difficult of a wide number of methods to estimate the orientation of complex object structures,
for example, structures with multiple orientations associated, high computational cost of modern
methods or dependence on the application framework. Therefore, nowadays, the obtention of
global and generics methods, in other words, methods as independent as possible from the image
and the application, has become in a important task. In this Thesis, firstly, a review of main con-
cepts of image orientation have been carried out, such as the concept of structure, orientation and
their main properties. The most important methods have been described, as e.g., structural tensor,
bank of filters, average square gradient, etc. And the most important applications based on image
orientation estimation as texture analysis, feature extraction, fingerprint analysis, object tracking
and space variant filtering, among others.
The main contributions to this Thesis are two. First one is the proposal of a new framework
for image orientation estimation, which can systematize this process, making it independent of
image type and application. The proposed framework is based on one of the most used estimation
orientation techniques, the bank of filters. Throughout this work, it have been tested in a wide
variety of scenarios, considering different families of filters for their application. Secondly, the
proposed framework has been evaluated in practical applications to show its ability and potential.
This Thesis has been carried out by the method of compendium of publications, it has been
organized as follows. Chapter one shows an introduction and a review of the state of art. Chapter
two shows the journal papers and other contributions done during the research period of this
Thesis. Finally, Chapter three shows the conclusion and future work.
2
2 Introducción y estado del arte
La estimación de la orientación es un campo de estudio bastante amplio, que está siendo
tratado de forma ininterrumpida desde hace varias décadas. El interés de esta técnica radica en
la gran importancia que presenta en el procesado de imagen, debido a su extenso abanico de
aplicaciones. Entre éstas cabe destacar las tareas de visión por computador, la extracción de carac-
terísticas, la segmentación, el análisis de texturas, el seguimiento de objeto, etc.
Se denomina estimación de orientación al proceso mediante el cual se obtiene un cálculo de
la orientación de los objetos que componen la escena de una imagen. Concretamente, el proceso
de estimación se realiza sobre las zonas no homogéneas de la imagen, es decir los contornos de
los objetos contenidos en la imagen, conocidos en este ámbito como estructuras. El resultado de
este proceso proporciona un campo vectorial con las características de orientación de la imagen,
denominado campo vectorial de orientaciones (CVO) o más comúnmente conocido por sus siglas
en inglés, OVF (orientation vector field).
A lo largo de este capítulo se expondrán los conceptos básicos relacionados con la estima-
ción de orientación, explicando en qué consisten las estructuras de una imagen y el concepto de
orientación aplicado al procesado de imagen. Seguidamente se abordarán las aplicaciones más re-
presentativas de la estimación de orientación, así como los métodos de estimación de orientación
más utilizados. El resto de capítulos se organizan de la siguiente forma: el Capítulo 3 recoge todas
las publicaciones realizadas por el doctorando a lo largo del periodo investigador relacionadas
con el tema de la presente Tesis y el Capítulo 4 aportará las conclusiones y líneas futuras de este
trabajo.
2.1. Concepto de estructura
Como ya se ha comentado en el resumen de esta Tesis doctoral, el objetivo de la estimación
de orientación es disponer de un campo vectorial con la información de la orientación de los ob-
jetos contenidos en una imagen. Cada objeto de una imagen se puede considerar como la unión
de diferentes regiones homogéneas, los cuales en este ámbito son denominados como contornos o
estructuras. Matemáticamente se pueden definir los contornos de una imagen como aquellos pí-
3
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xeles de una imagen s(x) cuya derivada es diferente de cero ∂s(x)∂x 6= 0. Sin embargo para imágenes
reales donde se encuentra presente ruido, reflejos, sombras o degradados es más preciso definir
las estructuras como los píxeles de una imagen cuya derivada en alguna dirección, o módulo de la
derivada, es superior a cierto umbral establecido ∂s(x)∂x > th, el cual dependerá del tipo de imagen
y el campo de aplicación.
(a) Image (b) (c)
Figura 2.1: (a) Imagen original, (b) imagen formada por los contornos de la imagen anterior, la cual
ha sido obtenida calculando el valor absoluto del gradiente de la imagen, (c) imagen
binaria producto de la umbralización de los contornos de (b).
2.2. Orientación de las estructuras
Dar una definición del concepto de orientación puede parecer una tarea bastante trivial,
sin embargo al estar basada en la percepción visual resulta bastante difícil proponer una defini-
ción universal de orientación en imágenes. Un ejemplo bastante representativo de este problema
es descrito por Perona en [49] donde explica que los métodos empleados tradicionalmente para
realizar la difusión de la orientación presentaban errores bastante significativos, producto de no
utilizar una adecuada definición de la orientación.
Debido a estos motivos, previamente a dar una definición de orientación, es importante
analizar sus características en imágenes. De acuerdo con Michelet et al. en [42], la orientación en
imágenes presenta cuatro características fundamentales:
La orientación está estrechamente relacionada con el gradiente, y por tanto no existe en
cualquier punto de una imagen. Por ejemplo, en el caso de imágenes uniformes no es posi-
ble realizar una estimación de orientaciones. Por tanto, la orientación solo existe en las zonas
de imagen con gradiente, ya que son las que contienen las estructuras de una imagen. Un
ejemplo visual puede encontrarse en la Figura 2.2, donde se muestran dos imágenes, la pri-
4
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mera corresponde a una zona homogénea donde no es posible realizar una estimación de
orientación, la segunda imagen está formada por la unión de dos zonas homogéneas, siendo
posible realizar una estimación de orientación en los píxeles correspondientes a la interfase
entre zonas, que es la que presenta un cierto gradiente.
(a) (b)
Figura 2.2: Imagen homogénea respecto a imagen no homogénea.
La escala considerada tiene una gran influencia en la percepción de la orientación. Según la
escala sobre la que se analice la imagen pueden existir diferentes orientaciones. Visualmente
este concepto se muestra en la Figura 2.3, como puede observarse en la Figura 2.3.(a) exis-
te una orientación predominante respecto al resto. Sin embargo, al cambiar la escala en la
Figura 2.3.(b) se puede observar que ya no existe una única orientación predominante.
(a) (b)
Figura 2.3: Estimación de orientación en diferentes escalas.
Las estructuras pueden tener una única orientación predominante o presentar diferentes
orientaciones predominantes. A la orientación estimada en estructuras con una única orien-
tación predominante se la denomina orientación simple mientras que a la orientación es-
timada en estructuras con varias orientaciones predominantes se la denomina orientación
múltiple. Un ejemplo de orientación múltiple son las intersecciones entre varias estructuras
con orientación simple, algunos ejemplos son las esquinas, las bifurcaciones o los cruces de
estructuras, tal y como se muestra en la Figura 2.4.
La periodicidad de las orientaciones depende del tipo de estructuras sobre las que se trabaja.
Es posible distinguir entre dos tipos de orientaciones: los bordes (transiciones oscuro a claro
o claro a oscuro) y las líneas (transiciones oscuro-claro-oscuro o viceversa), mientras que los
5
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(a)
Figura 2.4: Imagen con orientación múltiple formada por la unión de estructuras con orientación sim-
ple.
bordes son periódicos cada 360 grados las líneas lo son cada 180 grados. Un ejemplo visual
se puede encontrar en la Figura 2.5.
(a) Imagen 360o perio-
dica
(b) Imagen 360o perio-
dica rotada 90o
(c) Imagen 360o perio-
dica rotada 180o
(d) Imagen 360o perio-
dica rotada 270o
(e) Imagen 180o perio-
dica
(f) Imagen 180o perio-
dica rotada 90o
(g) Imagen 180o perio-
dica rotada 180o
(h) Imagen 180o perio-
dica rotada 270o
Figura 2.5: Comparativa entre imágenes periódicas 360o respecto a imágenes periódicas 180o.
Basándose en estas características se han propuesto diferentes aproximaciones para definir
la orientación. Entre las más importantes destacan la aproximación utilizada por Kass y Witkin
[30], Bigün [10], entre otros y propone que:
Sea x ∈ RN una variable de un espacio N -dimensional, denotamos x como x =
[x1, x2, ..., xn]
T , o para el caso concreto de imágenes donde la dimensión es N = 2, x = [x1, x2]T .
Una señal multivariante s(x) se considera localmente orientada en una región Ω si esta señal es
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constante a lo largo de una dirección, es decir,
s(x + λu) = s(x) para todo λ ∈ R x,x + λu ∈ Ω, (2.1)
donde u es un vector unitario que denota la orientación.
Esta es una definición bastante simple que puede dar lugar a los errores mencionados ante-
riormente si no se tiene en cuenta la periodicidad y el tipo de estructuras que contiene la imagen
con la que se trabaja.
Existen otras muchas formas de definir la orientación, como la presentada por Granlund y
Knutsson en [24]. Esta definición está basada en la cuarta característica presentada anteriormente
y asocia las orientaciones con un punto en un círculo, de manera que se distingue entre dos tipos
de orientaciones: los bordes (transiciones oscuro a claro ó claro a oscuro) y las líneas (transiciones
oscuro-claro-oscuro ó viceversa), mientras que los bordes son periódicos cada 360o, las líneas lo
son cada 180o.
Para la realización de esta Tesis, tanto el marco teórico de estimación propuesto como en los
ejemplos de aplicación, se trabajan sobre los contornos de los objetos contenidos en las imágenes
asumiendo que todos los objetos están formados por la unión de diferentes estructuras lineales
periódicas 180o. Por tanto, bajo estas condiciones, la definición de orientación utilizada por Kass
y Witkin en [30], es válida para nuestro trabajo.
2.3. Aplicaciones de la estimación de la orientación
Tal y como se ha mencionado al principio de este capítulo, la estimación de la orientación
presenta gran cantidad de aplicaciones en multitud de campos. A lo largo de esta sección se des-
criben algunas de las aplicaciones más importantes basadas en la estimación de la orientación.
2.3.1. Procesado de huellas dactilares
En las imágenes de huellas dactilares se encuentra posiblemente uno de los mayores cam-
pos de aplicación de la estimación de orientación. Originariamente utilizadas en la investigación
criminal, las huellas dactilares se han convertido en uno de los indicadores biométricos más im-
portantes, convirtiéndose a lo largo de los años en una herramienta fundamental en gran variedad
de aplicaciones de autentificación, control de acceso y seguridad. Morfológicamente, las imáge-
nes de huellas dactilares están formadas por crestas y valles, las crestas corresponden a las curvas
negras que marcan los contornos entre los valles, las zonas claras de la imagen.
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Dentro de estas aplicaciones, la estimación de orientación resulta bastante útil cuando es
aplicada a la extracción marcadores (puntos de interés) que permitan caracterizar de forma inequí-
voca cada huella [15, 4, 28, 47]. Uno de los marcadores más importantes es la curvatura de los con-
tornos de la huellas dactilares, los cuales permiten caracterizar cada huella mediante la relación
espacial que guarda con el resto de contornos. La estimación del campo vectorial de orientaciones
de los contornos de una huella dactilar permite caracterizar dicha huella según la distribución y
curvatura de los vectores de cada uno de los píxeles del campo así como su orientación respecto a
un determinado vecindario.
Por otro lado, la estimación de orientación también ha sido usada para restaurar la estruc-
turas de las imágenes con poca calidad [2, 26, 27, 38]. Un ejemplo del uso de la estimación de la
orientación en huellas dactilares se puede observar en la Figura 2.6, donde se consigue la restau-
ración de las estructuras de la imagen por medio del análisis de la orientación.
(a) (b) (c)
Figura 2.6: (a) Imagen original, (b) campo vectorial de orientaciones, (c) imagen reconstruida con la
información del campo vectorial de orientaciones. Imagen extraída de [26].
2.3.2. Análisis de texturas
Originariamente, la estimación de orientaciones fue utilizada para el análisis de texturas,
donde mediante la búsqueda de discontinuidades en el flujo óptico se conseguía una mejora en el
proceso de segmentación, permitiendo una mejor distinción entre objetos en una imagen [46]. En
este sentido, a lo largo de los años se han seguido proponiendo diferentes métodos para incorporar
la información de la orientación al proceso de segmentación de cara a conseguir mejorar el tiempo
de procesado [18].
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2.3.3. Corrección de imágenes
La estimación de orientaciones ha sido ámpliamente utilizada para determinar la correcta
orientación de las imágenes obtenidas mediante cámaras fotográficas, escáneres o videocámaras.
Es muy común que durante el proceso de adquisición y digitalización de imágenes no presenten
la correcta orientación espacial o presenten ángulos de rotación respecto a la escena. Estos factores
dificultan la visualización de las imágenes por los usuarios, degradan las prestaciones de las he-
rramientas OCR o incrementan el espacio necesario para su almacenamiento. Con el objetivo de
solucionar estos problemas, a lo largo de los años han surgido una gran cantidad de métodos de
corrección de imágenes basados en estimación de orientación [5, 20, 29].
2.3.4. Calibración de cámaras
La calibración de cámaras es un paso importante en aplicaciones de visión 3D, siendo nece-
saria para poder extraer información métrica de imágenes 2D. Mediante la estimación de orien-
tación es posible realizar una calibración usando imágenes del tipo tablero de ajedrez (ver Figura
2.7). Al detectar los diferentes cruces que presentan estas imágenes es posible relacionarlos con las
posiciones esperadas y de esta forma ajustar los parámetros de la cámara y corregir las distorsio-
nes del sistema óptico [12, 45, 70].
(a) (b)
Figura 2.7: Diferentes ejemplos de patrones empleados para calibración de cámaras: (a) calibración 2D
y (b) calibración (3D). Imagen extraída de [12].
2.3.5. Detección de esquinas, bifurcación y cruces
La detección de esquinas, bifurcaciones y cruces juega un papel fundamental en el procesa-
do de imagen y la visión por computador. Ha sido utilizada en un gran número de aplicaciones,
entre las más importantes destacan el seguimiento de objetos [21, 56], formación de imágenes es-
téreo [71], registro de imagen [36, 48, 72] o sistemas de navegación para robots [31, 33, 39]. Otro
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(a) (b)
Figura 2.8: Dos ejemplos de métodos de detección de esquinas, bifurcaciones y cruces basados en esti-
mación de orientación.
campo de aplicación bastante interesante es la detección de bifurcaciones y cruces de los vasos
de la retina, siendo de gran utilidad para el diagnostico y seguimiento de múltiples enfermedades
cardiovasculares o diabetes [1, 23]. Dentro de este campo podemos encontrar numerosos ejemplos
de la aplicación de estimación de orientación. Tanto como para detectar esquinas [45, 54, 68, 69]
como para bifurcaciones o cruces [3, 6, 9, 23]. En la Figura 2.8 pueden encontrarse algunos ejem-
plos de detectores basados en estimación de orientación, en el caso de la Figura 2.8.(a) se observa
la respuestas obtenida por el detector de esquinas propuesto Zhang y Shui [69], mientras que la
Figura 2.8.(b) se muestra la respuesta del método de detección de bifurcaciones y cruces propuesto
en esta Tesis [3].
2.3.6. Filtrado variante en el espacio
En aplicaciones de filtrado variante en el espacio, la estimación de orientaciones ha sido uti-
lizada para construir filtros que adaptan su núcleo espacialmente para ser capaces de reducir el
ruido o artefactos en imágenes preservando las estructuras. Es posible distinguir dos familias de
filtros adaptativos: los filtros espaciales variantes en el espacio y la difusión anisotrópica. Los fil-
tros espaciales en su versión invariante en el espacio utilizan un determinado núcleo para procesar
los píxeles de una imagen y realizar una determinada operación matemática. En el caso variante
en el espacio, es posible utilizar la estimación de orientaciones para construir núcleos que varia-
rán su forma y orientación con la información direccional de cada pixel [64]. Un ejemplo de estas
aplicaciones se observa en la Figura 2.9, donde Verdú et al. [62] emplean la información obtenida
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con el campo vectorial de orientaciones ASGVF para realizar un filtrado adaptativo. Más reciente,
Landström y Thurley emplean morfología matemática para realizar el filtrado variante en el espa-
cio donde los elementos estructurales tienen forma de elipse cuyo tamaño y orientación depende
de los autovectores y autovalores obtenidos por el método del tensor estructural [34].
(a) (b) (c)
Figura 2.9: (a) Imagen original ruidosa, (b) imagen con un filtro de media invariante en el espacio de
tamaño 5 × 5 (c) imagen filtrada con un filtro de media variante en el espacio. Imagen
extraída de [62].
En aplicaciones basadas en difusión anisotrópica, la estimación de la orientación su utiliza
para guiar el proceso de difusión según las estructuras de la imagen, de esta forma es posible sua-
vizar las zonas homogéneas de una imagen mientras las estructuras se preservan. Los métodos
de difusión anisotrópica, propuestos inicialmente por Perona y Malik [50], están basados en una
extensión de la ecuación del calor a la cual se le añade un coeficiente de difusión encargado de
limitar la difusión en las zonas cercanas a las estructuras de la imagen. Sin embargo no es posible
hablar de difusión anisotrópica guiada por orientación hasta que Weickert [65] sustituyó el coefi-
ciente de difusión por un tensor de difusión, el cual usa la estimación de la orientación para guiar
el proceso de difusión en la dirección de las estructuras de la imagen, permitiendo conservar los
bordes. En el caso de las zonas homogéneas de la imagen, al no existir orientación predominante,
el proceso de difusión es isotrópico, suavizando todos los píxeles por igual. Un ejemplo visual de
la difusión anisotrópica guiada por orientación puede encontrarse en la Figura 2.10.
2.3.7. Estimación de movimiento
La estimación de orientaciones múltiples también adquiere su importancia para aplicaciones
de estimación del movimiento [25]. Un buen ejemplo de esto se puede encontrar en [57], donde se
utiliza una extensión del tensor estructural para el caso de orientaciones múltiples para realizar
aplicaciones de seguimiento de objetos. En aplicaciones médicas, la estimación de movimiento
puede ser utilizada para mejorar la precisión de los tratamientos médicos como es el caso de las
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(a) (b)
(c) (d)
Figura 2.10: (a) Huella dactilar, (b) huella filtrada con difusión anisotrópica, (c) imagen médica del
cerebro, (d) imagen médica del cerebro filtrada con difusión anisotrópica. Imágenes
extraídas de [65]
.
técnicas de radiación terapéutica [66, 67]. En la Figura 2.11 se muestra un ejemplo de la estimación
de movimiento en una imagen TAC de un tórax.
(a)
Figura 2.11: Vectores de movimiento 3D estimados en una imagen médica de un tórax mientras el
paciente realiza una inhalación. Imagen extraída de [66].
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2.3.8. Navegación
En aplicaciones de navegación, la estimación de orientación ha sido ampliamente utilizada
para proporcionar diferentes características que ayuden a la navegación de vehículos, principal-
mente aeronaves. En este ámbito, la detección del horizonte y su orientación respecto a una aero-
nave resulta muy útil para el ajuste de diferentes parámetros de vuelo, resultando especialmente
útil para guiar el vuelo de vehículos aéreos no tripulados (unmanned aerial vehicles, UAVs) [7, 11].
La estimación de orientaciones también ha sido utilizada para la navegación en ambientes
extremos donde el uso de métodos tradicionales de navegación están bastante limitados. Algunos
ejemplos son los vuelos a gran altura o misiones extra-planetarios, donde el posicionamiento GPS
queda muy limitado y los mapas están restringidos por la relativamente baja resolución de las
imágenes [11, 13].
Por otro lado, la estimación de orientación también puede ser utilizada en combinación
con otras técnicas de posicionamiento, como el GPS, para mejorar la precisión de estas. Estas
aplicaciones resultan muy útiles para mejorar el posicionamiento en ciudades [16].
2.4. Métodos de estimación de orientación
Para realizar la estimación de orientación se han desarrollado una gran cantidad de téc-
nicas. Inicialmente se propusieron las técnicas de estimación de la orientación simple, que solo
eran capaces de estimar una orientación y por tanto su aplicación estaba condicionada a imágenes
con estructuras sin bifurcaciones ni cruces. Si bien estos métodos muestran excelentes resultados
donde solo existe una orientación predominante, al margen de los posibles errores o ciertas orien-
taciones secundarias producidas por el ruido. Por el contrario, su aplicación a estructuras con
múltiples orientaciones presenta muchas desventajas. Estos problemas pueden ser paliados me-
diante métodos de estimación más complejos capaces de estimar varias orientaciones para cada
punto de una imagen, conocida en este ámbito como estimación de orientaciones múltiples.
A lo largo de esta sección se describen los métodos de estimación más utilizados. En primer
lugar abordaremos los basados en orientación simple y concluiremos con los basados en orienta-
ción múltiple.
13
2 Introducción y estado del arte
2.4.1. Estimación de la orientación simple
De las técnicas basadas en orientación simple son tres las que se pueden considerar como las
más importantes: las basadas en el tensor estructural local, el análisis de componentes principales
y el gradiente al cuadrado promediado.
Tensor Estructural Local
El tensor estructural local, (en inglés local structural tensor, LST), es una técnica introducida
inicialmente por Knutsson [32]. A lo largo de los años se ha convertido en una de las técnicas
de estimación de la orientación simple más utilizada. Ha sido citada por multitud de autores,
como Kass y Witkin [30], Bigün [10], Mühlich [44] o más recientemente Landström y Thurley
[34]. También existe una extensión de la técnica del tensor estructural local para la estimación
de orientaciones múltiples [44], en la que se profundizará en siguientes apartados. La definición
matemática del tensor estructural local es la siguiente:
Sea x = (x1, x2) las coordenadas del píxel y f(x) el correspondiente valor en escala de grises











y representa las características locales de orientación en los datos, las cuales son dadas por una






es el operador gradiente y Gσ denota el núcleo de un filtro
de promediado, normalmente este filtro se basa en un núcleo gaussiano y su finalidad es otorgar
inmunidad al ruido y reducir el mal condicionamiento que presenta el problema del cálculo de
los autovalores.
Para cada píxel se calculan los autovalores (λ1, λ2) de la matriz T (x) y los correspondientes
autovectores (e1, e2). El autovector e1 representa la dirección de mayor variación de los datos en
la región y por tanto al ser e2 ortogonal, éste representará la dirección de menor variación de los
datos en la región [14]. Por otra parte, los autovalores muestran la magnitud de los vectores de
dirección, la interpretación de los autovalores es la siguiente:
λ1 = λ2 >> 0 No hay una dirección dominante, se puede tratar de un cruce o de un punto.
λ1 >> λ2 Existe una dirección predominante.
λ1 = λ2 ≈ 0 No existe ninguna dirección, por tanto se trata de una zona homogénea.
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El autovector e2 apunta en la dirección de menor variación de los datos, es decir e2 está
orientado según los bordes de la estructura que estamos analizando. Por tanto, la orientación en








, si e2,x1(x) 6= 0,
π
2 , si e2,x1(x) = 0,
(2.3)
siendo φ(x) la orientación del vector e2 en un punto x de la imagen y usando la notación e2(x) =
(e2,x1 , e2,x2)(x).
Análisis de Componentes Principales
El análisis de componentes principales, (en inglés principal component analysis PCA), es una
técnica matemática utilizada para reducir la dimensionalidad de un conjunto de datos. La fina-
lidad de esta técnica es encontrar el estimador de máxima verosimilitud (ML) de la orientación
local [40]. Aplicado al procesado de imágenes permite determinar la distribución de una nube de
puntos para obtener la orientación principal de ésta.
Figura 2.12: Componentes principales de una distribución normal
El cálculo de los componentes principales se puede realizar de dos formas distintas, me-
diante la descomposición de la matriz de covarianza en sus valores singulares, (en inglés singular
value descomposition, SVD), o por medio del cálculo de autovectores y autovalores de la matriz de
covarianza. En concreto en esta sección se describe la técnica SVD.
Asumiendo que una zona presenta una única orientación homogénea, el cálculo de la orien-
tación consiste en encontrar un vector unitario, ~a, que maximice la diferencia de ángulos θi entre
15
2 Introducción y estado del arte
el vector ~a y el vector de gradiente →g i = ∇f (xi) , i = 1, ..., n, siendo n el número de píxeles
considerado. Lo anterior es equivalente a minimizar la siguiente expresión:
n∑
i=1
(→a T→gi )2 =→a T
n∑
i=1

























sujeto a que ‖a‖ = 1, donde g(i)x1 y g
(i)
x2 son las derivadas espaciales en x1 y en x2, respectivamente.
Al ser ~a un vector que apunta a la máxima diferencia de ángulos respecto al gradiente, se trata de
un vector que apunta en la dirección de los bordes de la estructura.
Una vez resuelto el problema, obtenemos el vector unitario →a que minimiza la expresión
→a TC→a , este es el autovector de C correspondiente al autovalor menor, aun así en [40] se apuesta
por utilizar el SVD frente al cálculo de los autovectores y autovalores porque presenta una mayor
estabilidad y eficiencia.
Feng y Peyman presentan en [19] una aproximación multiescala de la técnica de PCA descri-
ta por [40]. Esta aproximación presenta una mayor inmunidad al ruido que la técnica tradicional
de PCA, también presentan una serie de aplicaciones de estimación de orientaciones con PCA
basadas en SVD tanto para imágenes reales como sintéticas (ver Fig 2.13).
(a) (b) (c)
Figura 2.13: (a) Imagen original ruidosa, (b) campo vectorial de orientaciones con PCA, (c) campo vec-
torial de orientaciones con PCA multiescala. Todas las imágenes extraídas de [19].
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Gradiente al cuadrado promediado
La técnica de gradiente al cuadrado promediado, (en inglés average squared gradient, ASG),
es otra técnica de estimación de la orientación ámpliamente utilizada. Mediante el gradiente al
cuadrado promediado se obtiene un campo vectorial que indica la orientación de los bordes y
contornos de las estructuras en una imagen. La formulación fue presentada en 1987 por Kass y
Witkin [30].
















donde f(x1, x2) es una imagen en escala de grises. Esta definición solo tiene en cuenta las orien-
taciones, y no las direcciones debido a que la definición del gradiente propuesta proporciona un
vector de campo cuya primera componente siempre será positiva.
Posteriormente, el gradiente calculado se eleva al cuadrado y se promedia con los vecinos











ΣW (2g1(x1, x2)g2(x1, x2))
]
. (2.7)
Al elevar al cuadrado un vector, el resultado es otro vector cuyo módulo es el cuadrado del
módulo del vector original, y la fase es el doble de la fase del vector original. A consecuen-
cia de esto, los vectores con direcciones opuestas, al elevar al cuadrado, pasan a apuntar en
la misma dirección, y los vectores perpendiculares se cancelan. El campo direccional ASG es
d =
[
d1(x1, x2) d2(x1, x2)
]T







siendo Φ = ∠gs. Este ángulo será 180o-periódico, ya que estamos estimando la orientación sobre
el gradiente de la imagen y éste nos dará los contornos de los objetos sobre los que estimar la
orientación, una explicación más detallada se encuentra al principio de este capítulo en la Sección
2.1. La magnitud de d puede ser, dependiendo de la aplicación, unitaria, como es el caso en [49],
la magnitud gs ó la raíz cuadrada de gs.
Este método está basado en el gradiente, por ello, en zonas homogéneas de la imagen donde
el gradiente es cero, el ASG también es cero y no hay información de la orientación. Sobre este
método Verdú et al. [64] aplican una regularización del campo vectorial de las orientaciones para
extender la información de la orientación más allá de la propia estructura del objeto, con esto
se consigue difundir la información de la orientación a todos los píxeles de la imagen para su
utilización en diferentes aplicaciones, como filtrado variante en el espacio [62].
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Conexiones entre los métodos descritos
Tal y como sugiere Bazen en [8], se ha establecido una relación entre las técnicas de ASG con
la aplicación de la técnica de PCA a la matriz de covarizanza. Se puede observar que la técnica
utilizada tanto en el LST como en el PCA son análogas cuando la media de los datos es cero.
Posteriormente, Rieger establece en [52] conexiones teóricas entre ASG, la matriz de covarianza
del campo de gradientes y la aproximación basada en el tensor estructural local.
2.4.2. Estimación de la orientación múltiple
Es lógico pensar que, en una imagen real, un píxel pueda tener asociadas varias orientacio-
nes predominantes. Este caso es el de bifurcaciones, cruces y esquinas, también conocido en este
ámbito como intersecciones en X, Y y L. La Figura 2.14 muestra un ejemplo de estas estructuras y
la estimación de orientaciones producida por la aplicación de los métodos de estimación de orien-
tación simple. En el caso de la Figura 2.14 se observa el resultado de un método de estimación
simple, en concreto se trata de el algoritmo ASGVF descrito por Verdú et al., en [62]. En la figura
se puede observar como en los píxeles que están cercanos a intersecciones ó cruces, se obtiene
una única orientación que es, en este caso, el promedio de las orientaciones cercanas. Similares
resultados se obtienen con el tensor estructural o PCA.
Figura 2.14: Campo vectorial de orientaciones obtenido por el algoritmo ASGVF [63] usando η=1. El
tamaño de la imagen es 128× 64 píxeles.
Como se puede observar, sobre estos píxeles con varias orientaciones predominantes los
métodos anteriores no son capaces de distinguir entre éstas, por tanto solo se conseguirá tener un
promedio de las orientaciones múltiples que puede presentar cada píxel.
Para determinar las orientaciones múltiples existen diversos métodos, la mayoría de ellos
basados en el análisis del gradiente en el dominio espacial. Los más importantes son dos, la ex-
tensión del tensor estructural para el caso de múltiples orientaciones y la utilización de bancos de
filtros.
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Tensor estructural para orientaciones múltiples
A diferencia del método del tensor estructural para una única orientación, que se reduce a
un problema de cálculo de autovalores, el proceso de estimación de orientaciones múltiples está
dividido en dos pasos.
(a) (b)
Figura 2.15: (a) Proceso de estimación de una orientación, (b) proceso de estimación de múltiples orien-
taciones. Imágenes extraídas de [44].
El primer paso, al igual que en el método tradicional, es el análisis de los autovalores y
autovectores. En el caso de orientación simple se obtiene el vector de orientación y, en el caso
de orientaciones múltiples, este vector codifica la información multidimensional. Este vector de
orientaciones múltiples es el autovector correspondiente al autovalor menor. La denominación
de este autovector es ”vector de parámetros de orientación mixto”, o por sus siglas en inglés
MOP vector. Este vector puede ser utilizado tal cual en ciertas aplicaciones, como segmentación ó
clasificación. Para las aplicaciones donde sea necesario una descomposición en diferentes vectores
de orientaciones es necesario descomponer el vector de parámetros de orientación mixto [44].
La descomposición del MOP depende del modelo de composición de orientaciones múlti-
ples considerado. Los más utilizados son dos: el modelo de oclusión de orientaciones (MOO) y el
modelo aditivo de orientaciones (MAO).
En el caso del MOO, asume que una señal S(x) está formada por M señales orientadas
s(x)i, i = 1, ...,M y presenta una determinada orientación dependiendo de la región Ωi en la que
se encuentre. En el caso del segundo modelo, MAO, se asume que una determinada señal S(x)
es producto de la combinación lineal de M señales orientadas αis(x)i, i = 1, ...,M siendo M el
número de orientaciones múltiples.
MOO : S(x) = si(x)∀x ∈ Ω





Basándose en los modelos de orientación descritos, es posible aplicar un determinado mo-
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delo de descomposición del vector de características de orientación que, al combinarse con unas
determinadas condiciones de contorno, permiten realizar una estimación de orientaciones múl-
tiple. Los principales problemas que presenta esta técnica son la elevada complejidad de imple-
mentación y un gran coste computacional, el cual está asociado al número de orientaciones predo-
minantes. Todos estos factores condicionan el marco de estimación de esta técnica a la estimación
por bloques, siendo prácticamente inviable su aplicación para estimar orientaciones pixel a pixel.
Bancos de filtros
El uso de bancos de filtros para estimar la orientación en imágenes es otra de las principales
técnicas de estimación que pueden encontrarse. Ha sido utilizada tanto para orientaciones sim-
ples como múltiples, sin embargo en orientación simple queda relegada por otras técnicas menos
costosas y que muestran resultados similares. En el caso de orientación múltiple todo esto cambia
dado que no existen muchas más alternativas, más allá de la aplicación de complejos modelos
matemáticos, como los descritos en la sección previa.
El funcionamiento general de esta técnica consiste en procesar una imagen con un banco
formado por filtros con diferentes núcleos donde cada núcleo presenta una orientación, forma
o escala determinada (ver Figuras 2.16 y 2.18). Este filtrado ocasiona una descomposición de la
imagen según las respuestas de cada uno de los filtros. Matemáticamente, la respuesta de cada
filtro se obtiene mediante la convolución de una imagen de entrada x(n) con un determinado
núcleo espacial Hi(n):

























Figura 2.16: Diagrama de bloques de un banco de filtros genérico.
. Para cada una de las ramas del filtro se obtiene una versión de la imagen de entrada for-
mada unicamente por las estructuras de la imagen que se ajustan a la de cada núcleo del banco.
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Este proceso descompone la imagen de entrada en un conjunto de subimágenes determinado por
las ramas del banco y un cierto residuo compuesto por aquellos elementos de la imagen que no se
ajustan a ningún núcleo de la imagen y que por tanto no forman parte del conjunto de subimáge-
nes. Finalmente, la orientación se obtiene tras procesar el conjunto de respuestas de las ramas del
banco de filtros.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (ñ) (o)
Figura 2.17: Versiones rotadas de diferentes familias de núcleos. En la primera fila se muestran dife-
rentes versiones rotadas de un filtro en cuadratura [51]. Segunda fila: versiones rotadas
de un filtro gausiano [69]. Tercera fila: versiones de filtro basado en la parte real de la
wavelet de Gabor [9]. Cuarta fila: versiones de filtro basado en la parte imaginaria de
la wavelet de Gabor [9]
Uno de los puntos clave de la estimación de orientación es la adecuada elección y manejo
de la gran variedad de filtros espaciales disponibles. Los primeros tipos de bancos de filtros uti-
lizados fueron los filtros en cuadratura que han sido utilizados tradicionalmente para estimar la
orientación sobre imágenes en escala de grises. Existe una gran variedad de filtros en cuadratu-
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Figura 2.18: Ejemplo de diferentes núcleos con diferentes escalas y diferentes orientaciones que van a
ser aplicados sobre una imagen para obtener las orientaciones múltiples. Imagen ex-
traída de [51].
ra entre los que podemos encontrar los basados en la segunda derivada de núcleos gaussianos
[69] o los basados en wavelets [9], [23]. Inicialmente estos filtros mostraban buenos resultados
en el proceso de estimación a expensas de requerir un elevado número de filtros para cubrir to-
das las posibles orientaciones de los objetos contenidos en las imágenes, acarreando por tanto un
elevado coste computacional. Para solventar el elevado coste de computación es posible utilizar
las propiedades de los filtros en cuadratura para obtener cualquier respuesta como la combina-
ción lineal de unos pocos filtros [22]. Basados en esta misma estrategia, pero cambiando el tipo
de filtro, encontramos otras aproximaciones como es el caso de los filtros adaptados [43, 45]. Para
estimar la orientación en estructuras alargadas (e.g. las venas en imágenes de retina o imágenes de
contornos) los bancos de filtros pueden ser construidos mediante operadores formados por líneas
orientadas o filtros IRON [41, 42], que muestran excelentes resultados en imágenes con bajo ruido;
o banco de filtros basados en gaussianas anisotrópicas para el caso de imágenes ruidosas.
Entre las principales características del uso de bancos de filtros aplicados a la estimación de
orientaciones múltiples encontramos ciertas ventajas:
Mejora respecto a las técnicas de gradiente en cuanto a inmunidad al ruido. En este caso
la elección del núcleo más acertado para la aplicación determinará la inmunidad de este
método.
Posibilidad de estimar tanto orientaciones simples como múltiples.
Capacidad de producir resultados multiescala si se trabaja sobre el residuo del banco de
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filtros.
Por otro lado, también presenta diversas desventajas que pueden condicionar su aplicación.
Las más importantes que se pueden destacar son:
Resolución angular del campo de orientaciones dependiente del número de filtros del banco
y el tamaño de éstos.
Incremento del coste computacional con el número de filtros del banco.
Dificultad en la correcta elección de los núcleos del banco y el procesado de la información
aportada.
2.5. Difusión de la información de las orientaciones
Como complemento a los métodos de estimación de orientaciones, un concepto bastante
ligado a éstos es el de la difusión de las orientaciones. Dado que las características de orienta-
ción dependen de las zonas no homogéneas de las imágenes, en otras palabras, las estructuras
de los objetos contenidos en estas, el campo vectorial de orientaciones obtenido por los métodos
de estimación de orientaciones es diferente a cero solo en las zonas cercanas a las estructuras.
En las zonas homogéneas de la imagen, el gradiente es cero y por lo tanto el campo vectorial de
orientaciones también es cero. Mediante la difusión del campo vectorial de orientaciones es po-
sible extender la información de orientación más allá de los píxeles cercanos de las estructuras
permitiendo disponer de información de orientación en todos los píxeles de una imagen. Existen
múltiples técnicas para conseguir una difusión de la orientación. Entre las más simples se en-
cuentra el filtrado paso bajo del campo vectorial de orientaciones o mediante otras técnicas más
complejas [37], como por ejemplo, mediante la regularización de un funcional de energía [3].
La difusión de las orientaciones está basada en un proceso de regularización que a su vez
proporciona una mayor inmunidad al ruido, esta es una ventaja bastante importante que ha sido
resaltada por Perona en [49].
La combinación de la estimación de orientaciones con un proceso de difusión permite dis-
poner de mejoras significativas en el campo de orientación tales como: reducción de errores de
estimación a consecuencia del ruido, suavizado del campo vectorial de orientaciones y extensión
de la información de orientación más allá de las zonas cercanas a las estructuras mencionada an-
teriormente.
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Métodos de regularización
A lo largo de los años se han presentado diferentes aproximaciones al proceso de regula-
rización. Entre las más importantes podemos encontrar el filtrado paso bajo espacial utilizado
por Perona [49]. Ésta es una de las técnicas más simples utilizadas para regularizar los campos
vectoriales y además presenta un excelente compromiso entre suavidad del campo vectorial de
orientaciones y coste computacional. Otros autores como Weickert [65] o Tschumperlé [58, 59] han
propuesto modelos de regularización basados en métodos de difusión anisotrópica. Otros autores
como Larrey et al. proponen modelos de regularización en el dominio de la frecuencia basados en
una aproximación variacional [35].
Visualmente el proceso de difusión queda ilustrado en la Figura 2.19 y la Figura 2.20. Como
puede observarse, con la regularización de orientaciones se produce una difusión de los campos
vectoriales de orientación, alcanzando a todos los píxeles de la imagen y a su vez reduciendo el
ruido en los vectores del campo de orientaciones.
(a) (b) (c)
Figura 2.19: (a) Imagen original, (b) campo vectorial de orientaciones, (c) campo vectorial de orienta-
ciones regularizado. Imágenes extraídas de [35].
Una extensión de la difusión de la información al caso multidimensional fue presentada por
Larrey et al. en 2011 [35], donde utiliza la difusión de la información en volúmenes de imágenes,
como pueden ser la imágenes médicas de tomografías.
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(a) (b) (c)
Figura 2.20: (a) Imagen original, (b) campo vectorial de orientaciones, (c) campo vectorial de orienta-
ciones regularizado. Imágenes extraídas de [35].
2.6. Objetivos, motivación y organización de esta Tesis
En esta Tesis doctoral se han revisado los métodos y aplicaciones de la estimación de orien-
taciones, presentando los métodos más usados así como las aplicaciones más importantes. Segui-
damente, como principal contribución a la Tesis, se ha presentado un marco capaz de sistematizar
el proceso de estimación de orientaciones independientemente de la aplicación objetivo. Final-
mente, se ha estudiado el uso del marco propuesto en diferentes aplicaciones, concretamente en
clasificación de texturas, en detección de esquinas y en filtrado variante en el espacio.
Como ya ha sido comentado, el método de presentación de la presente Tesis doctoral es
mediante un compendio de artículos. Una vez presentadas las aplicaciones más importantes de la
estimación de orientación y los métodos más utilizados, en los siguientes capítulos se presentarán
los artículos con los resultados obtenidos durante el periodo de investigación de la Tesis, con una
introducción para cada uno de los artículos incluidos en este compendio. Finalmente el capítulo
de conclusiones y trabajo futuro cierra la Tesis.
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La modalidad de realización de la presente Tesis es el compendio de artículos y por lo tanto
a lo largo de este capítulo se realizará una descripción de cada uno de los artículos que se han
realizado durante el periodo investigador.
Las principales aportaciones de la presente Tesis doctoral son, en primer lugar, la propuesta
de un marco de trabajo de estimación de orientación unificado que sea independiente del tipo
de imagen o aplicación. Se trata de un diseño modular donde cada uno de los bloques que lo
componen son independientes del resto, es decir que permiten cualquier tipo de modificación
sin que éstas afecten al funcionamiento del resto de bloques. Basándonos en el marco teórico se
ha realizado una herramienta práctica de estimación de orientaciones, la cual ha sido aplicada en
diferentes aplicaciones, mostrando excelentes resultados en todas ellas. La presentación del marco
de trabajo queda recogida en la siguiente publicación.
- Artículo 1: A.G. Legaz-Aparicio, R. Verdú-Monedero, J. Angulo, “Multiscale Estimation
of Multiple Orientations based on Morphological Directional Openings”, Signal, Image and Video
Processing, 2018, Accepted, (doi:10.1007/s11760-018-1276-y). ISI-JCR(2017): 1.643, Posición 163 de
260 (T2, Q3), cat ENGINEERING, ELECTRICAL & ELECTRONIC.
Una vez definido el marco teórico, éste ha sido aplicado en diferentes campos. Cronológica-
mente la aplicación de la herramienta de estimación de orientaciones es la siguiente. Inicialmente
fue utilizada para aplicaciones médicas, en concreto la detección de bifurcaciones y cruces en el ár-
bol de venas de la retina. El estudio de bifurcaciones y cruces de las imágenes de las venas resulta
de gran utilidad para el diagnóstico y seguimiento de diferentes enfermedades vasculares. De este
campo de estudio han surgido tres trabajos, dos de ellos publicados en congresos internacionales
y un tercero publicado en una revista internacional con índice de impacto. Los artículos son los
siguientes:
- Artículo 2: Álvar-Ginés Legaz-Aparicio, Rafael Verdú-Monedero, Juan Morales-Sanchez,
Jorge Larrey-Ruiz, Jesús Angulo, “Detection of Retinal Vessel Bifurcation by Means of Multiple
Orientation Estimation Based on Regularized Morphological Openings”. XIII Medierranean Confe-
rence on Medical and Biological Engineering and Computing, Sevilla, 2013.
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- Artículo 3: S. Morales, Á. Legaz-Aparicio, V. Naranjo, R. Verdú-Monedero, “Determination
of Bifurcation Angles of the Retinal Vascular Tree through Multiple Orientation Estimation ba-
sed on Regularized Morphological Openings”, International Conference on Bio-inspired Systems and
Signal Processing (BIOSIGNALS 2015), Lisbon (Portugal), January 2015.
- Artículo 4: S. Morales, V. Naranjo, J. Angulo, A.G. Legaz-Aparicio, R. Verdú-Monedero,
“Retinal network characterization through fundus image processing: signicant point identication
on vessel centerline”, Signal Processing: Image Communication, Vol. 59, pp. 50-64, November 2017.
ISI-JCR(2017): 2.073, Posición 118 de 260 (T2, Q2), cat ENGINEERING, ELECTRICAL & ELEC-
TRONIC.
El análisis y clasificación de texturas es otro de los grandes campos de aplicación de la es-
timación de orientación. En este sentido, en esta Tesis se propone un método de extracción de
características robusto frente a cambios de iluminación, rotación o escala y a su vez muy robusto
frente al ruido. Los resultados de este trabajo muestran las excelentes prestaciones del método
propuesto en comparación con otros métodos del estado del arte. La propuesta de este método de
análisis y clasificación de texturas queda recogida en la siguiente publicación:
- Artículo 5: A.G. Legaz-Aparicio, R. Verdú-Monedero, K. Engan, “Noise Robust and Ro-
tation Invariant Framework for Texture Analysis and Classification”, Applied Mathematics and
Computation, Volume 335, pp. 124 a 132, October 2018. ISI-JCR(2017): 2.300, Posición 21 de 252
(T1, Q1), cat MATHEMATICS, APPLIED.
El último caso práctico de la estimación de orientaciones es su aplicación en la morfología
matemática. Mediante el uso de un campo vectorial de orientaciones es posible construir opera-
dores morfológicos que sean capaces de cambiar su forma y orientación, consiguiendo de esta
forma adaptarse mejor a los contornos de los objetos contenidos en las imágenes. De esta forma
podemos disponer de operadores morfológicos que sean capaces de salvar las limitaciones de la
morfología matemática en algunas aplicaciones. En esta Tesis principalmente se ha abordado el
uso de la morfología aplicado al filtrado morfológico variante en el espacio. Este trabajo queda
recogido en las siguientes publicaciones:
- Artículo 6: Álvar-Ginés Legaz-Aparicio, Rafael Verdú-Monedero, Jesús Angulo, “Adaptive
spatially variant morphological filters based on a multiple orientation vector field”, Mathematical
modelling in Engineering & Human Behaviour 2016.
- Artículo 7: A.G. Legaz-Aparicio, R. Verdú-Monedero, J. Angulo, “Adaptive morphological
filters based on a multiple orientation vector field dependent on image local features”, Journal of
Computational and Applied Mathematics, Vol. 330, pp. 965-981, March 2018. ISI-JCR(2017): 1.632,
Posición 49 de 252 (T1, Q1), cat MATHEMATICS, APPLIED.
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A continuación, se describen de forma resumida las aportaciones de cada uno de los artícu-
los que forman el compendio.
3.1. Artículo 1: Multiscale Estimation of Multiple Orientations
based on Morphological Directional Openings.
A.G. Legaz-Aparicio, R. Verdú-Monedero, J. Angulo, ”Multiscale Estimation of Multiple
Orientations based on Morphological Directional Openings”, Signal, Image and Video Proces-
sing, 2018, Accepted, (doi:10.1007/s11760-018-1276-y). ISI-JCR(2017): 1.643, Posición 163 de 260
(T2, Q3), cat ENGINEERING, ELECTRICAL & ELECTRONIC.
En este artículo se propone un nuevo marco teórico para la estimación de orientaciones. El
marco propuesto es capaz de realizar una estimación de orientaciones múltiples, solventado las
limitaciones de la estimación de la orientación simple; es independiente al tipo de aplicación o el
escenario, permitiendo de esta forma sistematizar el proceso de estimación múltiple y presenta
un diseño modular donde cada una de las etapas es independiente del resto, permitiendo reali-
zar modificaciones sobre cualquier etapa sin tener que alterar el resto. El proceso de estimación
está basado en la utilización de cuatro etapas o bloques de procesado, los cuales van actuando de
forma secuencial sobre una determinada imagen entrada hasta acabar proporcionando un campo
vectorial de orientaciones múltiples. De esta forma, el campo vectorial obtenido tiene en cuenta
para cada píxel cada una de las orientaciones asociadas a dicho píxel, no solo una única orienta-
ción. El funcionamiento de cada uno de los bloques que forman el marco teórico propuesto queda
explicado en la Figura 3.1 , donde se muestran los diagramas de flujo y bloques del marco de
trabajo propuesto. El funcionamiento general de cada bloque es el siguiente:
1. El primer bloque realiza una extracción de las estructuras de la imagen mediante un algorit-
mo de detección de bordes, en concreto en este trabajo se propone el módulo del gradiente.
Otros algoritmos de extracción de contornos más avanzados también pueden ser usados. En
este trabajo no han sido contemplados, pero son fácilmente aplicables. Una revisión de éstos
puede encontrarse en [37].
2. En el segundo bloque, las estructuras de la imagen se descomponen mediante un banco de
filtros, obteniendo para cada una de las ramas de cada filtro una sub-imagen compuesta
únicamente por las estructuras cuya orientación y forma corresponden con la forma y orien-
tación del filtro correspondiente a cada rama. Diversos filtros del estado del arte han sido
comparados y como contribución de la Tesis hemos propuesto el uso de un determinado
filtro morfológico, las aperturas direccionales.
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Figura 3.1: Diagramas de flujo y bloques del marco teórico de estimación de orientación múltiple pro-
puesto.
3. El tercer bloque realiza una difusión, mediante un filtrado paso bajo en el dominio de la
frecuencia, de las respuestas de cada una de las ramas del filtro. El objetivo de este bloque
es extender la información de orientación más allá de los píxeles cercanos a las estructuras,
disponiendo en toda la imagen de información de orientación.
4. El cuarto bloque procesa las respuestas filtradas de cada una de las ramas del banco de fil-
tros, agrupándolas para cada uno de los píxeles. El vector resultante para cada uno de los
píxeles contiene la firma direccional de dicho píxel. Con la firma direccional se realiza una
búsqueda de máximos para obtener las orientaciones predominantes. En este proceso es
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necesario interpolar mediante b-splines cúbicos la firma direccional, detectando las orienta-
ciones predominantes como los máximos de la firma direccional interpolada.
Finalmente, tras aplicar cada uno de estos bloques de procesado se obtiene un campo vecto-
rial de orientaciones múltiple. Una de las principales ventajas del marco de trabajo propuesto es
la capacidad de estimar de más de una orientación, lo que mejora las limitaciones de los métodos
de estimación simples. En la Figura 3.2 se muestra visualmente cada una de las etapas del proceso
de estimación de orientaciones.
En la sección de resultados de este artículo se comparan diferentes tipos de filtros y se mues-
tran resultados de aplicación para distintos tipos de imágenes.
3.2. Artículo 2: Detection of Retinal Vessel Bifurcations by Means
of Multiple Orientation Estimation Based on Regularized
Morphological Openings.
Álvar-Ginés Legaz-Aparicio, Rafael Verdú-Monedero, Juan Morales-Sanchez, Jorge
Larrey-Ruiz, Jesús Angulo, ”Detection of Retinal Vessel Bifurcation by Means of Multiple
Orientation Estimation Based on Regularized Morphological Openings”. XIII Medierranean
Conference on Medical and Biological Engineering and Computing, Sevilla, 2013.
En este artículo se presenta una nueva aproximación para la detección de las bifurcaciones
y cruces presentes en los vasos sanguíneos de la retina. El estudio de las bifurcaciones y cruces
en imágenes de la retina resulta de gran utilidad para el diagnostico y seguimiento de diferentes
cardiopatías vasculares, así como otras enfermedades [6, 9, 23]. Desafortunadamente, debido a la
gran cantidad de bifurcaciones y cruces presentes en una imagen de retina, este proceso puede
resultar bastante tedioso para los facultativos (ver Figura 3.3.(a)). Es por tanto de gran utilidad el
uso de herramientas que permitan automatizar el proceso de detección de éstas. En este sentido,
el presente trabajo describe una nueva aproximación para la detección de bifurcaciones y cruces
en imágenes de retina basada en la estimación de orientaciones.
Técnicamente, el funcionamiento es el siguiente: en primer lugar, se realiza una segmenta-
ción de las imágenes de la retina, extrayendo el árbol de venas de la retina. En este trabajo no se
aborda el proceso de segmentación y en su lugar se trabaja directamente sobre imágenes ya seg-
mentadas presentes en la base de datos DRIVE [55]. Sobre la imagen segmentada se realiza una
estimación de orientaciones múltiples, usando el marco teórico propuesto previamente, que da
lugar a un campo vectorial de orientaciones múltiples. Seguidamente se marcan como puntos de
interés (bifurcaciones y cruces) aquellos píxeles de la imagen que presentan varias orientaciones
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(a) f(x) (b) g(x) (c) gθ1(x) (d) gθ2(x) (e) gθ3(x)
(f) gθ4(x) (g) gθ5(x) (h) gθ6(x) (i) gθ7(x) (j) gθ8(x)
(k) gθ9(x) (l) gθ10(x) (m) gθ11(x) (n) gθ12(x) (ñ) gθ13(x)
(o) gθ14(x) (p) gθ15(x) (q) gθ16(x) (r) g̃θ1(x) (s) g̃θ2(x)
(t) g̃θ3(x) (u) g̃θ4(x) (v) g̃θ5(x) (w) g̃θ6(x) (x) g̃θ7(x)
(y) g̃θi(P1) (z) g̃θi(P2)
Figura 3.2: Proceso de estimación del campo vectorial de orientaciones. (a) Imagen de entrada, (b) con-
tornos de la imagen de entrada, (c)-(q) descomposición de la imagen de entrada por una
familia de filtros orientados, (r)-(x) difusión de las respuestas del banco de filtros para





Figura 3.3: (a)Imagen de retina humana donde puede observarse el gran número de bifurcaciones y
cruces existente; (b) resultado de la aplicación del método de detección de bifurcaciones
y cruces propuesto.
predominantes asociadas. De esta forma se consigue automatizar el proceso de detección. En la
Figura 3.3.(b) se puede observar un resultado visual de la detección de bifurcaciones y cruces.
Si bien los resultados mostrados en este trabajo son escasos, se puede apreciar que práctica-
mente todas las bifurcaciones y cruces han sido detectadas. Desafortunadamente, los resultados
obtenidos muestran la existencia de falsos positivos, los cuales se corresponden con zonas de la
imagen con alta curvatura que no se corresponden a bifurcaciones y cruces (ver Figura 3.3.(b)).
3.3. Artículo 3: Determination of Bifurcation Angles of the Retinal
Vascular Tree through Multiple Orientation Estimation based
on Regularized Morphological Openings.
S. Morales, Á. Legaz-Aparicio, V. Naranjo, R. Verdú-Monedero, “Determination of Bifur-
cation Angles of the Retinal Vascular Tree through Multiple Orientation Estimation based on
Regularized Morphological Openings”, International Conference on Bio-inspired Systems and
Signal Processing (BIOSIGNALS 2015), Lisbon (Portugal), January 2015.
Este artículo es la continuación de trabajo anterior. En este caso se busca conseguir mejorar el
proceso de detección de bifurcaciones y cruces reduciendo el número de falsos positivos que arro-
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jaba el método inicial. Para esto se propone una etapa de post-procesado que clasifique los puntos
de interés detectados, cribando aquellos que, aun teniendo asociadas orientaciones múltiples és-
tas no corresponden con bifurcaciones o cruces, es decir, vasos sanguíneos con alta curvatura o
terminaciones.
Para realizar esta clasificación se coloca una ventana circular en torno a cada punto de interés
y se analiza el número de ramas que cruzan dicha ventana, dependiendo del número de ramas
que cruzan la ventana los puntos de interés se pueden clasificar en cuatro tipos:
1. Si solo una rama cruza la ventana, el punto de interés es la terminación de un vaso sanguíneo
(ver Figura 3.4.(a)).
2. Si son dos ramas, el punto de interés es un vaso sanguíneo con una cierta curvatura (ver
Figura 3.4.(b)).
3. Si es un número impar mayor que 1, se trata de una bifurcación (ver Figura 3.4.(c)).
4. Si es un número par mayor que 2, se trata de un cruce de vasos (ver Figura 3.4.(d)).
Dado que el interés médico se encuentra en las bifurcaciones y cruces, el resto de los puntos
de interés se consideran falsos positivos y se desechan, tal y como puede observarse en la Figura
3.5. Una vez obtenidas las bifurcaciones y cruces es posible extraer diferentes figuras de mérito que
permitan una mejor caracterización de éstas. En este trabajo en concreto se han medido los ángulos
de las bifurcaciones como la diferencia de los vectores de orientación de cada rama medidos en la
intersección de la ventana circular con cada rama.
(a) (b) (c) (d)
Figura 3.4: Ventana circular colocada sobre los diferentes tipos de puntos de interés que pueden ser
detectados en las imágenes de retinas.
A tenor de los resultados obtenidos, se puede observar como gracias a la aplicación de la






Figura 3.5: (a) Detección de puntos de interés: bifurcaciones, cruces y zonas de alta curvatura. (b) Zoom
de (a). (c) Bifurcaciones obtenidas después de la etapa de clasificación. (d) Zoom de (c).
3.4. Artículo 4: Retinal network characterization through fundus
image processing: signicant point identication on vessel
centerline.
S. Morales, V. Naranjo, J. Angulo, A.G. Legaz-Aparicio, R. Verdú-Monedero, “Retinal net-
work characterization through fundus image processing: signicant point identication on ves-
sel centerline”, Signal Processing: Image Communication, Vol. 59, pp. 50-64, November 2017.
ISI-JCR(2017): 2.073, Posición 118 de 260 (T2, Q2), cat ENGINEERING, ELECTRICAL & ELEC-
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TRONIC.
Este artículo continua con el desarrollo de los métodos de detección y caracterización de
bifurcaciones y cruces de los arboles de venas contenidos en imágenes de retina. La principal
contribución de este artículo es la presentación de una metodología completa para la detección de
bifurcaciones y cruces. Ésto incluye una etapa de procesado para la extracción del árbol de venas
sobre la imagen de entrada, seguida de la aplicación del método de detección de bifurcaciones y
cruces y la posterior caracterización de éstas según su ángulo.
Extracción del árbol de venas
En la mayoría de los casos, la detección del árbol de venas es un paso necesario antes de
realizar un análisis de las características de las venas. La aproximación más común en la literatura
es una etapa inicial de segmentación, seguida de la esqueletización de las venas segmentadas.
Tras extraer el esqueleto del árbol de venas ya es posible realizar el análisis de la características
de las venas. Algunos ejemplos son el cálculo del calibre de las venas, los puntos significativos o
los ángulos de las bifurcaciones. El principal problema que presenta esta aproximación es la gran
dependencia de cada una de las etapas con las anteriores así como el alto coste computacional. En
este artículo se propone una nueva aproximación basada en la obtención del esqueleto del árbol
de venas eliminando la etapa de segmentación. De esta forma se consigue reducir la dependencia
de cada una de las etapas y el coste computacional.
El método propuesto está basado principalmente en la morfología matemática y consta de
dos partes. En la primera etapa, se calcula la curvatura principal de la imagen de retina y en la
segunda etapa se aplica la transformada watershed para extraer el esqueleto del árbol de venas.
El diagrama de flujo de este proceso se muestra en la Figura 3.6. Visualmente los resultados de
cada unas de las etapas pueden observarse en la Figura 3.7.
3.4.1. Detección de bifurcaciones y cruces
La detección de bifurcaciones y cruces se realiza sobre la imagen proporcionada por el mé-
todo de esqueletización. El algoritmo es el mismo que ha sido aplicado en los artículos anteriores:
una primera etapa de detección de puntos de interés, seguida de una etapa de cribado donde se











































Figura 3.6: Diagrama de flujo del proceso de esqueletización propuesto.
3.4.2. Caracterización de bifurcaciones y cruces
En ultimo lugar se han caracterizado las bifurcaciones y cruces atendiendo a la orientación
de éstas. Este proceso es realizado tal y como se propone en el artículo anterior. Visualmente la
determinación del ángulo de las bifurcaciones y cruces puede observarse en la Figura 3.8.
En la sección de resultados se pueden encontrar multitud de ejemplos de la aplicación del
método de detección de bifurcaciones y cruces, comparados con otros métodos del estado del arte.
Los resultados de las comparativa no son unicamente visuales, además se incluyen tablas donde
se recogen en número de verdaderos positivos, falsos positivos y fallos arrojados por cada método.
A tenor de los resultados obtenidos, se puede comprobar como el método propuesto es capaz de
mejorar los resultados obtenidos por los métodos existentes.
3.5. Artículo 5: Noise Robust and Rotation Invariant Framework for
Texture Analysis and Classification.
A.G. Legaz-Aparicio, R. Verdú-Monedero, K. Engan, “Noise Robust and Rotation Inva-
riant Framework for Texture Analysis and Classification”, Applied Mathematics and Compu-
tation, Volume 335, pp. 124 a 132, October 2018. ISI-JCR(2017): 2.300, Posición 21 de 252 (T1,
Q1), cat MATHEMATICS, APPLIED.
37
3 Compendio de artículos
Figura 3.7: Proceso de esqueletización. (a) Imagen de entrada basada en la componente verde real-
zada. (b) Filtrado por Top-Hat dual. (c) Curvatura principal. (d) Función densidad de
probabilidad obtenida con 10 simulaciones y 300 marcadores aleatorios. (e) Fronteras
Watershed. (f) Producto entre la curvatura principal y las fronteras Watershed. (g) Um-





Figura 3.8: (a) Ángulos de las bifurcaciones. (b)-(d) Zoom con los campos vectoriales de orientaciones
utilizados para calcular el ángulo de las orientaciones.
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Figura 3.9: Representación esquemática del método propuesto.
En este artículo se propone un nuevo e intuitivo método para el análisis y clasificación de
texturas mediante la extracción de la información estructural de las imágenes. El objetivo es ca-
racterizar una determinada textura mediante la información de las orientaciones existentes en la
textura. El método propuesto es inmune a la rotación de las texturas y presenta gran robustez
frente a cambios de iluminación y escala, así como a diferentes tipos de ruido.
Para realizar la caracterización de las texturas, en primer lugar se extraen los contornos de
éstas. Sobre la imagen de los contornos se realiza una descomposición de la imagen mediante una
determinada familia de filtros orientados formando un objeto donde cada uno de los cortes de di-
cho volumen contiene solo un sub-grupo de estructuras cuya orientación se corresponde con la de
una determinada rama del banco de filtros, estos son los dos primeros bloques del marco de tra-
bajo propuesto. Finalmente, las respuestas de cada una de las ramas del filtro son cuantificadas y
recogidas en un vector de densidad, al cual denominamos vector de características de orientación.
Con este vector de características ya es posible, por un lado, usarlo sin ningún tipo de procesa-
do en aplicaciones de clasificación, o por otro lado, con una etapa adicional de procesado extraer
características de más alto nivel, por ejemplo, en este trabajo se propone usarlo para obtener las
orientaciones predominantes y cuantificar la magnitud de cada una de ellas respecto al resto (ver
Figura 3.9).
Los resultados de este método de extracción y clasificación de características han sido com-
parados en este trabajo con los métodos más importantes del estado del arte, mostrándose el
método propuesto muy robusto ante diferentes cambios de iluminación, rotación, así como extre-
madamente inmune al ruido; mejorando en este caso al resto de métodos con los que han sido
comparados, tal y como se puede observar en la Tabla 3.1 para la base de datos Brodatz y en la
Tabla 3.2 para la base de datos Outex.
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Ruido Gaussiano (σ2) 0.1 0.5 1 5 10 50
LBP riu224,3 /V AR24,3 97.78 74.44 60.55 40.27 31.94 8.33
LFD24,3 100 100 97.50 63.88 39.27 16.11
Propuesto (DO) 97.55 93.78 90.13 59.49 50.12 19.72
Propuesto (ANDD) 92.55 90.83 90.38 74.72 49.16 9.16
Propuesto (Cake) 91.94 91.11 90.83 78.33 59.16 10
Ruido impulsivo (σ) 0.01 0.025 0.05 0.075 0.1 0.125
LBP riu224,3 /V AR24,3 95 69.72 57.50 50.27 46.94 36.47
LFD24,3 100 98.61 85.27 64.16 55.42 40.55
Propuesto (DO) 97.55 96.38 88.77 69.16 63.89 61.94
Propuesto (ANDD) 90.55 88.88 86.66 83.05 73.33 62.22
Propuesto (Cake) 91.38 91.11 86.11 79.16 76.64 71.11
Tabla 3.1: Porcentaje de clasificación en la base de datos Brodatz para diferentes fuentes y niveles de
ruido. En el caso de ruido Gausiano, σ2 es la varianza del ruido en un rango de [0 a 255],
en el caso de ruido impulsivo, σ es la densidad de ruido
Ruido Gaussiano (σ2) 0.1 0.5 1 5 10 50
LBP riu224,3 /V AR24,3 89.34 75.98 60.24 22.51 11.72 8.12
LFD24,3 92.11 90.85 88.74 47.12 22.66 11.25
Propuesto (DO) 84.69 84.51 79.14 48.43 18.12 7.12
Propuesto (ANDD) 85.10 84.58 85.83 49.16 28.33 12.50
Propuesto (Cake) 87.08 87.90 86.66 50.83 31.66 13.74
Ruido impulsivo (σ) 0.01 0.025 0.05 0.075 0.1 0.125
LFD24,3 93.12 90.84 74.67 59.17 39.06 27.91
LBP riu224,3 /V AR24,3 89.43 70.37 55.42 33.75 21.00 9.53
Propuesto (DO) 85.14 85.24 79.64 74.64 65.12 59.87
Propuesto (ANDD) 86.92 85.38 78.10 76.11 70.34 65.12
Propuesto (Cake) 88.63 86.47 83.12 80.04 76.91 70.73
Tabla 3.2: Porcentaje de clasificación en la base de datos Outex para diferentes fuentes y niveles de
ruido.
3.6. Artículo 6: Adaptive spatially variant morphological filters
based on a multiple orientation vector field.
Álvar-Ginés Legaz-Aparicio, Rafael Verdú-Monedero, Jesús Angulo, “Adaptive spatially
variant morphological filters based on a multiple orientation vector field”, Mathematical mo-
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delling in Engineering & Human Behaviour 2016.
En este artículo se propone la aplicación de la estimación de orientación para construir ope-
radores morfológicos variantes en el espacio. El objetivo de este trabajo es crear operadores que
sean capaces de adaptar su forma y orientación a los contornos de los objetos contenidos en una
imagen. Este campo de aplicación ya ha sido tratado por diversos autores [17, 34, 53, 62, 64] a lo
largo de los años. Sin embargo, todos estos autores solo han tenido en cuenta el uso de métodos
de orientación simple, como son ASG o el tensor estructural. Si bien la estimación de orientacio-
nes simples muestra buenos resultados en estructuras con una única orientación predominante,
permitiendo adaptar los operadores morfológicos a dichas estructuras, no considera la existencia
de estructuras con varias orientaciones predominantes, como es el caso de bifurcaciones o cruces
de estructuras. Como principal aportación de este artículo se propone el uso de la estimación de
orientaciones múltiples para generar operadores morfológicos capaces solventar estas vulnerabi-
lidades.
Basándonos en varias propiedades morfológicas es posible definir elementos estructurales
que sean capaces de adaptar su forma y orientación según la orientación de las estructuras. Esta es
la aproximación típica usada para generar operadores morfológicos variantes en el espacio según
la orientación. En el caso de los operadores morfológicos que solo tienen en cuenta la orientación
simple los elementos estructurales se definen de la siguiente forma:
S(x) = Eθ(x),d(x), (3.1)
donde S(x) es el elemento estructural, E es la función de forma, la cual puede ser un rectángulo,
una elipse, etc., θ(x) es la orientación asociada al píxel x y d(x) la distancia a la estructura más
cercana.
En el caso de nuestra propuesta basada en orientación múltiple, se define un elemento es-
tructural como la unión de M elementos estructurales, siendo M el número de orientaciones pre-
dominantes que presenta cada píxel, quedando la expresión del elemento estructural variante en





Gracias a esta nueva definición de los elementos estructurales es posible generar operadores mor-
fológicos que se adapten mejor a todo tipo de estructuras, tal y como puede observarse en la
Figura 3.10 y en la Tabla 3.3.
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(a) Imagen de entrada (b) Elementos estructurales utiliza-
dos para Orientación simple (OS)
(c) Elementos estructurales utili-
zados para Orientación múltiple
(OM)
(d) ψA(x) basados en OS (e) (γA(x)◦ψA(x))(f) basados en OS (f) Zoom de (e)
(g) ψA(x) basados en OM (h) (γA(x) ◦ ψA(x))(f) basados en
OM
(i) Zoom de (h)
Figura 3.10: Resultados visuales de los operadores morfológicos basado en campos vectoriales de
orientación simple y orientación múltiple.
PSNR(dB) SSIM
Noisy image 18.43 69.57
Closing PSNR(dB) SSIM
LST 19.23 64.22
Proposed method 19.69 70.58
Opening-Closing PSNR(dB) SSIM
LST 21.08 72.57
Proposed method 22.04 78.26
Tabla 3.3: Resultados numéricos de la Fig.3.10.
43
3 Compendio de artículos
3.7. Artículo 7: Adaptive morphological filters based on a multiple
orientation vector field dependent on image local features.
A.G. Legaz-Aparicio, R. Verdú-Monedero, J. Angulo, “Adaptive morphological filters
based on a multiple orientation vector field dependent on image local features”, Journal of
Computational and Applied Mathematics, Vol. 330, pp. 965-981, March 2018. ISI-JCR(2017):
1.632, Posición 49 de 252 (T1, Q1), cat MATHEMATICS, APPLIED.
En este artículo se continúa con el estudio de la morfología variante en el espacio basada
en orientaciones múltiples. En este caso, basándose en los conceptos descritos anteriormente, se
presenta una nueva formulación de la morfología matemática basada en elementos estructurales
variantes en el espacio. Tras realizar una revisión de los operadores morfológicos básicos dilata-
ción y erosión en sus versiones invariantes en el espacio,{
δb(f)(x) = (f ⊕ b)(x) = supy∈E {f(y) + b(y − x)} ,
εb(f)(x) = (f 	 b)(x) = ı́nfy∈E {f(y)− b(y + x)} ,
(3.3)
así como la aplicación secuencial de estos, apertura y cierre
{
γb(f)(x) = (f ◦ b)(x) = ((f 	 b)⊕ b) (x) = supz∈E ı́nfy∈E {f(y)− b(y − z) + b(z − x)} ,
ϕb(f)(x) = (f • b)(x) = ((f ⊕ b)	 b) (x) = ı́nfz∈E supy∈E {f(y) + b(z − y)− b(x− z)} ,
(3.4)
invariantes en el espacio, se presenta una nueva formulación de éstos, para adaptarlos a elementos
estructurales variantes en el espacio. Las nuevas expresiones de los operadores variantes en el
espacio quedan de la siguiente forma:




ξA(f)(x) = (f 	A)(x) =
∧
y∈A(x)
f(x + y), (3.6)
para la dilatación y erosión. Los operadores δA y ξA son adjuntos dado que el elemento estructural
está derivado unicamente de la imagen de entrada. Por lo tanto, los operadores apertura y cierre
pueden ser definidos como
γA(x) = (δA ◦ ξA)(f), (3.7)
ψA(x) = (ξA ◦ δA)(f), (3.8)
respectivamente.
Una vez que ya se disponen de las herramientas básicas de morfología matemática variante
en el espacio, es posible definir operadores más complejos por medio de la aplicación secuencial o
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alternada de estos operadores. En esta sección se proponen los filtros alternados apertura seguido
de cierre y cierre seguido de apertura, los cuales presentan muy buenas prestaciones eliminan-
do artefactos oscuros o brillantes (ruido impulsivo) de imágenes. Por un lado, el filtro alternado
cierre-apertura se define como
COA(x)(f)(x) = (ψA(x) ◦ γA(x))(f), (3.9)
y por otro lado, el filtro alternado apertura-cierre se define como
OCA(x)(f)(x) = (γA(x) ◦ ψA(x))(f). (3.10)
Para finalizar este artículo, se estudian las prestaciones de los nuevos filtros morfológicos
formulados con sus versiones basadas en orientación simple (ver Figura 3.11), con otros tipos de
filtros morfológicos adaptativos para aplicaciones de filtrado de ruido, como son el caso de los
filtros bilaterales morfológicos (ver Figura 3.12 y 3.13) o para aplicaciones de unión de estructuras
(ver Figura 3.14)
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(a) EE invariante (b) EE con OS (c) EE con OM
(d) Erosión con (e) Erosión con OS (f) Erosión con OM
(g) Dilatación invariante (h) Dilatación con OS (i) Dilatación con OM
(j) Apertura invariante (k) Apertura con OS (l) Apertura con OM
(m) Cierre invariante (n) Cierre con OS (ñ) Cierre con OM
Figura 3.11: Comparativa de operadores morfológicos básicos (erosión, dilatación, apertura y cierre)
en sus versiones invariantes y variantes en el espacio. Primera columna: versión inva-
riante en el espacio. Segunda columna: versión variante en el espacio considerando el
campo vectoriales de orientación simple. Tercera columna: versión variante en el espa-
cio considerando campo de orientación múltiples propuesto y elementos estructurales
formados por la unión de varias elipses orientadas.
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(a) Imagen de entrada
(b) COA(x)(f)(x)) con SOVF (c) OCA(x)(f)(x) con SOFV (d) ξW (x)(f) con SOFV
(e) [COA(x)(f)(x) con
MOVF propuesto
(f) OCA(x)(f)(x) con MOVF
propuesto
(g) ξW (x)(f) con MOVF pro-
puesto
(h) Bilateral COA(x)(f)(x) (i) Bilateral OCA(x)(f)(x) (j) Bilateral ΞA(x)(f)(x)
Figura 3.12: Comparativa de filtros morfológicos adaptativos. La primera linea muestra la imagen de
entrada corrupta. La segunda fila muestra las imágenes filtradas usando operadores
basados un campo vectorial de orientaciones simple, la tercera fila muestra las imá-
genes filtradas usando un campo de orientación múltiple y la cuarta fila muestra la
salida de estos filtros usando aproximación bilateral. La primera columna contiene las
respuestas de los filtros adaptativos cierre-apertura, la segunda columna contiene las
respuestas de los filtros adaptativos apertura-cierre, y la tercera columna muestra la
respuesta del filtro alternado.
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(a) Imagen de entrada
(b) COA(x)(f)(x)) con SOVF (c) OCA(x)(f)(x) con SOFV (d) ξW (x)(f) con SOFV
(e) COA(x)(f)(x) con MOVF (f) OCA(x)(f)(x) con MOVF (g) ξW (x)(f) con MOVF
(h) Bilateral COA(x)(f)(x) (i) Bilateral OCA(x)(f)(x) (j) Bilateral ΞA(x)(f)(x)
Figura 3.13: Comparativa de filtros morfológicos adaptativos. La primera linea muestra la imagen de
entrada corrupta. La segunda fila muestra las imágenes filtradas usando operadores
basados un campo vectorial de orientaciones simple, la tercera fila muestra las imá-
genes filtradas usando un campo de orientación múltiple y la cuarta fila muestra la
salida de estos filtros usando aproximación bilateral. La primera columna contiene las
respuestas de los filtros adaptativos cierre-apertura, la segunda columna contiene las
respuestas de los filtros adaptativos apertura-cierre, y la tercera columna muestra la
respuesta del filtro alternado.
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(a) Imagen de entrada
(b) Cierre invariante (c) Cierre bilateral (d) Cierre con MOVF
(e) Cierre invariante (f) Cierre bilateral (g) Cierre con MOVF
(h) Cierre invariante (i) Cierre bilateral (j) Cierre con MOVF
Figura 3.14: Comparativa de cierres con diferentes tamaños de elemento estructural. Imagen de entra-
da: tamaño 256 × 256 píxeles en escala de grises. Esta figura ilustra la habilidad de los
operadores variantes en el espacio basados en estimación de orientación para adaptar
su forma a bordes alargados con orientación arbitraria.
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4.1. Conclusiones
En esta Tesis se ha realizado una revisión de los métodos de estimación de orientaciones,
abordando las aplicaciones más importantes y los métodos más relevantes que pueden encontrar-
se en la literatura actual. A su vez, se ha propuesto una posible clasificación de los métodos de
estimación de orientaciones atendiendo al tipo de orientación obtenida: orientación simple, donde
solo se tiene en cuenta una única orientación en cada pixel de la imagen, o orientación múltiple,
donde se tienen en cuenta todas las orientaciones asociadas a cada pixel. A lo largo de este trabajo
ha quedado en evidencia la gran cantidad de métodos de estimación existente, así como la nece-
sidad de una aproximación al proceso de estimación sistemática e independiente de la aplicación.
Una de las principales aportaciones de esta Tesis es la propuesta de un marco teórico de es-
timación de orientaciones capaz de sistematizar el proceso de estimación y hacerlo independiente
del tipo de aplicación. El funcionamiento básico del marco propuesto consiste en descomponer las
estructuras de una imagen mediante un banco de filtros orientados. La respuesta de cada uno de
los filtros del banco genera una sub-imagen que únicamente contiene las estructuras de con la mis-
ma orientación que el filtro en cada rama. Seguidamente las respuestas de cada una de las ramas
de los filtros son filtradas paso bajo para extender la información a todos los píxeles de la imagen.
Finalmente, mediante un algoritmo de búsqueda se extraen las orientaciones más importantes de
cada píxel, proporcionando el campo vectorial de orientaciones múltiples de la imagen. Como
puede observarse esta herramienta es capaz de salvar las limitaciones presentes hasta ahora por
los métodos de estimación de orientación simple.
Este nuevo marco teórico presenta diferentes ventajas tales como:
Capacidad de realizar estimación múltiple.
Capacidad para disponer de diferentes familias de filtros, permitiendo una mejor adecua-
ción al tipo de imagen.
Gran robustez frente a distintos tipos de ruido y cambios de iluminación.
51
4 Conclusiones y trabajo futuro
Independencia del tipo de aplicación e imagen.
Sin embargo, el marco propuesto presenta varias desventajas o limitaciones.
El coste computacional es proporcional al número de ramas que presenta el banco de filtros.
A su vez el número de ramas del banco de filtros determina la resolución angular de los
vectores del campo de orientaciones estimado e incrementa el coste de la etapa de búsqueda
de picos. Por lo tanto, una campo vectorial de orientaciones con una alta resolución angular
implica un elevado coste computacional. Además, una alta resolución angular implica res-
puestas en el espacio de gran tamaño y por tanto también deberán de ser de ese tamaño las
estructuras cuya orientación quiera estudiarse.
El manejo de gran cantidad de información que aporta la estimación de orientaciones múl-
tiple convirtiéndose éste en un paso previo fundamental para la realización de cualquier
aplicación basada en orientaciones múltiples.
La adecuada elección de los parámetros de entrada es un proceso manual de ensayo y error,
pudiendo resultar bastante tedioso en algunos casos.
La segunda gran aportación de esta Tesis son las casos prácticos de aplicación de la estima-
ción de orientaciones. A tenor de los resultados obtenidos se puede observar como la estimación
de orientación es una formidable herramienta para gran cantidad de aplicaciones.
En el campo de aplicaciones médicas, concretamente en el estudio de los árboles de venas
contenidos en la retina, la estimación de orientaciones combinada con otras técnicas de procesado
muestra excelentes resultados en la detección de bifurcaciones y cruces de venas, consiguiendo
grandes tasas de detección que mejoran los resultados obtenidos por otros métodos del estado del
arte. En estas aplicaciones, la aparición de falsos positivos que corresponden a zonas de alta cur-
vatura de las venas o sus terminaciones representan el principal inconveniente. Afortunadamente
se han podido desarrollar técnicas de procesado que han sido capaces de reducir en gran medida
el número de falsos positivos.
En aplicaciones sobre texturas de imagen, puede ser utilizada para caracterizar y clasificar
texturas de forma muy robusta al ruido. El método propuesto muestra porcentajes de clasificación
muy similares a los obtenidos por métodos de caracterización muy conocidos como los LBPs en
imágenes con bajo ruido y mejorando a estos conforme el nivel de ruido de las imágenes es ma-
yor. El principal inconveniente es la dependencia que presenta la información estructural, siendo
menor su efectividad en imágenes sin estructuras claras o con orientaciones caóticas.
En último lugar, la aplicación del marco teórico de estimación a la morfología matemática
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Abstract: This paper describes a new approach to compute bifurcation angles in retinal images. This approach is based
on the estimation of multiple orientations at each pixel of a gray retinal image. The main orientations are
provided by directional openings whose outputs are regularized in order to extend the orientation information
to the whole image. The detection of vessel bifurcations is based on the coexistence of two or more than two
different main orientations at the same pixel. Once the bifurcations and crossovers has been identified, bifur-
cation angles are calculated. The proposed procedure of computing bifurcation angles by means of orientation
estimation at all pixels of the gray level image is much more stable than those methods which are based on the
skeleton of the vascular tree, since a slight variation of a pixel of the skeleton can produce a significant change
in the angle value.
1 INTRODUCTION
Retinal vasculature is able to indicate the status of
other vessels of the human body. Its study involves
a non-invasive or minimally invasive procedure and,
usually, it is included in the standard screening of
any patient with diseases in which the vessels may be
altered. Specifically, the identification and study of
bifurcations and crossovers has great significance in
cardiovascular diseases as well as in their early detec-
tion (Azzopardi and Petkov, 2011). Moreover, vas-
cular changes produced in systemic diseases usually
induce particular modifications in the vessels, such as
changes in bifurcation angles. Based on this fact, this
paper is focused on automatically determining the bi-
furcation angles calculated on vessel bifurcations pre-
viously detected. There are two approaches to de-
tect vessel bifurcations: methods based on geometri-
cal features and methods based on models (Abramoff
et al., 2010). The method proposed in this paper be-
longs to the first group. In particular, the detection of
vessel bifurcations is addressed by analyzing a mul-
tiple orientation vector field provided by the regular-
ization of directional morphological openings. The
orientation field is given by a directional signature
(Soille and Talbot, 2001) for each pixel using a set
of directional openings with a line segment. Then,
the orientation of a pixel is defined as the one asso-
ciated to the directional opening which produces the
maximum value of the signature of this pixel. Nev-
ertheless, the original approach from (Soille and Tal-
bot, 2001) does not deal with the multiple orientation
case and does not take into account that, locally, pix-
els in natural images can be associated to more than
one orientation, e.g., crossing lines, corners and junc-
tions (also known as X-, L- and Y-junctions, respec-
tively). To determine not only the main direction but
all the significant orientations, the directional signa-
ture is analyzed in the present work using multiple
peak detection on the curve interpolated by b-splines.
Thanks to the estimation of the main orientations of
each bifurcation point of the retinal images, the an-
gles generated by the vessels on all of them can be
analyzed.
In the literature, the most common approach to
detect retinal tree bifurcations and their correspond-
ing bifurcation angles is through the analysis of the
segmented vascular tree. In general, this segmenta-
tion can be performed by matched filters (Chaudhuri
et al., 1989), by region growing and scale-space anal-
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Abstract
This paper describes a new approach for significant point identification on ves-
sel centerline. Significant points such as bifurcations and crossovers are able
to define and characterize the retinal vascular network. In particular, hit-or-
miss transformation is used to detect terminal, bifurcation and simple crossing
points but a post-processing stage is needed to identify complex intersections.
This stage focuses on the idea that the intersection of two vessels creates a
sort of close loop formed by the vessels and this effect can be used to differ-
entiate a bifurcation from a crossover. Experimental results show quantitative
improvements by increasing the number of true positives and reducing the false
positives and negatives in the significant point detection when the proposed
method is compared with another state-of-the-art work. A sensitivity equal to
1 and a predictive positive value of 0.908 was achieved in the analyzed cases.
Hit-or-miss transformation must be applied on a binary skeleton image. There-
fore, a method to extract the vessel skeleton in a direct way is also proposed.
Although the identification of the significant points of the retinal tree can be
∗Corresponding author
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useful by itself for multiple applications such as biometrics and image registra-
tion, this paper presents an algorithm that makes use of the significant points
to measure the bifurcation angles of the retinal network which can be related
to cardiovascular risk determination.
Keywords: Retinal skeleton; vessel centerline; significant points; bifurcations;
crossings; bifurcation angles.
1. Introduction
Retinal structure characterization is a fundamental component of most auto-
matic retinal disease screening systems [1]. It is usually a prerequisite previous
to carrying out more complex tasks as identifying different pathologies. In gen-
eral, anatomical structures are segmented through fundus image processing and
then certain features are extracted from them to characterize each pathology.
One of the most important anatomical structures of the fundus is the vascular
network that corresponds to the retinal blood vessels. Morphological attributes
of retinal blood vessels, such as length, width, tortuosity and/or branching pat-
tern and angles can be used for diagnosis, screening, treatment, and evaluation
of various cardiovascular and ophthalmologic diseases [2].
In the vessel centerline there are three types of significant points: termi-
nal, bifurcation and crossing. The detection of significant points in the retinal
vascular tree increases the information about the vascular structure allowing
its use for medical diagnosis. In particular, the identification of the vascular
bifurcations and crossovers on the vascular network is helpful for predicting
cardiovascular diseases and can also be used as biometric features or for image
registration [3].
This paper focuses on the identification of the significant points as a means
of defining and characterizing the retinal vascular network. In general, the sig-
nificant points of the vascular network are detected on vessel centerline, also
called vessel skeleton. The centerline can be obtained after a skeletonization
process of the vessels previously segmented or through some method by which
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the skeleton is directly obtained. The main disadvantage of the first approach is
that an inaccurate vessel segmentation may result in errors in the skeletoniza-
tion. Motivated by that reason, this paper describes an approach to determine
the retinal skeleton in a direct way through stochastic watershed transforma-
tion. Then, a new method to distinguish the different types of significant points
on the retinal skeleton is presented. Finally, the proposed method is used as
a necessary step before measuring bifurcation angles through the orientation
vectors of each branch of the vascular tree.
In the literature there exist different attempts for significant point detection.
Some of them are only based on bifurcation location [4] or on detecting bifurca-
tions and the most simple intersections [5]. Other works take into consideration
more types of crossovers since it is the most challenging part and try to distin-
guish between them and bifurcations. The most common approach is to center
a fixed-size circular window on all bifurcations and check the number of inter-
sections between the vessel centerline and the circular window [6, 7]. However,
it causes that the large vessel crossovers are detected as two bifurcation points.
Bhuiyan et al. addressed this problem by considering the width of the junction
[3] and Calvo et al. by combining local and topological information [8].
Referring to vessel extraction techniques, they can be mainly divided into
four categories: edge detectors, matched filters, pattern recognition techniques
and morphological approaches. A more extensive classification can be found in
[1]. Most edge detection algorithms assess changes between pixels values by cal-
culating the image gradient magnitude and then it is thresholded to create a bi-
nary edge image [9, 10]. Matched filters are filters rotated in different directions
in order to identify the cross section of blood vessels [11, 12]. Pattern recog-
nition techniques can be divided into supervised and unsupervised approaches.
Supervised methods, such as artificial neural networks [13] or support vector
machines [14, 15], exploit some prior labelling information to decide whether
a pixel belongs to a vessel or not, while unsupervised algorithms perform the
vessel segmentation without any prior labelling knowledge [16]. Morphologi-
cal processing is based on vessels characteristics known a priori (line connected
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segments) and combines morphological operators to achieve the segmentation
[17, 18, 19]. Although most of the state-of-the-art methods look for detecting
all vessel pixels of the vascular tree, there are also some attempts based on
finding the vessel skeleton, e.g., those based on shortest path connection [20],
on matched filters [21], on ridge descriptors [22] or on the application of the
classical marker-controlled watershed [23, 24], which differs to the stochastic
watershed that is applied in this work.
The main contribution of this paper is the presentation of a complete method-
ology for significant point detection of the retinal vascular tree from a fundus
image. It includes the vessel centerline extraction and the differentiation be-
tween bifurcations and complex crossings, which is a challenging and key process
for a correct vessel tracking. In addition, despite the lack of public databases
with manual-detected points to be used as ground truth, quantitative quality
parameters were calculated.
The rest of the paper is organized as follows: Section 2 describes materials
and methods. Section 3 presents an approach for vessel centerline extraction
in retinal images. Section 4 addresses the algorithm to detect significant points
on the vessel centerline. That algorithm is used to select the bifurcation points
existing in the image and measure the bifurcation angles as explained in Section
5. Section 6 shows the results of the methods presented in Sections 3, 4 and 5.
Finally, Section 7 closes the paper with conclusions and future lines of work.
2. Materials and Methods
2.1. Material
In this work, three different public databases were used: DRIVE [25], STARE
[11] and VARIA [26]. DRIVE and STARE databases were used in the validation
of the method for vessel centerline detection and all of them in the validation
of significant point identification.
DRIVE database is composed of 40 retinal images (565 x 584 pixels) belong-
ing to diabetic subjects. For each image, a mask image that delineates the field
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of view is provided as well as manual segmentations of the blood vessels. STARE
database is a set of 20 images (700 x 605 pixels) along with two hand-labelled
vessel network provided by different experts. VARIA contains 233 images, from
139 different individuals, with a resolution of 768 x 584 pixels.
2.2. Morphological operators
Mathematical morphology is a non-linear image processing methodology
based on minimum and maximum operations, which can be used to extract
relevant structures of an image f [27]. This is achieved by probing the image
with another known shape B called structuring element (SE). The result of the
single operation also depends on the choice of B. The two basic morphological
operators are: dilation, δB(f), and erosion, εB(f). Their purpose is to expand
light or dark regions, respectively, according to the size and shape of the SE.
Those elementary operations can be combined to obtain a set of basic filters:
opening, γB(f), and closing, ϕB(f). Light or dark structures are respectively
filtered out from the image by these operators regarding the SE chosen.
The method proposed in this paper for vessel centerline detection applies
these basic filters directly, or uses them to derive more complex operators, such
as:
• Dual top-hat transformation, ρB(f) = ϕB(f) − f , is used to extract con-
trasted dark components with respect to the background.
• Close-hole operator fills all holes in an image f that do not touch a
boundary image. For a grey-scale image, it is considered a hole any
set of connected points surrounded by connected components of value
strictly greater than the hole values. This operator is defined as ψch(f) =
[γrec(f c, f∂)]
c, where γrec(g, f) is the reconstruction by dilation of an im-
age f (marker) which is contained within an image g (reference), f c is the
complement image (i.e., the negative) and f∂ the image boundary.
• Reconstruction by dilation, γrec(g, f) = δ(i)g (f), is the successive geodesic
dilation of f regarding g up to idempotence, so that δ
(i)
g (f) represents the
5
geodesic dilation and δ
(i)
g (f) = δ
(i+1)







g (f), is the iterative unitary dilation of f regarding g, being
δ
(1)
g (f) = δB(f) ∧ g.
2.3. Stochastic watershed transformation
Watershed transformation is a segmentation technique for gray-scale images
[28]. This algorithm is a powerful segmentation tool whenever the minima of
the image represent the objects of interest and the maxima are the separation
boundaries between objects. Due to this fact, the input image of this method
is usually a gradient image %(f). However, one problem of this technique is the
over-segmentation, which is caused by the existence of numerous local minima
in the image normally due to the presence of noise. One solution to this problem
is using marker-controlled watershed, WS(%)fmrk , in which the markers fmrk
artificially impose the minima of the input image. Nevertheless the controversial
issue consists in determining fmrk for each region of interest. Note that the
use of a limited number of markers along with the complex morphology of the
retinal vascular network can also cause that some parts of it are not detected
(sub-segmentation). Therefore, the choice of the correct markers is crucial for
the effectiveness and robustness of the algorithm.
The stochastic watershed is used to solve the sub-segmentation conflict [29].
In this transformation, a given number M of marker-controlled-watershed re-
alizations are performed selecting N random markers to estimate a probability
density function (pdf) of image contours and filter out non significant fluctua-
tions. The results of the different realizations are averaged by Parzen window
method [30]. Obtaining a pdf of the contours of the watershed regions facilitates
the final segmentation, providing robustness and reliability since the arbitrari-
ness in choosing the markers is avoided. Afterwards, it is necessary to perform
a last marker-controlled watershed on the pdf obtained to obtain a final re-
sult. This type of watershed works better than other marker-based watershed
transformations used previously in the literature.
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2.4. Hit-or-miss transformation
Hit-or-miss transformation (HMT) is a morphological operator used for de-
tecting specific patterns in a binary image [31]. Therefore, it can be applied to
detect the significant points on a skeleton image. This is achieved by probing
the image with a specific set of known shape (structuring element or SE). The
structuring element employed in this operation is called composite structuring
element since it contains two basic SE. The first one, denoted by BFG, defines
the set of pixels that should match the foreground (positive pixel values) while
the second one, denoted by BBG, defines the set of pixels that should match the
background (zero pixel values). By definition, BFG and BBG share the same
origin and are disjoint sets, i.e., BFG ∩ BBG = 0. Depending on whether the
origin belongs to BFG or BBG the HMT extracts foreground or background
pixels [27]. Figure 1 depicts a composite structuring element B = (BFG, BBG)
where BFG is denoted by 1’s, BBG by 0’s and the rest of values are ignored. In
this example, the HMT would detect the pixels with a neighbor on the left but
that up, down and to the right did not have any. The value of the left diagonals















Figure 1: Example of a composite structuring element.
The HMT of a set X by a composite structuring element B = (BFG, BBG)
can be written in terms of an intersection of two morphological erosions [27]:
HTMB(X) = εBFG(X) ∩ εBBG(Xc), (1)
where Xc is the complement set of X (i.e., the negative).
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3. Skeleton extraction
In general, the detection of retinal vascular network is necessary before an-
alyzing vessel features. The most common approach in the literature is a first
stage of vessel segmentation, then the skeletonization of the detected vessels and
finally the analysis of different features on the vascular skeleton such as vessel
calibers, significant points or bifurcation angles. The major drawback of this
approach is the dependence of the different stages on the previous ones in addi-
tion to an increase of computational cost. Based on these facts, this section is
focused on obtaining the retinal skeleton in a direct way avoiding the segmenta-
tion stage. Its goal is to reduce the number of necessary steps in the processing
of the fundus image. As a consequence, this would also reduce the dependency
of previous stages. Specifically, the method proposed for this purpose is mainly
based on mathematical morphology along with curvature evaluation. Two main
steps are involved: in the first step, the principal curvature is calculated on the
retinal image. In the second step, the stochastic watershed transformation is
applied to extract the vascular skeleton. The main stages are included in the















Figure 2: Flowchart for skeleton extraction.
Although fundus images are RGB format, the present work is drawn on
monochrome images obtained from the green component extraction because
this band provides improved visibility of the blood vessels. Moreover, this im-
age is enhanced such that 1% of data is saturated at low and high intensities
(Figure 3(a)). Then, a small opening, using a disc of radius 1 as SE (B1), is
performed on the enhanced green component image to fill in any gaps in vessels
that could provoke subsequent errors, for example due to brighter zones within
8
arteries. Next, a dual top-hat, with a SE larger than the widest vessel (B2), is
applied with the goal of extracting all of them and eliminating structures with
high gradient that are not vessels, as occurs in the optic disc (Figure 3(b)). Af-
terwards, with the aim of highlighting the vessels on the background, principal





where ∂ijf represents the second directional derivatives of an image f(x, y). The
Hessian matrix is calculated at different scales (s = {0, 2, 8, 14}) by convolving
the original image f(x, y) with a Gaussian kernel G of variance s2,






The resulting image is shown in Figure 3(c).
If the principal curvature is directly calculated on the enhanced image, all
structures with high curvature are highlighted, not only the vessels. The optic
disk border has also high curvature but it should not be detected. This is a typi-
cal problem that occurs in most edge detection methods for vessel segmentation
that it is avoided with the previous dual top-hat filtering.
Then, the principal curvature fκ is obtained by normalizing each λmax by








Finally, stochastic watershed is applied to the curvature image. As explained
above, this transformation uses random markers to build a probability density
function (pdf ) of contours (Figure 3(d)). In particular, 10 marker-controlled-
watershed realizations were performed selecting 300 random markers in each
realization. Then, pdf is segmented by a last marker-controlled watershed.
The vascular skeleton is part of the frontiers of the resultant regions as can be





Figure 3: Skeleton extraction process: (a) Enhanced green component obtained from the
original fundus image, (b) Dual top-hat filtering, (c) Principal curvature, (d) Probability
density function (pdf) of contours obtained with 10 simulations and 300 random markers, (e)
Watershed frontiers, (f) Product between the principal curvature and the watershed frontiers,
(g) Thresholding (t = 0.05), (h) Pruning and (i) Final result. The images (b)-(h) have been
inverted for better visualization.
In that case, both for pdf computing and for last marker-controlled water-
shed, random markers are combined with some controlled markers. This is due
to the morphology of the vascular network which contains many of vessel cross-
ings. In addition to the random markers, it is forced that there is one marker at
least in the area delimited by the crossing of two vessels (controlled markers),
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so that the final markers are directly the union of both (random and controlled
markers). This methodology avoids that the vessels close to some crossing are
not detected by the watershed transformation. The crossing areas are deter-
mined by means of the residue of the close-hole operator on fκ and then one
or more markers are chosen randomly within these areas giving place to the
controlled markers. This problem is illustrated in Figure 4, where only a region
of interest is shown for better visualization.
(a) (b) (c)
(d) (e) (f)
Figure 4: Stochastic watershed on the crossing of two vessels: (a) Enhanced green component,
(b) Principal curvature (fκ), (c) Residue of close-hole operator, (d) Random (blue N) and two
controlled (green H) markers, (e) Result of the stochastic watershed using only the random
markers shown in blue and (f) Result of the stochastic watershed combining random and
controlled markers (blue and green).
In order to discriminate which frontiers are significant and which ones are
not and should be filtered out, the frontiers are multiplied by fκ (Figure 3(f))
and then are thresholded (Figure 3(g)) using a fixed threshold, experimentally
t = 0.05. Once the skeleton is obtained, a pruning process is applied to remove
possible spurs giving rise to the final result of the presented method (Figure
3(h) and 3(i)).
The implemented pruning process is characterized by removing spur branches
but without altering the main branches. Only the branches whose size is less
than a threshold (nmax = 10) are removed while the other are kept intact [32].
nmax value must be fixed based on image resolution. The pruning method is
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based on defining a function Υ(S) which assigns to each point of the skeleton
S the number n of unitary erosions needed to remove it from S. The value of
the function Υ(S) is nmax + 1 for the points x ∈ S which are not removed after
nmax unitary erosions. Then, making use of the function Υ(S), it is possible to
differentiate between the secondary and the main skeleton branches. A branch
is considered as secondary if Υ(S(x1) − Υ(S(x2)) > 1, being x1 and x2 two
adjacent points of the skeleton branch. Afterwards, the secondary branches are
disconnected from the main branches and a reconstruction by dilation is applied
using this image, i.e. the skeleton with the secondary branches disconnected, as
reference and being the marker image that defined by Equation 5.
mrk =
 1 if Υ(S(x))) = nmax + 10 otherwise (5)
This operation manages to reconstruct the original skeleton but without spur
branches. Figure 5 shows an example of the main pruning steps and the differ-
ence between the proposed pruning and the conventional.
Algorithm 1 summarizes the steps of the vessel centerline extraction method
and Algorithm 2 the steps of the pruning process.
4. Significant point determination
As mentioned before, in the vascular skeleton there are three types of sig-
nificant points: terminal, bifurcation and crossing points. All of them must be
detected due to their interest to characterize the relations between the differ-
ent branches of the skeleton, i.e., relations between the parent and daughter
branches.
4.1. Terminal and bifurcation points
The hit-or-miss transformation (HMT) can be directly applied to the vas-
cular skeleton to locate terminal and bifurcation points using the different SE
shown in Figure 6 and Figure 7. It must be remembered that BFG is denoted by




Figure 5: Pruning process: (a) Original skeleton, (b) Skeleton with the secondary branches
disconnected, (c) Pruned skeleton by the proposed method and (d) Result of the conventional
pruning (marked in red the pixels that are removed by the conventional pruning and are
remained by the proposed pruning process). It can be observed that the main advantage of
the proposed pruning is that only the spur branches are removed while the rest are kept intact.
The conventional pruning removes a specific number of pixels for every branch (without taking
into account its relevance).
one each 90◦, so four hit-or-miss iterations are required for each SE, i.e., a total









Figure 6: Structuring elements used for detecting terminal points.
The choice of the SE shape is related to the topology of the point in question.
For example, on the one hand, any terminal point will have only one neighbor
and it will be rounded by background pixels and, on the other hand, a bifurcation
point will have three neighbors located in particular positions. This can be
appreciated clearly if the SE defined in Figure 7 are observed.
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Algorithm 1: Vessel centerline extraction
Data: Original RGB fundus image f = (fR, fG, fB), Scale vector
s = [0, 2, 8, 14], Gaussian kernel G
Result: Vessel centerline, fout
initialization: B1,B2 (as main text) ;
fin ← fG Green component selection ;
fenh ← Γ(fin) Image Enhancement ;
fop ← γB1(fenh) Opening ;
fdth ← ρB2(fop) Dual top-hat ;
Principal curvature:
for i← 1 to length(s) do
fsi ← fdth ⊗G(si) ;
Hsi ← H(fsi) ;












fws ←WS(fκ)fmrk Stochastic Watershed with random and controlled
markers ;
fth ← (fκ × fws) < t Thresholding ;
fout ← Υ(fth) Pruning ;
Retinal skeleton is an one-pixel-thick structure fully 8-connected. However,
when the significant points belonging to the skeleton are being looked for, it is
wanted to avoid the multiple paths that are inherent in this type of connectivity.
Therefore, before point detection, it is necessary to convert the skeleton from
8-connectivity to m-connectivity so that the multiple paths are removed [31].
A pixel p has four horizontal and vertical neighbors N4(p) and four diagonal
neighbors ND(p). All these neighbors are called the 8-neighbors of p, denoted
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Algorithm 2: Pruning process
Data: Image of the retinal skeleton with spur branches S
Result: Pruned skeleton S′
initialization: nmax = 10 (Size of the branches to be removed), B
(Unitary structuring element), N8 (8-neighborhood) ;
for x← 1 to length(S) do
if (x ∈ εB(n−1)(S(x)) & (x /∈ εB(n)(S(x))) with n ≤ nmax then
Υ(x) = n;
else if (x ∈ εB(nmax)(S(x))) then Υ(x) = nmax + 1 ;
else if (x /∈ (S(x))) then Υ(x) = 0 ;
end
R = S Reference image ;
for x← 1 to length(S) do
if Υ(x)−Υ(N8(x)N8∃S) > 1 then R(x) = 0 Disconnection of
secondary branches ;
if Υ(x) == (nmax + 1) then mrk(x) = 1 Marker image ;
else mrk(x) = 0;
end
S′ = γrec(R,mrk) Reconstruction by dilation ;
by N8(p). Two binary pixels p and q are 8-connected if q is in the set N8(p) but
they are m-connected if
1. q is in N4(p), or
2. q is in ND(p) and N4(p) ∩N4(q) = 0.
The difference between 8-connectivity and m-connectivity can be appreci-
ated in Figure 8. This conversion is necessary because the central pixel involves
that there is not only a possible path in the skeleton therefore the detection of
significant points and any tracking process performed later could be erroneous.


















Figure 7: Structuring elements used for detecting bifurcation points.
(a) (b)
Figure 8: 8-connectivity to m-connectivity conversion (a) 8-connected skeleton and (b) m-
connected skeleton.
basic patterns which are shown in Figure 9. It can be observed that the case

















Figure 9: Structuring elements used to convert an 8-connected skeleton to m-connectivity.
The HMT allows to detect all these patterns. Then, the central pixels must
be changed to 0 for eliminating the multiple paths. The conversion from 8 to
m-connectivity can be performed through a basic sequence of morphological
steps:


















where X is the input image that contains the 8-connected skeleton and Θ the
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output image with the corresponding skeleton with m-connectivity.
4.2. Crossing points
Due to the fact that the intersections between different branches of the vas-
cular tree are formed, usually, by a set of pixels, most crossing points cannot
be detected by pattern recognition on the skeleton, i.e., through the hit-or-miss
transformation. It can only be applied in simple crossing point detection using









Figure 10: Structuring elements used for detecting simple crossing points.
However, practically most crossing points, if not all, are not simple, or in
other words, the branches do not intersect in only one pixel and several points
can belong to the same intersection. This provokes that the extremes of the in-
tersection are considered as bifurcation because both of them have three neigh-
bors and accomplishes some of the characteristic patterns of the bifurcation
points. Figure 11 represents the different types of crossing points. The light
gray branch intersects with other two branches, drawn in dark gray, giving rise
to a simple (X) and a complex (O) crossing point marked in black.
Most works of the state-of-the-art consider that the vessel crossing points are
two bifurcation points very close to each other. So, a fixed-size circular window
is centered on the candidate bifurcations and if there exist four intersections
between the window and the skeleton, the point is marked as a crossing. The
problem of this approach is that the crossing point detection depends on a large
degree on the window size. If the size is too small, the crossings are not detected
and if the size is too big other vessels not belonging to this crossing can intersect
with the window. Moreover, it must be taken into account that the size of the








Figure 11: Different types of crossing points: simple (X) and complex (O).
Retinal vessels have their origin in the optic disk head. From this center,
the vessels bifurcate and constitute the retinal vascular tree. It is common that
arteries and veins intersect in some occasion and generate the crossing points
under consideration (Figure 12(a)). This means that when they intersect, as the
vessels have a common origin, generate a sort of close loop which will be useful
to differentiate if one point is a crossing point or not (Figure 12(b)). Based on
this idea, a new algorithm is proposed to analyze all points detected initially as
a bifurcation in order to discriminate those that are really crossing points.
(a) (b)
Figure 12: Vessel intersection: (a) Intersection between two vessels and (b) Close loop formed
by an intersection.
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First, a bifurcation point is considered as candidate to be a crossing point if
when a circular window is centered on this point, there are four or more inter-
sections between the skeleton and this window (W ). The window radius is three
times the average diameter of the vessels. This size is established empirically.
Then, if the candidate point is part of a close loop generated by the skeleton
branches, the closest candidate to crossing point is looked for, and if it is di-
rectly connected with the previous point and is not part of the same loop, both
of them are established as crossing points. Figure 13 represents this process.
Terminal and bifurcation points detected by the HMT are marked in red and
green, respectively (Figure 13(a)). In Figure 13(b) the candidates to crossing
points are highlighted in yellow. The close loops that contain some candidate
point are drawn in Figure 13(c). Figure 13(d) shows the final result with the
crossing points detected in white. Note that the two points identified in green
at the bottom left of the Figure 13(d) are not crossing points but bifurcations
because they do not accomplish the condition of belonging to a different loop.
Both of them belong to the close loop marked in orange in Figure 13(c). To
be considered as crossing, two candidates should be connected and belong to a
different loop.
With this type of analysis, the more common intersection extremes are com-
pletely identified. In addition, it should be taken into account that the pixels
between these points are also part of the same intersection.
Algorithm 3 summarizes the complete process of the detection of the signif-
icant points on the retinal vascular skeleton. B1,B2,B3,B4 are the composite
structuring elements defined in Figures 6, 7, 9 and 10.
5. Use of the significant points: Measurement of bifurcation angles
The significant points of the retinal vascular tree can be used as biomet-
ric features, landmarks for registration or keypoints in tracking processes and
branching patterns. In particular, this section presents an algorithm that makes




Figure 13: Automatic detection of common intersections: (a) Significant points detected by
means of HMT (terminal points in red and bifurcation points in green), (b) Crossing point
candidates, (c) Close loops formed by branches that contain some candidate point and (d)
Crossing points automatically detected (white).
furcation angles.
The algorithm proposed to carry out this measurement is based on the esti-
mation of the main orientations of the image gradient at each bifurcation point
previously detected. The estimation of the multiple main orientations is per-
formed as the flowchart depicted in Figure 14. This approach differs from [33],
where the multiple main orientations are estimated by analysing a block of the
image, whereas in this method the multiple orientations are estimated at each
pixel.
Let f(x) : E → R be a gray-level image, where the support space is E ⊂ Z2
and the pixel coordinates are x = (x, y). Let us define g(x) as the absolute
value of the gradient of f(x), i.e.,











The directional opening of g(x) by a linear (symmetric) structuring element
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Algorithm 3: Significant point detection
Data: Image of the retinal skeleton f , Circular window W
Result: Binary image of the terminal points fTP , Binary image of the
bifurcation points fBP , Binary image of the crossing points fCP
initialization: B1,B2,B3,B4 (as main text) ;
fm ← ΘB3(f) m-connectivity conversion ;
fTP ← HMTB1(fm) terminal point detection ;
fBP ← HMTB2(fm) bifurcation point detection ;
fCP1 ← HMTB4(fm) simple crossing point detection ;
complex crossing point detection:





(WBPi ∗ fm) ≥ 4 then
if fBPi ∈ close loop then
fBPj ← argmin(dist(fBPi , fBP )) ;
if (fBPi is connected with fBPj ) & (loop(fBPi) 6= loop(fBPj ))
then





fCP = fCP1 + fCP2 crossing point detection ;
(SE) of length l and direction θ is defined as the directional erosion of g by Lθ,l
followed by the directional dilation with the same SE [34]:































































Figure 14: Flowchart of the multiple orientation estimation method.








{f(x− h)} . (10)
The proposed orientation model is based on a decomposition of the gradient
information by families of linear openings, {γLθi,l}i∈I , according to a particular
discretization of the orientation space {θi}i∈I .
In the next step of the proposed method, a filtering is performed at each
one of the directional openings (depicted as Hσ in Figure 14). The filtering
diffuses the orientation information and avoids angle mismatches due to noise.
The kernel Hσ is the sampling of the gaussian low-pass filter






where σ is the spatial standard deviation of the filter. More details of the
method can be found in [35].
Once the directional openings have been filtered, the directional signature
at pixel x is defined as
sx;l(i) = g̃θi(x). (12)
Then, sx;l(i) is interpolated using cubic b-splines and its maxima correspond
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to the multiple orientations existing at pixel x. Finally, collecting all the orien-
tations estimated at all the pixels in the image provides the multidimensional
vector field ~θ(x), see Figure 15.
(a) (b)
Figure 15: Orientation vector field: (a) Green component of the original fundus image, (b)
close-up of the image with its estimated multiple orientation vector field.
The bifurcation angles are calculated by performing the difference between
the orientation vectors of each branch around the bifurcation points previously
detected. An interior point is chosen as representative of each branch, and its
orientation vector will define the orientation of the branch at this pixel. To
obtain the interior points, a circular window is placed at each bifurcation and
the intersection between the skeleton of the branch and the window is selected.
Note that the choice of this pixel is not critical since the orientation vector
field varies slowly inside the vessel. Due to the discretization of the orientation
space of the multiple orientation method, the orientation is estimated using
the ASGVF method [34] which achieves a higher angular resolution than the
approach introduced in [33]. Since the ASGVF method only estimates the
orientation and it is defined between −90◦ and 90◦ degrees, the direction of each
vector can be obtained taking into account the location of the representative
pixel of each branch in relation to the centre of the bifurcation. Considering
the quadrant of the representative pixel, the direction of the vector can be
obtained, providing a vector field which is defined between 0◦ and 360◦ degrees.
Finally, after the conversion of the orientation space, it is possible to calculate
the angular difference between the branches contained in the window and thus
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to obtain a measure of the bifurcation angle.
6. Results
6.1. Skeleton
The validation of the skeleton method was carried out on DRIVE [25] and
STARE [11] databases. Although, in both databases, manual segmentations
are included, these segmentations correspond to the complete vasculature not
to the vessel centerline which is the goal of this work. For that reason, the
homotopic skeleton [27] associated to the hand segmentations was obtained for
future comparisons. In Figure 16, the results on some representative images
from DRIVE and STARE databases can be observed.
(a) (b)
(c) (d)
Figure 16: Skeleton results of the proposed method: (a,c) DRIVE images (‘19 test’ and
‘23 training’) and (b,d) STARE images (‘im0255’ and ‘im0001’).
The proposed method was compared with other state-of-the-art methods in
two different ways. One approach is based on comparing the results of this work
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with methods that firstly segment the vessels and then perform a skeletization
process and the other comparison is performed with algorithms that obtain the
skeleton directly.
On the one hand, regarding the methods that require a previous segmen-
tation, the presented algorithm was compared with two methods previously
published. The first compared method, proposed by Martinez et al. [9], uses
the local maxima over scales of the magnitude of the gradient and the maximum
principal curvature of the Hessian tensor in a multiple pass region growing pro-
cedure. The other method analysed in the comparison is the work of Morales et
al. [7]. As the proposed method, it is based on mathematical morphology and
curvature evaluation although the morphological operations used are different
as well as the obtained result. In the same way as explained above, the homo-
topic skeleton was performed after the segmentation process in both cases. On
the other hand, as for the methods that obtain directly the retinal vessel center-
line, the analysis was focused on two approaches proposed by Walter and Klein
method [23] and Bessaid et al. method [24] which are based also on the water-
shed transformation. In Figures 17 and 18, the results of the proposed method
on two representative cases extracted from both databases are compared with
the results of the state-of-the-art methods mentioned previously.
Avoiding complete vessel segmentation supposes an improvement in the au-
tomatic fundus processing since the skeleton is not dependent of a previous stage
and the computational cost is reduced by decreasing the number of required
steps. Apart from this fact, it must be stressed that an important advantage
of the proposed method is its performance in pathological images or with large
changes in illumination, as observed in Figure 17 and 18. In those cases, the
algorithm presented in this paper works properly and reduces over-segmentation
problems which can be found in methods based on a previous segmentation as
[9, 7]. With regard to other methods that obtain the skeleton in a direct way and
use the watershed transformation instead of the stochastic watershed [23, 24],
the proposed work achieves a more robust detection and decreases the number




Figure 17: Comparison between different methods on DRIVE image (‘23 training’): (a)
Ground-truth skeleton, (b) Proposed method, (c) Martinez et al. method [9], (d) Morales
et al. method [7], (e) Bessaid et al. method [24] and (f) Walter and Klein method [23].
of the method is that some vessels can lose their continuity if some part of them
are not detected and it should be corrected in a post-processing stage.
6.2. Significant points
The validation of the method was carried out on a set of images randomly
extracted from VARIA [26], DRIVE [25] and STARE [11] databases. Our results
were compared with those provided by the method presented by Calvo et al.
[8]. To the best of the author’s knowledge, it was the state-of-the-art work
that provides the best results in this issue and overcames the problems of other
works of the literature. In Figure 19, the significant points detected on some
representative images of the database can be observed.




Figure 18: Comparison between different methods on STARE image (‘im0001’): (a) Ground-
truth skeleton, (b) Proposed method, (c) Martinez et al. method [9], (d) Morales et al.
method [7], (e) Bessaid et al. method [24] and (f) Walter and Klein method [23].
sitivity or true positive rate (TPR), precision or positive predictive value (PPV),
specificity or true negative rate (TNR) and negative predictive value (NPV).
Sensitivity and specificity measure the proportion of positives/negatives that are
correctly classified (TPR = TPTP+FN ;TNR =
TN
TN+FP ), PPV and NPV assess
the quality of the positive/negative results (PPV = TPTP+FP ;NPV =
TN
TN+FN ).
TP , FP , TN and FN are the true positives, false positives, true negatives and
false negatives, respectively. Table 1 and Table 2 detail the values of these pa-
rameters for the bifurcation and crossing point detection of the images shown
in Figure 19. Table 3 gathers the results of the same analysis but consider-
ing at the same time bifurcations and crossovers. Note that, in the validation,
only one crossing point is counted for each intersection although if the crossing
between two vessels is large enough, the start and end point of the intersec-
tion can be observed in the image. Table 4 summarizes the averaged results of
the previous tables. From a general point of view, the results of the proposed
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 19: Bifurcation and crossing point detection on images belonging to VARIA, DRIVE
and STARE databases: (a-h) Regions of interest of different images. Top row: results provided
by the proposed method. Bottom row: results provided by the method presented in [8].
Bifurcation points are marked in green and crossovers in red.
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method are better than the method of Calvo et al. achieving a TPR = 1.000
and a PPV = 0.908 for global point detection, i.e. considering bifurcations and
crossovers. To point out that the proposed method provides balanced results in
terms of TPR, PPV, TNR and NPV for bifurcation and crossing point detec-
tion. However, the method of Calvo et al. has high sensitivity (TPR) but low
specificity (TNR) for crossing detection and vice versa for bifurcations. This is
due to the fact that the method of Calvo et al. detects numerous false positives
and negatives in crossing and bifurcation detection, respectively.
Table 1: Results for bifurcation point detection: true positives (TP), true negative (TN),
false positives (FP), false negatives (FN), true positive rate (TPR), positive predictive value
(PPV), true negative rate (TNR) and negative predictive value (NPV).















19(a) 5 1 0 0 1.000 1.000 1.000 1.000
19(b) 4 1 0 0 1.000 1.000 1.000 1.000
19(c) 2 2 0 0 1.000 1.000 1.000 1.000
19(d) 3 0 0 1 1.000 0.750 0.000 -
19(e) 3 0 0 1 1.000 0.750 0.000 -
19(f) 2 1 2 0 0.500 1.000 1.000 0.333
19(g) 3 1 0 0 1.000 1.000 1.000 1.000
19(h) 4 1 0 0 1.000 1.000 1.000 1.000
19(i) 3 1 0 0 1.000 1.000 1.000 1.000
19(j) 3 0 0 0 1.000 1.000 - -
19(k) 5 2 0 0 1.000 1.000 1.000 1.000
19(l) 6 0 0 1 1.000 0.857 0.000 -
19(m) 3 1 0 1 1.000 0.750 0.500 1.000
19(n) 4 1 0 0 1.000 1.000 1.000 1.000
19(o) 4 3 2 0 0.667 1.000 1.000 0.600











19(a) 1 1 4 0 0.200 1.000 1.000 0.200
19(b) 2 1 2 0 0.500 1.000 1.000 0.333
19(c) 0 2 2 0 0.000 - 1.000 0.500
19(d) 1 1 2 0 0.333 1.000 1.000 0.333
19(e) 1 1 2 0 0.333 1.000 1.000 0.333
19(f) 1 1 3 0 0.250 1.000 1.000 0.250
19(g) 1 1 2 0 0.333 1.000 1.000 0.333
19(h) 1 1 3 0 0.250 1.000 1.000 0.250
19(i) 1 1 2 0 0.333 1.000 1.000 0.333
19(j) 1 0 2 0 0.333 1.000 - 0.000
19(k) 1 2 4 0 1.000 1.000 1.000 0.333
19(l) 2 1 4 0 0.333 1.000 1.000 0.200
19(m) 2 2 1 0 0.667 1.000 1.000 0.667
19(n) 0 1 4 0 0.000 - 1.000 0.200
19(o) 0 3 6 0 0.000 - 1.000 0.333
19(p) 0 0 5 0 1.000 1.000 - 0.000
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Table 2: Results for crossing point detection: true positives (TP), true negative (TN), false
positives (FP), false negatives (FN), true positive rate (TPR), positive predictive value (PPV),
true negative rate (TNR) and negative predictive value (NPV).















19(a) 1 5 0 0 1.000 1.000 1.000 1.000
19(b) 1 4 0 0 1.000 1.000 1.000 1.000
19(c) 2 2 0 0 1.000 1.000 1.000 1.000
19(d) 0 3 1 0 0.000 - 1.000 0.750
19(e) 0 3 1 0 0.000 - 1.000 0.750
19(f) 1 2 0 2 1.000 0.333 0.500 1.000
19(g) 1 3 0 0 1.000 1.000 1.000 1.000
19(h) 1 4 0 0 1.000 1.000 1.000 1.000
19(i) 1 3 0 0 1.000 1.000 1.000 1.000
19(j) 0 3 0 0 - - 1.000 1.000
19(k) 2 5 0 0 1.000 1.000 1.000 1.000
19(l) 0 6 1 0 0.000 - 1.000 0.857
19(m) 1 3 1 0 0.500 1.000 1.000 0.750
19(n) 1 4 0 0 1.000 1.000 1.000 1.000
19(o) 3 4 0 2 1.000 0.600 0.667 1.000











19(a) 1 2 0 3 1.000 0.250 0.400 1.000
19(b) 1 2 0 2 1.000 0.333 0.500 1.000
19(c) 2 0 0 2 1.000 0.500 0.000 -
19(d) 1 2 0 1 1.000 0.500 0.667 1.000
19(e) 1 3 0 0 1.000 1.000 1.000 1.000
19(f) 1 1 0 3 1.000 0.250 0.250 1.000
19(g) 1 1 0 2 1.000 0.333 0.333 1.000
19(h) 1 2 0 2 1.000 0.333 0.500 1.000
19(i) 1 1 0 2 1.000 0.333 0.333 1.000
19(j) 0 1 0 2 - 0.000 0.333 1.000
19(k) 2 1 0 4 1.000 0.333 0.200 1.000
19(l) 1 4 0 2 1.000 0.333 0.667 1.000
19(m) 2 2 0 1 1.000 0.667 0.667 1.000
19(n) 1 2 0 2 1.000 0.333 0.500 1.000
19(o) 3 1 0 5 1.000 0.375 0.167 1.000
19(p) 0 2 0 3 - - 0.400 1.000
6.3. Bifurcation angles
The performance of the method proposed for bifurcation angle computation
was evaluated on images belonging to DRIVE database [25]. In Figure 20, the
angles measured on two representative images of this database can be observed.
Only a region of interest of these images is shown for better visualization.
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Table 3: Results for global significant point detection: true positives (TP), false positives
(FP), false negatives (FN), true positive rate (TPR) and positive predictive value (PPV).















19(a) 6 0 0 1.000 1.000
19(b) 5 0 0 1.000 1.000
19(c) 4 0 0 1.000 1.000
19(d) 3 0 1 1.000 0.750
19(e) 3 0 1 1.000 0.750
19(f) 3 0 2 1.000 0.600
19(g) 4 0 0 1.000 1.000
19(h) 5 0 0 1.000 1.000
19(i) 4 0 0 1.000 1.000
19(j) 3 0 0 1.000 1.000
19(k) 7 0 0 1.000 1.000
19(l) 6 0 1 1.000 0.857
19(m) 4 0 1 1.000 0.800
19(n) 5 0 0 1.000 1.000
19(o) 7 0 2 1.000 0.778











19(a) 2 1 3 0.667 0.400
19(b) 3 0 2 1.000 0.600
19(c) 2 0 2 1.000 0.500
19(d) 2 1 1 0.667 0.667
19(e) 2 2 0 0.500 1.000
19(f) 2 0 3 1.000 0.400
19(g) 2 0 2 1.000 0.500
19(h) 2 1 2 0.667 0.500
19(i) 2 0 2 1.000 0.500
19(j) 1 0 2 1.000 0.333
19(k) 3 0 4 1.000 0.429
19(l) 3 2 2 0.600 0.600
19(m) 4 0 1 1.000 0.800
19(n) 1 2 2 0.333 0.333
19(o) 3 1 5 0.750 0.375
19(p) 0 2 3 0.000 0.000
Table 4: Averaged results for bifurcation, crossing and global point detection: true positive
rate (TPR), positive predictive value (PPV), true negative rate (TNR) and negative predictive
value (NPV).
Bifurcations Crossings Global
Method TPR PPV TNR NPV TPR PPV TNR NPV TPR PPV
Proposed 0.948 0.944 0.750 0.903 0.750 0.903 0.948 0.944 1.000 0.908
Calvo et al. [8] 0.367 1.000 1.000 0.288 1.000 0.392 0.432 1.000 0.761 0.496
The method was applied directly to the green component of the original
RGB image. The directional openings were performed using an oriented linear
structuring element of 7 pixels. This length comes from the trade-off between the
curvature of the vessels and the angular resolution of the structuring element (it
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(a) (b)
(c) (d) (e) (f) (g) (h)
Figure 20: Angles of the bifurcations with the ASGVF orientation vector field on two images
from DRIVE database. (a) A region of interest of the ‘19 test ’ image. (b) A region of interest
of the ‘40 training’ image. (c)-(e) Close up of selected bifurcations marked in red in (a).
(f)-(h) Close up of selected bifurcations marked in red in (b). The bright pixels inside the
vessels indicate at what points the value of the vector field were taken.
provides ∆θ = 15◦ and produces a filter bank with 12 branches). The low-pass
filtering of the directional openings is performed using σ=1. The parameters of
the orientation estimation were chosen to deal with the particular resolution of
DRIVE database (565× 584). However, the orientation estimation method can
be improved by considering a multiscale approach as described in [33]. There,
the estimation of the orientation properties is provided by directional openings
by line segments of variable length, which produce directional signatures for
various scales.
In this paper, two methods for the computation of bifurcation angles were
compared: the proposed method based on the orientation vector field and the
method described in [7]. The main difference is that [7] requires to fit the
branches of the skeleton by straight lines to measure the bifurcation angles.
Moreover, it needs to perform a tracking process of the branches that compose
32
the retinal tree to distinguish between parent and daughter branches. After-
wards, the bifurcation angles are measured as the angles formed by the daugh-
ter branches of each bifurcation point. Specifically, the branches are fitted by
straight lines using least-squares in a circular window centred on these points.
The main drawback of this type of methods is its excessive dependence between
the skeleton pixels and the measured angle. Figure 21 shows the measured
angles provided by the method described in [7] on different expert hand-made
segmentations.
Comparing the results shown in Figure 21, it can be appreciated that the
measured angles can be quite different, reaching a maximum angle variation
on the same image of around 7% in the Figure 21(a) and around 6% in the
Figure 21(b). Note that the variation is due to the fact that the fitted line
of the branches depends directly on the skeleton pixels considered. Only the
change in one pixel of the skeleton can modify the fitted line and therefore the
calculated angle. The angles shown in the Figure 21(a) and 21(b) correspond
with the existing bifurcations within the red rectangles of the Figure 20(a) and
20(b) respectively. Since the method proposed in this paper is based on the
main orientations and avoids the linear fitting of the branches, the provided
measurements are much more accurate, stable and faithful to reality.
7. Conclusions
In this paper, a method for significant point detection of the retinal vascular
tree was presented. Bifurcation and crossover identification is a difficult task
due to the complexity of the vascular network. The most challenging part is the
correct identification of the crossing points. This work proposes the use of hit-or-
miss transformation (HTM) to detect terminal, bifurcation and simple crossing
points. However, this transformation does not allow to characterize complex
intersections, which are the most common in the vascular network. To deal
with this problem, a post-processing stage is carried out on the points detected
initially as bifurcations. The main idea to differentiate between a bifurcation
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(a) (b)
Figure 21: Bifurcation angles provided by the method described in [7] on the selected bifur-
cations of the Figure 20. This method is based on the skeletonization of a segmented (binary)
image. (a) Skeletonization of two different expert segmentations of the ‘19 test ’ image. (b)
Skeletonization of of two different expert segmentations of the ‘40 training’ image. Slight
differences in the skeleton cause large differences in the measured angles.
and a crossing point is that the crossing points belong to a sort of close loop
formed by the intersection of two vessels.
The significant points of the retinal network must be detected on the vessel
centerline. So, a method to determine the vascular skeleton on a fundus image
was also proposed. It is based on mathematical morphology and curvature eval-
uation and makes use of the stochastic watershed to extract the vessel centerline
in a direct way.
Then, the bifurcation points that were detected as the method presented
in the paper were used later to measure the bifurcation angles of the retinal
vascular tree through the multiple orientation vector field of each branch.
The performance of the method for significant retinal point detection was
compared with other work of the literature. Quantitative quality parameters in
point identification were calculated despite the difficulty in validation due to the
lack of public databases that include ground-truth points. The obtained results
demonstrate that our approach works properly for bifurcation and crossover de-
tection. Note that the method of Calvo et al. detected numerous false negatives
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and positives in the identification of the bifurcation and crossing points, respec-
tively. If the performance of the global significant point detection is considered,
our method detects more true positives and fewer false positives and negatives.
The algorithms presented for skeleton extraction and bifurcation angle mea-
surement were also validated achieving promising results.
As future work, a wider validation of the significant point method should
be performed. A ground truth of the significant points should be generated
to carried out this validation. If the ground truth was publicly available, the
comparison between methods would be facilitated.
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[5] V. Bevilacqua, S. Cambò, L. Cariello, G. Mastronardi, A combined method
to detect retinal fundus features, in: Proceedings of IEEE European Con-
ference on Emergent Aspects in Clinical Data Analysis, 2005, pp. 1–6.
[6] M. E. Martinez-Perez, A. D. Hughes, A. V. Stanton, S. A. Thorn, N. Chap-
man, A. A. Bharath, K. H. Parker, Retinal vascular tree morphology: A
semi-automatic quantification, in: Biomedical Engineering, Vol. 49, 2002.
[7] S. Morales, V. Naranjo, A. Navea, M. Alcañiz, Computer-aided diagnosis
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1. Introduction
Mathematical morphology is a technique for the analysis of spatial structures which provides powerful 
methods for non-linear image processing [1]. It uses a kernel called structuring element (SE) to probe the 
neighborhood of each pixel of an image and then apply a particular transformation (i.e., erosion, dilation, 
opening, closing, etc.). Mathematical morphology plays an important role in some image processing tasks 
such as segmentation, feature extraction or denoising (see e.g. [2], [3]). 
Traditionally, structuring elements have been spatially invariant, keeping the same shape and orientation 
in all pixels of the image. However, in the last years, adaptive structuring elements, which change their 
shape and orientation according to the local features of the image, have been proposed [4]-[6]. There are 
two important aspects to be addressed: (1) how to construct adaptive structuring elements which are 
suitable for the image analysis task, and (2) how to properly define morphological operators with adaptive 
structuring elements. According to Roerdink [7], there are two categories of adaptiveness: 
 Translation invariance is replaced by various other forms of invariance, with their associated group
morphologies.
 Structuring elements become dependent on position or the input image itself, leading to adaptive
morphology.
Among the methods of adaptive morphology, those that use an orientation vector field to adapt the SE 
have shown good ability to preserve the structures of the images. The orientation vector field can provide 
a single orientation at each pixel based on the average square gradient [8], or based on the local structure 
tensor [9]. These methods show excellent results in scenarios where there is only one dominant 
orientation, but they do not consider the possibility that a pixel may have associated several predominant 
orientations, as in the case of crossing lines, corners and junctions (also known as X, L and Y-junctions, 
respectively) [10]. On the other hand, methods that estimate multiple orientations show excellent results 
at the expense of higher computational cost. The main approaches to estimate multiple orientations are 
based on a bank of filters whose kernels have different shapes, orientations and scales; unfortunately 
these methods have not been taken into account to design spatially-variant structuring elements so far.  
This paper aims to formulate and implement spatially-variant versions of morphological filters which use 
a multiple orientation vector field to adapt the shape and orientation of the SE to the image structures. The 
multiple orientation is estimated at each pixel by a bank of morphological filters. These filters are 
directional openings whose output are filtered in order to extend the multiple orientation information to 
the surrounding neighborhood. Finally, the responses of each filtered opening are combined to provide a 
multiple orientation vector field. 
2. Methodology
2.1 Multiple orientation estimation framework 
Let 𝑓(𝒙) ∶ E → ℝ be a gray-level image, where the support space is 𝐸 ⊂ ℤ2 and the pixel coordinates are 











. The directional opening of 𝑔(𝒙) by a linear (symmetric) structuring element
(SE) of length 𝑙 and direction 𝜃 is defined as the directional erosion of 𝑔 by 𝐿𝜃,𝑙 followed by the 
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directional dilation with the same SE: 𝛾𝐿𝜃,𝑙 = 𝛿𝐿𝜃,𝑙[ 𝐿𝜃,𝑙(𝑔)](𝒙), where the directional erosion and
dilation are respectively is 𝛿𝐿𝜃,𝑙(𝑓)(𝒙) = (𝑓 ⊕ 𝐿
𝜃,𝑙)(𝒙) =  ⋁ 𝑓(𝒙 + 𝒚)𝑦 ∈𝐿𝜃,𝑙  and 𝐿𝜃,𝑙(𝑓)(𝒙) =
(𝑓 ⊖ 𝐿𝜃,𝑙)(𝒙) =  ⋀ 𝑓(𝒙 − 𝒚)𝑦 ∈𝐿𝜃,𝑙 . The proposed orientation model is based on a decomposition of the 
gradient information by families of linear openings, {𝛾𝐿𝜃𝑖,𝑙}𝑖𝜖𝐼, according to a particular discretization of
the orientation space {𝜃𝑖}𝑖𝜖𝐼. In the next step of the proposed method, a filtering is performed at each one
of the directional openings. The filtering diffuses the orientation information and avoids angle 
mismatches due to noise. Once the directional openings have been filtered, the directional signature at 
pixel 𝒙 is defined as 𝑠𝒙;𝑙(𝑖) = ?̃? 𝜃𝑖(𝒙). Then, 𝑠𝒙;𝑙(𝑖) is interpolated using cubic b-splines and its maxima
correspond to the multiple orientations existing at pixel 𝒙. Finally, collecting all the orientations estimated 
at all the pixels in the image provides the multidimensional vector field ?⃗? (𝒙).
2.2 Spatially-variant morphological operators 
In the standard formulation, the dilation (erosion) filter consist in computing for each pixel the maximum 
(minimum) of the image values belonging to a fixed neighborhood defined by the SE. In the spatially-
variant version, according to the framework proposed by Maragos and Vachier [4],  the structuring 
element map (SEM), also known as structuring function, is not fixed but a spatially-variant SE, i.e. a map 
𝒜 that assigns a possibly different set or function 𝒜(𝒙) at each point 𝒙 of space 𝔼. This allows for the 
following spatial adaptively rule called adaptive window [4], where the operators are flat and use a 
spatially-varying (SV) set-valued SEM, 𝒜 ∶ 𝔼 →  𝒫(𝔼). According to this approach the dilation and 
erosion is 𝛿𝒜(𝒙)(𝑓)(𝒙) = (𝑓 ⊕ 𝒜(𝒙))(𝒙) =  ⋁ 𝑓(𝒙 − 𝒚)𝑦 ∈𝒜(𝑥)   and 𝒜(𝒙)(𝑓)(𝒙) = (𝑓 ⊖ 𝒜(𝒙))(𝒙) =
 ⋀ 𝑓(𝒙 − 𝒚)𝑦 ∈𝒜(𝒙)  [5]. The operator 𝛿𝒜(𝒙) and 𝒜(𝑥) are adjunct due to the fact that the structuring
elements are derived only once from the input image [7]. Hence, the operator opening and closing can be 
defined as 𝛾𝒜(𝒙) = (𝛿𝒜(𝒙) 𝜊 𝒜(𝒙))(𝑓) and 𝜓𝒜(𝑥) = ( 𝒜(𝒙) 𝜊 𝛿𝒜(𝒙))(𝑓), respectively. In addition, the
adjunction property allows to make up more complex filters by combining spatially variant opening and 
closing, providing sequential filters which show excellent results removing images corrupted by dark and 
bright artifacts [2]. In this work we propose the following filters: the spatially-variant version of the close-
open filter which is defined as (𝜓𝒜(𝑥) 𝜊 𝛾𝒜(𝒙))(f) and the open-close filter which is defined
as (𝛾𝒜(𝒙) 𝜊 𝜓𝒜(𝑥))(f). It is important to remember that the spatially variant structuring elements are
designed in a way that near the edges of structures the image is filtered preserving these edges and 
minimizing inter-region filtering whereas far from the edges the structuring elements are designed to 
maximize the intra-region filtering.  
2.3 Adaptive structuring elements 
In this work we use a multiple orientation vector field to make up structuring elements which can adapt 
their shape and orientation. The proposed SE is formed by the union of 𝑀 structuring elements based on 
each one of the 𝑀 detected orientations at each pixel 𝒙, i.e. 𝒜(𝒙) =  ⋃ 𝑊𝜃𝑖(𝒙),𝑟(𝒙)𝑖 ∈𝑀 , where 𝑊 is the
function that determines the shape of the set, 𝜃(𝒙) establishes the orientation of 𝒜 at each pixel and 𝑟(𝒙) 
sets the distance to the nearest edge. 
3. Results
In this section, spatially-variant operators based on a multiple orientation vector field (MOVF) are 
compared to spatially-variant operators based on single orientation vector field (SOVF). The single 
orientation vector field is obtained by means of the local structure tensor (LST) [9]. The input image used 
in this comparison has been corrupted by dark and bright artifacts, as can be seen in Fig.2. (a). The 
operators used in the comparison are the spatially-variant closing 𝜓𝒜(𝑥)(𝑓) and the sequential
morphological filter formed by a closing followed by an opening (𝛾𝒜(𝒙) 𝜊 𝜓𝒜(𝑥))(𝑓). These filters have
been chosen due to their good performances removing the artifacts of this image [2]. The operators based 
on the single orientation vector field use an oriented ellipse to make up the structuring element as follows: 
the major semi-axis is 9 pixel long and the minor semi-axis is 1 pixel long near the edges and change 
gradually his eccentricity until both semi-axes are 5 pixel long in homogeneous areas. On the other hand, 
the operators based on the multiple orientation vector field use the same elliptical function but the SE is 
formed by the union of 𝑀 single oriented ellipses, where 𝑀 is the number of main orientations detected at 
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each pixel. Fig.1(b) and Fig.1(c) show some elliptical kernels which are orientated according to their 
respective vector fields. The visual comparison is shown in Fig.2(d)-(i) whereas the numerical results 
have been gathered in Table 1. As can be seen, the proposed spatially-variant filters based on a multiple 
orientation vector field achieve a better preservation of structures with multiple orientations compared to 
the space-variant filters based on a single orientation vector field. 
PSNR (dB) SSIM (%) 
Input (noisy) image 18.43 69.57 
Closing 
LST 19.23 64.22 
Proposed 19.69 70.58 
Opening-Closing 
LST 21.08 72.57 
Proposed 22.04 78.26 
Table 1: Numerical results of Figure 1. 
4. Conclusion
This work has presented a novel formulation and implementation of spatially-variant morphological 
filters which use a multiple orientation vector field to adapt the shape and orientation of the SE to the 
image structures. The aims of this paper is to illustrate the ability of the proposed spatially-variant filters 
to remove artifacts in images while the main structures with multiple orientation (e.g. bifurcation, 
crossover or junctions) are preserved. The numerical and visual outcomes show the excellent 
performances of the proposed filters. As future work, comparisons with other filters and noise sources 
also will be done. 
(a) Input image (b) Eliptical SE for SOVF (c) Elipitical SE for MOVF 
(d) 𝜓𝒜(𝑥) based on SOVF (e)(𝛾𝒜(𝒙) 𝜊 𝜓𝒜(𝑥)) based on SOVF (f)Close up of (e) 
(g) 𝜓𝒜(𝑥)  based on MOVF (h) (𝛾𝒜(𝒙) 𝜊 𝜓𝒜(𝑥)) based on MOVF (i) Close up of (h)
Figure 1: Results of spatially-variant morphological operators based on single and multiple orientations. 
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Abstract
This paper addresses the formulation of adaptive morphological filters based on spatially-variant structuring ele-
ments. The adaptivity of these filters is achieved by modifying the shape and orientation of the structuring elements
according to a multiple orientation vector field. This vector field is provided by means of a bank of directional open-
ings which can take into account the possible multiple orientations of the contours in the image. After reviewing
and formalizing the definition of the spatially-variant dilation, erosion, opening and closing, the proposed structuring
elements are described. These spatially-variant structuring elements are based on ellipses which vary over the im-
age domain adapting locally their orientation according to the multiple orientation vector field and their shape (the
eccentricity of the ellipses) according to the distance to relevant contours of the objects. The proposed adaptive mor-
phological filters are used on gray-level images and are compared with spatially-invariant filters, with spatially-variant
filters based on a single orientation vector field, and with adaptive morphological bilateral filters. Results show that
the morphological filters based on a multiple orientation vector field are more adept at enhancing and preserving
structures which contains more than one orientation.
Keywords: Mathematical morphology, adaptive morphology, adaptive structuring elements, spatially-variant
structuring elements
1. Introduction
Mathematical morphology is a nonlinear image processing methodology useful for solving efficiently many image
analysis tasks [1]. From a mathematical point of view, it is based on two basic operators, dilation and erosion,
which correspond respectively to the convolution in the max-plus algebra and its dual convolution. More precisely,
in Euclidean (translation invariant) mathematical morphology, the pair of adjoint and dual operators dilation (sup-
convolution) ( f ⊕ b)(x) and erosion (inf-convolution) ( f 	 b)(x) of an image f : E ⊂ Rn → R = R ∪ {−∞,+∞} are
given by [2, 3]: {
δb( f )(x) = ( f ⊕ b)(x) = supy∈E { f (y) + b(y − x)} ,
εb( f )(x) = ( f 	 b)(x) = infy∈E { f (y) − b(y + x)} ,
(1)
where b : Rn → R is the structuring function which determines the effect of the operator. The structuring function
plays a similar role to the kernel in classical linear filtering using convolution. By allowing infinity values, the
further convention for ambiguous expressions should be considered: f (y) + b(x − y) = −∞ when f (y) = −∞ or
b(x − y) = −∞, and that f (y) − b(y + x) = +∞ when f (y) = +∞ or b(y + x) = −∞. We easily note that both are
invariant under translations (i.e., commute with the translation operator) in the spatial (“horizontal”) space E and in
the image intensity (“vertical”) space R, i.e.,
f (x) 7→ f(y,α)(x) = f (x − y) + α, (2)
with y ∈ E and α ∈ R, then
δb( f(y,α))(x) = δb( f )(x − y) + α. (3)
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The structuring function is typically a parametric family bt(x), where t > 0 is the scale parameter. In particular, the





Due to its properties of semigroup, dimension separability and invariance to transform domain, the structuring function
pt(x) plays a similar role to the Gaussian kernel in (linear) covolution-based filtering. The corresponding quadratic
dilation and erosion by pt(x) are related to the following initial-value Hamilton–Jacobi first-order partial differential





2, x ∈ Rn, t > 0
u(x, 0) = f (x), x ∈ Rn
(5)
This Hamilton–Jacobi PDE does not admit classic (i.e., everywhere differentiable) solutions but can be studied in the
framework of the theory of viscosity solutions [8]. It is well known that the solutions of the Cauchy problem (5) are
given by the so-called Hopf–Lax–Oleinik formulas [9], for + sign and − sign, respectively:







= ( f ⊕ pt)(x) (for + sign), (6)







= ( f 	 pt)(x) (for − sign). (7)
Such PDE model is fundamental to continuous mathematical morphology, and research on numerical schema for the
solution of spatially-variant counterparts of (5) is still active [10].
The theory of morphological filtering is based on the opening ( f ◦ b)(x) and closing ( f • b)(x) operators, obtained
respectively by the composition product of erosion-dilation and dilation-erosion using the same structurig function,
i.e., {
γb( f )(x) = ( f ◦ b)(x) = (( f 	 b) ⊕ b) (x) = supz∈E infy∈E { f (y) − b(y − z) + b(z − x)} ,
ϕb( f )(x) = ( f • b)(x) = (( f ⊕ b) 	 b) (x) = infz∈E supy∈E { f (y) + b(z − y) − b(x − z)} .
(8)
In order to have a better insight of the effect of the opening and the closing of a function, let us rewrite ( f ◦ b)(x) as
follows:
γb( f ) =
∨{





denotes the supremum. Therefore, in the product space E × R the subgraph of the opening is generated by
the upper envelope of the horizontally and vertically translated shape function b(x − y) + α under the function f . In
other words, function ( f ◦ b)(x) can be seen as the supremum of the invariants parts of f under-swept by b. Regarding
the closing ( f • b)(x), a similar geometric dual interpretation is obtained:
ϕb( f ) =
∧{





denotes the infimum and b̌(x) = −b(−x). This expression corresponds to the invariant parts of f over-swept
by the horizontally and vertically symmetric structuring function b̌. From (9), it is straightforward to see that the
opening is (i) increasing, (ii) idempotent and (iii) anti-extensive, i.e., ∀x, (i) f (x) ≤ g(x) ⇒ γb( f )(x) ≤ γb(g)(x); (ii)
γb (γb( f )) = γb( f ); and (iii) γb( f )(x) ≤ f (x). From (10), the closing is increasing and idempotent, but being extensive:
ϕb( f )(x) ≥ f (x), ∀x. More complex filters can be obtained by composition of openings and closings [2, 3].
At this point, it could be interesting for a general reader to compare these morphological operators to the most
extended family of filters based on the standard convolution of a function f by a translation-invariant kernel k:
( f ∗ k)(x) =
∫
E
f (y)k(y − x)dy, (11)
2
and in particular, to the case of canonical kernel in linear filtering, the so-called Gaussian kernel at scale t:









dy, C = (2πt)−n/2 . (12)
One can easily identify that the quadratic dilation (resp. erosion) is just a convolution in a max-plus (resp. min-minus)
algebra instead of the plus-times algebra, and pt(x) is, up to the constant C, just the logarithm of gt(x). However, we
point out that the parallelism with the quadratic opening is more relevant:







+ α : −
‖x − y‖2
2t
+ α ≤ f
}
. (13)
Thus, the standard regularization of the function by a Gaussian kernel weighted-average in ( f ∗ gt) is replaced in
( f ◦ pt)(x) by a maximal quadratic under-regularization, or an minimal over-regularization in ( f • pt).
The most commonly studied framework, which additionally presents better properties of invariance, is based on
flat structuring functions, called structuring elements. More precisely, let B be a Boolean set defined at the origin, i.e.,




0 if x ∈ B,
−∞ if x ∈ Bc, (14)
where Bc is the complement set of B in P(E). Hence, the flat dilation ( f ⊕ B) and flat erosion ( f 	 B) can be computed
respectively by the moving local maxima and minima filters, i.e.,{
δB( f )(x) = ( f ⊕ B)(x) = supy∈B { f (x − y)} =
∨
y∈B f (x − y),
εB( f )(x) = ( f 	 B)(x) = infy∈B { f (x + y)} =
∧
y∈B f (x + y).
(15)
A detailed presentation of the principles and applications of morphological image analysis is provided in [1]. Recently,
in [11], the state of the art in mathematical morphology is exposed in a didactic fashion, with original and novel
content.
Traditionally, structuring functions (resp. structuring elements) have been space translation-invariant, applying the
function b (or the same set B, i.e., same shape and orientation) in all pixels of the image. In the last years, the notion
of adaptive morphological operators [12] based on using adaptive structuring elements, which change their shape
and orientation over the space E, according to the local image features, have been proposed. In [13] an overview of
adaptive morphology is detailed, and in [14] a complementary overview is presented as well as the latest developments
and a brief history of adaptive mathematical morphology.
As pointed out in [14], there are two important aspects of adaptive mathematical morphology to address: (1) how
to construct adaptive structuring elements which are suitable for the image analysis task, and (2) how to properly
define morphological operators with adaptive structuring elements. Among the methods of adaptive morphology,
those based on an orientation vector field to adapt the shape and orientation of structuring elements show good ability
to preserve the structures of image. The approach followed in this work for constructing the proposed adaptive
morphological operators is therefore based on adaptivity with respect to “the spatial neighborhood position” or “gray
level image values”, which is referred as input-adaptive mathematical morphology by Roerdink [12]. This category
of adaptiveness is defined as adaptability with respect to the image content, i.e. the position in the image domain as
well as values in the image range. Well founded examples of input-adaptive processing are those based on bilateral
morphological operators [15].
There are several alternative formulations for adaptive morphological operators. Adaptive morphological opera-
tors can be defined using the notion of impulse functions [16], without explicit use of the adjunction property and then
the morphological opening and closing are computed directly without resorting to compositions of the erosion and
dilation, which corresponds just to spatially-variant counterpart of the opening (9). Here we adopt another formulation
based on the composition of adjoint operators in a quite general setting and which is easily used in our case.
In this work, the adaptive structuring elements change their shape and orientation according to the edges of the
objects contained in the image by means of an orientation vector field. The orientation vector field is defined in
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after this introduction, Section 2 contains the theoretical part of the paper. Firstly, in Section 2.1 the proposed frame-
work to estimate multiple orientations is detailed. Then, in Section 2.2, spatially-variant morphological operators are
formulated in the general case, and in Section 2.3, when flat adaptive structuring elements are used. Later, Section 2.4
addresses the definition of the spatially-variant adaptive structuring elements proposed in this work. We also formulate
the corresponding metric structuring function and the Hamilton–Jacobi PDE associated to those operators. Results
of the proposed filters are shown in Section 3, as well as the comparison with morphological bilateral operators and
filters based on a single orientation vector field. Finally, Section 4 closes the paper with the conclusions.
2. Methodology
2.1. Multiple orientation estimation framework
The orientation vector field considered in this work is based on a decomposition of the information of the contours
by a bank of orientated linear openings, as shown in Fig.3. Let f (x) : E → R be a gray-level image, where the support
space is E ⊂ Z2 and the pixel coordinates are given by x ∈ E. The edges of the objects in f (x) are provided in g(x) by
an edge detector method (e.g. thresholded gradient [25] or Canny method [26]).
The contours are then decomposed by means of a bank of filters. In our approach, these filters are directional
openings γLθi ,l [1]. The directional opening of g(x) by a linear and symmetric structuring element (SE) of length l and
direction θi, Lθi,l, is defined as the directional erosion of g by Lθi,l followed by the directional dilation with the same
flat structuring element:





where the definitions of the directional erosion and dilation of f by Lθi,l are, respectively,
εLθi ,l ( f )(x) =
∧
h∈Lθi ,l
{ f (x + h)} , (17)
δLθi ,l ( f )(x) =
∨
h∈Lθi ,l
{ f (x − h)} . (18)
The proposed orientation model is based on a decomposition of the contour information by families of linear openings,
{γLθi ,l }i∈I , according to a particular discretization of the orientation space {θi}i∈I . In the next step of the proposed
method, a filtering is performed at each one of the directional openings (depicted as Hσ in Figure 3). The filtering
extends the orientation information and reduces angle mismatches due to noise. The kernel Hσ is the sampling of a
Gaussian low-pass filter, where σ is the spatial standard deviation of the filter.
Once the directional openings have been filtered, the directional signature at pixel x is defined as the gathering of
all responses g̃θi (x), i.e.,
sx;l(i) = g̃θi (x), (19)
providing at each pixel an unidimensional signal over the discrete angles θi. Then, in order to determine its peaks,




sx;l(i) b3(θ − θi), (20)
ŝx;l(θ) becoming a continuous and differentiable signal and θ being a continuous variable denoting the angle. Note
that we are interested in the orientation of the contours and not in the direction, this is achieved by the symmetry
of the orientated structuring elements used in the openings, consequently ŝx;l(θ) is a periodic signal, whose period
is 180 degrees. The peaks of ŝx;l(θ) are found by searching the angles θp where the first derivative equals zero and
checking that the second derivative is negative at these angles. Only those angles θp whose peak value is greater than a
given threshold will be considered. These maxima correspond to the multiple orientations existing at pixel x. Finally,
collecting all the orientations estimated at all the pixels in the image provides the multidimensional vector field ~θ(x).
Figure 4 shows the images and signals involved in the multiple orientation estimation framework. In this visual































































Figure 3: Block diagram of the multiple orientation estimation framework.
important to remember the effects of discretization. As described in [20], the angular resolution of a structuring
element of length l is ∆θ = 90l−1 degrees, therefore the angles that can be used are θi = i ∆θ, i ∈ I = [0, N − 1], with
N = 2(l − 1). It is important to remark that a long structuring element allows for a larger angular resolution (i.e.,
more directions) but the structures to be detected have to be bigger. On the other hand, a smaller structuring element
offers fewer directions but it allows get into small details in the image. In this example, the number of branches in the
bank filter is N = 16, the angular resolution is ∆θ = 11.25 degrees and the spatial standard deviation of the Gaussian
low-pass filter is σ = 5. Fig. 4(z)-Fig.4(ab) show the directional signature for three selected pixels in Fig. 4(a), where
the detected maxima in the directional signature correspond to the multiple orientations existing at those pixels.
2.2. Abstract formulation for spatially-variant morphological operators
As discussed above, morphological operators are classically defined for images supported on Euclidean spaces.
Recent works have extended mathematical morphology for real valued images whose support space is a Riemannian
manifold [28], or more generally, a length space [29, 30]. Let us introduce a formulation which is compatible with
Euclidean, Riemannian and length-space settings as well as with the adaptive approach of structuring elements. This
abstract setting is based on the theory max-plus mathematics (also known as idempotent analysis [31, 32, 33]).
Metric Maslov measure space. The theoretical foundations of Maslov idempotent measure theory [32] are based
on replacing in the structural axioms of probability theory the role of the classical semiring S(+,×) = (R+,+,×, 0, 1,≤)
of positive real numbers by the idempotent semiring: S(max,+) = (R̄,max,+,−∞, 0,≤). In this context, a change of the
measure involves a consistent counterpart to the standard probability theory.
Let (X, d) be a (Hausdorff topological) metric space and letm be a Maslov idempotent measure on X, i.e., mapping
from X in the max-plus semiring such that for every function f : X → R̄, we have A ⊂ X,
m f (A) = sup
x∈A
f (x). (21)
The triple (X, d,m) is called a metric Maslov measure space.
Admissible structuring function. A Maslov idempotent measurable function b : X × X → R̄ defined in (X, d,m)
is said to be an admissible structuring function if the following conditions are satisfied ∀x, y ∈ X,
• Nonpositivity and total mass inequality:
m (b(x, ·)) = sup
y∈X
b(x, y) ≤ 0⇔ b(x, y) ≤ 0. (22)
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(a) f (x) (b) g(x) (c) gθ0 (x) (d) gθ1 (x) (e) gθ2 (x)
(f) gθ3 (x) (g) gθ4 (x) (h) gθ5 (x) (i) gθ6 (x) (j) gθ7 (x)
(k) gθ8 (x) (l) gθ9 (x) (m) gθ10 (x) (n) gθ11 (x) (o) gθ12 (x)
(p) gθ13 (x) (q) gθ14 (x) (r) gθ15 (x) (s) g̃θ0 (x) (t) g̃θ1 (x)
(u) g̃θ2 (x) (v) g̃θ3 (x) (w) g̃θ4 (x) (x) g̃θ5 (x) (y) g̃θ6 (x)
(z) g̃θi (P1) (aa) g̃θi (P2) (ab) g̃θi (P3)
Figure 4: Estimation of the multiple orientation vector field. (a) Input image f (x), (b) contours of the input image given by the absolute value of
the gradient, Fig. 4(c) - Fig. 4(r) gθi with the decomposition of the contours by directional openings using an orientated linear structuring element
of length l = 9. The value of l determines the number of branches, N = 16, and the angular resolution, ∆θ = 11.25 degrees. Fig. 4(s) - Fig. 4(y)
show some of the low-pass filtered images g̃θi for illustrative purposes. Fig. 4(z) - Fig. 4(ab) show the directional signature of three selected pixels
P1, P2 and P3 depicted in Fig. 4(a) with a red dot. The values of sP j;l(i), j = [1, 2, 3], are plotted with dots whereas the interpolated signals ŝP j;l(θ)
are plotted with continuous red lines. The detected maxima, which correspond to the multiple orientations existing at those pixels, are depicted
with blue circles. The threshold considered to decide if a peak is a maximum is the 50% of the maximum peak value.
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• Completeness (or conservative):
m (b(x, x)) = 0⇔ b(x, x) = 0. (23)
This axiomatic formulation of the notion of admissible structuring function provides us the minimal mathematical
requirements to use the function in a pair of adjoint dilation and erosion. In fact, as the name implies, the two axioms
are the counterpart of those of a heat kernel in a measure metric space.
Dilation and Erosion operators on (X, d,m). We have now the ingredients to introduce the pair of dilation and
erosion for any image f according to b. Given an admissible structuring function b(x, y) in (X, d,m), the dilation and
erosion of a function f : X → R̄ by b are given respectively by
δb( f )(x) = sup
y∈X
{ f (y) + b(x, y)} , (24)
εb( f )(x) = inf
y∈X
{ f (y) − b(y, x)} . (25)
Both operators are increasing. In addition, the non-positivity and completeness of b(x, y) imply that the dilation is
extensive and commutes with supremum, and the erosion is anti-extensive and commutes with the infimum, i.e., for a
family of functions fi : X → R̄, i ∈ I, and any admissible structuring function, one has ∀x ∈ X




 (x) = ∨
i
δb ( fi) (x),




 (x) = ∧
i
εb ( fi) (x).
The previous properties are naturally required for any dilation and erosion, even if they are unrelated between them.
In addition, we can easily check that the pair (εb, δb), defined with the convention of change of sign in the convolution
and symmetric admissible structuring function,
• are dual by involution, i.e., for any function f (x) and ∀x ∈ X, one has that
δb( f )(x) = −εb(− f )(x);
• forms an adjunction, i.e., for any two functions f and g on (X, d,m), the pair (εb, δb) satisfy that ∀x ∈ X
δb( f )(x) ≤ g(x)⇔ f (x) ≤ εb(g)(x).
Consequently, their composition leads to the opening and closing of f according to the admissible structuring function
b, given respectively by:




{ f (y) − b(y, z) + b(z, x)} , (26)




{ f (y) + b(z, y) − b(x, z)} . (27)
More precisely, their construction by adjunction property involves that the opening (26) (resp. the closing (27)) can
be again rewritten as a maximal lower envelope of structuring functions (resp. minimal upper envelope of negative
symmetric structuring functions), i.e.,
γb( f ) =
∨{
b(x, y) + α | (x, y, α) ∈ X × X × R, b(x, y) + α ≤ f
}
, (28)
ϕb( f ) =
∧{
−b(y, x) + α | (x, y, α) ∈ X × X × R, −b(y, x) + α ≥ f
}
, (29)
and therefore they are increasing idempotent and anti-extensive (resp. extensive) operators. Remarkably, the symme-
try of the admissible structuring function is not a necessary condition for the adjunction. Nevertheless, in the case of
symmetry, i.e., b(x, y) = b(y, x), the formulation is obviously simplified.
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2.3. Adaptive flat morphological operators
In the case of adaptive flat morphological operators in the Euclidean space E, the admissible structuring function
b(x, y) is associated to a space-variant adaptive structuring element, denoted by A(x). The mapping A assigns a
possibly different subset of E to each point x of space E according to local features of the image, such that the
corresponding admissible structuring function is defined as
b(x, y) =
{
0 if y ∈ A(x),
−∞ if y ∈ Ac(x). (30)
Expressions of operators (24) and (25) are therefore simplified to obtain the adaptive flat dilation and erosion of f by
A(x) as follows:








where the transposed setAT (x) is defined by the relationship
y ∈ AT (x) ⇐⇒ x ∈ A(y), (33)
or using the admissible structuring function:
y ∈ AT (x) if b(y, x) = 0.
The operators δA(x) and εA(x) are adjunct once the same structuring element mapping A(x) is used [12]. Hence, the
adaptive flat opening and closing can be defined, respectively, as




( f ) =
∨{
Cylα(x) | Cylα(x) ≤ f
}
, (34)




( f ) =
∧{
CylTα (x) | Cyl
T
α (x) ≥ f
}
, . (35)
where Cylα(x) is a cylinder of base A(x) and height α and Cyl
T
α (x) is the complement of a cylinder of base A
T (x)
and height α. In addition, the adjunction property allows us to make up more complex filters by means of combining
adaptive openings and closings, providing for instance sequential filters, which have shown excellent results to restore
images corrupted by dark and bright artefacts [1]. More precisely, in this paper we used the adaptive close-open filter,
i.e.,
COA(x)( f )(x) = (ϕA(x) ◦ γA(x))( f )(x), (36)
and the open-close filter, i.e.,
OCA(x)( f )(x) = (γA(x) ◦ ϕA(x))( f )(x), (37)
which remove small structures while keeping sharp edges of the remaining ones. It is important to remember that
the adaptive structuring elements A are computed in a way that near the edges of structures the image is filtered
preserving these edges and minimizing inter-region filtering whereas far from the edges the structuring elements are
designed to maximize the intra-region filtering.
2.4. Sets of ellipses as adaptive structuring elements
Let us focus on two-dimensional images: E ⊂ R2. We consider in this study an elliptical shape kernel Eθ,a,b to be
used by the proposed spatially-variant adaptive filters. In the case of orientation vector fields that take into account
only a single orientation at each pixel, the multiscale structuring element is defined as
At(x) = Eθ(x),at(x),bt(x), (38)
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and the angle of the first eigenvector with axis x corresponds to θ in our notation. The ellipse centered at point y is
just given by
{
x : (x − y)T S(x − y) ≤ 1
}
. The reader can easily identify the expression of the squared anisotropic
Euclidean distance, well known in statistics as the Mahalanobis distance [34]:
dΣ(x, y) =
√
(x − y)TΣ−1(x − y), (44)
where the covariance matrix is the inverse of the elliptical shape matrix, i.e., Σ = S−1. In other words, each ellipse will
provide an anisotropic metric which can be then used similarly to the Euclidean distance in the parabolic structuring
function pt(x). Thus, we introduce the multiscale anisotropic quadratic structuring function of shape Σ as:




Because E ⊂ R2 endowed with the metric distance dΣ is a length space, we may straightforwardly use the theory of
morphological PDE on length spaces [29] to this spatially-invariant anisotropic case. First, we introduce the metric
subgradient of f at x defined as
|∇− f |(x) = lim sup
y→x




[ f (x) − f (y)]+
dΣ(x, y)
, (46)
where a+ = max(a, 0) and a− = max(−a, 0). The expression |∇− f |(x) is called descending slope since it measures
the downward pointing component of f near x: local variation of f taking into account only values less than f (x).
Second, we set the morphological PDE on the metric space (E, dΣ) as the following initial-value Hamilton–Jacobi
first-order equation: 
∂
∂t u(x, t) ±
1
2 |∇
−u(x, t)|2 = 0, in E × (0,+∞),
u(x, 0) = f (x), in E,
(47)
where the initial condition f : E → R is a continuous bounded function. Then, the semigroup solutions of (47) are
given by the metric Hopf–Lax–Oleinik formulas [29]:
u(x, t) = sup
y∈E
 f (y) − d2Σ(x, y)2t
 = ( f ⊕ pt; Σ)(x) (for − sign), (48)
u(x, t) = inf
y∈E
 f (y) + d2Σ(x, y)2t
 = ( f 	 pt; Σ)(x) (for + sign). (49)
Coming back to our spatially-variant framework, each ellipse i at x involves a scaled local metric associated to the





in such a way that, associated to the set of ellipses at point x, we can introduce the following admissible structuring
function:





(x − y)T S(i; x)(x − y). (50)
Function pt(x, y) is the counterpart of the flat setAt(x) given in (39). Using this admissible structuring function (50),
the corresponding adaptive dilation and erosion:
δpt ( f )(x) = sup
y∈X
 f (y) − 12t
Mx∑
i=1
(x − y)T S(i; x)(x − y)
 , (51)
εpt ( f )(x) = infy∈X
 f (y) − 12t
My∑
i=1
(y − x)T S(i; y)(y − x)
 , (52)
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lead to anisotropic multiple orientation unflat operators that behave more regularly than the flat ones. In comparison
to the spatially-invariant anisotropic case, since at each x the metric is different, i.e., S(i; x) , S(i; y), the term (x −
y)T S(i; x)(x − y) lacks of symmetry and therefore does not lead to a distance between x and y. We can nevertheless
introduce a local pseudo-metric gradient:
|∇−x f |(x) = lim sup
y→x
[ f (y) − f (x)]−(∑Mx
i=1(x − y)
T S(i; x)(x − y)
)1/2 , (53)
which can be used to formulate the following inhomogeneous initial-value first-order differential equation problem:
∂





2 = 0, in E × (0,+∞),
u(x, 0) = f (x), in E.
(54)
There is not a viscous solution of (54) under the form of an analytic expression. However, we conjecture that an
appropriate numerical solution of this PDE model can provide significant results.
3. Results
In this section, the proposed spatially-variant adaptive filters based on a multiple orientation vector field (MOVF)
are compared to spatially-invariant morphological filters, spatially-variant adaptive filters based on single orientation
vector field (SOVF) and adaptive bilateral morphological filters. In order to provide a fair comparison, the different
operators are applied to synthetic and real images in several application scenarios.
3.1. Spatially-invariant operators vs spatially-variant operators
Firstly, in order to show the advantages of spatially-variant morphological filters, the spatially-invariant morpho-
logical filters are compared to their respective spatially-variant counterparts considering a single orientation vector
field (given by the ASGVF [20]) and the multiple orientation vector field described in Section 2.1. The input image
used in this comparison is a 256 × 400 grey level chequerboard pattern. For the spatially-invariant operators, the
structuring element b is a disk of 11 pixel of diameter, whereas for the spatially-variant operators the structuring ele-
ments A(x) are based on ellipses which change their shape and orientation according to the orientation vector field.
Specifically, the elliptical adaptive structuring elements Eθ(x),a(x),b(x) are designed as follows: the major semi-axis is
a = 11 pixels long and the minor semi-axis is b = 1 pixel long near the edges and the elliptical structuring elements
change gradually their eccentricity until both semi-axes are 6 pixels long in homogeneous areas far from the edges.
On the other hand, the operators based on the multiple orientation vector field use the same elliptical function but the
adaptive structuring elements are formed by the union of M single orientated ellipses, where M is the number of main
orientations detected at each pixel.
Fig.6 displays the spatially-invariant erosion, dilation, opening and closing as well as the spatially-variant coun-
terparts provided by a single and a multiple orientation vector field. The first row shows some structuring elements
which are orientated according to the respective vector fields. Fig.6(d)-(f) show the erosion obtained by each struc-
turing element (invariant, based on a single orientation and based on multiple orientations). Fig.6(g)-(i) show the
analogue results for dilation. Fig. 6(j)-(l) and Fig. 6(m)-(o) show, respectively, the openings and closings. According
to the results, the spatially-invariant operators can not preserve the image structures since the structuring elements
always keep the same shape and orientation. The spatially-variant operators based on a single orientation show good
results preserving the contours with only one associated orientation but these operators fail when the contours possess
multiple orientation like corners or bifurcations. Finally, the spatially-variant operators based on the multiple orienta-
tion vector field preserve the image structures in corners, crossing lines and junctions better than operators based on a
single orientation because the structuring elements can adapt to these situations with multiple orientations.
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PSNR(dB) SSIM(%)
Input Noisy image 18.23 68.75
Close-Open filter: COA(x)( f )(x)
SOVF 18.41 63.59
Bilateral 18.30 63.50
Proposed MOVF 20.91 77.42
Open-Close filter: OCA(x)( f )(x)
SOVF 20.14 67.07
Bilateral 20.20 70.11
Proposed MOVF 21.39 76.66
AAF: ΞA(x)( f )(x)
SOVF 20.72 70.38
Bilateral 20.94 71.84
Proposed MOVF 22.48 80.66
Table 1: Quantitative analysis in term of PSNR [40] and SSIM [41] of the visual outcomes in Fig. 7 considering Gaussian noise. This analysis com-
pares adaptive morphological filters based on a single orientation vector fields (SOVF), morphological bilateral filters and adaptive morphological
filters based on a multiple orientation vector field (MOVF).
3.2. Spatially-variant morphology in denoising applications
In this comparison, the spatially-variant operators are studied in a denoising application. The aim is to evaluate the
ability of these operators to reduce the noise while preserving the image contours. The spatially-variant approaches
used in this comparison are: spatially-variant operators using the local structure tensor (LST) [35], spatially-variant
operators based on the multiple orientation vector field (MOVF) as was obtained in Section 2.1, and adaptive morpho-
logical bilateral filters [15]. The structuring elements used by the operators based on LST and MOVF are the same that
were used in the previous comparison. The bilateral approach uses a structuring element based on a disk of 11 pixel
of diameter. The filters evaluated are the adaptive sequential morphological filter formed by a closing followed by an
opening COA(x)( f )(x), the adaptive sequential filter formed by a opening followed by an closing OCA(x)( f )(x) and the
average of the previous operators, the averaged alternate filter (AAF), ΞA(x) ( f )(x), which presents skilful properties to
remove Gaussian and impulsive noise [36]. These filters use predefined shapes as structuring elements unlike other
methods, as i.e. general adaptive neighbourhoods [37] or morphological amoebas [38], which impose less restrictions
on the shape of the structuring elements. Note that the proposed filters for image denoising are non iterative, unlike,
e.g. anisotropic diffusion [39], based on the iterative approximation of the solution of a PDE.
Figure 7 shows the visual outcomes of this comparison in a scenario with Gaussian noise. The input image is a
194 × 152 real image of a building corrupted with Gaussian noise whose variance is σ = 0.01. Numerical results
of this comparison have been gathered in Table 1 in terms of the peak signal-to-noise ratio (PSNR) (see, e.g. [40])
and the structural similarity index (SSIM) [41]. As can be seen, the proposed adaptive filters based on a multiple
orientation vector field achieve the best results reducing the image noise while preserving the contours with multiple
orientations compared to the space-variant filters based on a single orientation vector field and the morphological
bilateral operators. The key of this improvement is the use of a combination of elliptical structuring elements according
to the multiple orientations of the image structures.
Figure 8 shows the comparison of spatially-variant operators in a scenario with impulsive noise. The input image
is the same as in the previous case, but now the 5% of its pixels has been corrupted by impulsive noise. Table 2 gathers
the numerical results in terms of PSNR and SSIM. Once again, the filters based on MOVF provide the best results
since the structuring elements based on multiple orientations can adapt their shape much better to the existing edges.
As can be seen, the bilateral filters show the poorest results removing impulsive noise.
3.3. Study of the influence of the size of structuring elements on spatially-variant operators
One of the most interesting applications of spatially-variant filters consists in using orientated structuring elements
to erode, dilate, remove or link only the image structures with a particular orientation feature. An example of this idea
can be found in Figure 9, where orientated closings of different sizes have been used to link elongates structures of a
cell image. In addition, the results are compared to invariant and bilateral closings in order to illustrate the advantages
of the spatially-variant operator based on the orientations in this kind of applications.
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PSNR(dB) SSIM(%)
Input Noisy image 19.01 70.42
Close-Open filter: COA(x)( f )(x)
SOVF 18.75 70.13
Bilateral 18.88 65.50
Proposed MOVF 19.52 77.73
Open-Close filter: OCA(x)( f )(x)
SOVF 19.07 73.33
Bilateral 28.20 65.11
Proposed MOVF 19.92 79.37
AAF: ΞA(x)( f )(x)
SOVF 21.85 74.94
Bilateral 20.94 71.84
Proposed MOVF 22.96 81.45
Table 2: Quantitative analysis in term of PSNR [40] and SSIM [41] of the visual outcomes in Fig. 8 considering impulsive noise. This analysis com-
pares adaptive morphological filters based on a single orientation vector fields (SOVF), morphological bilateral filters and adaptive morphological
filters based on a multiple orientation vector field (MOVF).
The first row of Figure 9 shows an invariant closing with circular structuring elements of r = 6 pixels of radius, a
bilateral closing based on circular structuring elements of r = 6 pixels of radius and a spatially-variant closing based
on MOVF with elliptical structuring element of a = b = 6 pixels of major and minor semi-axis in homogeneous
areas and a = 6 pixel of major semi-axis and b = 2 pixel of minor semi-axis near the image structures. The second
row shows an invariant closing and a bilateral closing with circular structuring elements of r = 12 pixels and an
orientated closing with elliptical structuring elements of a = b = 12 pixels in homogeneous areas and a = 12, b = 2 in
pixels belonging to the image structures. Finally, the third row displays invariant and bilateral closings with circular
structuring elements of r = 18 pixels and an orientated closing with elliptical structuring elements of a = b = 18
pixels in homogeneous areas and a = 18, b = 2 in image structures. As observed in Fig.9, the invariant and bilateral
openings can not adapt to the image contours yielding deformations in the elongated structures. On the other hand,
the closing based on MOVF can adapt much better to the elongated objects preserving the structures and removing
the discontinuities.
4. Conclusions
This work has presented a novel formulation and implementation of adaptive spatially-variant morphological
filters. The proposed filters use a multiple orientation vector field to adapt the shape and orientation of the structuring
elements to the image structures. The numerical and visual outcomes show the excellent performances of the proposed
filters and illustrate the ability of the proposed spatially-variant filters to reduce artefacts and noise in images while
the main structures with multiple orientation (e.g. bifurcation, crossover or junctions) are preserved.
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(a) Spatially-invariant SE b (b) Spatially-variant SEA(x) with SOVF (c) Spatially-variant SEA(x) with MOVF
(d) εb( f )(x) (e) εA(x)( f )(x) considering SOVF (f) εA(x)( f )(x) considering MOVF
(g) δb( f )(x) (h) δA(x)( f )(x) considering SOVF (i) δA(x)( f )(x) considering MOVF
(j) γb( f )(x) (k) γA(x)( f ) considering SOVF (l) γA(x)( f ) considering MOVF
(m) ϕb( f )(x) (n) ϕA(x)( f ) considering SOVF (o) ϕA(x)( f ) considering MOVF
Figure 6: Comparison of spatially-invariant morphological operators versus their spatially-variant counterparts. First row shows the spatially-
invariant structuring element b in (a), the spatially-variant structuring element A(x) provided by a single orientation vector field in (b), and
provided by a multiple orientation vector field in (c). First column contains (d) the spatially-invariant erosion εb( f )(x), (g) dilation δb( f )(x), (j)
opening γb( f )(x) and (m) closing ϕb( f )(x). Second and third columns contain (e)-(f) the spatially-variant erosion εA(x)( f )(x), (h)-(i) dilation
δA(x)( f )(x), (k)-(l) opening γA(x)( f )(x) and (n)-(o) closing ϕA(x)( f )(x) considering, respectively, single and multiple orientation vector fields.
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(a) Input image with Gaussian white noise
(b) COA(x)( f )(x) considering SOVF (c) OCA(x)( f )(x) considering SOVF (d) ΞA(x)( f )(x) considering SOVF
(e) COA(x)( f )(x) considering MOVF (f) OCA(x)( f )(x) considering MOVF (g) ΞA(x)( f )(x) considering MOVF
(h) Bilateral COA(x)( f )(x) (i) Bilateral OCA(x)( f )(x) (j) Bilateral ΞA(x)( f )(x)
Figure 7: Comparison of adaptive morphological filters. The first row shows the input image corrupted with additive white Gaussian noise whose
variance is σ = 0.01. The second row shows the filtered images using operators based on a single orientation vector field (SOVF), the third row
contains the output of these filters considering a multiple orientation vector field (MOVF) and the fourth row shows the output of these filters
considering the morphological bilateral approach. First column contains the outcomes of the adaptive close-open filter COA(x)( f )(x), second
column shows the results of the adaptive open-close filter OCA(x)( f )(x), and third column shows the alternate filter ΞA(x)( f )(x).
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(a) Input image
(b) COA(x)( f )(x) considering SOVF (c) OCA(x)( f )(x) considering SOVF (d) ΞA(x)( f )(x) considering SOVF
(e) COA(x)( f )(x) considering MOVF (f) OCA(x)( f )(x) considering MOVF (g) ΞA(x)( f )(x) considering MOVF
(h) Bilateral COA(x)( f )(x) (i) Bilateral OCA(x)( f )(x) (j) Bilateral ΞA(x)( f )(x)
Figure 8: Comparison of adaptive morphological filters. The first row shows the input image where the 5% of its pixels has been corrupted by
impulsive noise.The second row shows the filtered images using operators based on a single orientation vector field (SOVF), the third row contains
the output of these filters considering a multiple orientation vector field (MOVF) and the fourth row shows the output of these filters considering
the morphological bilateral approach. First column contains the outcomes of the adaptive close-open filters COA(x)( f )(x), second column shows
the results of the adaptive open-close filters OCA(x)( f )(x), and third column shows the alternate filters ΞA(x)( f )(x).
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(a) Input image
(b) Invariant closing, r = 6 (c) Bilateral Closing (d) Closing considering MOVF
(e) Invariant closing, r = 12 (f) Bilateral Closing (g) Closing considering MOVF
(h) Invariant closing, r = 18 (i) Bilateral Closing (j) Closing considering MOVF
Figure 9: Comparison of closings with different sizes. (a) Input image: 256 × 256 gray level image of a cell. First column shows the results
of the spatially-invariant closing ϕb( f )(x) using disk with radius r equal to (b) 6 pixels, (e) 12 pixels and (h) 18 pixels. The second and third
columns show, respectively, the results of the morphological bilateral closings and the spatially-variant closings considering a MOVF (the size of
the adaptive structuring elements is detailed for each case in Section 3.3.
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