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We have used Fourier transform techniques and an
Abel deconvolution to analyse a finite-fringe inter-
ferogram produced by an axisymmetric shock wave
flow, to produce a density map that can be used for
the validation of a numerical model. The Abel de-
convolution method enables the use of a basis that
is particularly suitable for modeling phase maps pro-
duced by shock wave flows. A steady flow problem is
studied, and compared with a numerical simulation.
Good agreement between theoretical and experimen-
tal results are obtained.
INTRODUCTION
Optical diagnostic techniques are very important for
studying flows produced in shock tubes and shock
tunnels. The need to use optically-based methods
arises from the fact that the physical placement of
measurement probes within supersonic flows signifi-
cantly perturbs the flow and, in some cases, the vari-
ables one is trying to measure. Hence the desire for
non-intrusive techniques leads to the need to measure
the light that the flow radiates (emission, fluorescence
etc), absorbs (absorption), or deflects (schlieren, in-
terferometry). In this paper, we discuss a holographic
interferometric method used to measure the density
distribution in an axially-symmetric flow in a shock
tunnels for the purpose of comparison with a numer-
ical model.
Holography is a useful diagnostic for visualising
and analysing a variety of physical and engineering
problems6, while holographic interferometry is par-
ticularly useful for density measurements in flows
produced by complex shock wave configurations13.
In general, interferometry, using different techniques
including Mach-Zehnder interferometry, Michelson
interferometry, and holographic interferometry, has
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been very useful for providing data against which
computational fluid dynamic (CFD) simulation can
be compared. In the case of two-dimensional flows,
comparisons between CFD and experiment is rea-
sonably straight-forward, since fringes in infinite-
fringe interferograms correspond directly to density
contours8. In the case of axisymmetric or three-
dimensional flows such fringes no longer correspond
to density contours and a direct comparison between
theoretical and experimental density is no longer pos-
sible. Under such circumstances, post-processing of
the CFD data is often performed to produce theo-
retical interferograms against which the experimental
ones can be compared4,9. This approach is also quite
successful. However, in all cases (two-dimensional,
axisymmetric, and three-dimensional), spurious con-
tributions to the phase shift can sometimes cause
problems when attempting to interpret the data on
infinite-fringe interferograms. In addition, the spa-
tial resolution is limited by the fringe spacing, which
can be quite large when dealing with low density
flows and/or small optical path lengths. To overcome
both of these difficulties, finite-fringe interferometry,
accompanied by a good interferogram analysis tech-
nique, is arguably the best solution.
In the case of three-dimensional flows, extracting den-
sity information from the projected phase distribu-
tions is difficult because density changes along the
line-of-sight are averaged through the integration of
the refractive index along this direction. For complex
three-dimensional flows, tomographic reconstruction
techniques are required12. In the case of axisym-
metric flows, this reconstruction reduces to an Abel
deconvolution5. In this paper, we present the results
from an experiment involving a flow that possesses
this symmetry property.
FINITE FRINGE HOLOGRAPHIC INTERFEROME-
TRY
The work discussed in this paper is based on the ap-
plication of finite-fringe double-exposure holographic
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interferometry13, a brief description of which is pre-
sented in this section. A beam from a pulsed laser
is split into two beams by a beam-splitter to form
the object and reference beams. Infinite-fringe holo-
grams are produced by keeping the optics for both the
reference and object beam fixed between exposures.
If the reference beam is tilted through a small an-
gle between exposures, a finite-fringe interferogram
is produced. The first exposure is made before the
test event, and the second exposure is made during
the test event. For finite-fringe interferometry the
displacement of the reference beam adds a linearly
varying phase shift, that superimposes a hetrodyning
frequency over the whole image.
OVERVIEW OF INTERFEROGRAM ANALYSIS
The interferogram analysis technique used in the
current work is a two-dimensional Fourier-based
method2,3,1, which consists of the following steps:
1. apply the two-dimensional Fourier transform to
the intensity distribution in the interferogram
to produce both positive and negative frequency
components;
2. apply a filter operation in the Fourier transform
plane to remove noise and to select only the pos-
itive frequency components;
3. perform a frequency shift in the Fourier trans-
form plane, so that the data is located around
the origin;
4. apply the two-dimensional inverse Fourier trans-
form to produce real and imaginary parts of the
frequency-shifted and filtered intensity;
5. determine the phase by evaluating the arctan-
gent of the ratio of the imaginary and real parts
of the inverse transform;
6. ‘unwrap’ the phase by adding multiples of 2pi
where required; and
7. remove any residual background phase.
The second step is required to remove both low and
high frequency noise from the data. By removing the
negative frequency components of the Fourier trans-
form, this step also ensures that the complex form
of the intensity is produced through the application
of the inverse Fourier transform in step 4. The third
step removes the carrier, or hetrodyning, frequency.
Of the above steps, the sixth is the most difficult, and
requires a sophisticated search algorithm3.
DETERMINING THE DENSITY FROM THE UN-
WRAPPED PHASE
In axisymmetric flows the projected phase φ(y, z) is
the summation of refractive index along the line of
sight, which can be represented by
φ(y, z)−φref = 2pi
λ
∫
[nref−nflow(
√
x2 + y2, z)] dx ,
(1)
where dx is the incremental path length through the
phase-shifting medium. λ is the wavelength of the
light, and n is the refractive index. Here y and z are
coordinates in an xyz Cartesian coordinate system,
with x in the direction of the line-of-sight, and flow
properties depend only on the values of y and z. The
subscripts ref and flow refer to ‘reference’ and ‘flow’
conditions, respectively. For a perfect gas of uniform
composition, the refractive index can be related di-
rectly to the density, ρ, of the gas and its value at a
standard density11, ρs,
n = 1 + β
ρ
ρs
. (2)
Values for β and ρs for the gases used in the current
work are available in the literature11. Using the above
equations, the density of the flow is determined to be
given by
ρflow − ρref = λρs2piWβ (φref − φflow) . (3)
The integral in Eq. 1 is the Abel transform5 of
pi
λ [nref − nflow (·, z)]. Here, we will adopt a cylin-
drical polar coordinate system, with the z-coordinate
(axial coordinate) measured along the axis of sym-
metry and r-coordinate (radial coordinate) measured
along radii centered on the axis of symmetry. The
inverse Abel transform can be used to write the ra-
dial distribution of the refractive index in terms of
the projected phase as follows5,
nref−nflow(r, z) = −λ2pi2
∫ ∞
r
[
1√
y2 − r2
dφ(y, z)
dy
] dy .
(4)
Using Eqs. 2 and 4, it is possible to determine the
radial density distribution. In some cases, the phase
data can be fitted to a linear combination of basis
functions for which the analytic solutions to Eq. 4
are known. The density is then readily determined
by the same linear combination of the deconvoluted
basis functions5. This approach is a more efficient
and, often, a more accurate way of performing the
deconvolution than through direct numerical evalua-
tion of the integral in Eq. 4. For example, certain
bases are well-suited to the fitting of the projected
phase distributions resulting from the discontinuous
jumps across shock waves. This is the approach used
in the current work.
We assume that the refractive index distribution,
nflow(r, z) − nref can be described by a function
f (r, z), which, for a given value of z, can be ap-
proximated by a linear combination of basis functions,
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fi (r, z),
nflow(r, z)− nref = f (r, z) ≈
∑
i
ci (z) fi (r, z) ,
(5)
where ci (z) are fitting coefficients for a particular
axial location z and where the basis functions fi (r, z)
can depend also on the value of z.
The integral of the refractive index along the line of
sight is then given by5
fA (y, z) ≈
∑
i
ci (z) fA,i (y, z) , (6)
where fA,i (y, z) are the Abel transforms of the ba-
sis functions fi (r, z). The type of density varia-
tions expected will influence the choice of basis, while
the number of functions depends on the required ac-
curacy, resolution of the original data and compu-
tational restrictions. Here, we use five functions,
which we will refer to as the “well-suited” basis,
f1 (r, z) , . . . , f5 (r, z), as defined below:
f1 (r, z) = Π (r/2a(z)) ; (7)
f2 (r, z) =
(
a(z)2 − r2)− 12 Π (r/2a(z)) ; (8)
f3 (r, z) =
(
a(z)2 − r2) 12 Π (r/2a(z)) ; (9)
f4 (r, z) =
(
a(z)2 − r2)Π (r/2a(z)) ; (10)
f5 (r, z) =
(
a(z)2 − r2) 32 Π (r/2a(z)) ; (11)
where a(z) is the radial position of the shock for a
given value of z and Π (ζ) = 1 if |ζ| < 12 and Π (ζ) =
0 if |ζ| ≥ 12 .
Using Eq. 1, the coefficients ci (z) and the value of
a(z) at each value of z are determined by fitting the
phase to the experimentally determined phase distri-
bution, φ (y, z)− φref , according to the equation:
fA (y, z) =
λ
2pi
[φ (y, z)− φref ] . (12)
The values of ci (z) and a(z) are determined
by treating them as free parameters in a least
squares fitting routine that minimises the value
of
∑
j
(
fA (y, z)− λ2pi [φ (y, z)− φref ]
)2
j
, where the
summation is over the fitted data points for a given
value of z. Once these values are determined, f (r, z)
can be evaluated from Eq. 5, and the density is given
by ρ (r, z) = ρsβ f (r, z) + ρref .
EXPERIMENT
We studied a steady flow produced by a hyper-
sonic flow incident upon a stationary axisymmetric
body. This experiment was carried out in a free-
piston shock tunnel10. The axisymmetric body used
was a spherically-blunted cylinder with a diameter of
50 mm, whose axis was aligned with the axis of sym-
metry of the incident flow. The model was placed
centrally within the inviscid core flow downstream of
the nozzle (130 mm exit diameter) of the shock tun-
nel. The inviscid core was estimated from pitot pres-
sure measurements to be approximately 100 mm in
diameter.
The test gas was partially dissociated air, the specific
total enthalpy of the flow was 4.78 MJ/kg, and the
speed, density, static pressure, and static tempera-
ture in the freestream were 2.75 km/s, 0.02 kg/m3,
2.26 kPa, and 387 K, respectively, with uncertain-
ties of ± 5%. The theoretical calculations used in the
current work assume that the flow remains in thermal
equilibrium during the expansion through the shock
tunnel’s nozzle. That is, the rotational and vibra-
tional temperatures are assumed equal. Based on this
assumption, we can approximate the supersonic flow
at the exit of the nozzle as the flow of an ideal gas
with a ratio of specific heats of 1.33. The assump-
tion of thermal equilibrium is expected to result in
systematic errors in the calculated flow conditions as
vibrational non-equilibrium effects are expected to be
important in the nozzle flow.
INTERFEROGRAM
A finite fringe interferogram produced in the experi-
ment is shown in Fig. 1. A portion of an interferogram
shows a continuous fringe shift across the shock. This
is a consequence of the axial symmetry of the flow.
The interferogram is the result of integration along
the line of sight, which produces a projection on the
holograms that effectively locates the shock position
in a symmetry plane of the flow, where the shock
is at its most-upstream location. The optical path
length through the shock layer, directly behind the
shock front in this symmetry plane, is zero, and con-
tinuously increases with distance downstream. Thus,
even though there is a discontinuous density jump
across the shock, the phase shift changes continuously
across the shock.
PHASE MAP
The experimental phase data for the flow is given in
Fig. 2. This was generated using the finite-fringe in-
terferogram analysis technique described above. This
phase map is used to determine the flow density.
FLOW DENSITY
Deconvolution with a well-suited basis
Here we analyse the data using the well-suited ba-
sis described above. The first step in this process
involves fitting the experimental phase maps to the
sum of basis functions as given by Eq. 6. To perform
this we use a least-squares fitting algorithm. The den-
sity maps determined from the deconvolution of the
best fit to the phase data is displayed in Fig. 3. Pro-
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Figure 1: A portion of an interferogram of hyper-
sonic flow over a spherically-blunted cylinder.
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Figure 2: Experimental phase map for flow over
spherically-blunted cylinder.
files along different cuts in this image is presented in
Fig. 4. The most notable feature of these results is
that the sharp density jumps across the shocks have
been well resolved.
0 10

20

25.0
12.5

z (mm)

r 
(m
m
)

0.000 0.050

0.100

density (kg/m  )3
Figure 3: Density map for flow over spherically-
blunted cylinder.
Another observation is that, for some of the results,
an overshoot occurs near the shock front. This is re-
lated to the difficulty of fitting the phase accurately
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Figure 4: Density profiles for flow over
spherically-blunted cylinder.
close to the shock front, which is in turn related to
the uncertainty in locating the radial position a(z) of
the shock front. This comes about as follows: the fit-
ting algorithm used in the current work experienced
difficulties in iterating towards the best value for the
radial position a(z) of the shock. It was found that
when a(z) was used as a free parameter in the fit-
ting algorithm, the algorithm failed to converge to a
solution for the fitting coefficients. To overcome this
problem, we modified the fitting technique so that the
shock position was found first. Because of the contin-
uous change in the projected phase across a shock in
an axisymmetric flow, and because of non-zero noise
levels, there will be an error associated with finding
the value of a(z) = rshock(z). This error contributes
to errors in the fitted function, with the largest er-
rors occurring within two or three pixels of the shock
front. This error will sometimes cause an overshoot
in the value of the density at the shock front, how-
ever, this overshoot rapidly decays back down to the
expected value of the post-shock density as one moves
away from the shock front.
Comparison with deconvolution using a polynomial
basis
Figure 5 compares density profiles obtained using
fifth order polynomial basis functions with those ob-
tained using the well-suited basis. From these com-
parisons, two distinct differences are immediately ob-
vious. Firstly, the deconvolution using the well-suited
basis is more successful at reproducing the sharp den-
sity rises across the shock than the deconvolution us-
ing the polynomial basis. Secondly, the deconvolution
using the well-suited basis results in larger values for
the post-shock density than the deconvolution using
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the polynomial basis.
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Figure 5: Comparisons of profiles of density ob-
tained using different bases for the hypersonic
flow over spherically-blunted cylinder.
These differences can be attributed to the spanning
properties of both basis sets, that is, the distinctive
shapes of the functions involved. The suitability of
any particular basis can be indicated by firstly, the
overlap (inner product) of each basis function with
the object in question, and secondly, by the differ-
ence (orthogonality) of each basis function with each
other basis function. The first property ensures that
the basis has common features with the object, and
the second property ensures that each basis function
is sufficiently different so to be able to resolve as many
of the object features as possible. In our flow, the
most notable feature is the shock wave, which can be
broadly described as a step function, hence the inclu-
sion of the function in Eq. 7 to the well-suited basis.
The polynomial basis does not include such a func-
tion, hence it is expected that it will poorly resolve
any step function, as indicated in Fig. 5. With both
bases the functions involved are sufficiently different
as to be able to resolve some of the smaller features
in the flow.
NUMERICAL METHOD
To solve the steady shock layer for the flow over the
spherically-blunted cylinder, we used the compress-
ible flow solver, CFD-FASTRANTM 7. This solver
is a finite volume, density-based method, that can
use either Roe, Van Leer, or flux splitting algorithms.
It is capable of implementing higher order differenc-
ing schemes (up to third order), including Min-Mod,
Osher-Chakravarthy, MUSCL, and Van Leer limiters.
Different types of turbulence models (k − , k − ω,
Baldwin-Lomax) can be used, and a number of time
integration schemes can be adopted. However, for the
case described here, only steady inviscid calculations
were made for the flow. The result of the calculation
is shown in Fig. 6.
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Figure 6: Theoretical density results for
steady flow over spherically-blunted cylinder.
Calculation performed using the code CFD-
FASTRANTM 7.
COMPARISON OF CFD AND EXPERIMENTAL
RESULTS
Figure 7 shows theoretical and experimental density
profiles for the flow. Profiles are presented for axial
cuts at different radial positions. Apart from the very
large overshoot close to the shock vertex, agreement
between theory and experiment is very good. Cuts
at r = 5 and 10 mm are close to the stagnation re-
gion, where the density is essentially constant. Cuts
at r = 20, 25 and 30 mm are through both the shock
wave and the expansion wave near the shoulder of
the model, for which the density rises sharply across
the shock and decreases continuously through the ex-
pansion wave. These trends are observed in both the
CFD and experimental results and the CFD code cor-
rectly predicts the shock standoff distance from the
model surface, providing confidence in the accuracy
of the CFD modeling for these conditions. Quantita-
tive agreement between the measured and calculated
density is also very good.
Based on the uncertainties in the measured primary
shock speed and the nozzle reservoir pressure, we ex-
pect a systematic uncertainty of approximately ± 5%
in the CFD-calculated density distribution. Provided
sufficient data points are available for accurate fitting
to the phase distribution, and neglecting the over-
shoot problem close to the shock front, random and
systematic errors from the interferometric measure-
ments of density are estimated to be less than 1%.
However, within 2 or 3 pixels (less than 1 mm) of the
shock front, errors of the order of 100% can some-
times be encountered due to the overshoot problem,
as discussed above.
CONCLUSIONS
We have demonstrated the use of a well-suited ba-
sis, to deconvolute shock wave phase data produced
in an axisymmetric flow, to determine the density.
The method has been successful in resolving the dis-
continuous density changes across the shock wave in
the flow studied. A CFD simulation has been dis-
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Figure 7: Density profiles for flow over
spherically-blunted cylinder: theoretical and ex-
perimental results.
cussed and the result from this simulation has been
successfully compared with the experimental result.
The good quantitative agreement between the CFD
and experimental result gives confidence in the valid-
ity of the CFD model investigated.
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