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Introduction {#sec001}
============

Memory complaints are common, increase with age and are a major reason for primary care consultations. There is an increasing emphasis on an earlier diagnosis of neurodegenerative disorders as evolving treatments are likely to be more effective before irreversible changes have occurred in the brain \[[@pone.0217388.ref001], [@pone.0217388.ref002]\]. The drive to seek early diagnostic clarification has led to an over 600% increase in referrals to secondary care memory clinics in the UK over the last ten years and generated considerable pressure on diagnostic pathways \[[@pone.0217388.ref003]\]. Although these dramatic changes have increased the number of patients in whom neurodegenerative disorders have been identified, a large proportion of the patients now referred to specialist memory clinics actually have functional (non-progressive) memory concerns without objective evidence of cognitive deficits. Therefore, improvements to stratification and screening procedures would be highly desirable and could enable better targeting of limited health care resources \[[@pone.0217388.ref004]\]. However, the early identification of patients with neurodegenerative disorders is a challenging task due to a lack of accurate predictive biomarkers suitable for routine screening or stratification. Biomarkers capable of identifying patients at high risk of developing the commonest cause of progressive cognitive decline, Alzheimer's disease (AD), pre-symptomatically exist \[[@pone.0217388.ref005]\] but are either expensive and only available in very few centers (e.g. amyloid Positron Emission Tomography) or are invasive (e.g. amyloid and tau testing in the cerebrospinal fluid) and not suitable for for screening at the interface between primary and specialist care patients \[[@pone.0217388.ref006]\].

Tools for screening for AD exist, but do not work sufficiently well. For instance, the Dementia-Detection (DemTect) or the Montreal Cognitive Assessment (MoCA) are one-page screening tools that can be administered by a trained examiner in 10 minutes. However, both produce learning effects which limit the number of possible administrations. What is more, current cut-offs have poor specificity and have not been tested in people with FMD (who general practitioners may consider referring to specialist services because of their cognitive complaints). The ecological validity of these screening tests is also limited. Thus cheap, noninvasive and reliable stratification and screening tools which are fully automated, scalable, can be repeated and are remotely applicable are urgently required \[[@pone.0217388.ref004]\].

Recently, speech-based automatic detecting methods for mental illness have gained popularity. The speech analysis approach is a cheap and noninvasive and can be deployed remotely, making it it an attractive proposition for use in dementia assessment pathways as well. There has been a large increase in referrals from primary care of people with memory complaints to secondary care memory services, resulting in considerable pressure to diagnostic pathways \[[@pone.0217388.ref003]\]. Therefore improvements of stratification and screening procedures are crucial for health services to be able to cope efficiently with this trend \[[@pone.0217388.ref004]\]. When people visit a memory clinic, the assessment typically begins with a conversation with a specialist during which patients are asked a series of questions about their memory problems. This interaction provides important insights into the cognitive state of the patient. The clinician will note whether patient or accompanying others respond to questions, whether answers are quick and expansive or short and incomplete.

Several research studies have suggested different forms of speech analysis for the identification of dementia. Lopez-de-Ipena *et al*. \[[@pone.0217388.ref007], [@pone.0217388.ref008]\] examined a combination of linear and nonlinear acoustic features derived from spontaneous speech in a multi-lingual dataset of 70 participants. The features were used to build a machine learning model designed to capture the irregularities affecting speech caused by AD. König *et al*. \[[@pone.0217388.ref009]\] used recordings from three groups of subjects identified as AD (mean Mini-Mental State Examination (MMSE) score 19), healthy elderly controls (HC) (mean MMSE 29) and mild cognitive impairment (MCI, mean MMSE 26). The participants were instructed to carry out four short vocal cognitive tasks. For each task, a number of acoustic features were extracted and used to train a support vector machine (SVM) classifier. Three different identification scenarios were tested: HC vs MCI, HC vs AD and MCI vs AD with reported classification accuracies of 79% ±5%, 87% ± 3% and 80% ±5% respectively. Weiner *et al*. \[[@pone.0217388.ref010]\] built a Linear Discriminant Analysis (LDA) classifier to perform a multi-class experiment on longitudinally collected speech samples. The dataset recordings were a collection of biographic interviews and cognitive tests of 74 participants administered by psychiatrists during the course of three separate visits. Follow-up cognitive tests demonstrated that some participants changed from the healthy cognition group into the Aging-Associated Cognitive Decline (AACD) and AD groups. A total of 98 speech samples were analysed (HC n = 80, AACD n = 13, and AD n = 5). A set of acoustic features was extracted using manually transcribed files and voice activity detector software; these features included the mean of silent segments, speech and silence durations, silence to speech ratio, silence count ratio, word and phoneme rates and silence to word ratio. Using these variables, the LDA model achieved an classification accuracy of 85.7% between the three patient classes.

Jarrold *et al*. \[[@pone.0217388.ref011]\] distinguished between different types of dementia by combining lexical and acoustic feature profiles extracted from spontaneous speech. The features were collected from 9 controls and 39 patients who had been diagnosed with different dementia sub-types: fronto-temporal degeneration (mean MMSE 24), primary progressive non-fluent aphasia (mean MMSE 22), semantic dementia (mean MMSE 17) and AD (mean MMSE 18). The acoustic features included phoneme duration, speech rate, mean and standard deviation (STD) of the duration of consonants, vowels and pauses as well as the mean and STD for voice and voiceless duration segments. For the lexical features profile, they extracted the frequency occurrence of 14 different part of speech features (verbs, pronouns, nouns, function words, etc.). The feature-based profiles were extracted from structured interviews and used as input to a machine learning algorithm. A classification accuracy of 88% was achieved by using a multi-layer perceptron as a binary classifier to differentiate between the AD and HC groups exclusively, while the classification accuracy dropped to 61% when all participants (with different types and severity of ND) were included.

Toth *et al*. \[[@pone.0217388.ref012]\] proposed a speech-based method for the early diagnosis of AD. The approach was evaluated using German speech recordings from 84 participants performing three tasks: immediate and delayed recall, in addition to spontaneous speech. The mean MMSE scores for the MCI (n = 48) participants was 26.9 while the HC (n = 36) group had mean MMSE scores of 29.1. After watching two short films, the participants were instructed to talk about the contents of these movies, once immediately after the end of the first movie, and secondly, after a 1-minute delay or a distraction for the last one. The spontaneous speech task involved recordings of the participants describing their previous day. From participants' speech prompted by these tasks, Toth et al. extracted a set of acoustic features measuring the number and average length of silent pauses and filled pauses, as well as rates for both speech and articulation. These features were used to build three classifiers to differentiate between MCI and HC. The best accuracy was achieved with a Random forest classifier with an F1 score of 78.8%.

Gosztolya *et al*. \[[@pone.0217388.ref013]\] examined the fusion of two SVM models to perform binary, and multi-class classification to classify between three subgroups of subjects HC(n = 25), MCI (n = 25) and AD(n = 25, mean MMSE scores 29, 27 and 23 respectively). The first model was built using a set of acoustic features which had been extracted using automatic speech recognition software (articulation rates, utterance length, silent and filled pauses, a ratio of pause and speech). The second model was built using linguistic features extracted from manually annotated transcripts and included the number and rate of adjectives, nouns, verbs, pronouns, conjunctions, uncertain words, content words and function words. These features were extracted from recordings of Hungarian spontaneous speech. The accuracy of the fused model varied between 80% for both HC vs. MCI and MCI vs. AD and 86% for HC vs. AD, while the accuracy for the multi-class task, i.e. HC vs. MCI vs. AD was 81%.

In our previous work \[[@pone.0217388.ref014]\], we demonstrated that acoustically-derived features could separate patients with AD (n = 167, mean MMSE 19) from HCs (n = 97, mean MMSE 29). Our previous analysis used a longitudinal dataset known as DementiaBank \[[@pone.0217388.ref015]\] which holds recordings of subjects carrying out the Cookie Theft Picture description task. The descriptions were recorded on a yearly basis, the first visit date varied between subjects from (1983-1988), the last 7^*th*^ visit was recorded by the participants still remaining in the study in 1996. A total of 263 features were extracted and reduced using a feature selection technique to a set of 20 best discriminating features. Four machine learning classification algorithms were built using the top 20 features, achieving a maximum classification accuracy of 94.7%. The acoustic features in \[[@pone.0217388.ref014]\], were further extended in our work in \[[@pone.0217388.ref016]\], for the same dataset, to develop a regression model capable of predicting the clinical Mini-Mental State Examination (MMSE) scores (0-30) measured longitudinally during three visits in the AD group. We achieved a mean absolute error of 2.6, 3.1 and 3.7 in the prediction of MMSE scores across the first, second and third visits respectively. A classification model was also proposed in \[[@pone.0217388.ref016]\] to distinguish between three groups of subjects (AD, MCI and HC) (with mean MMSE across the three visits of 21.1, 27.7 and 29.1 respectively), and we achieved accuracies ranging from 89.2% to 92.4% when doing pairwise classification between the AD, MCI and HC classes.

Recently, Mirheidari *et al*. \[[@pone.0217388.ref017]--[@pone.0217388.ref019]\] proposed an automatic method for the differentiation between patients with cognitive complaints due to ND (mean MMSE 18.8) or FMD (mean MMSE 28.9) inspired by diagnostic features initially described using the qualitative methodology of Conversation Analysis \[[@pone.0217388.ref020], [@pone.0217388.ref021]\]. In their work, a set of linguistic, acoustic and visual-conceptual features were extracted and used to train a number of classifiers. The highest classification accuracy of 97% was achieved using a linear support vector model. In the current work, we propose an automatic method to discriminate ND from FMD based solely on acoustic analysis of the same conversations used in \[[@pone.0217388.ref017]\].

The work presented here differs from the approach pursued in the previous studies by Mirheidari et al. both in terms of complexity and in terms of the acoustic characteristics used. Here, we explore an acoustics-only approach based on data directly extracted from patients' speech signal. The prior study relied on more complex features (including features based on the contributions of clinicians and carers to the interaction) and required automatic speech recognition, natural language processing and natural language understanding.

Materials and methods {#sec002}
=====================

Participants {#sec003}
------------

The dataset used in this experiment was recorded as part of a study conducted in the neurology-led memory clinic at the Royal Hallamshire Hospital in Sheffield, United Kingdom. Participants were recruited between October 2012 and October 2014 and the initial consultations between the neurologists and patients in the memory clinic were video and audio recorded. The study was approved by the National Research Ethics Service (NRES) Committee Yorkshire & The Humber---South Yorkshire. All participants were sent an information sheet prior to taking part in the study and given an opportunity to ask questions. They all gave written informed consent to participate and were informed that they could withdraw from the study at any time. Patients consented to their data being used for additional analyses by the research team but not to recordings of their interactions being made publicly available. All patients were referred because of memory complaints by General practitioner or other hospital consultant. Participants were encouraged to bring a companion such as carer or family member (if available) along to their appointment. Further details about the participant selection procedure have been provided previously \[[@pone.0217388.ref017]\]. At the clinic, patients underwent a clinical assessment by a neurologist specialising in the diagnosis and treatment of memory disorders. In addition, all underwent the Addenbrooke's Cognitive Examination-Revised (ACE-R) cognitive assessment \[[@pone.0217388.ref022]\]. Neurologists also screened patients for clinical evidence of depression. Patients thought to be depressed clinically or patients with PHQ-9 \[[@pone.0217388.ref023]\] scores indicating a high risk of clinical depression were excluded from this study \[[@pone.0217388.ref017]\]. All participants also completed the Generalised Anxiety Disorder (GAD7) questionnaire \[[@pone.0217388.ref024]\] although high levels of anxiety were not considered an exclusion criterion. The final diagnoses of ND or FMD were formulated by Consultant Neurologists specialised in the treatment of cognitive disorders and also took account of brain Magnetic Resonance Imaging (MRI) findings and the result of a detailed separate neuropsychological assessment including the MMSE \[[@pone.0217388.ref025]\]; tests of abstract reasoning \[[@pone.0217388.ref026]\]; tests of attention and executive function \[[@pone.0217388.ref027]\]; category and letter fluency; naming by confrontation and language comprehension \[[@pone.0217388.ref028]\]; and tests of short and long-term memory (verbal and non-verbal) \[[@pone.0217388.ref029]\]. [Table 1](#pone.0217388.t001){ref-type="table"} gives an overview of particpants' details and test scores. The ND group consisted of 10 cases of AD, 2 amnestic MCI, 2 BvFTD and one vascular dementia.

10.1371/journal.pone.0217388.t001

###### Participants' details and test scores.

![](pone.0217388.t001){#pone.0217388.t001g}

                                       FMD(n = 15)         ND(n = 15)        Cut off   Max score   P-value
  ------------------------------------ ------------------- ----------------- --------- ----------- -------------
  **Age**                              57.8± 2.0           63.7 ± 2.3        N/A       N/A         p = 0.06
  **Female**                           60%                 53%                                     ns\*
  **ACE-R**                            93.0 ± 1.4          58 ± 5.21         88        100         p \< 0.0001
  **MMSE**                             28.9 ± 0.2          18.8 ± 2.0        26.3      30          p \< 0.0001
  **PHQ9**                             5.6 ± 1.0           5.3 ± 2.0         5         27          ns
  **GAD7**                             4.7 ± 1.2           4.8 ± 1.5         5         21          ns
  **History taking part in minutes**   range (10.1-32.3)   range(7.3-29.0)                         

ACE-R: Addenbrooke's Cognitive Examination-Revised; MMSE: Mini-Mental State Examination; PHQ9: Patient Health Questionnaire-9; GAD-7: Generalised Anxiety Assessment 7. Unpaired T-test was used. *ns*\* = not significant

Diagnosis process {#sec004}
-----------------

Diagnoses of FMD were based on the criteria formulated by Schmidtke *et al*. \[[@pone.0217388.ref030]\] (although the proposed maximum age cut-off proposed by Schmidtke *et al*. was not applied). The participants in the ND group received the following neurological diagnoses: amnestic MCI as described by Petersen *et al*. \[[@pone.0217388.ref031]\], behavioral variant frontotemporal dementia as defined by Rascovsky *et al*. \[[@pone.0217388.ref032]\], and Alzheimer's disease diagnosis according to the NINCDS-ADRDA criteria \[[@pone.0217388.ref033]\].

Memory clinic instructions {#sec005}
--------------------------

The neurologists, whose conversational activities elicited the dataset used in this study, followed a communication guide (developed on the basis of previously observed routine practice). Doctor-patient encounters began with a history-taking phase, which was followed by a brief cognitive examination (e.g. ACE-R), [Table 2](#pone.0217388.t002){ref-type="table"} provides timing details for the clinical sessions, history taking and percentage of the patients' contribution. Neurologists were encouraged to ask open questions to prompt conversation from the person with memory complaints. Examples of these questions includes the following: "When did your memory last let you down?", "Who is the most concerned about your memory---you or somebody else?", "Tell me a bit about yourself, where did you go to school?", "What did you do after you left school?", "Who looks after your finances?", "Do you smoke, have you ever smoked in the past?", "Why have you come to clinic today and what are your expectations?".

10.1371/journal.pone.0217388.t002

###### Details of the clinical session times expressed in minutes.

![](pone.0217388.t002){#pone.0217388.t002g}

                        Clinical session (Conversation +verbal fluency test)   Conversation part only   Patient contribution to the conversation   
  --------------------- ------------------------------------------------------ ------------------------ ------------------------------------------ -------------
  **Mean time ± STD**   FMD                                                    34.3 ± 9.9               17.9± 8.5                                  11.5± 6.3
  ND                    39.2 ± 8.0                                             19.4± 7.0                6.2± 4.5                                   
  **Range time**        FMD                                                    (22.3--52.4)             (10.1--32.3)                               (5.3--26.5)
  ND                    (24.7--57.0)                                           (7.3--29.0)              (1.1--15.5)                                
  **Percentage**        FMD                                                    Not applicable           50.9 %                                     63.0 %
  ND                    Not applicable                                         49.79 %                  32.4 %                                     

STD: Standard deviation

Description of acoustic-only dementia detection system {#sec006}
======================================================

The system is intended as an early stratification tool for patients presenting with progressive ND-related cognitive problems based solely on diagnostic acoustic features in patients' speech. As illustrated in [Fig 1](#pone.0217388.g001){ref-type="fig"}, it consists of three main stages: pre-processing, feature extraction and machine learning based classification.

![The acoustic-only system for the identification of patients with neurodegenerative cognitive complaints.](pone.0217388.g001){#pone.0217388.g001}

Pre-processing {#sec007}
--------------

The clinical sessions were recorded using a "ZOOM H2N" portable digital recorder. The device was placed on the table between patient and doctor (within 1 m of neurologist, patient and accompanying person). The device produced audio files in "MP3" format with a sampling frequency of 44.1 kHz. The speech recordings were first converted to "wav" format and down sampled to 16kHz, and then inspected for background noise which may affect the quality of the extracted features. We used the Audacity(R) software \[[@pone.0217388.ref034]\] for both the audio conversion and denoising process in which we applied the spectral noise gating method. Before extracting any features from the recordings, we identified and isolated the segments of the conversations containing the patient's utterances (i.e. we excluded those by the neurologist and any companions). For this study, we used the manually extracted turns as marked in the transcribed text files associated with the audio recordings.

Feature extraction {#sec008}
------------------

The aim of this work was to explore the potential of using only acoustic features to differentiate between FMD and ND. The authors of \[[@pone.0217388.ref017]\] applied a limited set of acoustic features inspired by the previous qualitative Conversation Analysis (mainly statistics of speech and silence). In the present study, we used a larger set of acoustic features, which we used previously to differentiate between AD, MCI and healthy elderly subjects on the DementiaBank data set \[[@pone.0217388.ref016]\]. These features can be grouped into Speech and silent features, phonation and voice quality features, and spectral features. Below, each main acoustic feature type is described in detail (see [Table 3](#pone.0217388.t003){ref-type="table"} for a summary of all features).

10.1371/journal.pone.0217388.t003

###### Acoustic features.

![](pone.0217388.t003){#pone.0217388.t003g}

  Features                                     Type                          Number of features
  -------------------------------------------- ----------------------------- --------------------
  Speech and silent statistics                 Speech and silent features    15
  Fundamental frequency (F0)                   Phonation and voice quality   3
  Harmonic-to-noise ratio (HNR)                Phonation and voice quality   3
  Noise-to-harmonic ratio (NHR)                Phonation and voice quality   3
  Shimmer scales                               Phonation and voice quality   3
  Jitter scales                                Phonation and voice quality   3
  Number of voice breaks                       Phonation and voice quality   3
  Degree of voice breaks                       Phonation and voice quality   3
  Mel frequency cepstral coefficients (MFCC)   Spectral features             5
  Filter bank energy coefficient (Fbank)       Spectral features             5
  Spectral Subband Centroid (SSC)              Spectral features             5
  Total                                                                      51

### Speech and silent features {#sec009}

The frequency and duration of pauses has previously been reported to be of great value in the detection dementia by means of speech analysis. In particular, it has been found that the speech of people with dementia is disrupted by more pauses compared to that of healthy people \[[@pone.0217388.ref009], [@pone.0217388.ref035]--[@pone.0217388.ref038]\]. Based on this, we expected that ND patients would produce more and longer pauses, with shorter and fewer utterance periods compared to those with FMD. We considered a silent segment of ≥ 0.25 seconds as a pause and a minimum voice segment of 0.5 seconds as a speech segment. We used the Praat \[[@pone.0217388.ref039]\] software to identify pauses and speech segments in the recordings. A total of 15 features were used in the study including the average response time, the max, mean and STD of the pauses and speech segments, the ratios of both max pause and speech segments and total time, the ratio of max speech and max pause segment. The last three features were the mean, STD, and variance of speech segments ≥ 0.8 seconds (i.e., excluding the filler words).

### Phonation and voice quality features {#sec010}

Phonation and voice quality features were included because previous studies found them to be predictive of ND diagnoses. Meilán *et al*. \[[@pone.0217388.ref040]\] and Lopez-de-Ipena *et al*. \[[@pone.0217388.ref041]\] achieved accuracies of 84.8% and 96.9% respectively when classifing between AD and HC subjects using these acoustic characteristics. This group of features includes the fundamental frequency (F0) and its related variances (shimmer and jitter). The F0 is a measurement of vocal fold oscillations \[[@pone.0217388.ref042]\] that are known to be nearly periodic in healthy voices, but less so in voice pathologies \[[@pone.0217388.ref043], [@pone.0217388.ref044]\]. Jitter~(*local*)~ describes the frequency alteration from cycle to cycle, while the shimmer~(*local*)~ measures the amplitude fluctuations of the consecutive cycles. \[[@pone.0217388.ref039]\] provides further details of these parameters.

The voice quality parameters included; the harmonic-to-noise ratio (HNR) which measures how much energy there is in the periodic part of the signal compared to its non-periodic part; and noise-to-harmonic ratio (NHR) which measures the amplitude of the noise generated due to incomplete closure of the vocal folds during the production of the speech relative to tonal components \[[@pone.0217388.ref045]\]. Furthermore, we included the; number of voice breaks (distances between pulses greater than 16 milliseconds); degree of voice breaks (ratio of the breaks' total duration to the total duration of the analysed signal) \[[@pone.0217388.ref039]\]. The feature vector for this group contains 21 features, generated by estimating the mean, STD and variance of the previously mentioned features.

### Spectral features {#sec011}

Speech production involves the movement of articulators including the tongue, jaws, lips, and other speech organs. The position of the tongue plays a key role in creating resonances in the mouth. Although speech articulation is relatively preserved in the commonest types of ND, it is conceivable that ND could have measurable effects on the coordinated activity of speech articulators and thereby spectral features. Mel frequency cepstral coefficients (MFCCs) \[[@pone.0217388.ref046]\] were extracted to capture the spectral content of the speech signal. We hypothesised that patients in the ND group might be characterised by lower spectral coefficients valued than those in the FMD group. The MFCCs aims to compute the energy variations between frequency bands of a speech signal. MFCCs have become widely used in speaker verification, speech recognition and for the extraction of paralinguistic information since they were proposed by Davis and Mermelstein back in 1980. We follow the standard method for extracting the MFCCs, \[[@pone.0217388.ref047]\], in which, each 25ms frame is converted into the frequency domain using the fast Fourier transform (FFT) before the power spectrum is estimated by taking the absolute value of the complex FFT and squaring the result. Next, the Mel triangular filter-banks are applied and calculated by converting the frequencies into the Mel scale and summing the energy for each filter. By taking the logarithm of all filter-bank energies we obtain our second set of features, namely the logarithmic energy of the Mel filters (Fbanks; 26 features).

The last set of SF features were the spectral sub-band centroids (SSCs). SSCs aims to locate the spectrum centre of mass and found to be valuable in measuring the cognitive load le *et al*. \[[@pone.0217388.ref048]\]. We therefore hypothesised that SSCs could be useful in this study, and a total of the first 13 coefficients were included, SSCs are extracted by dividing the energy in each filter-bank (i.e., 26 filter-banks as estimated previously) by the total energies of all filter-banks \[[@pone.0217388.ref049], [@pone.0217388.ref050]\].

### Statistical descriptive features {#sec012}

The dataset used in this study comprised of the part of routine outpatient encounters in which the doctor took the patient's history, the interactions lasted 18 minutes on average (see [Table 1](#pone.0217388.t001){ref-type="table"}). The duration of the recordings allowed for the use of long-term features based on statistics calculated for this part of the conversation. Since the spectral coefficients are generated for each frame of all utterances, we first estimated their mean per utterance, and then we weighted them by dividing the averaged coefficients by the utterance time, and that produced the averaged weighted spectral coefficients (AWSC). The motivation behind that is the ND subjects are likely to provide fewer responses compared to FMD, so we believe that incorporating time factor will improve the predictive ability of the spectral features and hence increases the system accuracy. The statistical descriptive features are the mean, STD, min, max and the variance applied to each subgroup of the AWSC (i.e., MFFCs, Fbanks, and SSCs) resulting in adding an extra 15 features which makes the total number of features used in this experiment 51.

Feature selection {#sec013}
-----------------

Feature selection (FS) is the process of selecting a subset of original features in order to optimally reduce the feature space according to a certain evaluation criterion \[[@pone.0217388.ref051], [@pone.0217388.ref052]\]. This process is considered an effective way to remove those features which have a negative impact on the learning process thereby leading to faster learning time and increased model accuracy while reducing complexity, as the model is trained using a smaller set of features \[[@pone.0217388.ref053]\].

In general, there are three feature selection techniques namely the filter, wrapper and embedded \[[@pone.0217388.ref051], [@pone.0217388.ref052], [@pone.0217388.ref054]\]. The filter approach uses a specific ranking criterium (for example the Pearson correlation coefficient) to generate scores for each feature. The main advantages of the filter method are the low computational cost and speed compared to the wrapper approach; however, the feature ranking is done independently of the model's predictive ability, and that often leads to a loss of performance. The wrapper technique is computationally more expensive and slower compared to the filter approach. However, the wrapper usually results in improved performance because it utilizes the model's ability to rank and select the best subset of features. Further, the wrapper method applies a learning algorithm known as the evaluator, and a search technique to find the combination achieving maximum model performance. The embedded method, on the other hand, executes the feature selection as part of the learning procedure, for instance, tree classifiers have a built-in feature importance identification capability and can therefore select the best subset of features.

We used a wrapper method based on an SVM evaluator known as the recursive feature elimination (RFE) technique \[[@pone.0217388.ref055]\], in which, the features are eliminated sequentially and the model performance estimated each time until all features have been excluded. The feature that has the maximum negative impact on the result is considered to be the most important one. Likewise, the rest of the features are then ranked. When using tree classifiers (random forest and Adaboost) we utilised the built-in feature selection.

Another way of selecting features is by performing a statistical analysis, which measures the significance level of the mean difference between the FMD/ND classes. The null hypothesis assumes that there is no significant difference between the means for a particular feature and hence, that feature should be ignored. On the other hand, features that reject the null hypothesis are selected. For this task, we used the SPSS software \[[@pone.0217388.ref056]\] to perform Mann-Whitney u-tests appropriate for non-parametric data. [Table 4](#pone.0217388.t004){ref-type="table"} shows the best subset of features selected using both RFE and the embedded approaches as well as the corresponding statistical U-test and p-values (below the 0.05 significance level) at a 95% confidence interval.

10.1371/journal.pone.0217388.t004

###### Top (22) selected features using the wrapper, embedded and their statistical U-test.

![](pone.0217388.t004){#pone.0217388.t004g}

  Rank   Features                                                     U      P         Rank   Features                        U      P
  ------ ------------------------------------------------------------ ------ --------- ------ ------------------------------- ------ -------
  1      Mean time of all speech segments excluding filler words      17.0   0.00007   12     Mean response time              42.0   0.004
  2      Ratio of max speech segment to the max pause time            19.0   0.0001    13     VAR degree of voice breaks      44.0   0.004
  3      STD of total speech segments time excluding filler words     19.0   0.0001    14     STD of number of voice breaks   44.5   0.004
  4      STD of the speech segments time                              20.0   0.0001    15     Mean degree of voice breaks     45.5   0.005
  5      VAR of total speech segments time excluding filler words     20.0   0.0001    16     Mean of Fbank coefficients      49.0   0.008
  6      Ratio of max pause time to the total turn time               24.0   0.0002    17     Min of Fbank coefficients       49.5   0.009
  7      Ratio of total pauses time to the total turn time            24.5   0.0002    18     VAR of SSC coefficients         52.5   0.01
  8      Ratio of total speech segments time to the total turn time   26.0   0.0003    19     STD of SSC coefficients         59.5   0.02
  9      VAR of number of voice breaks                                26.0   0.0003    20     STD of MFCC coefficients        60.0   0.03
  10     Ratio of total No. of pauses to the total turn time          27.0   0.0003    21     VAR of Fbank coefficients       60.5   0.03
  11     Mean number of voice breaks                                  30.0   0.0006    22     Mean of MFCC coefficients       63.0   0.04

U: Mann-Whitney u-tests.

Sample size *n*~1~ = *n*~2~ = 15.

Validation scheme {#sec014}
=================

In the machine learning community, cross-validation is widely used to ensure an effective method of model selection to achieve, a robust performance evaluation and prevent over-fitting \[[@pone.0217388.ref057]\]. We used K-fold cross-validation with k = 5, to partition the data into five equal parts called "folds". The model was trained using four out of five folds and tested with the remaining 5^*th*^ fold. This step was repeated k = 5 times until all folds had been used in the training and testing process. This however, did not generate the validation set directly. Instead, we used what is known as the nested k-fold cross-validation method, which uses two k-fold loops namely the outer and the inner loops. The outer loop generates the testing (1/5 data) and the training (4/5 data) folds, while the inner loop takes all the training folds combined (coming from the outer loop) and generates the validation and training folds. [Fig 2](#pone.0217388.g002){ref-type="fig"} shows the design of the nested 5-fold cross-validation. Feature selection and the model's hyper-parameter tuning were explored and the model with the best features and best parameters was tested using the test folds. This process runs through all the loops and the final model result is reported as the average of the best model's scores across the outer test folds. Importantly, each fold generated had to contain a balanced number of samples between the two classes for the nested k-folds cross-validation in order not to skew the output towards one class. We used Scikit learn libraries to perform this task \[[@pone.0217388.ref055]\].

![Nested k-fold cross validation with K = 5.](pone.0217388.g002){#pone.0217388.g002}

We also explored another scenario, in which we increased the sample size from 30 to 230 samples by partitioning each recording into 1-minute segment lengths, and extracted all features as mentioned in the previous sections. In this way the results were evaluated using a larger dataset, however, the balance between the two classes was lost due to the fact that the talk captured from conversations in the FMD group was longer compared to that from the ND group (i.e. 60% of the 230 samples were from the FMD group). We used the same principle of nested cross-validation as explained before in [Fig 2](#pone.0217388.g002){ref-type="fig"}, but changed from the k-fold method to a leave one group out cross validation (LOGOUT). The LOGOUT method guarantees that the group of samples that belong to one patient will always be in the same fold, for example, all segments from recording number 1 will be in the training data. LOGOUT also differed from the k-fold in generating the partitions. In LOGOUT the training data will be (G-1), and the test data will be the last remaining (G), (G) is the number of groups (30 in our case), this will loop again but now 30 times instead of five as in k-fold. The feature selection, model hyper-parameter tuning, the best model selection procedure, and the reported results remained the same as those calculated by the procedure outlined earlier. One important step we included before training any models is the feature normalization. This preprocessing step was executed at the training phase (training data) and excluded from the validation and test phases. Different methods can be used for feature normalization. We used equation [Eq (1)](#pone.0217388.e001){ref-type="disp-formula"} which is known as the standard scalar score for the training sample x given by: $$\begin{array}{r}
{Stand\left( X \right) = \frac{x - \mu}{\sigma}} \\
\end{array}$$ Where *μ* and *σ* is the mean and standard deviation of the training samples respectively.

Results {#sec015}
=======

The results of the study suggest that machine learning models based on the analyses of the acoustic data from patients with cognitive complaints are capable of detecting differences between the two classes, ND and FMD, in keeping with prior research \[[@pone.0217388.ref007]--[@pone.0217388.ref009], [@pone.0217388.ref014], [@pone.0217388.ref016]\]. We explored the discriminating potential of acoustic features using five different classification algorithms (SVM, random forest, Adaboost, multi-layer perceptron, and SGD) and tested our findings using the validation procedure described above. The best models' results are listed in Tables [5](#pone.0217388.t005){ref-type="table"} and [6](#pone.0217388.t006){ref-type="table"}. These were obtained using both scenarios: the original dataset with 30 samples and the augmented dataset with 230 samples. The average results for all models improved regardless of feature selection method and for both Tables [5](#pone.0217388.t005){ref-type="table"} and [6](#pone.0217388.t006){ref-type="table"}. All models scored 97% accuracy except Adaboost which reached a maximum at 93% when the original dataset of 30 recording samples was used. The number of features used for each model is smaller when the wrapper and embedded approaches are used compared to the statistical ranking approach, for example the SVM wrapper model needed only 9 out of 22 ranked features from [Table 4](#pone.0217388.t004){ref-type="table"} compared to 11 features when the ranking is performed based on statistical significance. The differences between the two feature selection approaches were expected because both methods utilised the classifier scores to identify the best set of features maximizing the performance while the analytical approach, on the other hand, included an un-optimized set of features for the models to reach their maximum accuracies.

10.1371/journal.pone.0217388.t005

###### First scenario classification accuracies under different feature subsets and classifiers.

![](pone.0217388.t005){#pone.0217388.t005g}

  Classifier           Accuracy using All features (51)   Accuracy with feature selection   No. of selected features   Accuracy using features with significance statistical P-value   No. of selected features
  -------------------- ---------------------------------- --------------------------------- -------------------------- --------------------------------------------------------------- --------------------------
  **Linear SVM**       **93.0** ± 0.16 %                  **97.0** ± 0.13 %                 9                          **97.0** ± 0.13 %                                               11
  **Random forest**    90.0 ± 0.27 %                      **97.0** ± 0.13 %                 11                         **97.0** ± 0.13 %                                               15
  **Adaboost**         85.0 ± 0.40 %                      93.0 ± 0.16 %                     11                         90.0 ± 0.24 %                                                   21
  **MLP**              **93.0** ± 0.16 %                  **97.0** ± 0.13 %                 20                         **97.0** ± 0.13 %                                               22
  **Linear via SGD**   90.0 ± 0.16 %                      **97.0** ± 0.13 %                 14                         **97.0** ± 0.13 %                                               21
  **Mean**             **90.2 %**                         **96.2 %**                        13                         **95.6 %**                                                      18

10.1371/journal.pone.0217388.t006

###### Classification accuracies for the second scenario (augmented dataset).

![](pone.0217388.t006){#pone.0217388.t006g}

  Classifier           Accuracy using All features(51) ± STD   Accuracy with feature selection ± STD
  -------------------- --------------------------------------- ---------------------------------------
  **Linear SVM**       **87.0** ± 0.12 %                       **92.0** ± 0.18 %
  **Random forest**    84.0 ± 0.23 %                           88.0 ± 0.28 %
  **Adaboost**         81.0 ± 0.26 %                           87.0 ± 0.29 %
  **MLP**              **86.0** ± 0.26 %                       91.0 ± 0.14 %
  **Linear via SGD**   **87.0** ± 0.11 %                       **92.0** ± 0.16 %
  **Mean**             **85.0 %**                              **90.0 %**

[Table 6](#pone.0217388.t006){ref-type="table"} shows the models' results when evaluated using the second scenario dataset. Both the SVM and SGD models score 92.0%, on average the five models achieved 90% which is less compared to 96.2% average results for the first scenario. The difference between the results was expected because the five models of the second scenario were evaluated on much more data samples, so the models' error percentage is likely to increase, however, this result may be considered more realistic and generalized thus perform better in future deployment.

Discussion {#sec016}
==========

This study has shown that automatic speech analysis technology focusing and acoustic features in their speech could be a valuable complementary method in the diagnostic pathway of patients presenting with cognitive concerns. We aimed to build a machine learning model that learns from our data and is able to predict the cognitive status of patients referred to a specialist memory clinic. In this study we used a binary classification; FMD or ND. The highest classification accuracy reached 97% which was achieved by four machine learning diagnostic models: SVM, random forest, multi-layer perceptron, and SGD. The most discriminant features utilized by the models include ratios and statistics of pauses and utterances, which aligns with the literature. ND patients' speech has previously been found to be characterized by an increased number and duration of pauses as well as a reduction in the number of utterances which may be caused by difficulty in word finding (lexical retrieval) \[[@pone.0217388.ref036]\]. Similarly Singh *et al*. \[[@pone.0217388.ref058]\] and Roark *et al*. \[[@pone.0217388.ref035]\] reported that the mean time of both pauses and speech are useful in discriminating healthy subjects from MCI and AD patients. Other features of discriminating value in our study included the number and degree of voice breaks, which aligns with findings also previoulsy reported by Meilán *et al*. \[[@pone.0217388.ref040]\].

Further, the importance of the spectral features including the average of Fbank and MFCC coefficients and the standard deviation of MFCC and SSC coefficients. These features measure the energy variations between frequency bands of a speech signal. As such they are harder to interpret in the context of detecting neurodegenerative cognitive decline. However, these features also capture some articulatory information expressed by lower resonance in the vocal tract, a prominent finding in ND patients (Fraser *et al*. \[[@pone.0217388.ref059]\] and in our previous works in \[[@pone.0217388.ref014], [@pone.0217388.ref016]\]). Some of the acoustic features we examined in this study were excluded from the discriminatory models finally created because they did not differe significantly between the two groups. These features include the fundamental frequency, shimmer, jitter and harmonic to noise ratio which appears to be in contrast to what have been stated in \[[@pone.0217388.ref040]\]. This may be because these features examine characteristics of the speech not strongly affected by FMD and ND, unlike in Parkinson's disease, where dysphonia is a common and key clinical feature \[[@pone.0217388.ref045], [@pone.0217388.ref060]\].

Comparing our approach to that used in the previous study using the same dataset \[[@pone.0217388.ref017]\], the currently proposed method, based exclusively on acoustic findings, is computationally much less demanding than an analysis based on a combination of acoustic, lexical, semantic and visual-conceptual features. Furthermore, the previous classification approach included input features from the neurologist, and from accompanying persons whereas the present study only uses utterances from patients themselves. Although only patients' contributions and the analysis of acoustic signals were used in the present study, the overall classification accuracy improved to that achieved using the more complex approach (proposed 96.2% vs 95.0% \[[@pone.0217388.ref017]\]).

The sensitivity and specificity of the proposed system were 93.75% and 100% respectively. This compares well with other dementia screening modalities, for example, electroencephalography (EEG) tests which may be relatively cheap, noninvasive and widely available, but are still rather cumbersome, and, more importantly, only have a sensitivity of 70% for the detection of early Alzheimer's disease \[[@pone.0217388.ref061]\]. Positron Emission Tomography (PET), although associated with much higher sensitivity and specificity (both at 86.0%) is invasive, requires the injection of a radioactive tracer via a peripheral cannula, means that patients have to be fasting for four hours before the test and is very costly \[[@pone.0217388.ref062]\]. Single photon Emission Computed Tomography (SPECT) is another diagnostic tool capable of demonstrating changes early in the course of neurodegenerative disorders with high sensitivity (86.0%) and specificity (96.0%), but is as cumbersome and costly as PET and also exposes patients to a high dose of radiation \[[@pone.0217388.ref063]\].

How does the proposed method compare to currently available approaches for screening at the interface between primary and specialist care? The test most commonly used world wide is the Mini Mental State Examination (MMSE). It takes and average of 10 minutes to administer. Although the MMSE has high sensitivity (87.3%) and specificity (89.2%) scores it is not sufficiently sensitive in the early stages of dementia. What is more, it is influenced by patients' level of education \[[@pone.0217388.ref064]\]. The ACE-R requires 12-20 minutes to administer and performs at a similar level (sensitivity 94.0% and specificity 89.0%), however, it does not provide feedback on why a particular diagnosis may have been made \[[@pone.0217388.ref065]\]. The clock drawing test (CDT), despite taking only 2-3minutes to complete and having impressive screening performance (sensitivity 92.8% and specificity 93.5%), is not frequently used as it does not test memory as such, which especially limits its usefulness in AD. What is more, the scoring may be tricky due to having 8 different assessment settings. The test is also not suitable for people with illiterate patients who can't perform paper and pencil tests \[[@pone.0217388.ref066]\].

Importantly, all tools described above are the state of the art in dementia screening and currently utilized worldwide. In contrast, our approach has, so far, only been tested on a small dataset, so its performance should not be generalized unless been validated with very large dataset. Having said that, the study highlight the significance of an acoustic-only based approach as a promising low cost diagnostic aid in assessment pathways of patients presenting with cognitive problems. In view of the relatively low hardware (microphone) and computational complexity this system could easily be deployed in settings other than memory clinics. This may be desirable from a patients' perspective and more cost-effective from the perspective of health care providers. Moreover, whereas the application of a system based on semantic understanding is limited to the language(s) it was trained to interpret, the present system, using acoustic features only, is much less dependent on the particular language used by a patient and should therefore be more widely generalisable.

There are several limitations to this study. Firstly the data set is relatively small with only 15 cases in each group. However, we did model a larger dataset, and the resulting difference was only a 5% decrease in performance. However, the size difference between the two scenarios was more \> 750% (30 samples compared to 230) i.e. for each 100% increment in size the performance decreased by 0.67% which shows that the proposed approach did not deviate badly. Also the high accuracy of this model reflects the difference between the two groups; notably the ND group were mostly in the moderate stages of ND, with a mean MMSE of 18.8(+/−2.0). Furthermore, this approach was based on manually annotated files that identified the patients' turns in standardized conversations, however, this limitation can be overcome by using an automatic speaker diarization software which is capable of providing information about who is speaking and when. Further work is required including evaluating our model's performance with spontaneous conversations and with the use of speaker diarization software to fully automate the proposed system.

Future directions should also investigate larger numbers of participants with MCI who are in the earlier stages of AD \[[@pone.0217388.ref067]\] and aim to correlate noninvasively collected disease markers into an established tool for patients with cognitive concerns \[[@pone.0217388.ref005]\]. Additionally we will examine the performance of the proposed system in the prediction of clinical memory test scores such as MMSE and ACE-R. Future work will also focus on the wider applicability of the proposed feature set, both when dealing with more diagnostic categories (including patients with depression-associated memory problems) and when evaluating larger collections of recordings of patients with different forms of ND and longitudinal data collection to monitor patients for instance as an objective marker of treatment effects or the purpose of ensuring a patient's continuing safety.

Conclusions {#sec017}
===========

The results of this study lead to several conclusions. First, a relatively small number of extracted acoustical features are shown to be of great importance in the differentiation between ND and FMD. These features are likely related to changes in the neurobiology associated with a given neurodegenerative cognitive disorder, reflected in the acoustic output. Secondly, the proposed approach can be easily deployed at clinics and during standard clinical encounters. This will require only minimal effort on the part of the examiner and mean a much quicker diagnosis for the examinee. Finally, despite the limitations of this study, our findings show that acoustic-only features offer a potential low-cost, simple and alternative to more complex features requiring automatic speech recognition, part-of-speech parsing, and understanding of speech in the automated screening or stratification of patients with cognitive complaints. Hence it has great potential for use early in pathways that assess people with cognitive complaints \[[@pone.0217388.ref004], [@pone.0217388.ref068]\].
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