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Continued fractions in non-Euclidean imaginary quadratic fields
Daniel E. Martin
Abstract. In the Euclidean imaginary quadratic fields, continued fractions have
been used to give rational approximations to complex numbers since the late 19th
century. A variety of algorithms have been proposed in the 130 years following their
introduction, but none are applicable outside of the same five fields. Here we overcome
the non-Euclidean obstacle. We show how continued fractions can be produced in any
imaginary quadratic field, and we prove that they share many of the properties enjoyed
by their classical forebear. The inspiration for the algorithm is a fractal arrangement
of circles arising from subsets of GL2(C) acting on the Riemann sphere. The geometry
of these arrangements reveals an analog of the Euclidean algorithm that points us
toward a more general continued fraction.
1. Introduction
In 1887 A. Hurwitz introduced complex continued fractions [3] when he investi-
gated the nearest integer algorithm over Z[i]. Briefly stated, we begin with a point
to be approximated, say z = z0 ∈ C, and let an (the nth coefficient) be the nearest
integer to zn = 1/(zn−1 − an−1). Among his results is that the approximations,
pn
qn
= a0 +
1
a1 +
1
. . . +
1
an−1
, (1)
converge exponentially to z, and their denominators grow exponentially in norm.
The proofs of these facts rely heavily on the size of zn. Open discs of radius 1
centered at the lattice points of Z[i] cover C, so zn−1 is necessarily inside the one
centered at some an−1. Thus when zn−1 − an−1 is reflected over the unit disc at the
origin, it moves from interior to exterior, meaning ‖zn‖ is larger than some fixed
constant greater than 1 (in the Gaussian case it is 2). The same is true whenever
unit discs on the ring of integers cover the plane, motivating use of the algorithm in
each of the five Euclidean imaginary quadratic fields. See [5], for example.
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Our purpose is to apply an algorithm with the same subtract and reciprocate
structure in any imaginary quadratic field, selecting pn and qn from its ring of integers.
This is achieved with Algorithm 5.1. The majority of our effort is spent remedying
the lack of a covering by unit discs, which has been the obstacle to generalization
since the complex continued fraction endeavor began. Once this is achieved in Section
4, we prove in Section 5 that our continued fractions satisfy the following properties,
which form a standard litmus test [2] for quality of approximation. The constants
do not depend on n or z.
• The sequence (‖qn‖)n is bounded below by an exponential function, and though
it may not increase monotonically, ‖qn−1‖ < c‖qn‖ (Proposition 5.9).
• Each pn/qn satisfies c/‖anq2n‖ < ‖z − pn/qn‖ < c′/‖anq2n‖ (Proposition 5.9),
• and it is a best approximation of the second kind up to constants. That is, for
p, q ∈ OK , if ‖q‖ < c‖qn+1‖ then ‖qnz − pn‖ < c′‖qz − p‖ (Proposition 5.8).
Our coefficients are also shown to retain several classical properties.
• The sequence (an)n is finite if and only if z ∈ K (Corollary 5.4),
• (an)n is eventually periodic if and only if [K(z) : K] = 2 (Proposition 5.11),
• and (an)n is bounded if and only if z is badly approximable (Corollary 5.10).
To our knowledge, such an algorithm only exists in the literature for six number
fields—the rational numbers and the Euclidean imaginary quadratic fields. Let us
further examine the problem in the remaining imaginary quadratic fields.
To maintain the structure of the algorithm, the point zn is reflected over the
boundary of a disc centered at an integer. Covering C with discs of radius larger
than 1 seems to be a natural way to achieve this while maintaining ‖zn‖ > 1, which
is a key to exponential convergence. The issue is gleaned from the identity
z − pn
qn
=
pnzn + pn−1
qnzn + qn−1
− pn
qn
=
pn−1qn − pnqn−1
qn(qnzn + qn−1)
.
The denominator resembles the desired expression, anq
2
n, in the second bullet above,
so the numerator must stay small to guarantee good approximations (classically, it
remains ±1). Unfortunate for this attempt is that a reflection over the disc of radius
b inflates pn−1qn−pnqn−1 by b2 at every stage, seemingly disallowing the use of larger
discs. We will do this nevertheless, just with a catch. Larger discs are only given to
those lattice points that earn them in a way that will be made precise at the heart
of these notes in Section 4.
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Figure 1. The Schmidt arrangements of Q(
√−2) (left) and Q(√−19) (right) centered
on a fundamental region for OK . Circles with curvature at most 18 are shown.
The source of this idea is surprising. It so happens that the arithmetic behind the
Hurwitz algorithm lives geometrically in an ornate arrangement of circles contained
in the complex plane. The cases Q(
√−2) and Q(√−19) are displayed in Figure 1.
Figure 2. The initial partition of the
Schmidt arrangement of Q(
√−11).
For an imaginary quadratic field K with ring
of integers OK , the Schmidt arrangement of K
is produced by stereographically projecting the
orbit of RP1 under the action of SL2(OK) via
the correspondence to Mo¨bius transformations,[
α γ
β δ
]
! z 7→ αz + γ
βz + δ
.
The study of these arrangements over a gen-
eral imaginary quadratic field was pioneered by
Stange [13]. In the Euclidean cases they were
originally employed by A. Schmidt in [9, 12, 11,
10] to provide a continued fraction algorithm,
but not of the nearest integer variety. Instead
an arrangement is used to partition the complex
plane into successively smaller pieces. Schmidt
showed that the intersection points around the
boundary of each piece approximate the points
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in its interior. In [14] Stange provides details for Q(
√−11), among others. For this
field, the initial partition can be seen in Figure 2 to consist of hexangles and circles
with either two or three highlighted intersections along their boundaries.
A similar idea applies to the Schmidt arrangement of Q(
√−2). The initial parti-
tion can be visualized in Figure 1 to consists of circles and quadrangles. In Q(
√−19),
the arrangement (also shown in Figure 1) partitions the plane, but not usefully. One
piece in particular is unbounded to its left and right, making it unhelpful in narrowing
down the location of its interior points. This issue occurs in all of the non-Euclidean
fields [13].
To see the relevance to the nearest integer algorithm, note that[
pn pn−1
qn qn−1
]
and
[
pn+1 pn
qn+1 qn
]
(2)
both map a point of RP1, namely 0 and ∞, respectively, to pn/qn. This means
the circles corresponding to consecutive matrices of this form intersect at the ap-
proximations output by the nearest integer algorithm. So when OK is Euclidean,
the Schmidt arrangement becomes a road map to our destination of choice in the
complex plane. At each fork in the road we find an approximation that meets the
standard previously outlined.
1
2
3
z
Figure 3. The convergents for the Hurwitz continued fraction expansion of z = 47−2i are
intersection points in the Gaussian Schmidt arrangement. Details are given in Section 3.
In the non-Euclidean fields the failure of the nearest integer algorithm manifests
in a disconnected Schmidt arrangement [13]. There are points in the plane that
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cannot be accessed by traveling along the connected component of the real line.
When the class group is nontrivial the Schmidt arrangement exhibits another
insufficiency—it does not cover every point in K. Thinking of p/q ∈ Q as a column
vector, the ideal (p, q) ⊆ OK is preserved when multiplying by a matrix in SL2(OK).
But ideals in Z are principal, so for every α/β ∈ K on the Schmidt arrangement,
(α, β) represents the identity class. A continued fraction algorithm should terminate
in finitely many steps given any rational input, not just those corresponding to a
principal ideal.
Our goal is to extend the Schmidt arrangement until it is connected and covers
every point of K. This is done in the next section, which is likely the one con-
taining the most foreign content. The reader is encouraged to pursue, however, as
understanding an extended Schmidt arrangement makes the work that follows far
more intuitive. Our study of its geometry ultimately shows us how to loosen the
requirement for being Euclidean, and this furnishes the algorithm.
As an auxiliary result, the search for these arrangements also provides a new
approach to a question answered in [7]. To our knowledge, Corollary 5.15 gives the
smallest known set S ⊂ OK for which S−1OK is norm-Euclidean. This result, as well
as the last three propositions, is intended to highlight the first half of Section 4 as a
natural generalization of Euclideaneity.
A note on the figures. They were produced with software created by the author,
hosted at math.colorado.edu/∼dmartin/arrangements.
Acknowledgements. Thank you, Katherine Stange, for introducing me to the
topic, for proving the result that inspired all of this, and for everything else along
the way. Thank you, Elena Fuchs and Robert Hines, for many helpful conversations.
Most of all, thank you, Kaitlyn, for doing all of the hard work.
2. Extended Schmidt arrangements
Let us fix notation and definitions. We will take ∆ as the discriminant of K and
τ as either 1
2
√
∆ or 1
2
(1 +
√
∆), depending on ∆ mod 2. In Section 5, pn and qn will
denote the entries of our matrices, but until then the following is more convenient.
Notation 2.1. A generic matrix M ∈ GL2(K) will be written[
α γ
β δ
]
.
Subscripts and further decoration of the symbol “M” will be inherited by its entries.
Let (M) denote the ideal (α, β, γ, δ).
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The arrangements we will study arise by post-composing such matrices with the
projection [z : 1] 7→ z and collecting the images of RP1. With respect to this
projection we give RP1 positive orientation (the upper-half plane is to the left of
the direction of travel) thereby giving everything in its orbit an orientation. We will
maintain the convention of calling counterclockwise orientation positive.
Notation 2.2. For a matrix M ∈ GL2(K), let M◦ ⊂ C denote the projected image
of RP1 under M . If S is a set of matrices then S◦ will denote {M◦ |M ∈ S}.
So M◦ consists of points of the form (αx+γ)/(βx+ δ) for x ∈ R (when it is well-
defined) as well as α/β. In particular GL2(Q)◦ = {R}, and in fact for any matrix
M ∈ GL2(K), M◦ = R if and only if M is a scalar multiple of a matrix in GL2(Q).
We also see a piece of SL2(OK)◦ for four different fields in Figures 1, 2, and 3.
Definition 2.3. The cocurvature of M◦ is its (Gaussian) curvature after post-
composition with the projection [1 : z] 7→ z instead of [z : 1] 7→ z. If the curvature
of M◦ is nonzero, the curvature-center is the product of its curvature and center.
Each of these values has a formula in terms of the entries of M . The following
was proved in [13] for the case SL2(OK), and it applies more generally to GL2(C).
Proposition 2.4. For M ∈ GL2(K) the curvature, cocurvature, and curvature-
center (when applicable) of M◦ are given by
i(βδ − βδ)√‖ detM‖ , i(αγ − αγ)√‖ detM‖ , and i(αδ − βγ)√‖ detM‖ .
Proof. We have z ∈ M◦ if and only if the Mo¨bius transformation corresponding to
M−1 maps [z : 1] to a point in RP1. So an equation defining M◦ is
=
(
δz − γ
−βz + α
)
= 0. (3)
This defines a line in the complex plane (with curvature 0) if and only if =(βδ) = 0.
Otherwise, multiplying by −βz + α, completing the squares for <(z) and =(z), and
using
‖ detM‖ = ‖αδ − βγ‖+ (αγ − αγ)(βδ − βδ) (4)
allow us to rewrite (3) in the standard form for the equation of a circle as follows:∥∥∥∥z − αδ − βγβδ − βδ
∥∥∥∥ = ∥∥∥∥ detMi(βδ − βδ)
∥∥∥∥ .
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Recalling that the magnitude of its curvature is the reciprocal of a circle’s radius, we
now need only verify the sign. The point of C (expressed as a column vector) that
maps to the center of M◦ is
M−1
[
αδ − βγ
βδ − βδ
]
=
[−βδ
‖β‖
]
.
This is in the interior of the real axis, which is the upper half-plane, if and only if
−2=(βδ) = i(βδ − βδ) is positive. The sign of the curvature-center must then be
correct as well since the quotient is the center of the circle.
Finally, the cocurvature is the curvature after swapping the rows of M , so we
replace β and δ with α and γ in the formula.
For those M◦ with curvature 0, we take the expression in Proposition 2.4 as the
definition of its curvature-center.
We will consider the projected orbits of RP1 under sets of matrices with entries
from OK that, in a sense, all share the same determinant. Corresponding to the
original Schmidt arrangement is the set with fixed determinant 1, SL2(OK). Since
scaling M has no effect on M◦, we could take the set more broadly to be those
matrices whose entries are divisible by some a ∈ OK that squares to the determinant.
In general (M) may not be principal, motivating the replacement of the element a
with an ideal a ⊆ OK containing the entries of M .
Definition 2.5. For an ideal D, let MD ⊂ GL2(K) consist of those matrices, M ,
for which (detM)/D is a perfect square that contains (M)2.
The perfect square (since here the determinant is a quadratic polynomial in the
matrix entries) is “a” from the discussion above, and D is the “shared determinant.”
Morally, we want matrices [
a c
b d
]
,
whose integral ideal entries belong to the same class and satisfy ad− bc = D. Defi-
nition 2.5 is just a working version of this.
Proposition 2.6. The set MD is nonempty if and only if D is an integral represen-
tative of an ideal class in the principal genus.
Proof. Suppose D ⊆ OK and that a2D = (η) for some η ∈ OK . Choosing α and β
to generate a means we can find γ, δ ∈ aD so that detM = αδ−βγ = η. Then since
a = (α, β) ⊆ (M) ⊆ a we get a = (M) giving (detM)/(M)2D = (η)/a2D = OK .
Thus M ∈ MD. Conversely, if M ∈ MD then D ⊆ (detM)/(M)2 ⊆ OK and
[D/(detM)] = [D] is a perfect square.
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Figure 4. From left to right: the setsM◦(2),M◦OK , andM◦p7 in Q(
√−19), Q(√−5), and Q(√−6).
Colors indicate the ideal class to which rational points correspond.
Definition 2.7. Provided it is nonempty, the setM◦D is called an extended Schmidt
arrangement.
While these sets are not groups under multiplication when D is not OK , they have
left and rightMOK group actions which we frequently employ. This is a consequence
of the next proposition.
Proposition 2.8. If D,D′ ⊆ OK are coprime then (MM ′) = (M)(M ′) for any
M ∈MD and M ′ ∈MD′. In particular, MDMD′ =MDD′.
Proof. Scale M and M ′ so that (M), (M ′), and DD′ are pairwise coprime. Then
(MM ′) ⊇ ((M) detM ′, (M ′) detM) ⊇
(M)(M ′)((M)D′, (M ′)D) = (M)(M ′) ⊇ (MM ′),
which gives (MM ′) = (M)(M ′). Now scale back to get the original two matrices,
preserving this equality of ideals.
For the second claim, the inclusion MDMD′ ⊆ MDD′ now follows since the
determinant and the ideal generated by the entries are multiplicative. The reverse
inclusion is true even without coprimality. For M ′ ∈ MDD′ we can take M ∈ MD
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congruent to the adjugate of M ′ modulo D. Assuming without loss of generality
(scale if necessary) that (detM/D,D) = (detM ′/DD′,D) = OK , we see that
(MM ′)2 ⊆ D2(M)2(M ′)2 ⊆ D2 · (detM)
D
· (detM
′)
DD′
=
(detMM ′)
D′
,
implying MM ′ ∈MD′ . Thus M ′ = M−1MM ′ ∈MDMD′ .
Taking this proposition alongside the observation that (M ′)2 = (detM ′) for any
M ′ ∈MOK , and we see that the left and right actions ofMOK on M ∈MD preserve
the perfect square D(M)2/(detM). Among those matrices with (detM)/D = (M)2,
it can be checked that an orbit under this action is exactly the annihilator of an
element of the projective line P1(OK/D) (viewed as either a row or column vector,
depending on the action side). When (detM)/D contains (M)2 properly, the matrix
is degenerate in a sense, having already occurred as an element of MD′ for some D′
properly containing D, namely D′ = (detM)/(M)2. The orbits of such elements are
then parameterized by P1(OK/D′) instead. The reason for allowing these degenerate
matrices in MD is a convenience regarding the corresponding arrangements that is
mentioned after Proposition 2.10.
We remark that MOK has been studied before [15]. It is called the extended
Bianchi group. For those fields with nontrivial 2-torsion in the class group it creates
a proper extension of the Schmidt arrangement, thoughM◦OK still does not in general
cover every point in K. Indeed, if M ∈MOK then
(α, β)(γ, δ) ⊆ (α, β)(M) ⊆ (M)2 = (M)2OK ⊆ (detM) = (αδ − βγ) ⊆ (α, β)(γ, δ).
This implies (α, β) = (M) as each containment, in particular the second one, must
be equality. Turning to the third containment we then see that [(α, β)] is 2-torsion.1
Even if this does account for the whole class group, all rational points on M◦ corre-
spond to the same class, namely [(M)]. Indeed, all such points occur as numerator
and denominator composing the column of something in MSL2(Z), and these matri-
ces’ entries all generate the same ideal.1 Thus the different elements of the class group
manifest as distinct components of the arrangement that do not intersect rationally
(or at all2). Figure 4 displays our observations for Q(
√−5). The yellow component
is no aid in attempting a walk across the plane like in Figure 3.
Note here thatMOK gives the maximal discrete3 subgroup of GL2(K) containing
SL2(OK) [1], meaning our choice of extension is not a group by force.
1These arguments are generalized to arbitrary D in Propositions 2.19 and 2.20.
2Deduced formally in Section 3.
3By finiteness of the class group, every element ofMD can be scaled to have integer entries and
a bounded determinant, so MD is discrete.
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Definition 2.9. Let M ∈ MD. The reduced curvature, reduced cocurvature, and
reduced curvature-center of M◦ are, respectively, the integers
r =
√‖D‖(βδ − βδ)√
∆‖ detM‖ , r
′ =
√‖D‖(αγ − αγ)√
∆‖ detM‖ , and ω =
√‖D‖(αδ − βγ)√‖ detM‖ .
The next proposition provides an alternative definition for extended Schmidt
arrangements in which the underlying set of matrices need not be considered. The
matrix-free perspective is behind the code that produced these figures.
Proposition 2.10. Associating M◦ to its reduced curvature and reduced curvature-
center gives a one-to-one correspondence between M◦D and pairs (r, ω) ∈ Z×OK for
which ∆r
∣∣ ‖ω‖ − ‖D‖.
Proof. For one direction of the correspondence, scale (4) by ‖D/ detM‖ to get ‖D‖ =
‖ω‖ + ∆rr′. This shows that the reduced curvature and reduced curvature-center
of M◦ satisfy the divisibility condition, and, moreover, the quotient is the reduced
cocurvature.
Now suppose ∆r
∣∣ ‖ω‖−‖D‖ withD integral. This implies 4‖D‖ ≡ 4<(ω)2 mod ∆,
meaning [D] belongs to the principal genus. So suppose p has prime norm p not di-
viding ∆‖D‖r and that (η) = p2D. For any prime q ⊇ (√∆) we have
(η − pω)(η + pω) ≡ p2(‖D‖ − ‖ω‖) ≡ 0 mod q.
Recalling that q = q, this gives εqη− pω ∈ q with εq as 1 or −1. We want εq = 1 for
all q, but we may have to adjust η to get it.
By weak approximation for quadratic forms there exists a primitive integer solu-
tion, (X0, Y0, Z0), to X
2−∆Y 2 = Z2 with gcd(Z0, ‖D‖rp) = 1 and X0− εqZ0 ∈ q. If
necessary use weak approximation to relate X0 and Z0 modulo 8 as well, so that after
scaling η by (X0 + Y0
√
∆) we have η − Z0pω =
√
∆(x+ yτ) for some x+ yτ ∈ OK .
Our choice of solution also gives (X0−∆Y0)p2 = a2 for some integral ideal a coprime
to ∆ with no rational divisors. Indeed, its norm is a square, it cannot have inert
or ramified divisors since gcd(X0, Y0, Z0) = 1, and the possibility of containment in
(p) is eliminated by gcd(Z0, p) = 1. Also useful will be (η, a) = OK (here we use
gcd(Z0, ‖D‖p) = 1) which gives gcd(‖a‖, x, y) = 1.
Now let s + tτ = η, set d′ = gcd(r, x, y), and let d be a solution to the following
system of congruences.
dy ≡ −d′(x− t+ 2y<(τ)) mod ‖a‖r and dx ≡ d′(y‖τ‖+ s) mod ‖a‖r. (5)
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Note that such a d exists since cross-multiplying coefficients of d and d′ and sub-
tracting gives
y(y‖τ‖+ s) + x(x− t+ 2y<(τ)) = ‖x+ yτ‖+ sy − tx
= 1|∆|
(∥∥√∆(x+ yτ)− η∥∥− ‖η‖) = ‖a‖2|∆| (‖ω‖ − ‖D‖),
which is a multiple of ‖a‖r by assumption. Now recall that gcd(‖a‖, x, y) = 1 and
d′ = (r, x, y). So the system is seen to be solvable modulo any prime power dividing
‖a‖r by considering the left congruence when it is coprime to y/d′ and the right
congruence when it is coprime to x/d′.
Set a = x/d′, a′ = y/d′, b = ‖a‖r/d′,
c =
dx− d′(y‖τ‖+ s)
‖a‖r , and c
′ =
dy + d′(x− t+ 2y<(τ))
‖a‖r .
These are integers thanks to the congruence restrictions imposed on d. Let
M =
[
a+ a′τ c+ c′τ
b d+ d′τ
]
,
and compute that detM = η and that M◦ has reduced curvature r and reduced
curvature-center ω. We can check that ‖a‖ ∣∣ ‖d+d′τ‖ by using the left congruence in
(5) for the primes in ‖a‖ not dividing y and the right congruence for those not dividing
x. Since b is in a and (η, a) = OK , it must be that d + d′τ ∈ a. But we also have
a+a′τ ∈ a (recall that d′ divides r and gcd(r, ‖a‖) = gcd(r, Z0p) = 1) and (b, a2) = a,
which implies c + c′τ ∈ a. Thus (M) ⊆ a giving (detM)/(M)2D ⊇ (η)/a2D = OK
so that M ∈MD.
The last line of the proof is the reason the requirement ofM in Definition 2.5 is not
tightened to read “(detM)/(M)2D = OK .” This proposition and the forthcoming
remark would be false. Similar statements could be made, however, by restricting
attention to those elements of M◦D not belonging to any M◦D′ with D′ properly
containing D. These are precisely the elements for which (r, r′, ω, ω) = OK .
A partial illustration of the proposition with K = Q(i) and D = 1 is given in
Figure 5. There are two forms of reduced curvature-centers for which there is a
nonempty set of reduced curvatures satisfying the requirement 4r | ‖ω‖ − 1. They
are ω = 2x + (2y + 1)i and ω = 2x + 1 + 2yi for x, y ∈ Z. For clarity only the
original Schmidt arrangement, SL2(Z[i])◦, is on display. It consists of those elements
with reduced curvature-center fitting the first form. To give a full illustration of
Proposition 2.10 for M◦Z[i], we could draw the same pictures rotated 90 degrees and
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superimpose them onto these. This accounts for the other admissible form of reduced
curvature-centers and corresponds to those matrices in GL2(Z[i]) (everything inMZ[i]
is a scalar multiple of such a matrix, as is generally true ofMOK when the class group
is trivial) with determinant ±i.
28 37 48 61
36 45 56 69
46 55 66 79
58 67 78 91
72 81 92 105
331 322 315 310 307 306 307 310 315 322 331 342 355 370 387 406 427 450 475 502 531 562 595 630 667 706 747 790 835 882 931 982 10351090
297 288 281 276 273 272 273 276 281 288 297 308 321 336 353 372 393 416 441 468 497 528 561 596 633 672 713 756 801 848 897 948 10011056
265 256 249 244 241 240 241 244 249 256 265 276 289 304 321 340 361 384 409 436 465 496 529 564 601 640 681 724 769 816 865 916 969 1024
235 226 219 214 211 210 211 214 219 226 235 246 259 274 291 310 331 354 379 406 435 466 499 534 571 610 651 694 739 786 835 886 939 994
207 198 191 186 183 182 183 186 191 198 207 218 231 246 263 282 303 326 351 378 407 438 471 506 543 582 623 666 711 758 807 858 911 966
181 172 165 160 157 156 157 160 165 172 181 192 205 220 237 256 277 300 325 352 381 412 445 480 517 556 597 640 685 732 781 832 885 940
157 148 141 136 133 132 133 136 141 148 157 168 181 196 213 232 253 276 301 328 357 388 421 456 493 532 573 616 661 708 757 808 861 916
135 126 119 114 111 110 111 114 119 126 135 146 159 174 191 210 231 254 279 306 335 366 399 434 471 510 551 594 639 686 735 786 839 894
115 106 99 94 91 90 91 94 99 106 115 126 139 154 171 190 211 234 259 286 315 346 379 414 451 490 531 574 619 666 715 766 819 874
97 88 81 76 73 72 73 76 81 88 97 108 121 136 153 172 193 216 241 268 297 328 361 396 433 472 513 556 601 648 697 748 801 856
81 72 65 60 57 56 57 60 65 72 81 92 105 120 137 156 177 200 225 252 281 312 345 380 417 456 497 540 585 632 681 732 785 840
67 58 51 46 43 42 43 46 51 58 67 78 91 106 123 142 163 186 211 238 267 298 331 366 403 442 483 526 571 618 667 718 771 826
55 46 39 34 31 30 31 34 39 46 55 66 79 94 111 130 151 174 199 226 255 286 319 354 391 430 471 514 559 606 655 706 759 814
45 36 29 24 21 20 21 24 29 36 45 56 69 84 101 120 141 164 189 216 245 276 309 344 381 420 461 504 549 596 645 696 749 804
37 28 21 16 13 12 13 16 21 28 37 48 61 76 93 112 133 156 181 208 237 268 301 336 373 412 453 496 541 588 637 688 741 796
31 22 15 10 7 6 7 10 15 22 31 42 55 70 87 106 127 150 175 202 231 262 295 330 367 406 447 490 535 582 631 682 735 790
27 18 11 6 3 2 3 6 11 18 27 38 51 66 83 102 123 146 171 198 227 258 291 326 363 402 443 486 531 578 627 678 731 786
25 16 9 4 1 0 1 4 9 16 25 36 49 64 81 100 121 144 169 196 225 256 289 324 361 400 441 484 529 576 625 676 729 784
25 16 9 4 1 0 1 4 9 16 25 36 49 64 81 100 121 144 169 196 225 256 289 324 361 400 441 484 529 576 625 676 729 784
27 18 11 6 3 2 3 6 11 18 27 38 51 66 83 102 123 146 171 198 227 258 291 326 363 402 443 486 531 578 627 678 731 786
31 22 15 10 7 6 7 10 15 22 31 42 55 70 87 106 127 150 175 202 231 262 295 330 367 406 447 490 535 582 631 682 735 790
37 28 21 16 13 12 13 16 21 28 37 48 61 76 93 112 133 156 181 208 237 268 301 336 373 412 453 496 541 588 637 688 741 796
45 36 29 24 21 20 21 24 29 36 45 56 69 84 101 120 141 164 189 216 245 276 309 344 381 420 461 504 549 596 645 696 749 804
55 46 39 34 31 30 31 34 39 46 55 66 79 94 111 130 151 174 199 226 255 286 319 354 391 430 471 514 559 606 655 706 759 814
67 58 51 46 43 42 43 46 51 58 67 78 91 106 123 142 163 186 211 238 267 298 331 366 403 442 483 526 571 618 667 718 771 826
81 72 65 60 57 56 57 60 65 72 81 92 105 120 137 156 177 200 225 252 281 312 345 380 417 456 497 540 585 632 681 732 785 840
97 88 81 76 73 72 73 76 81 88 97 108 121 136 153 172 193 216 241 268 297 328 361 396 433 472 513 556 601 648 697 748 801 856
115 106 99 94 91 90 91 94 99 106 115 126 139 154 171 190 211 234 259 286 315 346 379 414 451 490 531 574 619 666 715 766 819 874
135 126 119 114 111 110 111 114 119 126 135 146 159 174 191 210 231 254 279 306 335 366 399 434 471 510 551 594 639 686 735 786 839 894
157 148 141 136 133 132 133 136 141 148 157 168 181 196 213 232 253 276 301 328 357 388 421 456 493 532 573 616 661 708 757 808 861 916
181 172 165 160 157 156 157 160 165 172 181 192 205 220 237 256 277 300 325 352 381 412 445 480 517 556 597 640 685 732 781 832 885 940
207 198 191 186 183 182 183 186 191 198 207 218 231 246 263 282 303 326 351 378 407 438 471 506 543 582 623 666 711 758 807 858 911 966
235 226 219 214 211 210 211 214 219 226 235 246 259 274 291 310 331 354 379 406 435 466 499 534 571 610 651 694 739 786 835 886 939 994
265 256 249 244 241 240 241 244 249 256 265 276 289 304 321 340 361 384 409 436 465 496 529 564 601 640 681 724 769 816 865 916 969 1024
253 232 213 196 181 168
231 210 191 174 159 146
211 190 171 154 139 126
193 172 153 136 121 108
177 156 137 120 105 92
163 142 123 106 91 78
151 130 111 94 79 66
141 120 101 84 69 56
133 112 93 76 61 48
127 106 87 70 55 42
123 102 83 66 51 38
121 100 81 64 49 36
121 100 81 64 49 36
123 102 83 66 51 38
127 106 87 70 55 42
133 112 93 76 61 48
141 120 101 84 69 56
151 130 111 94 79 66
163 142 123 106 91 78
177 156 137 120 105 92
193 172 153 136 121 108
211 190 171 154 139 126
231 210 191 174 159 146
253 232 213 196 181 168
277 256 237 220 205 192
303 282 263 246 231 218
331 310 291 274 259 246
361 340 321 304 289 276
393 372 353 336 321 308 297 288 281 276 273 272 273 276 281 288 297 308 321 336 353 372 393 416 441 468 497 528 561 596 633 672 713 756
427 406 387 370 355 342 331 322 315 310 307 306 307 310 315 322 331 342 355 370 387 406 427 450 475 502 531 562 595 630 667 706 747 790
463 442 423 406 391 378 367 358 351 346 343 342 343 346 351 358 367 378 391 406 423 442 463 486 511 538 567 598 631 666 703 742 783 826
501 480 461 444 429 416 405 396 389 384 381 380 381 384 389 396 405 416 429 444 461 480 501 524 549 576 605 636 669 704 741 780 821 864
541 520 501 484 469 456 445 436 429 424 421 420 421 424 429 436 445 456 469 484 501 520 541 564 589 616 645 676 709 744 781 820 861 904
583 562 543 526 511 498 487 478 471 466 463 462 463 466 471 478 487 498 511 526 543 562 583 606 631 658 687 718 751 786 823 862 903 946
627 606 587 570 555 542 531 522 515 510 507 506 507 510 515 522 531 542 555 570 587 606 627 650 675 702 731 762 795 830 867 906 947 990
Figure 5. Left: circles of radius 1 on the points ω = 2x+ (2y + 1)i for x, y ∈ Z labeled with the
value x2 + y2 + y, highlighting multiples of 12. Right: circles of reduced curvature 12 in SL2(Z[i])◦.
Notice that the ideal D is lost in the defining divisibility condition of Proposition
2.10, where only its norm is needed. So distinct integral ideals of the same norm
define the same extended Schmidt arrangements despite having different underlying
sets of matrices. This means that given some M ∈MD and any ideal D′ ⊆ OK with
‖D′‖ = ‖D‖, there should be a way to produce M ′ ∈MD′ that represents the same
element of the arrangement.
Definition 2.11. Two matrices M,M ′ ∈ GL2(K) are equivalent if M◦ = M ′◦. The
same will be said of sets of matrices. The matrices M and M ′ are called representa-
tives of M◦.
Let us find the matrix M ′ ∈MD′ to which we alluded before the definition. The
procedure we use here will be ubiquitous in the last two sections.
Since anything in GL2(Q) is equivalent to the identity, right multiplication by
12
these matrices preserves equivalence. Most relevant to us are those of the form[
1 0
0 b
]
,
4
(6)
because in the special case when b divides ‖(α, β)‖, this matrix reveals the connection
between MD and MD′ as follows. For some M ∈ MD, let a2 = (detM)/D and set
b = ‖(α, β)/a‖ ∈ Z. Now scale the right column of M by b to obtain a new matrix,
M ′. Then
D′ :=
(detM ′)
(M ′)2
=
(b detM)
(α, β)2
=
a(α, β)
a(α, β)
D (7)
is integral with norm ‖D‖. The ideal (α, β) = (M ′) has essentially become waste
for M ′ since its square can be discarded as a divisor of (detM ′) without losing any
part of D′. For our purposes, α′ = α and β′ = β are now as good as coprime. More
formally, the system of congruences,
aα′ + γ′, aβ′ + δ′ ∈ D′(M ′),
now has an integer solution a. In particular, we could take a ∈ Z that solves this
system except possibly modulo the rational divisors of D′. Then
M ′
[
1 a
0 1
]
=
[
α aα + bγ
β aβ + bδ
]
is still equivalent to M . Now just as we did with (α, β)/a ⊇ D in (7), we can
conjugate our favorite factor of D′ (which now divides both right column entries)
to obtain any determinant ideal of norm ‖D‖. This confirms the implication of
Proposition 2.10 regarding an arrangement’s independence on the particular ideal of
a given norm.
We introduce the following notation in light of this discussion.
Notation 2.12. An integer subscript, like M◦D, will denote the norm of the ideals
underlying the equivalent sets of the formMD. That is,M◦D =M◦D where D = ‖D‖.
The notation MD is not defined.
Among our options for representatives of an element ofM◦D, we highlight one in
particular.
4If the rows of this matrix are swapped, it represents a reflection over the disc of radius
√
b.
Note that with b = ‖(α, β)/a‖ this paragraph shows that there is no inflation in the norm of the
determinant ideal D, even if b > 1. This hints at a solution to the non-Euclidean dilemma.
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Definition 2.13. A matrixM ∈MD is trimmed if (α, β)2D = (detM) (in particular
(α, β) = (M)). If, furthermore, (γ, δ) = (M)D, we will call M fully trimmed.
Proposition 2.14. Every element in M◦D has a trimmed representative M ∈ MD
for some D of norm D. The left column, α/β, can be taken as any point on M◦.
Proof. Taking a representative M ∈ MD for some M◦ ∈ M◦D, let a2 = (detM)/D.
Let p/q = M−1(α/β) with p, q ∈ Z coprime, and right multiply M by a matrix in
SL2(Z) (preserving equivalence and the ideal a) with left column entries p and q.
This puts α/β in the left column of M , and we saw in (7) that scaling the right
column of M by ‖(α, β)/a‖ renders it trimmed.
It is not true in general that every element of M◦D has a fully trimmed repre-
sentative with a given left column. If the determinant ideal D of a given trimmed
matrix M is divisible by a rational integer, then fully trimming via right multiplica-
tion by an element of SL2(Z) may not be possible. This is because there are always
congruence classes modulo such an ideal that have no rational representative. As an
example, suppose that
M =
[
1 −2 +√−2
1 1 +
√−2
]
∈M(3) ⊂ GL2(Z[
√−2])
is equivalent to some other trimmed matrix M ′ ∈MD′ with ‖D′‖ = 9 and α′/β′ = 1.
Without loss of generality assume that α′ = β′ = 1. Then M−1M ′ has top-left entry
1 and must be a scalar (from Q(
√−2)) multiple of a matrix in GL2(Q) because it
represents the real line. Thus M−1M ′, whose determinant has norm 1, is of the form[
1 a
0 ±1
]
for some a ∈ Q, meaning D′ = (3). But then δ′ = a ± (1 + √−2) makes δ′ ∈ (3)
impossible, so that M ′ cannot be fully trimmed.
The fact that D′ was forced to be (3) is an example of a general phenomenon
for trimmed matrices with a given left column. In using our technique of scaling
the right column to obtain a trimmed matrix, we had no choice in the resulting
determinant ideal, D′. Corollary 2.17 ii) after the next proposition shows that this
limitation is unavoidable. By trimming we lose control over the ideal of norm D.
Definition 2.15. Define the “reflect,” “shift,” and “turn” matrices to be
R(b) =
[
0 b
1 0
]
, S(a) =
[
1 a
0 1
]
, and T (u) =
[
1 0
0 u
]
.
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Proposition 2.16. The elements of M◦D that contain α/β ∈ K break into distinct
families, one for each pairing of a unit in O∗K/{±1} with an ideal in [(α, β)]−2 of
norm D. The angle of intersection between elements from families corresponding
to D and D′ is the argument of a generator for D′/D, with tangential intersection
occurring whenever the two families coincide. The set of reduced curvatures from
each family is a congruence class modulo ‖β/(α, β)‖.
Proof. If there exists an ideal in [(α, β)]−2 of norm D, say D, then we can find
γ, δ ∈ (α, β)D to produce a matrix M with (detM) = (α, β)2D = (M)2D. So M is
fully trimmed with left column entries α and β. Now for u ∈ O∗K/{±1} (call one of
its two representative units u as well) and D′ ∈ [(α, β)]−2 of norm D, fix a generator
η for D′/D. We have the family of matrices {MT (uη)S(a) | a ∈ OK} ⊂ MD′ .
Mo¨bius transformations are conformal, so the angle of intersection between M◦ and
an element represented by one of these families’ matrices is that of the real line and
(T (uη)S(a))◦. This is the angle we claimed. The reduced curvature of MT (uη)S(a)
is computed to be r + a′‖β/(M)‖, where a′ = 2=(a)/√−∆ and r is the reduced
curvature of MT (uη)◦. Since (M) = (α, β), this shows that the set of reduced
curvatures contains a congruence class modulo ‖β/(α, β)‖.
To complete the proof we must show that every element ofM◦D passing through
α/β is in one of the families we have defined. For such an element we can take a
trimmed representative with left column entries α′ and β′ that satisfy α′/β′ = α/β
by Proposition 2.14. This matrix can then be shifted by an integer (perhaps not
rational) to get a fully trimmed M ′ ∈MD′ for some D′ ∈ [(α, β)]−2 of norm D. But
here [(α′, β′)] = [(α, β)], so scaling M ′ by the appropriate generator for (α, β)/(α′, β′)
gives α = α′ and β = β′. Then, taking η as the same fixed generator for D′/D, we
have M−1M ′ = T (uη)S(a) for some u ∈ O∗K and a ∈ OK .
Corollary 2.17. Suppose M ∈MD and M ∈MD′ are equivalent with ‖D‖ = ‖D′‖.
i) If D = D′, then [a] = [a′], where a2D = (detM) and a′2D = (detM ′).
ii) If M and M ′ are both trimmed and α/β = α′/β′, then D = D′.
Proof. By shifting and scaling (which do not change [a] or [a′]) we may assume
that α = α′ and β = β′. Then M−1M = T (u)S(a) for some u ∈ K satisfying
u detM = detM ′. Now, M and M ′ are equivalent, and in particular they represent
elements of the same family. So by Proposition 2.16 (which proves formally that only
scalar multiples of GL2(Q) are equivalent to the identity), u ∈ Q. But ua2 = a′2
means (u) is the square of some ideal, which must in turn be generated by a rational
number. Thus [a] = [a′].
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For the second claim recall from the last paragraph of the previous proof that
we may assume M−1M ′ = T (u)S(a) for some u ∈ D−1 with norm 1. Since M◦ and
M ′◦ are in the same family, the argument of u is 0. This means u = ±1, implying
D′ = uD = D.
Referring to i) above, we have grappled with the uniqueness of [a] before, though
it was disguised by switching from ideals to quadratic forms then handled with the
tool of weak approximation. In the proof of Proposition 2.10 our initial choice for
p may not have belonged to the unique class in the particular coset of the 2-torsion
subgroup we needed. Indeed, if (
√
∆) has multiple prime divisors, implying the 2-
torsion subgroup is nontrivial, then the signs of our εq’s may not match. Scaling η
was not a matter of convenience for the remainder of the proof, it was out of necessity
according to i) of the previous corollary.
Proposition 2.16 says that the angles of intersection at α/β are determined by
the units of OK as well as the additional “units” introduced by any of the ideals in
[(α, β)]−2 of norm D.
Notation 2.18. For an ideal D ⊆ OK let O∗K(D) = {u ∈ K | ‖u‖ = 1, uD ⊆ OK}.
Figure 6. The set M◦24 in Q(
√−47).
These units are on display in Figure 6.
The class group of Q(
√−47) has or-
der 5, and 2 and 3 split. Up to con-
jugation there are four ideals of norm
24—the principal ideal (3 + τ), the ide-
als p32p3 and 2p2p3 in [p2], and 2p2p3
in [p2]
2. From Proposition 2.16 the
points α/β for which (α, β) is princi-
pal possess two families due to the ad-
ditional unit (3 + τ)/(3 + τ). The in-
tersection angle is the argument of the
unit, which is 2 arctan(
√
47/7) ≈ 0.49pi.
These are the points featured promi-
nently along the bottom. Then there
are those across the middle that look
agitated. The angle between these two
families is arctan(
√
47/23) ≈ 0.09pi, the
argument of a generator for p32p3/2p2p3.
So [(α, β)] is either
√
[p2] = [p2]
−2 or [p2]2 in this case. Finally, the points correspond-
ing to
√
[p2]±2 = [p2]±1 possess only one family, implying tangential intersection, and
four of them with relatively small ‖β/(α, β)‖ can be seen across the top.
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Proposition 2.19. The set of ideal classes corresponding to points covered by M◦D
consists of those whose square contains an integral ideal of norm D, and any point
corresponding to such a class is covered. In particular, M◦D covers all of K if and
only if every class in the principal genus contains an integral ideal of norm D.
Proof. For α/β ∈ M◦ ∈ M◦D, Proposition 2.14 gives a trimmed M ∈ MD with left
column entries α and β for some integral ideal D of norm D. Then (α, β)2D =
(detM) gives D ∈ [(α, β)]2. We already observed at the start of the proof of Propo-
sition 2.16 that the points in question are covered by M◦D.
This shows that ifM◦D covers points in K corresponding to a given class then it
also covers points corresponding to every 2-torsion multiple of that class.
Proposition 2.20. The set of ideal classes corresponding to points covered by M◦
is {[(M)d] ∣∣ (M)2d ⊇ (detM)}.
Proof. Right multiplication by elements of SL2(Z) puts any point on M◦ in the left
column, and (M) and detM are preserved in such a product. Thus (detM)/(M) ⊆
(detM)/(γ, δ) ⊆ (α, β) ⊆ (M) shows that the ideal classes of M◦ are contained in
{[(M)d] ∣∣ (M)2d ⊇ (detM)}. For the reverse containment, the Chinese remainder
theorem gives p, q ∈ Z with (αp+γq, βp+δq) = (M)d for any d ⊇ (detM)/(M)2.
The previous two propositions are the generalization of our argument involving
the extended Bianchi group.
In Section 4 we will use our understanding of extended Schmidt arrangements to
produce one in which the every point in K, regardless of its corresponding ideal class,
lies on the same connected component. It is interesting to note that the opposite
goal is impossible in general. Only 2-torsion ideal classes need not share the elements
of M◦D as stated precisely below.
Proposition 2.21. If a circle or line in C contains three points of K, then it covers
the ideal class corresponding to each of the three points and their conjugates densely.
Proof. Three rational points along with an application of Proposition 2.14 gives a
trimmed matrix representative M ∈MD for some D = (detM)/(M)2. The inability
to fully trim M (for a fixed left column) through right multiplication by S(a) for
some a ∈ Z is the fault of rational integer divisors of D, and these are all principal.
So at least we may assume (γ, δ) = (M)D/d for some d ∈ Z. Thus (α, β)(γ, δ) =
(M)2D/d = (detM/d), meaning [(γ, δ)] = [(α, β)]−1. Right multiplication with
elements of SL2(Z) proves the density claim.
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This proposition asserts that we could never hope to part an ideal class from its
inverse. We can get close to isolating each class, however, by taking D to be prime
or 1. If M ∈ MD with ‖D‖ prime or 1, then (detM)/(M)2 = D, so by Proposition
2.19 M◦ covers points corresponding to classes in the set {[(M)d] | d ⊇ D}. But
there are at most two ideals dividing D. If there are two, which happens when
D is prime, then they are inverses of each other since their product is in the class
[(M)2D] = [(detM)]. If there is only one, which happens when D = OK , then it is
the 2-torsion class, [(M)], whose square is [(detM)].
The examples below show choices for D that are as good as possible at separating
ideal classes (and in a sense as bad as possible for producing continued fractions).
Figure 7. From left to right: M◦1 and M◦11 in Q(
√−55) (cyclic group of order 4); M◦1, M◦2, M◦3
andM◦5 in Q(
√−71) (class number 7); M◦1 andM◦13 in Q(
√−29) (class number 6); andM◦25 and
M◦13 in Q(
√−53) (class number 6).
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3. Motivating examples
Let us now show how Proposition 2.4 allows us to draw the nearest integer algo-
rithm. We will reproduce the data displayed in Figure 3.
0
1
2
3
Figure 8. The points zn, labeled by their
index, in their nearest integer unit discs.
To obtain the continued fraction expan-
sion of z = z0 = 4/(7 − 2i), the algorithm
dictates that we take a0 = 1, which cen-
ters the disc containing z0, the point labeled
“0” in Figure 8. Thus z1 = 1/(z − a0) =
(−25 − 8i)/13 so a1 = −2 − i. Continuing
this way gives z2 = (1 − 5i)/2, a2 = 1 − 2i,
and z3 = a3 = −1 + i.
We could now find the rational approxi-
mations pn/qn using (1), but the convergents
admit a recursive definition that is more
computationally convenient. The formula in
(1) is equivalent to taking p−1 = q0 = 0 and
p0 = q−1 = 1 and setting pn+1 = anpn + pn−1
and qn+1 = anqn + qn−1. Or otherwise ex-
pressed, let pn+1 and qn+1 be the left column
entries of the matrix Mn+1 = MnS(an)R(1)
(a shift by an and a reflection over the unit disc), and start with M0 as the identity
matrix. This gives us
M1 =
[
1 1
1 0
]
, M2 =
[−1− i 1
−2− i 1
]
,
M3 =
[ −2 + i −1− i
−3 + 3i −2− i
]
, and M4 =
[ −4i −2 + i
−2− 7i −3 + 3i
]
.
We see that right multiplication by S(an)R(1) sends the left column ofMn to the right
column of Mn+1 so that pn/qn is a point on both M
◦
n and M
◦
n+1. Thus we can draw the
Gaussian Schmidt arrangement and watch the algorithm approach 4/(7−2i). This is
Figure 3. At each stage the approximations manifest as intersections of consecutive
circles.
Proposition 2.10 is nicer for drawing the arrangement holistically, but we apply
Proposition 2.4 to our select four elements above. As an example, M◦4 has curvature
i(q4q3 − q4q3) = −54, making its radius 1/54, and curvature-center i(p4q3 − q4p3) =
−28 − 9i, making its center (28 + 9i)/54. This is the smallest circle in Figure 3 as
well as the first and third images in Figure 9.
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Note that z2 = (1 − 5i)/2 creates a four-way tie for the nearest integer. The
choices 1 − 2i, −2i, 1 − 3i, and −3i for a2 lead to the four shortest paths to z
beginning at the point p2/q2 on M
◦
2 .
2
3
z
2
3
z
2
3
z
2
3z
Figure 9. The convergents at the end of four nearest integer expansions for 47−2i . From left to
right: a2 = 1− 2i, −2i, 1− 3i, and −3i.
Not only will we pay no attention in Section 5 to a tie like this, we will not even
require that the choice an be closest to zn. Returning to Figure 8, our results will
apply equally well in taking a0 = 0 since z = z0 is also in the unit disc at the origin.
An attempt to execute this algorithm in a non-Euclidean field may fail given the
lack of a covering by unit discs. In Figure 10 we see this for z = (46 + 9τ)/25 in
Q(
√−15).
0
1
2
3
1
2
3
z
Figure 10. Left: The points zn, labeled by their index. No integer in Q(
√−15) is within 1 of z3.
Right: The approximations in M◦1 to z = (46 + 9τ)/25 produced by the nearest integer algorithm.
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The coefficients are a0 = 2, a1 = 1 − τ , and a2 = −τ , which are the nearest
integers to z0 = (46 + 9τ)/25, z1 = (125 − 225τ)/304, and z2 = (−100 − 79τ)/141.
There is no integer within 1 of z3 = (−19− 31τ)/68. The convergents are p1/q1 = 2,
p2/q2 = (3− 2τ)/(1− τ), and p3/q3 = (6 + τ)/3.
Both images in Figure 10 are illustrations of non-Euclideaneity. The first is more
classical. Regarding the second image, Stange proved that a disconnected Schmidt
arrangement (in blue) is equivalent to not having a Euclidean algorithm [13].
In this particular example, which shows M◦1 in Q(
√−15), Proposition 2.16 tells
us that the angles of intersection in the arrangement are the arguments of elements in
O∗K = {±1}. So we have proved that intersections are tangential. But a tangential
intersection of circles with rational centers and radii can only occur at a rational
point. Since OK has only one divisor, Proposition 2.20 implies that the rational
points on a chain of intersecting circles all correspond to the same ideal class.
This shows that the connected component of the real line (on which every pos-
sible pn/qn will occur) cannot enter the yellow region that is bounded by circles
corresponding to the nontrivial class. So z = (46 + 9τ)/25 never stood a chance.
The yellow shading highlights points in C that will cause the nearest integer algo-
rithm to terminate prematurely, just as z3 did above.
Figure 11. The set M◦4 in Q(
√−15).
What we aim to do in Section 5 is replace
M◦1 in the nearest integer algorithm with a
larger arrangement likeM◦4, shown in Figure
11.5 It appears to have access to the entire
complex plane.6
Both images in Figure 10 display the non-
Euclideaneity of the ring of integers, the first
by failing to cover and the second by failing
to connect. In contrast, we will show how
Figure 11 displays a newfound Euclideane-
ity with its connectivity, begging the exis-
tence of some corresponding covering of the
complex plane. This is the missing piece in
generalizing continued fractions to any imag-
inary quadratic field.
To this end, we start by proving that
these arrangements are actually connected and that such an arrangement always
exists for every K.
5Multiple colors are no longer used since every circle covers both ideal classes.
6Another example is found by comparingM◦1 in Figure 1 toM◦4 in Figure 4, both in Q(
√−19).
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4. Connectivity
For Euclidean imaginary quadratic fields the Schmidt arrangement is shown to
be connected by expressing the Euclidean algorithm as a product of matrices. By
definition of norm-Euclidean, if M ′ = MS(a)R(1) we can always choose a ∈ OK to
either get ‖α′‖ = ‖γ + αa‖ < ‖α‖ or ‖β′‖ = ‖δ + βa‖ < ‖β‖ (provided α 6= 0 or
β 6= 0). Every time this procedure is repeated we take another step in the Schmidt
arrangement toward 0 if we reduce ‖α‖ or ∞ if we reduce ‖β‖.
We would like to realize such a relationship between connectivity and Euclideane-
ity in the sets M◦D. Then we can proceed to search for one that is path connected
in the same fashion as a Euclidean Schmidt arrangement. Specifically, a path must
traverse the elements of M◦D, and when it crosses from one element to another it
should do so over rational intersections only, like the point α/β on M◦ and M ′◦ in
the previous paragraph. In traveling along the path we hope to perform some kind
of reduction of norm, again as above. Proposition 2.16 indicates that the geometric
analog to ‖β‖ in an extended Schmidt arrangement is ‖β/(α, β)‖, so this will be the
norm of interest. The definition below encapsulates all of this.
Definition 4.1. The setM◦D is connected if for any rational point α/β that it covers
there is a sequence,
α0
β0
=
α
β
,
α1
β1
, ...,
αN
βN
=∞,
with αn−1/βn−1 and αn/βn composing the right and left columns7 of some Mn ∈MDn
with ‖Dn‖ = D for each n = 1, ..., N . If the sequence can always be chosen to contain
a subsequence indexed by n0 = 0, n1, ..., nI = N satisfying ‖βni−1/(αni−1 , βni−1)‖ >
‖βni/(αni , βni)‖ and ni − ni−1 ≤ k for each i = 1, ..., I, then M◦D is k-connected, or
monotonically connected if k = 1.
Let us see what is required to replicate the monotonic connectivity found in the
Euclidean cases. Let M ∈ MD be fully trimmed with left column entries α and β
(recall that in trimming we have lost control over the ideal of norm ‖D‖). For some
a ∈ OK and u ∈ O∗K(D), let M ′ = MT (u)S(a)R(1). Then
(α′, β′) = (aα + uγ, aβ + uδ) = (M)(a, uD).
Thus the desired decrease, which is ‖β/(M)‖ > ‖β′/(α′, β′)‖, can be rewritten as
‖δ/β+u−1a‖ < ‖(a, uD)‖. That is, −δ/β ∈ B(u−1a,√‖(a, uD)‖). So monotonically
7Insisting that αn−1/βn−1 and αn/βn actually compose the columns of Mn rather than just lie
on M◦n, recreates the relationship shared by the matrices in (2).
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decreasing ‖β/(α, β)‖ is always possible if C is covered by such discs. This is the
generalization of the covering by unit discs that we need.
Definition 4.2. For D ⊆ OK and ε > 0 let
εD• =
⋃
a∈OK
u∈O∗K(D)
B(u−1a, ε
√
‖(a, uD)‖).
This is a union of sets, one for each u ∈ O∗K(D), which are periodic with fun-
damental region equal to that of the ideal uD. So the small window displayed in
the left image of Figure 12, for example, is enough to prove that (2)• = C. This
confirms thatM◦4 in Q(
√−19) is connected (in fact monotonically connected). The
procedure described in the last paragraph is exhibited below.
0 1
2
3
4
Figure 12. In Q(
√−19), the set (2)• (left) and a monotonic chain in M◦4 (right).
The first circle in the chain containing the point
α0
β0
=
1 + 6τ
3 + 4τ
is M◦0 =
[
1 + 6τ 13 + 3τ
3 + 4τ 11 + τ
]◦
.
The progression from αn−1/βn−1 to αn/βn stipulated by Definition 4.1 is defined by
a shift, which we called a above. The shifts are
a0 = −1 + τ, a1 = −2 + 2τ, a2 = −τ, a3 = −1 + τ, and a4 = 2− τ.
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The matrixMn is found by trimmingMn−1 and multiplying on the right by S(an−1)R(1).
Computing this way gives
M1 =
[−18 + 4τ 1 + 6τ
−12 + 4τ 3 + 4τ
]
, M2 =
[
6τ 9− 2τ
2 + 4τ 6− 2τ
]
,
M3 =
[−3 + τ 3τ
−2 + τ 1 + 2τ
]
, M4 =
[
2 −3 + τ
2 −2 + τ
]
, and M5 =
[
2 1
0 1
]
.
At every stage we have γn/δn = αn−1/βn−1, as Definition 4.1 requires, and−δn−1/βn−1
is contained in the disc centered at an−1 of radius
√‖(αn, βn)‖.
Despite monotonicity, the reduced curvature magnitudes in this chain of circles
do not decrease at every stage. The reduced curvature of the circle hiding behind
labels 0 and 1 is larger in magnitude than that of its predecessor. Indeed, all reduced
curvatures up to 80 are shown in Figure 12, so by observing the “floating” circles
we see that a chain with monotonically decreasing reduced curvature magnitudes
does not always exist for a given starting point. However, without the presence of
nontrivial units, as is the case here, we can guarantee that a chain of circles can
be taken in which every other reduced curvature (in both the subsequence starting
with 0 and the subsequence starting with 1) is strictly decreasing in magnitude.
This is because of Proposition 2.16, which states that ‖β/(α, β)‖ is the gap between
consecutive reduced curvatures in a family. For three consecutive circles, the families
at the two intersection points have reduced curvatures that form congruence classes,
each containing the reduced curvature of the middle circle. The modulus is the only
thing that distinguishes them, and this is the quantity referred to with the word
“monotonic” in Definition 4.1.8
Definition 4.3. If ε < 1 and the closure of εD• covers C for every D ⊆ OK of norm
D then OK is D-Euclidean. For such a D, the smallest admissible ε is called padding.
Proposition 4.4. M◦D is monotonically connected if and only if OK is D-Euclidean.
Proof. The argument preceding Definition 4.2 proves monotonic connectivity as-
suming D-Euclideaneity. For the other direction, assume thatM◦D is monotonically
connected and take some M ∈MD that is fully trimmed. In the proof of Proposition
2.16, we saw that up to scaling of columns any matrix with left column α/β can be
written as MT (u)S(a), where a ∈ OK and u ∈ O∗K(D). Thus monotonic connectiv-
ity fails if −δ/β is not covered by D•. But the points −δ/β with δ ∈ D(β, δ) are
8We note this example’s proximity to a continued fraction algorithm. If the Mo¨bius transforma-
tion M−10 were applied to Figure 12, the images of the labeled points would be the convergents in a
continued fraction expansion of −δ0/β0. The point at infinity cannot be seen, but it is labeled “5.”
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dense in C, and these all extend with some α and γ to make a fully trimmed element
of MD.
Figure 13. Top, from left to right: O•K , p•2, and p•3. Bottom, from left to right: M◦1, M◦2, and
M◦3. All in Q(
√−23).
The “smallest” three extended Schmidt arrangements in Q(
√−23) are shown
above. The small gaps in p•2, p
•
3, and their conjugates result in a spectacular failure
in connectivity. Not only are the arrangements not monotonically connected, they are
topologically disconnected. Indeed, if the Schmidt arrangement (left) were superim-
posed on eitherM◦2 orM◦3 there would be no intersection. RegardingM◦2, the angle
of intersection would have to be arccos n
2
√
1·2 for some n ∈ Z with n2 ≡ 4(1 ·2)mod 23.
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For M◦3 it would have to be arccos n2√1·3 for some n ∈ Z with n2 ≡ 4(1 · 3)mod 23.
In each case there is no n that makes arccosine’s argument at most 1 in magnitude.
We will not go further into these statements, but the reader is referred to [13] where
Stange found “ghost circles,” which she used to prove the disconnectedness of the
non-Euclidean Schmidt arrangements [13].
The first value of D that makes a monotonically connected arrangement in
Q(
√−23) is 4. There are three ideals of norm 4. They are (2), p22, and p22. Ac-
cording to Proposition 4.4, all three must provide a covering. We display only two,
since the third is the conjugate of the second.
Figure 14. Left to right: (2)•, (p22)
•, and M◦4 in Q(
√−23).
The set M◦4 contains the original Schmidt arrangement, which has been high-
lighted in blue. When αn/βn is touching a blue circle it corresponds to the principal
class, so in the procedure outlined after Definition 4.1, the relevant covering at such
a point is the blue one. When αn/βn does not touch a blue circle, the green covering
or its conjugate is relevant.
Monotonic connectivity is not required to write a nearest integer-type continued
fraction algorithm. There are extended Schmidt arrangements which are k-connected
only for k > 1. An example of this is given in Figure 15. The arrangement M◦4 in
Q(
√−31) cannot be monotonically connected because of the gaps in the almost-
covering by (p22)
•, shown in orange. But we can prove that the arrangement is
2-connected as follows. The gaps are bounded by two circles of radius
√
2 and two
circles of radius 2. Should −δ/β lie in such a gap, reflecting over a circle of radius √2
conjugates only one factor of p2 in p
2
2, changing the determinant ideal to D = (2).
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This makes the green covering relevant. The loss in ‖β/(α, β)‖ suffered by reflecting
over a disc that did not contain −δ/β (specifically the nearest one of radius √2) is
at most (35 − √713)/8 ≈ 1.037. The boundaries of these two discs are inflated by
approximately
√
1.037 in the bottom, middle image to demonstrate this. But now
we are in the green covering, so at the very next step in our algorithm we can take
advantage of the padding shown in the top, middle image. Each disc here can be
scaled by the square root of 12− 2√31 ≈ 0.864, and their closures will still cover C.
Since (12− 2√31)(35−√713)/8 is much smaller than 1, we decrease overall.
Figure 15. The sets (2)• (top, left), (p22)
• (bottom, left), and M◦4 (right) in Q(
√−31).
All of the aforementioned arithmetic plays out in M◦4. Consider the matrix
M =
[
17− 28τ −78− 58τ
25 57− 13τ
]
∈Mp22 .
It is fully trimmed, and −δ/β, the small dot in the bottom, left image, is not covered.
The centered point in the extended Schmidt arrangement is α/β. The circle to its left
passing through it is M◦, which has reduced curvature −65. If M◦4 were monotoni-
cally connected there would be a circle neighboring the family at α/β with reduced
curvature strictly smaller than 65.9 The two suspiciously large circles highlighted
9Recall that we can always make a chain of circles starting with M◦ at α/β in which every other
reduced curvature decreases in magnitude.
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in green, however, have reduced curvature 66 and −66, and the one highlighted in
orange has reduced curvature −68. So the connectivity cannot be monotonic. But if
we shift and reflect −δ/β with one of the nearby discs of radius √2, thereby switch-
ing to the green covering, we move to one of the green circles in M◦4. On the very
next step the reduced curvature can drop drastically to −6 or 1. This is an admis-
sible chain for 2-connectivity. Using the nearby disc of radius 2 does not create an
admissible chain for 2-connectivity. This moves to the circle highlighted in orange
that has nowhere to go.
The top, middle image also shows the idea behind ε introduced in Definition 4.2.
It measures the minimal padding between a point zn and the boundary of the disc
over which it is reflected.
On one hand an algorithm that works over a k-connected arrangement benefits
from allowing smaller values of D. This makes for a faster continued fraction al-
gorithm and improves the approximation constants in the proofs of Section 5. On
the other hand it presents the task of searching for some sequence of up to k moves
that, only when combined, improve approximation quality. This seems difficult when
k > 1 so we will not do it unless we have to, and Proposition 4.7 says we do not have
to. For the interested reader there is a study of “k-stage Euclidean algorithms” in [6].
Note, however, that the generalization to k-connectivity alone is not enough to create
nearest integer-type continued fractions in a non-Euclidean field. Stange proved [13]
that the non-Euclidean Schmidt arrangements are topologically disconnected—they
do not just lack the monotonicity.
Given two ideals of the same norm we see that D• = D′• whenever [D] = [D′],
so the number of coverings needed to satisfy the hypothesis of Proposition 4.4 is at
most the size of the principal genus. This observation provides a useful strategy for
finding monotonically connected arrangements. Namely, if we can produce just one
ideal, say d, with d• = C, then it can be multiplied by some f ⊆ OK whose factors
can be conjugated (recall our technique) to maneuver among ideal classes. That is,
we can set D = ‖df‖ where the sole purpose of an ideal of norm ‖f‖ is to adjust the
determinant, making the cover by d• ever-relevant.
Lemma 4.5. If an ideal f ⊆ OK is contained in at least one ideal from each class,
then the same is true for every ideal of norm ‖f‖.
Proof. Fix a prime p containing f, and let e ≤ f = ordpf. We must show that any
ideal class, say [a], contains a divisor of pef/pe. Take g ⊇ f that represents [ape], and
let g = ordpg. If e ≤ g, then pef/pe ⊆ g/pe ⊆ OK , and [g/pe] = [a]. In the case
e > g, we have pef/pe ⊆ peg/pg ⊆ peg/‖p‖g ⊆ OK , and [peg/‖p‖g] = [peg] = [a].
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Proposition 4.6. If d• = C and f is contained in at least one ideal from each class,
then OK is D-Euclidean with D = ‖df‖.
Proof. Suppose ‖D‖ = D and f ⊇ D. If g ⊇ f is an ideal in √[df/D], then with
u = dfg/Dg we have uD ⊆ d. This implies D• ⊇ d• = C.
The proof that a monotonically connected Schmidt arrangement exists has now
been reduced to the search for one ideal d that produces a covering d•.
Proposition 4.7. Fix ε > 0 and let d be such that there are at least
√|∆|/ε2√3
elements of OK in B(0, d). If d is divisible by every integer in B(0, 2d), then εd• = C.
Proof. The covolume of the lattice in C defined by d is ‖d‖√|∆|/2, and it is well-
known that the optimal packing (arrangement without intersections) of discs of radius
ε
√‖d‖/2 has covolume ε2√3‖d‖/2 (it is the hexagonal lattice packing). So for any
z ∈ C if we consider as centers for such discs points of the form bz+a for b ∈ B(0, d)
and a ∈ d, we see that d has been chosen to give this set a covolume less than the
minimum. Thus there are distinct b, b′ ∈ OK ∩B(0, d) along with a, a′ ∈ d satisfying
‖(b− b′)z − (a− a′)‖ < ε2‖d‖, meaning z ∈ B
(
ε
√‖d‖√‖b− b′‖ , a− a′b− b′
)
.
Since d/(b− b′) ⊇ ((a− a′)/(b− b′), d) we have z ∈ εd•.
The strategy of taking ‖df‖ is convenient for an existence proof, but it is not
computationally effective. Smaller values of D are preferred for continued fractions
to increase the guaranteed quality of approximation. In the table below, the largest
ideal d satisfying the hypothesis of Proposition 4.7 with ε = 1 is given (we do not
compute the padding). This is compared to the smallest D for which OK is D-
Euclidean. These integers were found experimentally.
|∆| 3 4 7 8 11 15 19 20 23 24 31 35
d (6) (2) (4) (6) (6) (4) (2) (2) (2) (2) (840) (1980)
D 1 1 1 1 1 2 4 2 4 4 8 5
39 40 43 47 51 52 55 56 59 67 68
(240) (4620) (1716) (84) (780) (1092) (336) (420) (60) (12) (12)
8 8 36 12 33 44 8 12 36 144 24
71 79 83 84 87 88 91 95
(12) (68640) (956340) (23100) (157080) (6117540) (1400700) (4680)
24 40 81 24 48 144 140 48
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The coverings associated to this table permit a continued fraction algorithm with
many of the desired attributes—the approximations converge exponentially and are
the best of the second kind up to constants, a finite expansion is equivalent to
rationality, and an eventually periodic expansion is equivalent to quadradicity. But
there are two proofs in Section 5 that require an additional assumption not satisfied
by many of the table’s values.
Notation 4.8. Let ρ denote the maximal ratio of any two radii in a fixed subset of⋃
‖D‖=D
εD•.
Propositions 5.9 and its corollary require that ρ not be too large in relation to
ε. That is, if our discs just barely cover the plane then we will require them to have
similar radii. Here the use of d and f makes for a straightforward existence proof
again. The fact that d from Proposition 4.7 is related linearly to 1/ε is more than
enough. We will make this explicit for the purpose of an example in the last section.
Lemma 4.9. Let S ⊆ Rn be origin-symmetric, bounded, and convex. For a lattice
L ⊂ Rn, the size of S ∩ L is at least volS/2ndetL.
Proof. Define f : Rn → Z by letting f(x) be the size of {l ∈ L | x ∈ l + 1
2
S}. Then∫
1
2
S
dV
f(x)
≤ detL
(with equality if and only if ∪L(l + 12S) = Rn). But f(x) ≤ #(S ∩ L).
Proposition 4.10. For any c > 1 there exist ε > 0 and D ∈ N so that for any inte-
gral ideal D of norm D, the set εD• admits a subcovering that makes εcρ arbitrarily
small.
Proof. Fix some f ⊆ OK contained in at least one ideal from each class. With d as in
Proposition 4.7, we saw that only discs of radius at least
√‖d/b‖ with b ∈ B(0, 2d)
were needed to form a covering. Thus we may take ρ = 2d
√‖f‖. But by the lemma,
d =
1
ε
√
2|∆|
pi
√
3
(8)
is enough to satisfy the hypothesis of Proposition 4.4. So let ε be sufficiently small
to prove the claim.
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5. Continued fractions
We are set to perform a geometric procedure similar to that used in producing
continued fractions in the five Euclidean rings. However, instead of writing a near-
est integer algorithm we will write a close enough integer algorithm. “Nearest” in
the Euclidean case means partitioning the complex plane into either rectangles or
hexagons centered at lattice points. But when D > 1 the pieces of the partition are
not polygons. They are shown here for the coverings from Figure 14.
Figure 16. The nearest integer partition using (2)• (left) and
(p22)
• (right) in Q(
√−23).
Avoiding such complexity, the results in this section are valid for any method of
selecting a particular disc containing a point. This reader’s choice occurs in step 3
of Algorithm 5.1. The effect can be observed throughout this section, particularly in
Figure 19.
In any case, the following algorithm produces continued fractions in an imaginary
quadratic field, regardless of Euclideaneity. Its functioning depends on the param-
eters D and ε, to which we devoted Section 4. A pair satisfying Definition 4.3 can
be found by drawing εD• for each ideal D ⊆ OK of norm D and checking for a
covering.10 Alternatively, Propositions 4.6 and 4.7 implicitly provide a working D
and ε for any discriminant. Once a pair is selected, an initial matrix, M0, is the
final parameter required. Classically (with D = 1 in a Euclidean field) we take M0
to be the identity, and the fact that other choices exist is often ignored. But its im-
10This procedure was used to create the final row in the table at the end of Section 4 for |∆| < 100.
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pact on runtime and approximation quality are notable from Proposition 5.3 through
Proposition 5.9. We remark further on this matrix following its appearance in (11).
Algorithm 5.1. Set parameters D ∈ N with (D,∆) = 1 and ε < 1 for which OK
is D-Euclidean (see Definition 4.3) as well as a trimmed matrix M0 ∈ MD0 (see
Definitions 2.5 and 2.13) for some integral ideal D0 of norm D. Input z ∈ C to be
approximated and a termination level N ∈ N. Set n = 0.
1. Set zn = M
−1
n (z). Let pn (top) and qn (bottom) be the left column of Mn.
2. Solve modulo Dn = detMn/(Mn)
2 for some a′ ∈ OK so that MnS(a′) is fully
trimmed (see Definitions 2.13 and 2.15).
3. (Euclidean step) Search among the finitely many un ∈ O∗K(Dn) (see Notation
2.18) and a ∈ OK ∩ B(unzn − una′,
√
D) until unzn ∈ B(an, ε
√‖bn‖), where
an = una
′ + a and bn = (a, unDn).
4. Set Mn+1 = MnT (un)S(an)R(‖bn‖) (see Definition 2.15).11
5. Terminate if unzn = an or if n = N , and output the sequence of approximations
(pn/qn)n. Otherwise, increment n and return to 1.
Let us simplify the algorithm to something more familiar when OK is Euclidean
and we choose D to be 1 and M0 to be the identity. Step 1 is true to tradition, and
step 2 is immaterial as we will remain in SL2(OK) where matrices are already fully
trimmed (let a′ = 0). So we focus on step 3. Here the choice of un ∈ O∗K(Dn) =
O∗K(OK) = O∗K amounts to taking a rotation of discs centered on the possible choices
of an = a ∈ OK . For a general D it may be that only one rotation covers zn, but
when D = 1 these discs have uniform radius ε
√‖bn‖ = ε√‖(a, unOK)‖ = ε. Such
a covering is unaffected by unit rotation, so we can follow Hurwitz and always use
un = 1. Now our search is for an integer within ε of zn. Taking an to be the closest
and noting that step 4 becomes Mn+1 = MnT (un)S(an)R(‖bn‖) = MnS(an)R(1), we
have recovered the Hurwitz algorithm.
The biggest adjustments when D > 1 occur in steps 2 and 3. In our discussion
of a generalized Euclidean algorithm in Section 4, we saw that if
Mn =
[
pn ‖bn−1‖pn−1
qn ‖bn−1‖qn−1
]
∈MDn
11If N is large, at this step we could divide the entries of Mn+1 by their greatest common principal
divisor to avoid overwhelming growth.
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is fully trimmed, then a covering by εD•n can be utilized. The point is that
apn + ‖bn−1‖pn−1, apn + ‖bn−1‖pn−1 ∈ (Mn)Dn
needs to be a solvable system of congruences to have an existence guarantee in step
3. This is what the definition of fully trimmed, and hence step 2, is designed to give.
Then, in the most time consuming step, we look for a some disc in εD•n that
contains zn. Step 3 gives the first incentive to choose D as small as possible. At
worst, an exhaustive search in a disc of radius
√
D will check O(D/
√|∆|) integers.
We have D as a crude bound for |O∗K(Dn)| (the set can be precomputed), and we
can compute ‖bn‖ with O(logD) basic arithmetic operations as it must divide D.
Thus this step, and therefore a loop through steps 1 to 5, requires O(D2 logD/
√|∆|)
operations for D > 1, adding appeal to the bottom row of Section 4’s table.
Finally in step 4, we rotate zn by un, shift by an, and reflect over the disc of
radius
√‖bn‖ centered at the origin. Note that arithmetically, the reflection serves
to trim Mn+1 in case bn 6= OK . This was observed in Section 2.
As an example we take D = 12, ε = 0.96, z = pi +
√−2, and M0 = R(τ), all
in Q(
√−47). In Figure 17 we see that the three ideals (up to conjugation) of norm
12 all provide a covering, and this holds even after scaling radii by 0.96. So we
may execute Algorithm 5.1. To avoid including 17 different images, zn and an are
displayed after being shifted by a′ from step 2. So the location of zn in the complex
plane is not displayed, but rather its position relative to an and the covering by D
•
n
in general. The values of
√‖bn‖ can also be seen as the radii of discs.
0
3
4
811
15
16
12
57
14
6
9
10
12
13
Figure 17. The points zn after shifting by a
′ in the same expansion of pi+
√−2. From the left to
right: (τ)•, 2p•3, and p
2
2p
•
3. Discs of unused radii are omitted for clarity.
The “farthest integer” version is used here, meaning that in step 3, an and un
are chosen to maximize ‖(unzn − an)/bn‖ under the stipulation that it is less than
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0.962. The resulting approximations are shown in Figure 18. The algorithm bum-
bles through the extended Schmidt arrangement, clearly missing better routes, but
eventually making its way to z. The nearest integer version approaches z more di-
rectly, but it makes for a less interesting picture since within four or five steps the
curvatures become too large to draw accurately on a modest machine.
1
2
3
4
z
1 2 3
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5
6
7
8
z
1
2
3
4
5
6
7
8
9
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11
z
1
2
3
4
5
6
7
8
910
11
12
13
14
15
16
z
Figure 18. Convergents in a continued fraction expansion of pi +
√−2 using M◦12 in Q(
√−47).
Colors indicate the ideal class of (pn, qn) up to conjugation, and correspond to Figure 17. The
increase in zoom with each successive image is roughly tenfold.
We note that the only ideal class with a nontrivial unit is the principal one,
(τ), and the argument of the unit is arctan(
√
47/23) ≈ 0.09pi. This is the angle of
intersection at the green (the color used when (pn, qn) is principal) points labeled 3,
4, and 16. All other intersections are tangential.
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The data behind these figures is displayed in the table below. It can be checked
that ‖unzn − an‖ is never more than 0.962‖bn‖.
n 0 1 2 3 4
≈ zn −3.3 + 11.5i 0.8 + 2.4i −1.9 + 2.7i −1 + 2i −3− 5.2i
an −6 + 4τ 1 + τ −2 + τ 2− 76τ 6 + τ
‖bn‖ 6 4 2 12 6
un 1 1 1 −1 + 112τ −1 + 112τ
pn
qn
∞ −6+4τ
τ
−24+τ
−6+τ
−15−2τ
5
7+5τ
4+τ
5 6 7 8 9 10
−2.5 + 0.8i −1.2 + 1.8i −1.8 + 1.8i 1.5− 2.3i −1.8− 2i 3.5− 1.9i
−2 τ −3 3− τ −4− τ 5− τ
2 6 6 4 12 4
1 1 1 1 1 1
6+25τ
12+6τ
15−10τ
−3τ
42+10τ
16+τ
−58+8τ
−13+4τ
3+53τ
23+13τ
98−59τ
3−18τ
11 12 13 14 15 16
−1.2− 1.8i −0.9− 2.1i −4.5− 4.4i −2.4 + 1.2i −0.5− 1.6i 3.2− 3i
−τ 1− τ −2− τ −2 −2− τ τ
4 12 6 2 12 12
1 1 1 1 1 −1 + 1
12
τ
175−32τ
36−14τ
−148−130τ
−96−27τ
−252+5τ
−69+10τ
40−51τ
−10−14τ
−292+56τ
−59+24τ
181−108τ
6−33τ
Now we begin our analysis of the output of Algorithm 5.1. From the Mo¨bius
transformations used to move from Mn to Mn+1 in step 4, we have
zn+1 =
‖bn‖
unzn − an , (9)
which is the familiar recursion relation between consecutive zn’s if bn = OK and
un = 1. Taking these values for bn and un also highlights the unchanged relation
among convergents,
pn+1 = anpn + ‖bn−1‖unpn−1 and qn+1 = anqn + ‖bn−1‖unqn−1. (10)
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And letting bn = un‖bn−1‖ gives
u0M
−1
0
(
pn
qn
)
= a0 +
b1
a1 +
b2
. . . +
bn−1
an−1
, (11)
justifying our persistent use of the name “continued fraction.”
As mentioned, traditional continued fractions take the parameter M0 to be the
identity. In general we need to start with a matrix inMD0 for an integral ideal D0 of
norm D. At the end of this section we will see that M0 = T (δ0) is always possible for
some δ0 ∈ OK , so that pn/qn is just a multiple of the continued fraction on the right
side of (11). That is, when OK is D-Euclidean and (D,∆) = 1 there is necessarily a
principal ideal (δ0) of norm D. In fact (11) can be further simplified by reworking this
paper with matrix entry denominators that are not units in place of determinants
that are not units, allowing for the classic M0 = Id. Such a perspective makes it
more natural to work over unions of extended Schmidt arrangements,12 which was
avoided here for simplicity.
As n increases, ‖ detMn‖ may grow exponentially when D is not 1—a conse-
quence of using larger discs which was forewarned in Section 1. However, the growth
all occurs in the waste factor (Mn), which can be scaled to have norm no more than
a Minkowski bound [8]. When assessing quality of approximation, it is convenient
to eliminate this ideal. For example, the monotonic connectivity of the underlying
extended Schmidt arrangement translates directly into the monotonicity of the se-
quence (‖(qnz−pn)‖/‖(Mn)‖)n, whereas the sequence (‖qnz−pn‖)n need not decrease
monotonically. We will show now that Mn is always trimmed (otherwise step 2 may
not be executable), meaning (Mn) = (pn, qn). This reveals the more natural looking
sequence (‖(qnz − pn)‖/‖(pn, qn)‖)n.
Lemma 5.2. For any n ≥ 0 the matrix Mn is trimmed in MDn, which is to say
(Mn) = (pn, qn), and Dn has norm D. Moreover, (Mn+1) = bn(Mn).
Proof. Assume both statements for some n ≥ 0. By definition of bn, the greatest
common divisor of the left column entries in MnT (un)S(an), which are pn+1 and
qn+1, is bn(Mn) = bn(pn, qn). Then right multiplication by R(‖bn‖) leaves Mn+1
trimmed, as discussed in Section 2. Finally, ‖Dn+1‖ = ‖ detMn+1/(Mn+1)2‖ =∥∥‖bn‖ detMn/b2n(Mn)2∥∥ = ‖Dn‖ = D.
12This significantly improves approximation constants. There would be no need for taking a least
common multiple in Proposition 4.7.
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Proposition 5.3. For any n and z, the output of Algorithm 5.1 satisfies
‖qn+1z − pn+1‖
‖(pn+1, qn+1)‖ < ε
2‖qnz − pn‖
‖(pn, qn)‖ .
Proof. By the lemma and (9) we have∥∥∥∥ (pn, qn)(pn+1, qn+1)
∥∥∥∥ · ∥∥∥∥pn+1 − qn+1zqnz − pn
∥∥∥∥ = ‖bn‖ · ∥∥∥∥ pn+1 − qn+1z‖bn‖(qnz − pn)
∥∥∥∥
=
‖bn‖
‖M−1n+1(z)‖
=
‖bn‖
‖zn+1‖ =
‖unzn − an‖
‖bn‖ .
Our choices of an and un make this expression at most ε
2.
Corollary 5.4. If z = p/q for p, q ∈ OK, then Algorithm 5.1 terminates in at most
−1
2
logε ‖(q0p− p0q)/(p0, q0)‖ steps.
Proof. We have a sequence of nonnegative integers, (‖(qnp− pnq)/(pn, qn)‖)n, whose
consecutive terms decrease by a factor of ε2.
The overlap among discs in εD•n can grant a variety of choices for an and un. The
last corollary is asserting more than the existence of a sequence of choices terminating
the algorithm at pn/qn = z. It asserts that the algorithm is forced to terminate at
such a point. So necessarily there is some n for which zn equals u
−1
n an and is not
contained in any other disc from the shifted copy of εD•n.
Corollary 5.5. If n > −1
2
logε ‖(q0z − p0)‖/‖(p0, q0)‖ then qn 6= 0.
Proof. For those values of n > 0 with qn = 0 we have 1 = ‖(qnz − pn)‖/‖(pn, qn)‖ <
ε2n‖(q0z − p0)‖/‖(p0, q0)‖.
Corollary 5.6. The convergents converge to z. In particular, if qn 6= 0 then ‖z −
pn/qn‖ < cε2n for some constant independent of z and n.
We now wish to show that the convergents produced by Algorithm 5.1 are es-
sentially the best possible. Even in the last example with M◦12 in Q(
√−47), where
we tried to sabotage the results by taking the farthest admissible integer an at each
stage, our approximations were the best of the second kind up to constants according
to the next proposition.
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Lemma 5.7. For any n ≥ ‖q0/(p0, q0)‖, if qn+1 6= 0 we have∥∥∥∥1 + ‖bn‖qnqn+1zn+1
∥∥∥∥ > c20,
where c0 = (1− ε)/max{1, ρε} with ρ as in Notation 4.8.
Proof. Since ‖bn‖/‖zn+1‖ < ε2, if ‖bnqn/qn+1‖ ≤ 1 we are done by the triangle
inequality, so suppose this is not true. By rewriting qn+1 and zn+1 using (9) and (10)
we get
1 +
‖bn‖qn
qn+1zn+1
=
qn+1 + (unzn − an)qn
qn+1
=
qnunzn
qn+1
(
1 +
‖bn−1‖qn−1
qnzn
)
. (12)
We keep applying this as long as ‖biqi/qi+1‖ > 1, which must stop at some point since
n ≥ ‖q0/(p0, q0)‖, and the nonnegative integers ‖qi/(pi, qi)‖ cannot keep decreasing.
Supposing this goes on for n0 < i ≤ n, we combine the resulting equation with
‖uizi/bi‖ = ‖bi−1/bi‖ · ‖bi−1/(ui−1zi−1 − ai−1)‖ > ‖bi−1/bi‖/ε2 giving∥∥∥∥1 + ‖bn‖qnqn+1zn+1
∥∥∥∥ > 1ε2(n−n0)
∥∥∥∥bn0bn
∥∥∥∥ · ∥∥∥∥1 + ‖bn0‖qn0qn0+1zn0+1
∥∥∥∥ > 1ρ2ε2(n−n0)
∥∥∥∥1 + ‖bn0‖qn0qn0+1zn0+1
∥∥∥∥ .
As noted before, the norm on the right is bounded by the triangle inequality.
Proposition 5.8. Let c1 = c0
√
3/|∆|D. For any constant c and p, q ∈ OK,
(c1 − cε)2‖qnz − pn‖‖(pn, qn)‖ < ‖qz − p‖ whenever ‖q‖ < c
2
∥∥∥∥ qn+1(pn+1, qn+1)
∥∥∥∥ ,
provided n ≥ ‖q0/(p0, q0)‖.
Proof. If qn+1 = 0 then the statement is vacuously true, so suppose qn+1 6= 0. Take
some p, q ∈ OK and choose m ∈ (Mn+1) with minimal norm. Let[
x
y
]
= mM−1n+1
[
p
q
]
,
so x, y ∈ D−1n+1. We can replace p and q with their expressions in terms of x and y
and use M−1n+1(z) = zn+1 to see that
qz − p = (qnz − pn)
(‖bn‖y
m
− ‖bn‖x
mzn+1
)
.
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Now substitute x = (mq − ‖bn‖qny)/qn+1 in the expression on the right to get
qz − p = (qnz − pn)
(‖bn‖y
m
(
1 +
‖bn‖qn
qn+1zn+1
)
− ‖bn‖q
qn+1zn+1
)
.
The lemma takes care of the expression in the inner parentheses, so to bound the
ratio (qz − p)(qn, pn)/(qnz − pn) we focus on the other two pieces. For the first, the
norm of (pn, qn)‖bn‖y/m, which equals (Mn+1)bny/m by Lemma 5.2, is only smaller
than 1/‖Dn+1‖ = 1/D by at most a Minkowski bound [8], like
√|∆|/3. For the
second, ∥∥(pn, qn)‖bn‖q∥∥
‖qn+1zn+1‖ =
‖(pn+1, qn+1)bnq‖
‖qn+1zn+1‖ <
1
ε2
∥∥∥∥(pn+1, qn+1)qqn+1
∥∥∥∥ < 1c2ε2 ,
where the last inequality is our hypothesis.
To reemphasize, the quality of approximation does not suffer by an exponential
function of n when we permit choice on overlapping discs. Our bound depends only
on ε, ρ, and D. An example of this phenomenon is shown in Figure 19, where
Algorithm 5.1 has produced two different sequences of convergents for z = −0.798 +
0.473i using M◦4 in Q(
√−23).
1
2
1
23
4
5z
n
Figure 19. Convergents for expansions of −0.798 + 0.473i using M◦4 in Q(
√−23).
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In both cases we began with M0 = T (2). The blue path shows the output from
the farthest integer algorithm with ε = 0.96. The red path is from the nearest integer
algorithm using the partitions in Figure 16, essentially taking ε2 = (13 − √115)/3
(so ε ≈ 0.87). The result of loosening ε is that more approximations are found of
lower (but boundedly so) quality. Both paths ultimately find the approximation
−(4 + τ)/(2 + 2τ), but the latter finds it at n = 3, and the former not until n = 6.
n 0 1 2 3 4 5 6 7 8 9
≈ −1
2
logε
∥∥ qnz−pn
(pn,qn)
∥∥ 0 2 3 21 25 27 53 57 137 139
≈ 1
2
logε
∥∥ qn
(pn,qn)
∥∥ −∞ 0 17 17 45 47 34 64 66 137
≈ −1
2
logε
∥∥ qnz−pn
(pn,qn)
∥∥ 0 5 8 16 20 41 45 52 55 72
≈ 1
2
logε
∥∥ qn
(pn,qn)
∥∥ −∞ 0 6 10 17 20 43 48 55 56
Mind that different values of ε are used for the blue and red rows. With no loga-
rithms the red rows are shrinking and growing exponentially faster. By Proposition
5.3, the first and third row increase by at least 1 at every stage.
The data set is too small (or our bound is too imprecise) for a meaningful applica-
tion of Proposition 5.8, since ε = 0.96 gives c1 ≈ 0.0038. For any c < c1/ε, even the
blue approximations listed are much better than what the proposition guarantees.
Note from the second row that ‖qn/(pn, qn)‖ need not grow monotonically as it
does for the nearest integer version in the Gaussian case [3]. Still, the table suggests
that we can do much better than the bound ‖qn/(pn, qn)‖ ≥ 1 that we used to get
Corollary 5.6. It appears as if this norm grows roughly like 1/ε2n. It turns out such
growth is always exhibited by a subsequence of (qn)n (at least every other one, as
can be ascertained by (16) in the proof below). But to guarantee it for every n, the
technique that follows requires that ρ not be too large. The explicit bound will be
seen in the proof and highlighted afterward.
Proposition 5.9. If ρ is sufficiently small in relation to ε there are positive constants
so that for any z ∈ C and any n > ‖q0/(p0, q0)‖ we have
i) c2‖(pn, qn)2/anq2n‖ < ‖z − pn/qn‖ < c3‖(pn, qn)2/anq2n‖,
ii) c4/ε
2n < ‖qn/(pn, qn)‖ < c5‖qn+1/(pn+1, qn+1)‖,
iii) and ‖z − pn/qn‖ < c6/ε4n.
Proof. To prove i), we begin with the identity
z − pn
qn
= Mn(zn)− pn
qn
=
detMn
znq2n
(
1 +
‖bn−1‖qn−1
qnzn
)−1
. (13)
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An application of Lemma 5.7 then shows that∥∥∥∥z − pnqn
∥∥∥∥ < Dc20 ‖(pn, qn)
2‖
‖znq2n‖
, (14)
which is almost the c3 inequality, just with zn in place of an. But∥∥∥∥1− anunzn
∥∥∥∥ < ε2‖bn‖‖zn‖ < ε4
∥∥∥∥ bnbn−1
∥∥∥∥ < ε4ρ2.
This means 1 − ε2ρ < √‖an/zn‖ < 1 + ε2ρ, and the upper bound completes the
proof of the c3 inequality. To use (13) for the c2 inequality we need the the upper
bound version of Lemma 5.7, which can be found by first proving the c5 inequality.
To this end, we have
detMn+1
‖bn‖ = pn+1qn − pnqn+1 = qn(qnz − pn)
(
qn+1
qn
+
pn+1 − qn+1z
qnz − pn
)
.
Now we take norms and apply (14) to the factor qn(qnz − pn). The triangle inequal-
ity splits the last sum above, so that after applying Proposition 5.3 to the second
summand and scaling everything by
√‖zn/(pn, qn)(pn+1, qn+1)‖ we get√
‖zn detMn+1‖∥∥‖bn‖(pn, qn)(pn+1, qn+1)∥∥ <
√
D
c0
(√∥∥∥∥ qn+1(pn, qn)qn(pn+1, qn+1)
∥∥∥∥+ ε
)
.
Finally, we use Lemma 5.2 to rewrite the expression on the left as
√‖zn‖ ‖Dn+1/bn‖ >√
D/ερ so that
√‖qn+1(pn, qn)/qn(pn+1, qn+1)‖ > c0/ρε−ε, which is the c5 inequality.
This shows the missing half of Lemma 5.7:∥∥∥∥1 + ‖bn‖qnqn+1zn+1
∥∥∥∥ < c20(c0 − ρε2)2 , (15)
thus proving i) in its entirety.
For the c4 inequality we scale identity (12) by qn+1/(pn+1, qn+1) and apply it along
with Lemma 5.2 repeatedly to get
qn+1zn+1 + ‖bn‖qn
zn+1(pn+1, qn+1)
=
qn0+1zn0+1 + ‖bn0‖qn0
zn0+1(pn0+1, qn0+1)
n∏
i=n0−1
uizi
bi
. (16)
Then (15) gives an upper bound for the norm of the first expression as a multiple of
‖qn+1/(pn+1, qn+1)‖, and the product on the right has norm at least 1/ρ2ε2(n−n0). So
take n0 = ‖q0/(p0, q0)‖, allowing for Lemma 5.7 to bound the factor in front of the
product.
This c4 inequality pairs with the c3 inequality to prove iii).
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The harshest restriction on ρ in this proof is found in (15). Recalling the value
of c0, it requires ρ
2ε3 < 1 − ε to be effective. Such coverings exist by Proposition
4.10, but d becomes significantly larger in norm than the ideals in the table from
Section 4. For example, in Q(
√−15) the smallest ideal with a divisor from each class
is p2. Using ‖f‖ = ‖p2‖ = 2 in (8) and its preceding formula for ρ, the inequality
ρ2ε3 < 1− ε becomes
ε <
pi
√
3
pi
√
3 + 240
≈ 0.022.
We will not compute the smallest (in norm) d that works in Proposition 4.7 for this
ε, as the digits in a generator would likely fill a page.
The coefficients of these continued fraction expansions carry information outside
of (11). For the nearest integer algorithm in the real numbers, boundedness of the
coefficients is equivalent to z being badly approximable (the set {|qz − p| | p, q ∈ Z}
has a positive infimum). Also, periodicity of the coefficients indicates whether z is
quadratic over Q. Both of these hold more generally with our algorithm.
Corollary 5.10. If z ∈ C is badly approximable then all of its continued fraction
expansions have coefficients bounded by an absolute constant. If ρ and ε satisfy the
hypothesis of Proposition 5.9, then z ∈ C is badly approximable only if it admits a
continued fraction expansion with bounded coefficients.
Proof. If z is badly approximable then the coefficients in any of its expansions are
bounded by the c3 inequality in Proposition 5.9. This requires no assumption on ρ.
Now suppose z admits a continued fraction expansion in which an is bounded.
This assumption bounds the first summand of (anqn + ‖bn−1‖unqn−1)/qn = qn+1/qn,
and the second is bounded from above by the c5 inequality of Proposition 5.9. So
‖qn+1(pn, qn)/qn(pn+1, qn+1)‖ is bounded from above. This means that for any q ∈ OK
we are guaranteed the existence of an n for which ‖qn+1/(pn+1, qn+1)‖ is barely big
enough to apply Proposition 5.8. That is,
c2‖q‖ <
∥∥∥∥ qn+1(pn+1, qn+1)
∥∥∥∥ < c′‖q‖
for some c′, where neither c′ nor c (using the notation from Proposition 5.8) depend
on q. Therefore
c5c2
∥∥∥∥(qn+1, pn+1)anqn+1
∥∥∥∥ < c2 ∥∥∥∥(pn, qn)anqn
∥∥∥∥ < ∥∥∥∥qnz − pn(pn, qn)
∥∥∥∥ < ‖qz − p‖(c1 − εc)2 (17)
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for any p ∈ OK . But
‖q(qz − p)‖
‖q‖ <
c′‖q(qz − p)‖ ‖(pn+1, qn+1)‖
‖qn+1‖ . (18)
Comparing the left of (17) with the right of (18) shows that ‖q(qz − p)‖ is not too
small.
For roots of quadratic polynomials over K, the term “periodic” can only be
used to describe an expansion once a method for choosing among a collection of
overlapping discs has been settled upon. Without any such convention, if for distinct
m < n we get zm = zn lying in the overlap of at least two discs in D
•
m (assume the
same shifted covering happens to be relevant at both stages, so that this is also D•n),
then at the nth we may select the same disc used at the mth stage or not. What we
aim to prove is that this choice is always available. Since the number of ideals of the
given norm D is finite, as is the number of shifts of their corresponding coverings
(by a′ in Step 2 of Algorithm 5.1), it suffices to show that {zn}n is finite. Our proof
resembles Lagrange’s original 1770 proof [4] of periodicity for Q.
Proposition 5.11. The set {zn}n is finite if and only if [K(z) : K] ≤ 2.
Proof. If {zn}n is finite and (zn)n is not then there are distinct m,n ∈ N with
M−1m (z) = zm = zn = M
−1
n (z). Note that Mm cannot equal Mn as Mo¨bius trans-
formations since this would violate the monotonicity of (‖(qnz − pn)‖/‖(pn, qn)‖)n
shown in Proposition 5.3. Thus MmM
−1
n (z) = z shows that z satisfies a quadratic
(irreducible by Corollary 5.4) polynomial in K.
For the converse suppose [K(z) : K] = 2. Let (w + x)/y = z with w, x2, y ∈ OK ,
and set v = (w2 − x2)/y ∈ OK . Taking some expansion of z with Algorithm 5.1, we
apply adjM0 to z and rationalize the denominator to get (w0 + x0)/y0 = z0 where
w0 = α0β0v + (α0δ0 + β0γ0)w + γ0δ0y, (19)
x0 = x detM0 and y0 = β
2
0v + 2β0δ0w + δ
2
0y.
Now by applying R(‖bn‖)S(−an)T (un) to zn and rationalizing the denominator
again, we can recursively define
wn+1 = ‖bn‖(unwn − anyn), xn+1 = −un‖bn‖xn, (20)
and yn+1 =
(
(unwn − anyn)2 − u2nx2n
)
yn
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to get zn+1 = (wn+1 + xn+1)/yn+1 and xn+1 = x detMn+1. Then
1
ε
∥∥∥∥yn+1 detMnyn detMn+1
∥∥∥∥ < ‖yn+1zn+1‖∥∥yn‖bn‖bn∥∥ =
∥∥∥∥ 1bn
∥∥∥∥∥∥∥∥unzn − an − 2unxnyn
∥∥∥∥ ≤
(
ε+ 2
√∥∥∥∥xnyn
∥∥∥∥
)2
.
Thus ‖yn+1/ detMn+1‖ is bounded provided ‖xn/ detMn‖ is bounded, which it is.
This means the following expression is also bounded by a multiple of ‖ detMn+1‖.∥∥‖bn‖yn(unzn − an) + xn+1∥∥ = ∥∥‖bn‖(unwn − anyn)∥∥ = ‖wn+1‖.
But if instead of (19) and (20) we had used adjMn(z) to define wn, xn, and yn
directly, we would have xn = x detMn, which matches our recursive definition. Since
{1, x} is a basis for K(z)/K, the two definitions of wn and yn must match as well.
This shows wn, xn/x, yn ∈ (Mn)2. Since detMn/(Mn)2 = Dn always has norm D (in
particular its norm is bounded) and O∗K is finite, our triples (wn, xn, yn)n all come
from a finite set.
We remark that aside from being overly complicated, this proof applies equally
well to continued fractions over Q. The author is not aware of such a perspective
(absent of choice on overlaps) in the literature.
The set {zn}n is shown in Figure 20 for z = (3 + 5i)/4 using D = 1 in Q(
√−11).
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9
Figure 20. Left: the set {zn}n for z = (3 +
5i)/4 using D = 1 in Q(
√−11). Right: the
results after shifting and reflecting a point over
the disc of indicated color.
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The covering is centered at the origin, and z is labeled 0. As it lies in both a red disc
(centered at τ) and a blue disc (centered at 1 + τ), there are two admissible shifts
and reflections with which we may begin. Their results are indicated by the red and
blue arrows to 1 and 2 in the diagram. Dashed lines indicate negation. For example,
when the point labeled −5 is shifted and reflected over the blue disc centered at
−1 + τ , it lands on the point labeled 4, not −4.
To conclude we address a remark made in this section about the option to take
M0 = T (δ0), thereby simplifying the arithmetic relating pn/qn to the classic continued
fraction in (11).
Proposition 5.12. Choose D with (∆, D) = 1. If OK is D-Euclidean, then every
element of the principal genus contains an ideal of norm D.
Proof. By Corollary 5.4 our algorithm terminates in finitely many steps given any
rational input. This meansM◦D covers all of K, so we can apply Proposition 2.19.
The class of principal ideals belongs to the principal genus, verifying our claim
on the existence of δ0 ∈ OK with norm D.
The proof of Corollary 5.4 and the way it was just employed bear resemblance to
the classical proof of the statement “Euclidean implies principle ideal domain.” In a
similar spirit, we have the following two propositions.
Proposition 5.13. Choose D with (∆, D) = 1. If OK is D-Euclidean, then every
element of the class group contains an integral ideal whose norm divides D.
Proof. Fix trimmed matrices M,M ′ ∈ MD with α/β = α′/β′. Then since [(M)] =
[(α, β)] = [(α′, β′)] = [(M ′)] we can scale M ′ to get (M) = (M ′). Note that this ideal
is preserved by the action of SL2(OK).
Now take any M ′′ ∈ MD and use Proposition 4.4 to get a rationally connected
chain of elements from M ′′ back to M . Applying Proposition 2.14 and the previ-
ous paragraph repeatedly along this chain allows us to assume (M ′′) = (M) and
‖ detM ′′/(M ′′)2‖ = D. As M◦D covers all of K, we use Proposition 2.20 to see
that every ideal class has a representative a satisfying (M)D′ ⊆ a ⊆ (M), where D′
depends on the point representing [a]. But if the collection of all such a represents
every ideal class, then so do the ideals of the form a/(M) for our fixed (M). These
have norm dividing D.
In the definition of D-Euclidean, multiple coverings are required when the prin-
cipal genus of the class group is nontrivial. Just one covering by D•, however, still
has an immediate connection to the Euclidean algorithm as demonstrated by the
next proposition. In connection with our work in Section 4, it gives a geometric
perspective to Markanda’s object of study in [7].
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Proposition 5.14. Fix D ⊆ OK, and let S ⊂ OK consist of those elements that
generate ideals dividing some power of D. If D• = C then S−1OK is norm-Euclidean.
In particular, the ideal classes represented by the divisors of D generate the class
group of OK.
Proof. Even in the absence ofMD (since it is not assumed that [D] is a square), we
can still employ the Euclidean-like algorithm of Section 4.
Define a norm on S−1OK by ‖α/s‖D = ‖α/a‖ where a ⊇ (α) is the maximal ideal
for which (α/a,D) = OK . Now take some α/s, β/t ∈ S−1OK and let b ⊆ (β) satisfy
‖β/b‖ = ‖β‖D. Let b generate bn for some n and pick some γ ∈ b−1 with (γb,D) =
OK . A shifted cover of C by D• is still a cover, allowing us to choose a ∈ OK with
btα/β ∈ B(a,√‖(btαγ − aβγ,D)‖). Since ‖(btαγ−aβγ,D)‖ = ‖(btα−aβ, bD)/b‖,
this gives∥∥∥∥αs − abs · βt
∥∥∥∥
D
= ‖btα− aβ‖D ≤ ‖btα− aβ‖‖(btα− aβ, bD)‖ <
∥∥∥∥βb
∥∥∥∥ = ∥∥∥∥βt
∥∥∥∥
D
.
Corollary 5.15. If S ⊂ OK is the multiplicatively closed set generated by elements
of norm at most (8|∆|/pi√3)h, where h is the class number of OK, then S−1OK is
norm-Euclidean.
Proof. In (8) we saw that d =
√
2|∆|/pi√3 was large enough to satisfy the hypothesis
of Proposition 4.7 with ε = 1. This means that in taking D to be the largest integral
ideal divisible by the integers in B(0, 2d), we get D• = C. To make sure that
our set S satisfies the hypothesis of the previous proposition for this D, suppose
(η) = p1 · · · pk ⊇ Dn for some η ∈ OK , n ∈ N, and prime ideals p1, · · · , pk. If η is
not irreducible we are done by induction. Otherwise, we must have k ≤ h, which
completes the proof as ‖pi‖ ≤ 8|∆|/pi
√
3 by construction of D.
Propositions 5.13 and 5.14 are also generalizations of “Euclidean implies principal
ideal domain.” For the former, the assertion that OK is 1-Euclidean is exactly the
statement that it is an honest Euclidean ring, and the only integral ideal with norm
dividing 1 is principal. For the latter, O•K = C is again the Euclidean condition,
and the only integral divisor of OK is principal. Also similar is that the converses
of these two propositions frequently fail (as does the converse of Proposition 5.12).
Just as many principal ideal domains are non-Euclidean, we have seen cases like the
second and third images in Figure 13 from Q(
√−23), where we lack coverings yet
still satisfy the conclusions of the last two propositions. The suggestion is that for an
arbitrary imaginary quadratic field, our Euclidean-like algorithm and the resulting
continued fractions are natural analogs of those belonging to the Euclidean rings.
46
References
[1] Ju¨rgen Elstrodt, Fritz Grunewald, and Jens Mennicke. Groups acting on hyperbolic space:
Harmonic analysis and number theory. Springer Science & Business Media, 2013.
[2] Doug Hensley. Continued fractions. World Scientific, 2006.
[3] Adolf Hurwitz. U¨ber die entwicklung complexer gro¨ssen in kettenbru¨che. Acta Mathematica,
11(1–4):187–200, 1887.
[4] Joseph-Louis Lagrange. Additions au me´moire sur la re´solution des e´quations nume´riques.
Me´m. Berl, 24, 1770.
[5] Richard B. Lakein. Approximation properties of some complex continued fractions. Monat-
shefte fu¨r Mathematik, 77(5):396–403, 1973.
[6] Franz Lemmermeyer. The Euclidean algorithm in algebraic number fields. Exposition. Math.,
13(5):385–416, 1995.
[7] Raj Markanda. Euclidean rings of algebraic numbers and functions. Journal of Algebra,
37(3):425–446, 1975.
[8] Hermann Minkowski. Geometrie der zahlen, volume 40. Chelsea Publishing, 1910.
[9] Asmus L. Schmidt. Diophantine approximation of complex numbers. Acta mathematica,
134(1):1–85, 1975.
[10] Asmus L. Schmidt. Diophantine approximation in the field Q(i
√
11). J. Number Theory,
10(2):151–176, 1978.
[11] Asmus L. Schmidt. Diophantine approximation in the Eisensteinian field. J. Number Theory,
16(2):169–204, 1983.
[12] Asmus L. Schmidt. Diophantine approximation in the field Q(i
√
2). J. Number Theory,
131(10):1983–2012, 2011.
[13] Katherine E. Stange. Visualizing the arithmetic of imaginary quadratic fields. International
Mathematics Research Notices, 2018(12):3908–3938, 2017.
[14] Katherine E. Stange. The Apollonian structure of Bianchi groups. Transactions of the Amer-
ican Mathematical Society, 370:6169–6219, 2018.
[15] L. Ya. Vulakh. Reflections in extended Bianchi groups. In Mathematical Proceedings of the
Cambridge Philosophical Society, volume 115, pages 13–25. Cambridge University Press, 1994.
47
