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A fundamental issue in statistics, pattern recognition, and machine learning is that
of classiﬁcation. In a traditional classiﬁcation problem, we wish to assign one of k
labels (or classes) to each of n objects (or documents), in a way that is consistent with
some observed data available about that problem. For achieving better classiﬁcation
results, we try to capture the information derived by pairwise relationships between
objects, in particular hyperlinks between web documents. The usage of hyperlinks
poses new problems not addressed in the extensive text classiﬁcation literature. Links
contain high quality semantic clues that a purely text-based classiﬁer can not take
advantage of. However, exploiting link information is non-trivial because it is noisy
and a naive use of terms in the link neighborhood of a document can degrade accu-
racy. The problem becomes even harder when only a very small fraction of document
labels are known to the classiﬁer and can be used for training, as it is the case in a
real classiﬁcation scenario. Our work is based on an algorithm proposed by Soumen
Chakrabarti and uses the theory of Markov Random Fields to derive a relaxation
labelling technique for the class assignment problem. We show that the extra infor-
mation contained in the hyperlinks between the documents can be exploited to achieve
signiﬁcant improvement in the performance of classiﬁcation. We implemented our al-
gorithm in Java and ran our experiments on two sets of data obtained from the DBLP
and IMDB databases. We observed up to 5.5% improvement in the accuracy of the
classiﬁcation and up to 10% higher recall and precision results.
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7Chapter 1
Introduction
Hypertexts in general and the Web in particular encourage diverse relations be-
tween documents. Some of these relations can be viewed as links between the
corresponding documents, e.g., authorship or citation links between papers, nav-
igational links between pages, etc. The information we can obtain from this
hyperlink structure might be valuable for improving the quality of classiﬁcation.
Unfortunately, most reported algorithms for hypertext classiﬁcation use stan-
dard document classiﬁcation techniques that treat each document as an isolated
piece of text and ignore any potentially useful information that could be extracted
from the way documents reference each other. If links between documents are
ignored, we are left with a typical text classiﬁcation problem. Text classiﬁca-
tion, text categorization and text learning have the same basic task: induce a
learning algorithm that is able to classify previously unseen documents. Usually,
the learner, also called classiﬁer, ﬁrst receives a set of natural language docu-
ments with associated labels. This set is called training data set. The learning
algorithm is trained using this data, that is the classiﬁer observes some data in
the ﬁrst phase of the classiﬁcation. For a pure text-based classiﬁer, the observed
data is reduced to the training set, since the underlying hyperlink structure is
disregarded. All learning algorithms that we discuss in Sections 2.2.1, 3.1, and
4.1 estimate probability distributions based on the training data set. These esti-
mates are important part of the observed data. They are used later in the ﬁnal
phase of classiﬁcation where the trained classiﬁer is given unlabeled test data and
has to “guess” the label of each test document.
A basic assumption in the text learning is that the words in a document are
8good predictors of the label assigned to the document. With every class into which
a document can be classiﬁed, we associate a label. For example, if we are classify-
ing academic papers into subjects, each subject is associated with its correspond-
ing label from a discrete ﬁnite set C. Let C = fOperating Systems;DataMining;
GraphTheoryg. Then, a paper that discusses virtual memory would be associ-
ated with the label Operating Systems. Another paper that describes how to
ﬁnd shortest path in a graph would be related to GraphTheory and so on. If,
instead of trying to ﬁnd the best matching topic for each academic paper, we try
to color a graph so that the resulting coloring minimizes some cost measure, then
the label of a node in the graph would be the name of the color we associate with
that node. In this thesis, we refer to the word stems in a document as terms.
In general, classiﬁcation is applied not only in the information retrieval area
for classifying set of documents, but is widely used in statistics, biometric analysis
(See [12]), computer vision, image processing, e.g. for analysis and restoration of
images that has been degraded by noise (See [9]), or pattern recognition.
1.1 The Problem
We could obtain more clues about the content similarity and class member-
ship from sources like directory path, site name, and most importantly, hyper-
links. For example, the fact that hundreds of web pages have citations to both
www.siemens.com/ and www.nokia.com/ oﬀer adequate evidence that these two
pages are strongly related. That means, if we know that one is a mobile phone
manufacturer’s site, with high conﬁdence we can assign the same label to the
other. As another example, if document d1 is linked to document d2, and docu-
ments d2 and d3 have large textual similarity, there is a high chance that d1 and
d3 have the same label. All in all, the challenge is to put together multiple sources
of evidence of similarity and class membership into a label-learning system.
Since we have information about the relations between documents given by
the hyperlinks, we can present the whole data as a graph G. In this graph each
document is a node and each link forms an edge between the corresponding nodes.
Our classiﬁcation problem can be formulated as a graph labelling or coloring
problem of such a graph.
That means, we seek to optimize a global objective function on the hypertext
9graph whose nodes are being labeled or colored. Following the intuition, two
documents would be relevant if they are connected by a path of an arbitrary
length. But in fact, the longer the path, the lower is the probability that these
documents have similar content. Therefore, we assume that any two documents
are related only if the length of that path is smaller than some value, which we call
radius of inﬂuence. Thus, it is suﬃcient to consider the direct neighborhood of the
test document d, which includes only its immediate neighbors, for deciding the
label of document d, ¸(d). Since the observed dependencies are “local” assume a
ﬁrst-order Markov Random Field on an undirected graph.
For a given set of documents D and labels C, the theory of random ﬁelds
provides systematic means for converting the set of possible labellings of D over
C into a probability space. Thus, the random ﬁeld assigns a probability Pr[¸]
for a certain labelling . We make the assumption that for each labelling ¸ its
probability has a value in the interval (0;1]. The random ﬁeld is Markovian if
the conditional probability of the label assigned to document d depends only on
the labels assigned to the immediate neighbors of document d in G. The “local”
nature of dependencies in a Markov random ﬁeld justiﬁes our choice of the direct
neighborhood of a document as the most signiﬁcant source of information.
For each labelling ¸ we associate an assignment cost, that is the cost of as-
signing an individual label to each node, and a separation cost, that is the cost
of assigning pair of labels to any two connected nodes. The combination of these
two costs gives the total cost. A labelling ¸ that minimizes the total cost is
called a maximally likely labelling ¸ of the test graph. This problem is shown to
be NP-hard in [6] by J. Kleinberg and E. Tardos. As an initial approximation, we
use the data that the the classiﬁer has observed during its training phase. Recall
that the learning algorithm makes some observations of dependencies among the
data in the training set and derives probability distributions in the ﬁrst phase of
classiﬁcation.
There are two major approaches to address the problem of ﬁnding such a
labelling ¸. It can be viewed as a combinatorial optimization or probabilistic
relaxation labelling problem. These two approaches are discussed in detail in
Chapter 3.
Depending on the fraction of documents that have known labels, three dif-
ferent scenarios are possible. If all documents in the neighborhood of the test
10document have labels known to the classiﬁer, the problem falls into the area of
completely supervised learning. However, this hardly ever is the case in a real-life
classiﬁcation problem. Typically, at most a fraction of all documents would have
initially assigned labels. In the literature, this scenario is referred to as semi-
supervised. The most diﬃcult setting to handle is the completely unsupervised
scenario where none of the documents have labels known to the classiﬁer. In this
thesis, we concentrate on improving the results for classiﬁcation in the unsuper-
vised case. In Chapter 4 we give a detailed description of the developed learning
algorithm and in Chapter 6 we give empirical evidence for its performance.
11Chapter 2
Preliminaries
We start with a summary of the used notation and a brief discussion of a pure
text based classiﬁcation algorithm, namely Bayesian Classiﬁer. This algorithm is
the seed in the presented in Section 3.1 relaxation labelling technique. Moreover,
our hyperlink-aware classiﬁer (Chapter 4) is build on the basis of such relaxation
labelling.
2.1 Notation
For the description of the approach and the corresponding algorithm we will use
the following notation:
D = fdi j i = 1;2;::;ng A set of documents.
Dtrain Training set of documents. Dtrain ½ D.
C = fci j i = 1;2;::;mg A set of categories (class labels).
M Radius
K Initial size of Dtrain before expansion in-
volving radius M.
² Stop-condition parameter.
T = f¿ig The entire collection of terms that occur in
D.
¿i = ftij j j = 1;::;nig A set of terms that occur in document di.
G = (V;E) An undirected graph.
12V = fvg A set of vertices in G = (V;E) such that
there exists a one-to-one correspondence
between the vertices and the documents.
Moreover, there exists a bijective function
¾ : V ! D.
E = feg A set of edges in the graph G. An edge
e(u;v) 2 E iﬀ there is a link between ¾ (di)
and ¾ (dj).
N (d) The neighborhood of docu-
ment d for which N (d) =
f¾ (u) 2 V j (u;v) 2 E _ (v;u) 2 Eg^d =
¾ (u) holds.
The neighboring relationship has the fol-
lowing properties:
1. A document is not neighboring to it-
self: d = 2 N (d);
2. The neighboring relationship is mu-
tual: d0 2 N (d) , d 2 N (d0).
¸ : D ! C A labelling function.
¸(d) A labelling of document d.
Since documents are represented by ver-
tices we will use ¸(d) = ¸(¾ (v)) and vice
versa for each document d 2 D and its cor-
responding node v 2 V .
¸(N (d)) A labelling of a set of nodes,
¸(N (d)) 2 [N (d) 7¡! C].
¸(e(u;v)) A labelling of an edge
e(u;v) : ¸(e(u;v))
= (¸(¾ (u));¸(¾ (v)))
= (¸(d);¸(d0))
In terms of the vertex - document relation we will refer to documents and
13vertices interchangeably. For simplicity of the notation ¸(d);¸(d0) will be rep-
resented by ¸(u);¸(v), where d 2 D corresponds to node u 2 V and d0 2 D
corresponds to node v 2 V . Thus, a labelling of an edge e(u;v) is denoted by
(¸(u);¸(v)) = (¸(¾ (u));¸(¾ (v))) = (¸(d);¸(d0)).
2.2 Text classiﬁcation
Text classiﬁcation as a machine learning approach was presented in Chapter 1.
We need to mention that each learning algorithm has its underlying document
representation. We assume the Bag-of-words document representation. That is,
each document is represented by its term based vector where the vector compo-
nents reﬂect term frequencies. The goal is to devise a learning algorithm that,
given the training set Dtrain as input, will generate a classiﬁer that will be able
to accurately classify unseen documents from D.
2.2.1 Bayesian classiﬁer
The Information Retrieval literature oﬀers good algorithms for text classiﬁcation.
A simple but powerful text learning algorithm is the Naive Bayes. It deﬁnes a
probabilistic document generative model. In this model each class has a prior
probability, Pr[c] for some c 2 C, which is estimated from the frequency of a
document with label c in the training set Dtrain. Then, the generator creates terms
in a document by drawing from a multinomial distribution over terms, speciﬁc
to the class. The epithet “naive” signiﬁes the assumption of independence among
terms - that is, that the joint term distribution is the product of the marginals.
The algorithm computes maximum a posteriori estimates for the class-conditional
probabilities of each term in the vocabulary, T, from labeled training data Dtrain.
These class-conditional probabilities are calculated as the frequency of the cor-
responding term t over all the documents in a class c from the training set. In
classiﬁcation phase, we use these estimated parameters and apply Bayes’ Theo-
rem to calculate the posterior probability of each class Pr[cjd] for a test document
d, returning the most probable one as a prediction:
14argc maxPr[c j d] = argc max
Pr[djc]¢Pr[c]
Pr[d] (1:1)
= argc maxPr[c]Pr[t1;:::;tn j c]
= argc maxPr[c]
Qn
i=1 Pr[ti j c] (1:2)
Note that in equation (1:1) Pr[d] is constant over all classes and so can be
dropped from consideration. The independence assumption is applied in equation
(1:2). Some extra care is needed while estimating the probability a term to occur
in a class, Pr[t j c]. If this value is zero for any term t in our test document, then
the whole expression will reduce to zero, negating the eﬀect of any other relevant
terms that may be in the document.
We handle this problem using a technique called smoothing which involves
spreading the probability mass over all terms in the vocabulary. Thus, Pr[tjc]
is never zero, even for terms that do not appear in documents that are positive
examples of a class. In our setting the applied smoothing technique uses Laplace
law. The resulting formula for calculating Pr[tjc] is:
Pr[tjc] =
1 +
P
d2Dc n(d;t)
jTj +
P
¿
P
d2Dc n(d;¿)
(2)
The class-conditional probability of document d can be written as:
Pr[d j c] =
Ã
jl(d)j
fn(d;t)g
!
Y
t2d
Pr[tjc]
n(d;t)
where
Ã
jl(d)j
fn(d;t)g
!
=
jl(d)j!
n(d;t1)!¢n(d;t2)!¢¢¢ is a multinomial coeﬃcient, jl(d)j is
the length of document d and n(d;t) is the number of times term t occurs in
document d.
Naive Bayes is a statistical learner that is very famous for its simplicity and
speed of training, applying and updating. Furthermore, in spite of its crude
approximation, Bayes classiﬁer is one of the most practical text classiﬁers used in
applications. In the next chapter, we present a technique that relies on exactly
this learning algorithm for deriving an initial labelling of the test data and then
reﬁnes the classiﬁcation result by exploring the hyperlink structure information.
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Related work
As mentioned in Section 1.1 there are two major approaches for deriving a solution
to the neighborhood-conscious classiﬁcation problem. The ﬁrst is a probabilistic
approach and the other is a combinatorial optimization one.
3.1 Relaxation labelling technique
This approach assumes that there is a probability distribution for the assignment
of labels from a discrete ﬁnite set of classes C to any given set of documents D.
For each document d 2 D its textual content and direct neighborhood are given.
Since we know the links between the documents in D, a graph G on D is induced.
Let T 0 be the set of term-based vectors (Section 2.2) of all documents in D . We
wish to ﬁnd a labelling ¸(D) that maximizes the probability Pr[¸(D) j G;T 0].
The classiﬁer is trained on a subgraph induced by all documents that belong
to the training set Dtrain and its corresponding set of terms Ttrain. In the classi-
ﬁcation phase the algorithm takes advantage not only of test document’s textual
content but uses the information provided by its direct neighborhood N (d). A
simple example is depicted in Figure 3.1. It shows a hyperlinks-aware problem
in a semi-supervised scenario where a small fraction of documents initially have
labels known to the classiﬁer. Thus in the classiﬁcation phase, the algorithm
is given a graph on which it seeks the maximally likely labelling of the set of
unknown documents D (marked with “?” in Figure 3.1). This likelihood has to
be consistent with the observations from the training phase:
16Figure 3.1: Semi-supervised hypertext classiﬁcation.
The problem can be viewed either as ﬁnding the most likely labelling of a partially
labeled graph (discussed in Section 3.1) or completing a partially colored graph with
minimum cost (discussed in Section 3.2).
Pr[¸(D) j G;T
0] =
Pr[¸(D);G;T 0]
Pr[G;T 0]
=
Pr[G;T 0 j ¸(D)] ¢ Pr[¸(D)]
Pr[G;T 0]
(3);
where Pr[G;T 0] =
P
¸0(D) Pr[G;T 0 j ¸0 (D)] ¢ Pr[¸0 (D)].
Because Pr[G;T 0] is not a function of ¸(D), it will suﬃce to choose ¸(D) to
maximize Pr[G;T 0 j ¸(D)] ¢ Pr[¸(D)].
This would be practical if a computational feasible procedure to ﬁnd the
global maximum of this product as a function of ¸(D) were available. Or, in
case the function itself was not known, at least its functional/parametric form
is. Then, if we have a suitable learning procedure for estimating the parameter
values, the goal would be still achievable. However, this ideal situation is very
rare in practice. Quite often we have to guess the functional forms, selecting
those that have suﬃcient degrees of freedom to describe the necessary inter-
class parameters and for which we have appropriate computational and learning
algorithms. This may be due to the models and algorithms at our disposal or
the more fundamental problem of “intrinsic confusion” where the classes overlap
in the feature space corresponding to the features we have chosen for performing
classiﬁcation (For more details see [2]).
17Figure 3.2: Completely supervised case.
Chakrabarti [1] presents an algorithm that uses a relaxation labelling tech-
nique for ﬁnding the maximum probable collection of labels to be assigned to a
set of test documents.
For simplicity of the discussion, we will ﬁrst consider the problem of classifying
a single document d, for which all documents in its immediate neighborhood N (d)
have labels known to the classiﬁer (Figure 3.2). We are interested in the most
probable labelling of this document. Recall that in Section 1.1 we restricted the
radius of inﬂuence in the graph G to 1 and justiﬁed the Markov Random Field
assumption. Thus, we can consider only the direct neighborhood of the text
document d instead of the entire graph G (as is in Equation (3)). We denote by
Pr[c;c0] the probability a pair of labels c;c0 to be assigned to an edge between
document d and its immediate neighbor d0 2 N(d). Then,
Pr[c;c
0] = Pr[¸(d) = c ^ ¸(d
0) = c
0]
Let n(c0) be the number of times c0 occurs as a label of a document d0 2 N (d).
Furthermore, we assume that there exists an independence among the labels of
any two documents in the direct neighborhood N (d). For example, if d1 and d2
are immediate neighbors of test document d then the label of d1 is independent
of (the label of) d2 and vice versa. Now, in our single-document classiﬁcation
problem we wish to choose c that maximizes Pr[c] ¢ Pr[¸(N (d)) j c]. Thus, for
any c 2 C we have:
Pr[c] ¢ Pr[¸(N (d)) j c] = Pr[c] ¢
Y
c02C
Pr[c;c
0]
n(c0) (4):
18Here, the probability of a class is calculated as the frequency of that class in
the training corpus.
The problem is much harder when a major portion of documents in D consists
of documents without pre-assigned labels, as is the case in the semi-supervised
and unsupervised scenarios. How do we treat these documents? As a bootstrap
mechanism, we ﬁrst classify all unclassiﬁed documents using a term-based clas-
siﬁer. In the next iteration, we pretend that the assigned labels are correct and
proceed as described for the completely supervised scenario. To reﬁne the result
we iterate until the assigned label probabilities stabilize according to a speciﬁed
criteria. This scheme is a relaxation labelling technique.
Such relaxation techniques are applied not only in information retrieval, but
also in computer vision and image processing, e.g. for restoration of images and
pattern recognition (for more details see [9]).
3.2 Metric labelling problem
The presented neighborhood-conscious classiﬁcation problem can also be viewed
as a graph coloring problem. The goal of the algorithm is to complete the col-
oring of a given graph in the case of a semi-supervised scenario (Figure 3.1), or
to ﬁnd the lowest-cost coloring of the graph in case of an unsupervised classiﬁca-
tion. In both cases, the labeling has to be consistent with some heuristic based
pre-processing of the training data. In our setting, this results in a marginal
probability distributions of all labels ¸(u) that belong to C for all nodes u 2 V
and a citation matrix. The citation matrix determines the probability of a link
between any two labels that belong to C.
The quality of the assigned labelling is based on the contribution of two pa-
rameters:
² a non-negative cost L(u;¸(u)) of assigning a label ¸(u) to a node u 2
V ; this cost is typically set to be inversely proportional to the estimated
marginal probability distribution of ¸(u).
² a non-negative cost M (¸(u);¸(v)) of assigning a pair of labels ¸(u);¸(v)
to the corresponding endpoints of an edge e(u;v) 2 E. Usually, this is
19set to be inversely proportional to the frequency of that label pair in the
citation matrix.
Consider the probabilistic approach from Section 3.1 where we seek to maximize
the probability of assigning a particular color conﬁguration to all unclassiﬁed
graph nodes Pr[¸]. This is equivalent to minimizing ¡logPr[¸]. Assuming that
the node colors are picked as i.i.d.1 random variables from the color distribu-
tion, the cost L(u;¸(u)) of assigning color ¸(u) to node u is ¡logPr[¸(u)ju].
This part of the cost may be based on the corresponding document’s text alone
¡logPr[¸(d)j¿] as in the relaxation labelling approach (Section 3.1). Similarly
the probability of assigning a pair of labels across an edge can be turned into a
cost.
As we discussed in Chapter 1, each edge in the graph is deﬁned by some re-
lation between the connected documents. The strength of that relation is taken
into account while calculating the cost M (¸(u);¸(v)). The stronger the rela-
tion, the less is the distance between the labels ¸(u) and ¸(v) in the imposed
metric M (¢;¢). For example, if C = fChess;Handball;V olleyballg, Handball
and Volleyball would be closer to each other than Chess and Volleyball. These
considerations justify that the cost M (¸(u);¸(v)) is inversely proportional to
the product of the metric label distance of ¸(u) and ¸(v) or to the frequency of
that label pair in the citation matrix.
Finally, the total cost of a labelling is given as:
Q(¸) =
X
u2V
L(u;¸(u)) +
X
e(u;v)2E
M (¸(u);¸(v)) (5);
The metric labelling problem asks for a labelling of a minimal total cost.
Kleinberg and Tardos [6] show that the metric labelling problem is NP-
complete and give an approximation algorithm (involving rounding the results
of linear programs) with a cost that is within a O(logk loglogk) multiplicative
factor of the minimal cost, where k is the number of distinct class labels. This
approximation guarantee is independent on the size of D and is derived with
respect to an arbitrary set of objects and arbitrary metric on the set of labels.
1i.i.d. stands for independent and identically distributed
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Our approach
Our approach is based on the probabilistic formulation of the classiﬁcation prob-
lem and uses a relaxation labelling technique to derive two major approaches for
ﬁnding the maximally likely labelling ¸ of the given test graph.
4.1 Theory
As input, the classiﬁer has the text of each document d and information about
which documents of G constitute its neighborhood, N (d). The output should be
an assignment of labels to the graph nodes such that each document d has its
maximally likely label c that belongs to a discrete ﬁnite set of labels C . Recall
that the graph G consists of test documents as nodes and edges that represent
speciﬁc relations (hyperlinks) between pairs of documents in D. The set of terms
that occur in the test document d is denoted by ¿.
For ﬁnding the most probable label of each test document d 2 D we are
interested in the probability of a label c 2 C to be assigned to d taking into
account the underlying hyperlink structure and document d’s textual information:
Pr[¸(d) = c j ¿;G]
= Pr[¸(d) = c j ¿;¸(d1);¸(d2);¢¢¢ ;¸(di)¢¢¢ ;¸(dl);
21¸(e(v;u));¢¢¢ ;¸(e(v;w))] (6)
However, as stated in Section 1.1, we should try to capture only signiﬁcant
clues from the given graph that would be helpful in the classiﬁcation process.
Thus, we restrict the range of inﬂuence to radius-one neighbors of the given test
document N (d), which is equivalent to inducing a ﬁrst-order Markov Random
Field (as justiﬁed in Section 1.1). Then, Equation (6) can be rewritten as:
Pr[¸(d) = c j ¿;G] = Pr[¸(d) = c j ¿;N (d)]
= Pr
2
4¸(d) = c j ¿;
^
d02N(d)
¸
¡
d0¢
= c0
3
5 (7)
for some c0 assigned to document d0 that belongs to the neighborhood of
document d.
For simplicity of notation, we denote Pr[¸(d) = c j ¿;N (d)] by ©c;d and in
terms of the simpliﬁed notation, we write:
©c;d = Pr[¸(d) = c j ¿;N (d)]:
Let us denote by Pr[¸(N (d))] the probability of a speciﬁc collection of labels,
¸(N (d)), to be assigned to the test document neighborhood N (d). Applying the
assumption that there is no direct coupling between the text of a document and
the labels of its neighbors Equation (7) can be formulated as:
©c;d =
X
¸(N(d))
Pr[¸(d) = c j ¿] ¢ Pr[¸(d) = c j ¸(N (d))] ¢ Pr[¸(N (d))]
The class-conditional probability of document d to have label c if we take into
account only its textual content, Pr[¸(d) = c j ¿], is calculated using a Bayesian
Classiﬁer (Chapter 2.2.1). Thus, we can write:
©c;d = Pr[¸(d) = c j ¿] ¢
X
¸(N(d))
Pr[¸(d) = c j ¸(N (d))] ¢ Pr[¸(N (d))] (8)
22Now, we have to evaluate Pr[¸(d) = c j ¸(N (d))] ¢ Pr[¸(N (d))]. Assume
independence of all neighbor labels. Then, the probability of a speciﬁc labelling
of the document d’s neighborhood N (d), Pr[¸(N (d))], is estimated as:
Pr[¸(N (d))] =
Y
d02N(d)
Pr
£
¸
¡
d0¢
= c0¤
:
Thus, we can rewrite Equation (8) as follows:
©c;d = Pr[¸(d) = c j ¿] ¢
X
¸(N(d))
0
@
Y
d02N(d)
Pr[¸(d) = c j ¸(d0) = c0] ¢ Pr[¸(d0) = c0]
1
A (9)
Equation (9) already suggests an iterative solution for our neighborhood-
conscious classiﬁcation problem:
©
(r)
c;d = Pr[¸(d) = c j ¿;N (d)]
(r)
= Pr[¸(d) = c j ¿] ¢
X
¸(N(d))
0
@
Y
d02N(d)
Pr[¸(d) = c ^ ¸(d0) = c0]
1
A
(r¡1)
(10);
where r > 1.
Some ﬁnal remarks about Equation (10) are in order. To this end, we know
how to evaluate the probability of document d to have label c on the basis of
its text only by using Multinomial Bayesian Classiﬁer in iteration r = 0. More
details about this evaluation are given in Section 2.2.1. Next, we have to evaluate
all summands in Equation (10). They are calculated by taking into account the
corresponding probabilities from iteration r ¡ 1. In the formula, the probability
of edge e(d;d0) to be assigned pair of labels c;c0, that is the probability of event
¸(e(d;d0)) = (¸(d);¸(d0)) = (c;c0), is denoted by Pr[¸(d) = c ^ ¸(d0) = c0]. We
show in detail the estimation of Pr[¸(d) = c ^ ¸(d0) = c0] in Section 4.2.3.
Equation (10) can be further simpliﬁed by rewriting the formula as a product
over class assignments rather than documents in the neighborhood N (d), which
yields the following equation:
©
(r)
c;d = Pr[¸(d) = c j ¿;N(d)]
(r)
23= Pr[¸(d) = c j ¿] ¢
X
¸(N(d))
Ã
Y
c02C
Pr[¸(d) = c ^ ¸(d0) = c0]
n(c
0)
!(r¡1)
(11);
where d0 is a randomly drawn neighbor of d and n(c0) is the frequency of label
assignment c0 in N(d): n(c0) = jfd0 2 N (d) j ¸(d0) = c0gj.
Let us consider a completely unsupervised scenario. This means that in the
test set D there is no document with a pre-assigned label. As we described in
Section 3.1, we apply a bootstrap mechanism. This is, for iteration r = 0 all test
nodes receive their initial labels from the pure term-based classiﬁer (Multinomial
Bayesian). All iterations that follow are based on Equations (10) or (11). Thus,
we adopt a relaxation labelling technique. We iterate until the probabilities ©c;d,
for each document and class, stabilize, i.e. the magnitude of change is less then
or equal to some parameter ². The relaxation is guaranteed to converge to a
locally consistent assignment if initiated suﬃciently close to such a consistent
labelling [8][9]. In [8] is shown that the relaxation algorithms are local optimizers
by nature. They do not necessarily arrive at the global optimum. Given a
relaxation labelling algorithm and the data, two factors aﬀect the solution: the
initial label assignment and the cost function used to iteratively ﬁnd the global
maximum of the labelling function. In our case, the iterative scheme contains
both factors since the initial step is a context based classiﬁcation.
4.2 The Algorithm
Our hyperlink-aware classiﬁcation algorithm is based on the discussed theoretical
framework of a relaxation labelling technique (Section 4.1). In this section we
start by giving an overview of our algorithm. Later, we describe two variants of
the algorithm that use diﬀerent notion of how the neighbourhood labelling aﬀects
a document’s label, namely the soft and hard labelling approaches. We illustrate
the diﬀerence between them with a simple example at the end of the section.
4.2.1 Overview
As in the pure term-based classiﬁcation, the hyperlink-aware classiﬁer ﬁrst col-
lects its training data Dtrain. Once this process is completed, the algorithm cal-
culates the prior probabilities of classes and term distributions in Dtrain. These
24values are used in the next stage, the classiﬁcation stage. In the classiﬁcation
stage we aim to ﬁnd the optimal class (or label) assignments to all documents in
the test graph, i.e. to assign the most likely class (label) to each document d. To
this end, we use all signiﬁcant clues provided by the radius-one neighborhood of
the document, N (d), and its textual content, ¿. The classiﬁcation is performed
by using one of two methods, namely hard or soft labelling (described in detail
in Sections 4.2.4 and 4.2.5). According to the chosen method of classiﬁcation, we
approximate the sum over all possible labellings of the neighborhood to either its
most signiﬁcant summand (hard labelling) or the p most signiﬁcant summands
(soft labelling).
4.2.2 Pseudo code
Roughly speaking, the algorithm passes through two stages:
² preprocessing of the given data followed by selection of a training set,
² classiﬁcation of the remaining data subset (test data).
We summarize them in the following pseudo code:
Preprocessing:
Obtain document set D
For each document d 2 D
Select documents to construct the neighborhood N (d).
Construct graph G.
Compute feature set F.
In the ﬁrst phase of the algorithm we select the neighborhood of each doc-
ument as well as its feature set. The latter selection uses techniques that are
well described in the information retrieval literature (we mention some of them
in Section 4.3.1). The neighborhood selection is based on the textual similarity
between the test document d and each document that is linked by or has link
to document d. This similarity is measured as a cosine similarity between the
term-vectors of these two documents (Section 4.3.1). After pre-processing the
given data, we collect the training set Dtrain and derive the following parameters:
25² Prior probability of each class c 2 C, estimated as a frequency of label c in
the training corpus.
² Distribution for each term that occur in the document set D, Pr[tjc], esti-
mated as a frequency of the term t among all documents that are positive
examples of class c in Dtrain and supplemented by Laplace smoothing to
avoid zero values (details in Section 2.2.1).
Algorithm for testing data:
Construct test graph G;
Set method for calculation: hard or soft labelling;
Initialize ©
(0)
c;d = Pr[¸(d) = c j ¿;N (d)]
(0);
While (stop-condition does not hold)
For each document d 2 G
calculate ©
(r)
c;d = Pr[¸(d) = c j ¿;N (d)]
(r) by the chosen classiﬁcation
method;
We explain in detail the calculation of ©
(r)
c;d in the following sub-section.
4.2.3 Conditional probability of edge labelling
In Equation (10) the computation of the probability document d to have any
label c, ©
(r)
c;d = Pr[¸(d) = c j ¿;N (d)]
(r), involves estimation of the probability
Pr[¸(d) = c ^ ¸(d0) = c0]. This is the probability of a pair of labels c;c0 to be
assigned to the endpoints of the edge between documents d and d0 and depends on
the class-conditional probabilities of the corresponding nodes from the previous
iteration.
Thus, Pr[¸(d) = c ^ ¸(d0) = c0] can be calculated as:
² a frequency of edges d;d0 in the test graph tentatively labelled with c;c0 in
round (i ¡ 1) of the iteration scheme;
² a probability of edge labels derived from the test graph as of iteration
(i ¡ 1) by multiplication of two probabilities: the probability of label c to
be assigned to document d and the probability of label c0 to be assigned to
document d0 2 N (d), and then averaging over all edges in the graph G:
Pr[¸(d) = c ^ ¸(d0) = c0] =
P
d2Dtest
P
d02N(d) Pr[¸(d) = c] ¢ Pr[¸(d0) = c0]
P
d2Dtest jN (d)j
(12):
26However, calculating the sum over all possible labellings in Equation (10) or
(11) is hard as we have mjN(d)jsummands. To solve this problem we employ two
major methods described in Section 4.2.4 and 4.2.5.
4.2.4 Hard labelling
In the hard labelling approach we consider only the most probable collection of
all class assignments in the test document neighborhood to be signiﬁcant for
the ©
(r)
c;d = Pr[¸(d) = c j ¿;N(d)]
(r) computation. This might be seen as a crude
approximation of the sum in Equation (10) or (11) but depending on the sets C
and D this approximation gives good empirical results (see Section 6.2).
Let c0
max be the maximum probable label for each document d0 2 N(d) as of
iteration (r ¡ 1):
c
0
max = argc0 maxPr[¸(d
0) = c
0]
(r¡1) :
Then considering only the maximum probable combination of labels assigned
to the neighborhood of document d (according to the label probabilities of itera-
tion (r ¡ 1)), Equation (10) can be written as:
©
(r)
c;d = Pr[¸(d) = c j ¿;N(d)]
(r)
Pr[¸(d) = c j ¿] ¢
Y
d02N(d)
Pr[¸(d) = c ^ ¸(d0) = c0
max]
(r¡1) (13);
and its simpliﬁed form, equivalent to Equation (11) :
©
(r)
c;d = Pr[¸(d) = c j ¿;N(d)]
(r)
Pr[¸(d) = c j ¿] ¢
0
@
Y
c0
max2C
Pr[¸(d) = c ^ ¸(d0) = c0
max]
n(c
0
max)
1
A
(r¡1)
(14):
4.2.5 Soft labelling
The soft labelling approach tries to achieve better accuracy of the classiﬁcation by
avoiding the extreme hard labelling approach in which we consider only the most
probable labelling of the neighborhood. Instead, we take into account the p most
27Figure 4.1: Edges that are not allowed in an MCG.
signiﬁcant combinations of labellings of the test document neighborhood. This
is motivated by the observation that apart from the few most probable labellings
of the neighborhood (p), the remaining combinations of class assignments have
very low probabilities. Thus, they do not contribute much in the process of
calculation of ©
(r)
c;d (the probability of document d to be labeled c) and can be
ignored. This reduces the exponential number of summands in Equation (10)
and (11) from mjN(d)j to p and avoids the overly eager “rounding” that the hard
labelling approach does.
Before describing how we ﬁnd the p most signiﬁcant combinations of labellings
of the test document neighborhood we deﬁne an m-chain graph:
Deﬁnition: G(V;E) is called an m-chain graph (MCG) if and only if there exists
an ordering (<) of vertices v1 < v2 < ::: < vn, where n = jV j, and every
node vi : 1 · i < n has exactly m outgoing edges to vi+1.
Remark: Let G(V;E) be an MCG. Every edge e 2 E is a tuple hvi;vi+1;wi
that denotes the directed edge from vi to vi+1 with weight w, where the
indices(i;i + 1) are w.r.t. some total ordering on V .
Intuitively, the total ordering mentioned here is the ordering in which we would
see the nodes of the MCG if we traverse the chain. Moreover, the ordering " < "
assures that:
² directed edges e(vi;vj) where vi > vj , or
² directed edges e(vi;vj) for which j > i + 1
are not allowed. These situations are depicted in Figure 4.1. The illegal edges
are crossed out.
28In order to consider only the p most probable labellings of the neighborhood,
we need to ﬁnd p shortest paths in an MCG in which each node vi : 1 · i · jN (d)j
corresponds to a unique document d0 2 N (d). The node v0 is a special node that
does not correspond to any d0 2 N (d). The number of edges between every pair
of nodes is equal to m, where m is the size of the set of node labels C. Each
one of these edges corresponds to a distinct class c 2 C and has weight equal
to the negative of the logarithm of the probability of document di to have label
¸(di) = c. A simple example of an MCG for m = 2 is given in Figure 4.2.
Figure 4.2: Computation of the p shortest paths. The neighborhood of document d
in sub-ﬁgure (a) is represented with the graph shown in sub-ﬁgure (b). Each neighbor
of d is a node in this graph and the edges between the nodes have weights we =
¡logPr[¸(d0) = c0] for all d0 2 N (d).
Shortest path computation
Now we describe how to ﬁnd the p shortest paths in an MCG. It is easy to see
that computing the shortest path in an MCG is not very diﬃcult as stated in the
following Lemma:
Lemma 4.1 The shortest path ¼min in the MCG G(V;E) is the sequence of edges
fe1;e2;:::;en¡1g where for all i : 1 · i · n ¡ 1 : ei = hvi;vi+1;wi 2 E and all
e0 = hvi;vi+1;w0i 2 E ) e = e0 or w0 ¸ w.
In other words, we can construct the shortest path by traversing the MCG
from node v0 to vjN(d)j and at each step taking the edge with minimal weight. Let
us refer to ¼min as ¼1. Now, we are interested in ﬁnding the i’th shortest path for
2 · i · p.
29Figure 4.3: Example of path ¼ij derived from path ¼i.
Our algorithm for computing the p shortest paths works as follows. We denote
by ¼i the ith shortest path and by ¼ij, the path obtained by changing the edge
between nodes vj¡1 and vj in ¼i with the next higher edge. An example is given
in Figure 4.3. The idea is to store the length of all paths ¼ij (as well as its
corresponding i and j) that can be derived from each path ¼i computed so far
and to create the next path by picking the smallest path length (after the length
of the parent path ¼i). If the selected tuple is hl;i;ji, the new path can be
computed in time O(n) from ¼i by changing the edge between the nodes vj¡1
and vj with the next higher edge. For this new path (say ¼k) the length of each
derived path ¼kj for 1 · j · n can be computed in O(n) time.
So far a path can have more than one parent and thus each path could be
created once from each of its (possibly many) parents. We avoid this by enforcing
the condition that if path ¼k is formed as ¼ij, i.e. from path ¼i, by changing the
jth edge then it is not allowed to create paths ¼kl with l < j. This condition
is handled by introducing a start pointer for each path that indicates the ﬁrst
position eligible to be changed in the parent path ¼ij. If edges between vi¡1
and vi are sorted, and if eij represents the jth edge (in the sorted sequence)
between vi¡1 and vi then a path ¼ = he1i1;e2i2;e3i3;:::;enini can be created from
¼1 (which is the unique path ¼min formed as in Lemma 4.1) following exactly
one sequence of paths. In particular, from ¼1 = he11;e21;e31;:::;en1i to get
¼ = he1i1;e2i2;e3i3;:::;enini we keep changing e11 till we reach e1i1. Then we
start changing e21 and so on. The above argument is, in eﬀect, the (informal)
30proof of correctness of out algorithm.
As an improvement, we should note that if we need just p shortest paths then
we do not need to keep track of all possible paths that can be created. If the tuple
hl;i;j;startPointeri is sorted in a balanced binary search tree (based on key l)
then we can keep the tree size (not more than) p by inserting a tuple if and only
if its corresponding length is less than the maximum length stored in the tree.
It is easy to see that none of the shortest paths are missed. The pseudo-code of
this algorithm is given below.
Pseudo-code: Let us denote by T the binary search tree and by l(¼i) the length
of path ¼i. Recall that each node in the tree is a tuple hl;i;j;startPointeri. The
discovered p paths are stored in the array paths[p]. The algorithm is as follows:
¼0 = ¼min;[by Lemma 4.1]
paths[0] = ¼0;
for(0 · j < p)f
l = l(¼0) + Lj(1) ¡ Lj(0);
newNode = newTreeNode(l;i;j;j);
T:insert(newNode);
g
maxNode = maxfTg;
for(1 · i < p)f
firstNode = minfTg;
startPointer = firstNode:getStartPointer();
posOfChange = firstNode:j;
prevPathIdx = firstNode:i;
prevPath = paths[prevPathIdx];
newPath = prevPath:change(prevPath;posOfChange);
k = getIndexOfChange();
paths[i] = newPath;
for(startPointer · j < n)f
l = l(newPath) + Lj(k + 1) ¡ Lj(k);
if(T:size() < p)f
newNode = newTreeNode(l;i;j;j);
T:insert(newNode);
31if(l > maxNode:getLength())f
maxNode = newNode;
g
gelse if(l < maxNode:getLength())f
newNode = newTreeNode(l;i;j;j);
T:insert(newNode);
T:delete(maxNode);
maxNode = maxfTg;
g
g
g
The running time of this algorithm is O(n ¢ m ¢ logm + p ¢ n ¢ logp). The ﬁrst
term is due to the sorting of (m) edges between any two consecutive vertices and
each new generated path in the worst case can insert n new tuples in the tree
of size p. This algorithm is very simple to implement and is only slightly worse
than the optimum O(pn) which is a lower bound if we need to compute p paths
each of length n. The approach of Eppstein [7] is very complicated to implement
and does not yield the explicit paths but some encoding of the paths from which
one can compute the actual paths incurring some “extra” cost.
For the special case when m = 2 we can do even better. Let us start with
deﬁning a double chain graph (DCG) which is the special case of m-chain graph for
m = 2. We seek to ﬁnd the p shortest paths in a DCG where 1 · p · jN (d)j+1.
Let C = fc;c0g .
Deﬁnition: G(V;E) is called a double chain graph (DCG) if and only if there
exists an ordering (<) of vertices v1 < v2 < ::: < vn, where n = jV j, and
every node vi : 1 · i < n has exactly two outgoing edges to vi+1.
Remark: Let G(V;E) be a DCG. Similar to the edges E in an MCG, every edge
e 2 E in G is a tuple hvi;vi+1;wi that denotes the directed edge from vi to
vi+1 with weight w, where the indices (i;i+1) are w.r.t. some total ordering
on V .
Consider the DCG G(V;E). We denote the diﬀerence w ¡ w0 by ¢i if for some
vi;vi+1 2 V the following holds: hvi;vi+1;wi 2 E and hvi;vi+1;w0i 2 E and
32w ¸ w0. That is, ¢i represents the non-negative diﬀerence of weights of the
edges between nodes vi;vi+1 2 V .
Theorem 4.1 Let G(V;E) be a DCG and ¼1 be the shortest path in G (con-
structed by Lemma 4.1). Moreover, assume that ¢j is the i’th smallest value in
the ordered1 set ¢ = f¢kj1 · k · n ¡ 1g. Then, the ith shortest path, ¼i for
i : 2 · i · n ¡ 1, is exactly the path formed by replacing ej with e0 where e0 6= ej
and e0 = hvj;vj+1;wi for some w.
Proof: This theorem can be proved by induction on i for 2 · i · n ¡ 1 . Here,
we will give a brief sketch of the proof.
Base case: i = 2.
Consider the DCG G(V;E). Let the shortest path ¼1 be the following se-
quence of edges fe1;:::;ej;ej+1;:::;en¡2;en¡1g. Let ¢j = minkf¢kg is the ﬁrst
value in the set ¢. Now, ¢j corresponds to the diﬀerence of weights of ej =
hvi;vi+1;w1i and e0
j = hvi;vi+1;w2i with w2 ¸ w1. Consider the path ¼2 =
fe1;:::;ej¡1;e0
j;ej+1;:::;en¡2;en¡1g formed by replacing ej in ¼1 with e0
j . We
claim that ¼2 is the second shortest path2 and we prove our claim by contradic-
tion.
Assume, that ¼2 is not the second shortest path. Then, there must be a
path ¼¤ = fe0
1;:::;e0
j¡1;e0
j;e0
j+1;:::;e0
n¡2;e0
n¡1g which is the second shortest , i.e.
L(¼1) · L(¼¤) < L(¼2), where L is used to denote the length of a path L(¼) =
P
e2¼ we.
Since, L(¼¤) ¸ L(¼1), there must be an edge e0
k 2 ¼¤ such that for the
corresponding edge ek 2 ¼1; w(e0
k) ¸ w(ek) . If we replace e0
k by ek in ¼¤ we get
a path of length smaller (not necessarily strictly) than that of ¼¤. Since ¼¤ is
the second shortest path and ¼1 is the shortest path, this new path (¼¤¤) must
weight at least that of the shortest one, so L(¼¤) ¸ L(¼1) + ¢k.
Also,
L(¼2) = L(¼1) + ¢j
= L(¼¤) ¡ ¢k + ¢j
· L(¼¤) (* ¢j = minkf¢kg ) ¢j · ¢k)
But, we assumed that L(¼2) > L(¼¤), since ¼¤ is the second shortest path in
G, so we have a contradiction to our assumption.
1The ordering here is " · " as deﬁned on real numbers.
2It should be obvious to see that ¼2 is indeed a path.
33Hence, ¼2 is the second shortest path in the DCG G.
Assume the hypothesis is true for all i : 2 · i · k < jN (d)j for some
k. Then, we can prove that the hypothesis holds for induction step k + 1 by
following arguments similar to the base case.
¤
Figure 4.4: A simple example for ﬁnding p shortest paths in a DCG, where p =
jN (d)j + 1 .
Thus, if the number of classes m = 2 and p · jN (d)j + 1, Theorem 1 gives
us an algorithm to ﬁnd the p shortest paths in a DCG. We maintain a set ¢ =
f¢kj1 · k · n ¡ 1g sorted in a non-decreasing order. Then we construct the
shortest path ¼1 by applying Lemma 1. We ﬁnd the second shortest path ¼2 by
the proposed algorithm in Theorem 1. We replace the edge ej : ej = hvi;vi+1;w1i
that corresponds to the ﬁrst ¢1 2 ¢ with edge e0
j : e0
j = hvi;vi+1;w2i. Recall, that
by construction of the set ¢, ¢1 = mink f¢kg and ¢1 = w2¡w1, where w2 > w1.
The ith shortest path ¼i is constructed by substituting the corresponding edge
ek : ek = hvk;vk+1;wk1i with e0
k : e0
k = hvk;vk+1;wk2i for which ¢i 2 ¢ and
¢i = wk2 ¡ wk1. Analogously, we ﬁnd all p shortest paths. The discovered p
shortest paths correspond to the p most probable combinations of labels that the
neighbors can have. Note that if p = jN (d)j + 1 then we have to go through all
¢k 2 ¢. This means, we can consider them in any order, namely the one that is
34already given, and we do not need to sort the set ¢. Thus, we have our linear
time algorithm for ﬁnding the p shortest paths. A toy example of the algorithm
is given on Figure 4.4.
4.2.6 Soft vs. Hard labelling
To make the theory more apprehensible, we give a simple example that shows the
diﬀerence between soft and hard labelling as well as the motivation for selecting
only the most probable label assignments of the neighborhood (in the soft labelling
approach).
Suppose we have documents d1;d2 and d3, where N (d2) = fd1;d3g. Now
consider the subgraph induced by the test document d2 and its neighbors as
depicted in Figure 4.5.
Figure 4.5: Subgraph induced by document d2 and its neighbors d1 and d3.
Let the set of possible classes be C = fSport;Politicsg.
Assume we have the following estimates of probabilities of edge labellings from
iteration (r ¡ 1):
Pr[¸(d) = Sport ^ ¸(d0) = Sport] = 0:39
Pr[¸(d) = Politics ^ ¸(d0) = Sport] = 0:16
Pr[¸(d) = Sport ^ ¸(d0) = Politics] = 0:16
Pr[¸(d) = Politics ^ ¸(d0) = Politics] = 0:29
As a ﬁnal goal we wish to classify document d2, thus we have to calculate
the probabilities Pr[¸(d2) = Sport]
(r) and Pr[¸(d2) = Politics]
(r) if r is such an
iteration for which the stop condition does not hold. Assume r = 3 is such an
35iteration. We will simulate the steps through which the algorithm has to pass for
computing the label probability of document d2 in iteration r = 3. These values
might happen to be the ﬁnal result or the input values for the next iteration (
r = 4 ) of the algorithm.
Suppose, we have the following estimates from the pure term-based classiﬁ-
cation (in the very ﬁrst step of the algorithm):
² Pr[¸(d2) = Sport j ¿2] = 0:51
² Pr[¸(d2) = Politics j ¿2] = 0:49.
1. Hard labelling
In order to apply the hard labelling method of classiﬁcation, based on equation
(13), we need to ﬁnd the most probable neighborhood labelling taking into ac-
count the class assignment probabilities of the neighbors from iteration (r ¡ 1).
These probability values are marked on Figure 4.5. Note that in this example
setting in iteration (r ¡ 1) = 2 document d1 belongs to class Sport with higher
probability than to class Politics. The same holds for document d3. Then the
maximally probable labelling of the neighborhood of our test document d2 is:
max
n
Pr[¸(N (d2))]
(2)
o
= Pr[¸(d1) = Sport ^ ¸(d3) = Sport]
(2)
= 0:8 ¢ 0:9 = 0:72
Since document d1 and d3 have label Sport as the most probable label from
iteration (r¡1) = 2, the calculation of the probabilities of d2 to be in class Sport
or Politics is:
Pr[¸(d2) = Sport]
(3)
= Pr[¸(d2) = Sport j ¿2] ¢
³Q2
°=1 Pr[¸(d2) = Sport ^ ¸(d) = c°]
n(c°)
´
= Pr[¸(d2) = Sport j ¿2] ¢
³
Pr[¸(d2) = Sport ^ ¸(d) = Sport]
2
¢Pr[¸(d2) = Sport ^ ¸(d) = Politics]
0
´
= 0:51 ¢
¡
0:392¢
Pr[¸(d2) = Politics]
(3)
= Pr[¸(d2) = Politics j ¿2] ¢
³Q2
°=1 Pr[¸(d2) = Politics ^ ¸(d) = c°]
n(c°)
´
36= Pr[¸(d2) = Politics j ¿2] ¢
³
Pr[¸(d2) = Politics ^ ¸(d) = Sport]
2
¢Pr[¸(d2) = Politics ^ ¸(d) = Politics]
0
´
= 0:49 ¢
¡
0:162¢
Thus, the probabilities calculated in iteration r = 3 are:
Pr[¸(d2) = Sport]
(3) = 0:86
Pr[¸(d2) = Politics]
(3) = 0:14
2. Soft labelling
For applying soft labelling, e.g. based on equation (11), we need to calculate
the p most probable labellings of the neighborhood of document d2. Since our
toy example is very simple, we will ignore the actual method of computation
of these p labellings3. Instead, we will compute all possible labellings of N(d2).
This helps us to show the motivation for making the decision of ignoring some
of them later on in the classiﬁcation process. We have estimated in the previous
iteration, (r ¡ 1) = 2, the probabilities of each document to have any label that
belongs to the set of possible classes C. These probabilities are marked on Figure
4.5. Moreover, we know that since we have our class set C = fSport;Politicsg
constructed from two classes, we have 4 possible combinations of assigning classes
to the documents in N (d2), where jN (d2)j = 2, namely:
Pr[¸(N (d2))]1 = Pr[¸(d1) = Sport ^ ¸(d3) = Sport] = 0:72
Pr[¸(N (d2))]2 = Pr[¸(d1) = Politics ^ ¸(d3) = Sport] = 0:18
Pr[¸(N (d2))]3 = Pr[¸(d1) = Sport ^ ¸(d3) = Politics] = 0:08
Pr[¸(N (d2))]4 = Pr[¸(d1) = Politics ^ ¸(d3) = Politics] = 0:02
It is easy to notice that the last possible labelling has a very low probability.
Thus, we can ignore it as an insigniﬁcant one.
If we use equation (11), the rest of the computation would be similar to the
hard labelling case:
3The method of computation of the p most probable label conﬁgurations is described in
detail in Section 4.2.5.
37Pr[¸(d2) = Sport]
(3)
= Pr[¸(d2) = Sport j ¿2] ¢
P
¸(N(di))
³Q2
°=1 Pr[¸(d2) = Sport ^ ¸(d) = c°]
n(c°)
´
= Pr[¸(d2) = Sport j ¿2]
¢
³³
Pr[¸(d2) = Sport ^ ¸(d) = Sport]
2 ¢ Pr[¸(d2) = Sport ^ ¸(d) = Politics]
0
´
+
³
Pr[¸(d2) = Sport ^ ¸(d) = Sport]
1 ¢ Pr[¸(d2) = Sport ^ ¸(d) = Politics]
1
´´
+
³
Pr[¸(d2) = Sport ^ ¸(d) = Sport]
1 ¢ Pr[¸(d2) = Sport ^ ¸(d) = Politics]
1
´´
= 0:51 ¢ ((0:392) + (0:39 ¢ 0:16) + (0:39 ¢ 0:16))
= 0:51 ¢ (0:1521 + 0:0624 + 0:0624)
And the probability of document d2 to have label Politics:
Pr[¸(d2) = Politics]
(3)
= Pr[¸(d2) = Politics j ¿2] ¢
P
¸(N(di))
³Q2
°=1 Pr[¸(d2) = Politics ^ ¸(d) = c°]
n(c°)
´
= Pr[¸(d2) = Politics j ¿2]
¢
³³
Pr[¸(d2) = Politics ^ ¸(d) = Sport]
2 ¢ Pr[¸(d2) = Politics ^ ¸(d) = Politics]
0
´
+
³
Pr[¸(d2) = Politics ^ ¸(d) = Sport]
1 ¢ Pr[¸(d2) = Politics ^ ¸(d) = Politics]
1
´´
+
³
Pr[¸(d2) = Politics ^ ¸(d) = Sport]
1 ¢ Pr[¸(d2) = Politics ^ ¸(d) = Politics]
1
´´
= 0:49 ¢ ((0:162) + (0:16 ¢ 0:29) + (0:16 ¢ 0:29))
= 0:49 ¢ (0:0256 + 0:0464 + 0:0469)
As ﬁnal probabilities we have:
Pr[¸(d2) = Sport]
(3) = 0:71
Pr[¸(d2) = Politics]
(3) = 0:29
Both labels and their corresponding probabilities are used in the next iteration
as the results from iteration (r ¡ 1).
384.3 Implementation issues
As is usual, developing the theoretical framework for some algorithm is one story,
but implementing it - quite another one. While implementing our algorithm we,
too, faced several problems. In this section we describe some of them and the
way we handled these problems.
4.3.1 Noise reduction
In the soft labelling approach (Section 4.2.5) we considered the closer approxi-
mation of the sum component in Equations (10) and (11) and took the p most
probable label combinations of the documents in the neighborhood N(d). An-
other method to derive a more precise approximation is to pre-process the data
and select only “good” neighbors for the N (di) construction. A motivation for
this pre-processing is that in a real world scenario, the number of neighbors of
document di might be very large. This would aﬀect not only the run-time of the
algorithm, but it is quite possible that if a document has too many neighbors,
some of them might introduce noise and reduce the quality of our classiﬁcation.
For example let us consider a technical page in which among other information
there is an announcement for a competition and a link to a page describing the
previous year’s winner. The latter information is irrelevant and we do not need
to collect that page in N (di). It will only increase the signal-to-noise ratio in the
neighborhood and decrease the classiﬁer’s accuracy.
To avoid this we extract only signiﬁcant neighbors by computing a similarity
between the test document and each of its neighbors. If the level of homogeneity
between these two documents, e.g. in terms of ¿i;¿j cosine similarity, is above
some threshold then it is logical to include this neighbor of di in N (di). This
way the content of N (di), roughly speaking, is kept compact and essential. We
refer to this similarity threshold as sim threshold.
Feature selection is another helpful instrument in reducing the noise in the
data. This solution is highly dependable on the database set on which the algo-
rithm is applied. Typically, text has a very large number of potential features,
of which many are irrelevant. If a vector-space model is used, each term is a
potential feature. We reduce the dimensionality of the vector-space by remov-
ing all insigniﬁcant terms like stop-words (like “a”,”the”, etc.) and then apply
39stemming. If needed the importance of other features can be calculated using
techniques such as Mutual Information or Fisher index [11]. These methods are
well described in the IR literature (See for example [10], [2], pages 137-146).
Feature selection is desirable not only to avoid over-ﬁtting and thus improve
accuracy but also to maintain accuracy while disregarding as many features as
possible. This is an issue because of the great shortage of space to store statis-
tics for all terms. The reduction of space usually results in better classiﬁcation
performance.
4.3.2 Smoothing
Smoothing is a very important issue especially if we have a product term in some
formula. In a product, if any of the multiplicands is zero then the whole expression
will reduce to zero negating the eﬀect of any other relevant multiplicand. We
tackle the problem by smoothing all multiplicands. This technique was explained
in detail in Section 2.2.1 and is used everywhere in the estimations made by
the hyperlink classiﬁer that are potential multiplicands. Roughly speaking, the
technique involves spreading the probability mass over all corresponding events.
For example, smoothing is applied while calculating the probability of an edge
to have a speciﬁc pair of labels assigned to its endpoints (Section 4.2.3) or in the
calculation of the probability of a node to have some label ¸(d) (Section 4.1).
4.3.3 Thresholding
While performing experiments, another important issue emerged. We noticed,
that the hyperlink classiﬁer performed better when applied to test documents
with number of neighbors greater then some minimum neighborhood threshold
(MNT). This bound follows the intuition that it is reasonable to apply a neigh-
borhood conscious classiﬁcation only if a neighborhood exists, otherwise we can
use a pure term based classiﬁcation.
Finally, a special care is needed in maintaining the precision of the results of
all computations.
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Prototype Implementation
We implemented our algorithm in Java. The code includes the development of
a database connection for accessing the corresponding data set, pure term-based
and hyperlink-aware classiﬁcation algorithms, and the evaluation of their results.
The Document
In terms of the object-oriented implementation each document is an object of a
class Document and is represented by its term-based vector and class-conditional
probabilities. Recall that the vector components reﬂect term frequencies. An-
other issue is the ability of accessing the class-conditional probabilities estimated
in the previous and the current iteration of the relaxation labelling scheme of the
algorithm. Note that because of the minimum neighborhood threshold (Section
4.3.3) we need not apply the hyperlink classiﬁcation algorithm on all documents.
To keep track of the probability predictions, for all possible labels of the docu-
ment, made by the text-based classiﬁer we introduce a ﬁeld in class Document
to maintain them.
The probability of a document to have label ¸(d) is presented as an object of
class Probability. The probability value is stored in a ﬁeld value of type double
and the name of the label in a ﬁeld name of type String. The document’s neigh-
borhood is represented by a list of objects of class Edge which contains the direct
neighbor of each document. Classes Probability and Edge implements interface
Comparable in order to provide a consistent representation of the document ob-
ject. All terms that belong to a document are of class Feature. Class Feature
has ﬁelds name and frequency. In Figure 5.1 we give a UML diagram that con-
41Figure 5.1: Diagrams of classes Probability, Document and Edge.
tains the most signiﬁcant ﬁelds and methods of classes Document, Probability,
Feature, and Edge:
The pure text classiﬁer
Figure 5.2: Diagram of class TextOnlyClassiﬁer
In Section 2.2.1 we discussed the Multinomial Bayesian Classiﬁer. Its func-
tionality is implemented in class TextClassiﬁer. Its most important ﬁelds and
methods are depicted in Figure 5.2. They are used for e.g. calculation of class
prior probability, probability term to appear as a positive example of a class, etc.
The class takes care of the initialization of all test document labels and their
corresponding probabilities as described in Section 2.2.1.
42Figure 5.3: Hyperlink Classiﬁer
The hyperlink classiﬁer
The neighborhood-conscious classiﬁcation is implemented in class Hyperlink Clas-
siﬁer. This class has methods that deal with the construction of the training and
test graph, with the computation of the p shortest paths, and perform the soft
or hard labelling classiﬁcation over the training data. Recall that the relaxation
labelling scheme (RLS) uses the text only classiﬁer in its initialization step. This
means that during the ﬁrst step of the relaxation iterative scheme all documents
in the test graph receive label probabilities based only on their textual content
(Section 4.1). The method for classiﬁcation that the RLS uses in its next itera-
tions depends on the chosen method of computation of the node and edge label
probabilities (Section 4.2.4, 4.2.5). This choice is saved in a conﬁguration ﬁle
(conﬁg.properties) from where the algorithm loads all of its input parameters.
In that ﬁle we specify the parameter values needed for the training graph con-
struction (we describe it in detail in Section 6.1.2), the stop-condition parameter
², the minimum neighborhood threshold, and the similarity threshold values. In
the case of soft labelling, if we decide to ﬁx the number of shortest paths, p, to
43Figure 5.4: Invocation hierarchy.
Each arrow shows which class (at the origin of the arrow) invokes methods implemented
in other classes (positioned at target of the arrow).
some constant value, we have to state it in the conﬁg ﬁle as well. A diagram
that depicts the most signiﬁcant methods of class Hyperlink classiﬁer is shown in
Figure 5.3.
An overview of the class hierarchy and dependencies is given in Figure 5.4 and
a simpliﬁed data ﬂow diagram in Figure 5.5. More information about how to read
the data ﬂow diagram follows. By the thicker arrow we denote the data path. It
starts from the database and passes through all stages of transformation until the
result of the classiﬁcation is available. The thinner arrow shows the class that is
responsible for the corresponding operation performed on the relevant input data
stream.
44Figure 5.5: Data ﬂow diagram.
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Experiments and results
6.1 Experimental setup
In this section we describe the graph construction and the methods used for
evaluation of the classiﬁer’s performance.
6.1.1 Database
We test our hyperlink-aware classiﬁer on two diﬀerent real data sets. The ﬁrst
one includes approximately 16000 scientiﬁc publications chosen from the DBLP1
database. The document selection rule for this data set is aﬀected only by the
conference in which the papers are published. All conferences are chosen by
their signiﬁcance in the corresponding ﬁeld of science. We present two major
experiment settings over the data set: a two-label classiﬁcation and a multi-label
classiﬁcation. In the ﬁrst case, the set of classes includes labels: Database and
Notdatabase. In the second experimental setting, the set of classes includes
Database(DB), MachineLearning(ML) and Theory as labels. All papers are
“hand-tagged” with their corresponding “true” class as follows:
² If a paper is published in one of the conferences: VDLB, SIGMOD, EDBT,
or ICDE, then this paper is hand-tagged as DB.
1The DBLP server provides bibliographic information on major computer science journals
and proceedings. Initially the server was focused on DataBase systems and Logic Programming
(DBLP), now it is gradually being expanded toward other ﬁelds of computer science. One may
now read "DBLP" as "Digital Bibliography & Library Project".
46² If the publication appears in COLT, ECML, ICML, ML, NIPS then it is
tagged as ML.
² Finally, if it is published in any of the following conferences: FOCS, STACS,
STOC, ICALP, then it is tagged as Theory.
These labels are exposed to the classiﬁer only if the corresponding documents
belong to the training data set. They are used as an error estimation criteria for
the classiﬁer (more details in Section 6.1.3).
We chose co-authorship as the relation determining the connectivity between
these documents. An edge between two documents is constructed if and only if
they have a common author.
For the initial step of pure term based classiﬁcation we use the document’s
title as a source of relevant terms for this document. A modiﬁcation of this
experimental setting yields two experimental set ups. In the ﬁrst one we increase
the size of the feature set per document by collecting not only the terms derived
from the document’s title but the names of the co-authors of this document
(paper) as well. In the other modiﬁcation of the experimental setting we take
into account the additional textual information that we can extract from the
neighborhood of our test document. This implies that the feature set of each
document collects the terms in the document’s title, the names of the co-authors
of the document (paper), the terms in the titles of all neighboring documents and
the corresponding co-author names. We visualize these three scenarios in Figure
6.1.
To study the inﬂuence of the neighborhood information over the ﬁnal classiﬁ-
cation results, we performed multi label classiﬁcation on another database as well.
This is the IMDB2 database which contains information about movies such as
title, directors, staring actors, movie plot, etc. For our tests we take into account
all movies in which a given set of 80 famous actors have acted (e.g. Johny Depp,
Brus Willis, Mel Gibson, etc.). This results in about 5000 movies grouped in 4
genres: Action, Comedy, Documentary, and Drama. For each movie we take
its title and plot as a source of features for the initial step of our classiﬁcation
algorithm, namely, the Multinomial Bayesian classiﬁcation (Section 2.2.1). We
remove all “stop” words from this feature set and apply stemming to reduce the
2Internet Movie Database
47Figure 6.1: Content of the feature set of a test document.
In the ﬁrst experimental setting the feature set F includes only the terms in the document’s
title. In the second experimental setup the co-author names are included in the feature set F.
In the third setting F contains all terms in the document’s title and the co-author names plus
the same information gathered from the document’s neighbors.
dimensionality of the feature space. This yields a feature set of around 19 000
stems. The next phase of the algorithm has to process the gathered data and
construct the graph on which the hyperlink-aware classiﬁcation will be applied.
We build an edge between two documents (movies) in the graph if they have a
starring actor in common. To reduce the noise in the graph we apply a similarity
threshold (Section 4.3.1). Recall that due to this threshold we increase the chance
of all the neighbors of a document to give signiﬁcant and meaningful information
for the classiﬁcation.
We give a sketch of the database scheme used in the DBLP data set clas-
siﬁcation in Figure 6.2. The IMDB database scheme is completely analogous.
Basically, the scheme helps us access and navigate through the information in
the database as easily as possible. The major features of each document in our
data set are its ID, true class, and title. Each entry that corresponds to a given
document, e.g. its terms and their frequencies, co-authors, etc., can be found
in the tables Authors, Features, or Edges by PaperID. The document’s neigh-
borhood can be extracted by a query to table Edges. Some neighbor’s speciﬁc
characteristics can also be obtained from table Papers given the neighbor’s id.
48Figure 6.2: Database scheme
6.1.2 Graph construction
Training graph
Typically, every learning algorithm is given a fraction of documents, called train-
ing data, to estimate some necessary parameters for the further computation. In
text classiﬁcation, where a probabilistic document generative model is assumed,
these parameters are usually prior probabilities of classes and term distributions
in the data. Our classiﬁer has few input parameters: K, M, ² and methods for
calculating label probabilities. These methods were explained in detail in Sec-
tions 4.2.4, 4.2.5, and 4.2.3. Parameters K and M are used in the training graph
construction as follows. The classiﬁer ﬁrst picks up K random documents from
the whole set D. Once all the K documents di are selected, a subgraph induced
by each document di and its neighbors up to radius M is formed. Without re-
dundancy the training set Dtrain is enhanced with all newly discovered nodes.
All subgraphs form the training graph. This graph is used from the algorithm to
learn the parameters mentioned above.
Algorithm for collecting training data:
49Procedure for selecting training data(int K, int M){
Construct set Dtrain of K nodes (randomly chosen documents);
For each of these K nodes di
Construct corresponding subgraph by adding
all of the node’s neighbors d in a radius M from di.
Add the newly discovered nodes d to the set Dtrain.
}
Test graph
After the training phase is over, the algorithm classiﬁes the test data. Because
of the construction of our training graph, there might be a node dk that belongs
to Dtrain but forms an edge with a document d 2 Dtest. In this case, the node dk
is added to the set Dtest and its label, which was exposed to the classiﬁer during
the training phase, is forgotten. Thus, the node is treated as a typical test node.
Usually, these nodes are left out due to the thresholding mentioned in Section
4.3.3 and they do not inﬂuence the classiﬁer output. For performing the exper-
iments we repeat the construction of the test and training graph with diﬀerent
seeds of the random number generator while keeping all initial parameters un-
changed. Then, the classiﬁer is trained on the corresponding training graph and
is given to classify all documents of the test graph. The resulting labelling of the
test graph is evaluated by the methods which we describe in the next subsection
and saved. An average of all measurements is reported as a ﬁnal result in the
experiments.
6.1.3 Evaluation methodology
We measure the empirical eﬀectiveness of multi-labeled categorization in terms
of the classical information retrieval parameters of precision and recall (for more
details see [2] pages 131-133). Consider a classiﬁcation problem with m labels,
C = fc1;:::;cmg. Let h be the classiﬁer trained for this problem. We denote
the label with which the classiﬁer h tagged test document d with h(d) 2 C. Let
50t(d) 2 C denote document d’s true class and I[¢] be an indicator function3. For
each category ci, deﬁned are the following quantities:
TPi =
P
d2Dtest I[ci 2 t(d) ^ ci 2 h(d)]
TNi =
P
d2Dtest I[ci 2 t(d) ^ ci = 2 h(d)]
FPi =
P
d2Dtest I[ci = 2 t(d) ^ ci 2 h(d)]
FNi =
P
d2Dtest I[ci = 2 t(d) ^ ci = 2 h(d)]
For example, FPi (the “false positives” with respect to ci) is the number of
documents that were tagged by the classiﬁer with ci but whose true class is not
ci. For each label ci we deﬁne the precision Pi = Pi(h) of classiﬁer h and its recall
Ri = Ri(h) with respect to ci as:
Pi =
TPi
TPi + FPi
Ri =
TPi
TPi + TNi
In other words, the recall for class ci is the fraction of test documents hand-
tagged with ci that were also tagged ci by the classiﬁer. The precision for class
ci is the fraction of test documents tagged with ci by the classiﬁer that were also
hand-tagged ci. A weighted average of the individual precision and recall w.r.t.
the size of the test set categories is given by the overall microaveraged precision
Pmic = P(h) and recall Rmic = R(h):
Pmic =
Pm
i=1 TPi Pm
i=1(TPi + FPi)
Rmic =
Pm
i=1 TPi Pm
i=1(TPi + TNi)
or macro-averaged precision Pmac = P(h) and recall Rmac = R(h):
Pmac =
1
m
¢
m X
i=1
Pi
3I[®] is such that for a predicate ®
I[®] =
½
1 if ® is true
0 otherwise
51Rmac =
1
m
¢
m X
i=1
Ri
Usually, there exists a trade-oﬀ between recall and precision. It is calculated
using a single quality measure of the classiﬁer’s performance knows as the F1
score. F1 is deﬁned as the harmonic mean of recall and precision:
F1(h) =
2
1
P(h) + 1
R(h)
:
The harmonic mean penalizes classiﬁers that sacriﬁce one measure for another
too drastically.
Accuracy achieved by the learning algorithm is measured as:
A(h) =
TPi + FNi
TPi + TNi + FPi + FNi
and the corresponding error estimation:
E(h) = 1 ¡ A(h):
6.2 Results
We present the results of the hyperlink-aware classiﬁcation and compare them
with those of the pure term-based classiﬁcation. For each experiment we give a
detailed description of the parameter settings of the hyperlink classiﬁer including:
² stop parameter ², initial size of the training set K, radius of expansion M
² choice of method for computing the node label probabilities and the method
for computing the edge label probabilities (hard or soft labelling approaches)
² training and test data size
² average degree of training or test data node
² minimum neighborhood threshold value (MNT)
² similarity threshold value (sim threshold)
52² number of possible neighborhood labellings p taken into account in the
iteration of the relaxation labelling technique.
We present the performance of both hyperlink-aware (HC) and pure text-based
(TC) classiﬁers in terms of the parameters discussed in Section 6.1.3: recall, pre-
cision, F1 score, and accuracy. All experiments assume the completely unknown
classiﬁcation scenario. In the description of each experiment we use the following
abbreviations:
² TC - text only classiﬁer
² HC_SS - hyperlink-aware classiﬁer that uses soft labelling to calculate the
conditional node label probability (Section 4.2.5) and soft labelling to cal-
culate the conditional probability of an edge labelling (Section 4.2.3)
² HC_SH - hyperlink-aware classiﬁer that uses soft labelling to calculate the
conditional node label probability and hard labelling to calculate the con-
ditional probability of an edge labelling
² HC_HS - hyperlink-aware classiﬁer that uses hard labelling to calculate
the conditional node label probability (Section 4.2.4) and soft labelling to
calculate the conditional probability of an edge labelling
² HC_HH - hyperlink-aware classiﬁer that uses hard labelling to calculate
the conditional node label probability and hard labelling to calculate the
conditional probability of an edge labelling.
For any given setting we run the experiments 10 times and report the average
result. The training data in each run is chosen randomly.
In Section 6.2.1 and 6.2.2 we present empirical results derived from applying
the neighborhood-conscious classiﬁcation algorithm over the DBLP data set. In
Section 6.2.2 we show results from the IMDB database classiﬁcation. We analyze
all results and give directions of improvement at the end of the chapter.
6.2.1 Two-label classiﬁcation
We start with a two-label classiﬁcation over the DBLP database where the two
labels are Database and Notdatabase. As mentioned before, the true class of a
53document is revealed to the classiﬁer only if this document is in the training data
corpus. All documents that belong to the test data are unknown to the classiﬁer.
Experiment 1: Inﬂuence of the training data size on the ﬁnal classiﬁ-
cation results.
First we present an experiment that shows the inﬂuence of the ratio between
the size of the training and test data sets on the performance of the classiﬁer.
Intuitively, the classiﬁer can learn more from a bigger training data set and such
a “better” trained classiﬁer should perform better over the given test data. This
is deﬁnitely true for the text-only classiﬁcation that is based on the observed data
in the training phase. Our hyperlink classiﬁer takes the output of the text-only
classiﬁer and tries to improve its classiﬁcation result by gathering information
from the neighborhood of each test document and applying this knowledge in
the current iteration of relaxation labelling technique. Normally, if the text-only
classiﬁer gives already very good results (e.g. over 95% - 97% in accuracy) it
is not expected that the hyperlink classiﬁer will make a signiﬁcant improvement
over these results. However, we report up to 4% improvement in the single
quality measure of the classiﬁer’s performance, F1 score and the microaveraged
F1 score. The hyperlink classiﬁer gives better results for the precision and recall
measurements as well.
We present the results in four categories divided by the type of hyperlink
classiﬁer (Section 6.2) that we use.
² HC_HH vs. TC
The total number of documents in the data set is approximately 10 000. De-
pending on the number of the randomly picked initial documents, K, the ﬁnal
training data size varies. We expand all documents up to radius M = 1 and add
their neighbors without redundancy to the training set Dtrain. The feature space
is constructed only of the terms that appear in the title of each document. Table
6.1 lists all input parameters of the HC_HH classiﬁer. The values are approxi-
mately the same for the HC_HS, HC_SH and HC_SS classiﬁers since we apply
the same training data selection procedure using the same input parameters.
54Initial
jDtrainj =
K
10 20 30 40 60 80 100 120 140 160 180 200
Average
training
data size
197.3 363.0 591.9 689.2 985.5 1233.4 1561.7 1748.2 1946.0 2089.4 2362.0 2568.2
Average test
data size
8546.8 8488.6 8421.9 8361.0 8259.3 8147.9 7989.4 7914.8 7807.5 7714.2 7567.4 7452.7
Average
degree of
a training
node
44.50 42.95 46.23 42.30 41.44 41.72 41.11 40.93 39.34 37.68 38.12 36.76
Av degree of
a test node
19.49 19.11 18.14 18.21 17.33 16.42 15.29 14.69 14.26 14.11 12.86 12.57
Radius of ex-
pansion M
1 1 1 1 1 1 1 1 1 1 1 1
Stop param-
eter ²
1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5
Value of p 5 5 5 5 5 5 5 5 5 5 5 5
MNT 7 7 7 7 7 7 7 7 7 7 7 7
Table 6.1: Input parameters for HC_HH.
From the values listed in Table 6.1. we can justify the conclusion that a
better connected test graph leads to better classiﬁcation results. The hyperlink
classiﬁer (HC_HH) achieves biggest gains in the case of K = 40 and K = 60
where the average degree of a test node is highest. In general, the DBLP database
is far better structured and well organized within diﬀerent topics than the IMDB
database because researchers tend to work in one speciﬁc area of interest and
all papers that they publish are with a very high chance related to the very
same area. Since the DBLP data is more comprehensive and well structured, the
classiﬁer takes advantage of the bigger neighborhood around each test document
by extracting more useful information about it. Thus, the classiﬁer performs
better on a better connected test graph although the training graph that the
classiﬁer is trained over is smaller.
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Figure 6.3: Comparison between the accuracy and F1 values achieved by the HC_HH and
TC for both classes - Database, Not database.
The HC_HH classiﬁer uses hard method for labelling each graph node. It
assumes that each node is correctly classiﬁed in the previous iteration of the
algorithm and assigns to it the label that is maximally probable. Even after
this overly “eager” rounding, the hard hard classiﬁer shows very good results.
One reason is that the classes Database, Notdatabase are “well separated” or
“distinguishable”. That is, the cross linkage between these two classes is not
so strongly presented and the most prominent features that characterize each
of these two classes do not overlap too much. Thus, the assumption that the
most probable class is the “true” class of each document does not introduce a big
error in the ﬁnal classiﬁcation result. We observe improvements of the HC_HH
classiﬁer over the result of the text-only classiﬁer with up to 4.3% in accuracy
and up to 5.1% in the F1 score (for both classes). In recall and precision the
HC_HH achieves 5.7% better results than the TC classiﬁer.
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Figure 6.4: Comparison between the recall and precision values achieved by the HC_HH and
TC for both classes - Database, Not database.
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Figure 6.5: Comparison between the microaveraged F1 score of HC_HH and TC for both
classes - Database, Not database.
57² HC_HS vs. TC
The HC_SH classiﬁer performs slightly better than the HC_HH classiﬁer in
terms of achieved improvement over the TC classiﬁcation results. This is ex-
pected, since the calculation of the probability of a particular edge labelling
¸(d;d0) = (c;c0) takes into account the probability of the corresponding edge end
point to have label ¸(d) = c or ¸(d0) = c0. Appendix A contains a compete listing
of results and graphs. Figures A.1 to A.3 refer to the classiﬁcation using HC_HS
with the experimental setting from Table 6.1. The gain over the result of the TC
classiﬁer in accuracy is 4.4%, in precision up to 6.4% and in recall up to 5%. In
microaveraged F1 score the hyperlink classiﬁer improves over the results of the
TC classiﬁer with 4.4%.
² HC_SH vs. TC
Here we considered the hard labelling approach for calculating the node label
probabilities. In Section 4.2.5 we presented another approach for calculating this
probability, namely the soft labelling approach. In this experimental setting we
try to capture more information that the test document’s neighborhood can pro-
vide us with. To this end, we take into account not only the best possible labelling
of the neighborhood of document d, N(d), but we consider the p most signiﬁcant
labellings of N(d). In the following experiment p is set to 5. In case some docu-
ment d does not have that many possible labellings in its neighborhood we bound
p with jN(d)j. The improvement that we get by using HC_SH classiﬁer is com-
parable with the previously presented ﬂavors of the hyperlink classiﬁer. This is so
because the scope of possible improvement is relatively small (notice that the TC
classiﬁer already achieves very high results). Figures A.4 to A.6 in Appendix A
present the corresponding experimental results in detail. The hyperlink classiﬁer
has 4.1% better accuracy than the TC classiﬁer. In precision HC_SH improves
with up to 5.8% the result of the text-only classiﬁcation. The recall measure of
HC_SH is with up to 4.3% better. The highest gain in microaveraged F1 score
is 4.1%.
² HC_SS vs. TC
In the following experiment we present the HC_SS classiﬁer that uses soft meth-
ods for computing the node and edge label probabilities. Again the reader will
58notice that the achieved improvement over the TC classiﬁer is almost the same
as in the HC_HS case for example. This result is justiﬁed by the structure of
the database on which we run the tests. We mentioned above that the classes
Database, Notdatabase are “well separated” and even if taking p possible la-
bellings of the neighborhood of a test document d we would not achieve much
higher results since the error in the overly “eager” rounding is not big. All results
are listed in Figures A.7 to A.9 in Appendix A. We get up to 5.8% improvement
in precision and 4.3% improvement in recall for class Notdatabase. In F1 score
the HC_SS is with 4.7% better than the TC classiﬁer. In microaveraged F1 the
improvement is 4.1% and in accuracy 4.1% for both classes.
Since we want to show the inﬂuence of all input parameters over the ﬁnal
result we will ﬁx a setting (Table 6.2) of the classiﬁer and change one input
parameter per experiment. We refer to this setting as a baseline experimental
setting.
Initial jDtrainj = K 40
Radius of expansion M 1
Stop parameter ² 1E-5
p 5
MNT 7
Table 6.2: Baseline experimental setting for the two-label classiﬁcation.
Experiment 2: Inﬂuence of the feature space content.
We distinguish three sources of features for the text-only classiﬁcation step, thus,
we have three diﬀerent feature sets over which we can perform classiﬁcation.
² feature space constructed by all terms taken from the title of each document,
F1
² feature space constructed by all terms taken from the title of each document
and the names of the co-authors of this document, F2
² feature space constructed by all terms taken from the title of each document,
the names of the co-authors of this document, and the terms found in the
titles of this document’s neighbor plus the names of their co-authors, F3.
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Figure 6.6: Inﬂuence of the feature space content on the accuracy of the HC_HH classiﬁer.
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Figure 6.7: Inﬂuence of the feature space content on the accuracy of the HC_HS classiﬁer.
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Figure 6.8: Inﬂuence of the feature space content on the accuracy of HC_SH classiﬁer.
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Figure 6.9: Inﬂuence of the feature space content on the accuracy of the HC_SS classiﬁer.
The experiment uses the baseline setting of the classiﬁer and varies the con-
tent of the feature space (F1, F2 or F3). The results are given in Figures 6.6
61and 6.9. Similar experiments were published in the work of S. Chakrabarti [1].
They observed an increased signal-to-noise ratio which aﬀected negatively the
classiﬁcation results. The data set over which they run the experiment was a
sample of patients extracted from the Reuters database. For each document d
they expanded the list of terms seen in d with all terms seen in the documents
that belong to the neighborhood of d.
However, in our setting we have better classiﬁcation results when the feature
space contains the co-author names for each document (feature space F2). The
reason is that often researchers work in one speciﬁc area of interest and all papers
that they publish are with a very high chance related to the same area. In this
case the co-author names appear to be signiﬁcant feature that helps the classiﬁer
construct feature space in which the sets of features used to describe given class
do not overlap much. Thus, adding the co-author names as features has a positive
eﬀect on the classiﬁcation result.
If we introduce all terms seen in the neighborhood of a document (co-author
names and title terms as in the Chakrabarti’s experiment but talking in terms
of our data set), we get a very big feature set per document. In this case the
text-only classiﬁer achieves very good results (about 97% accuracy) and there is
no feasible scope of improvement over them.
Experiment 3: Inﬂuence of the stop parameter ².
Recall that the stop parameter ² represents the magnitude of change in the prob-
abilities calculated for each node in iteration i and i¡1. If this magnitude is not
higher than ² for every node then the algorithm stops. We vary the stop-condition
parameter in the range [1E ¡ 2;1E ¡ 10] and show how this change aﬀects the
performance of the classiﬁer. We observe that our algorithm converges to a con-
sistent labelling very fast (on average it takes 6 iterations) and this motivates
the choice of ² = 1E ¡ 5 to be the value of the stop parameter ² for all following
experiments in order to avoid redundant iterations.
Experiment 4: Inﬂuence of the parameter p.
In section 4.2.5 we introduced the parameter p. Its value corresponds to the
number of possible labellings of the neighborhood of a test document d that we
take into account while computing the probability of this document d to be in
62class c 2 C. The parameter p has biggest impact on the HC_SS classiﬁer. The
following experiment shows that increasing p helps the classiﬁer perform better.
This is expected since the higher p the better the approximation of the sum in
Equation (11) to exact value (Figure 6.10).
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Figure 6.10: Inﬂuence of the p value on the classiﬁer’s performance.
The x axis presents the value of p and the y axis presents the microaveraged F1 score achieved
by the HC_SS classiﬁer.
Experiment 5: Inﬂuence of the minimum neighborhood threshold (MNT)
parameter value.
If we set the MNT to a very small value then some documents on which the
hyperlink classiﬁcation algorithm would be applied would have no neighbors or a
very small number of neighbors (1 or 2). From such a neighborhood the classiﬁer
can not extract any useful information. Furthermore, the small neighborhood
might easily lead to a misclassiﬁcation if the initial label of any of its documents
was wrong. The other extreme is to set MNT to a very big value. This means
that we discard many documents that might be signiﬁcant for the classiﬁcation
procedure. To support these conclusions in Figure 6.11 we show an experiment
that uses the baseline setting of the classiﬁer and only varies the value of MNT.
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Figure 6.11: Inﬂuence of the MNT threshold on the performance of the classiﬁer.
The x axis presents the value of MNT and the y axis presents the microaveraged F1 score
achieved by the HC_SS classiﬁer.
Experiment 6: Inﬂuence of the similarity threshold value on the clas-
siﬁcation results.
As we mentioned in the analysis of Experiment No 2, the DBLP database contains
scientiﬁc documents (papers) published by authors that usually make research in
a particular area of interest. Thus, with a high probability all papers that these
scientists publish belong to the corresponding area of interest. This makes DBLP
a “well” structured database in terms of its content and all documents from this
data set provide the hyperlink classiﬁer with signiﬁcant information. This is why
we do not apply similarity thresholding on the DBLP data.
6.2.2 Multi-label classiﬁcation
DBLP database
We present a three-label classiﬁcation over the DBLP database. The three classes
are Database(DB), Machine Learning(ML), and Theory. The size of the data set
is about 18 000 documents.
64Experiment 1: Inﬂuence of the training data size over the ﬁnal classi-
ﬁcation results.
² HC_HH vs. TC performance
As in the previous section we ﬁrst show the input parameters for HC_HH. They
are given in Table 6.3 and are generally valid for HC_HS, HC_SH and HC_SS
classiﬁers. Recall that we apply one and the same procedure of collecting training
set Dtrain with the same setting of the classiﬁers. The baseline setting for the
three-label classiﬁcation is summarized in Table 6.4.
Initial
jDtrainj =
K
200 300 400 500 600 700 800 900 1000 1100 1200
Training
data size
(av.)
3301.4 4341.9 5244.2 6013.9 6739.5 7279.2 7820.0 8211.2 8608.2 8968.0 9293.2
Test data
size (av.)
13696.9 13161.0 12572.2 12013.4 11516.3 10967.6 10514.4 10125.6 9714.6 9315.0 8898.2
Av. degree
of a training
node
42.79 40.10 38.23 36.89 35.84 34.58 33.56 33.02 32.15 31.54 30.94
Av. degree
of a test
node
16.11 14.33 12.82 11.42 9.95 9.34 8.51 7.78 7.41 6.87 6.51
Radius of ex-
pansion M
1 1 1 1 1 1 1 1 1 1 1
Stop param-
eter ²
1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5
Value of p 5 5 5 5 5 5 5 5 5 5 5
MNT 7 7 7 7 7 7 7 7 7 7 7
Sim thresh-
old
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Table 6.3: Input parameters for the HC_HH.
65Initial jDtrainj = K 700
Radius of expansion M 1
Stop parameter ² 1E-5
p 5
MNT 7
Table 6.4: Baseline experimental setting for the three-label classiﬁcation.
The HC_HH classiﬁer has 2% better accuracy than the text-only classiﬁer
and 2.7% better F1 score. It achieves up to 4.1% improvement over the recall
result of the TC and up to 3.9% better result in precision. The improvement in
the microaveraged F1 score is 2%.
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Figure 6.12: Comparison between the accuracy and F1 values achieved by the HC_HH and
TC.
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Figure 6.13: Comparison between the recall and precision values achieved by the HC_HH
and TC.
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Figure 6.14: Comparison between the microaveraged F1 score values of the HC_HH and TC.
67² HC_HS vs. TC performance
Using the HC_HS classiﬁer we get up to 1.7% improvement in accuracy and up
to 2.4% in F1 score. The hyperlink classiﬁer gives with 2.7% higher score in
recall and 4% improvement in terms of precision. The microaveraged F1 measure
is better with 1.8%. All relevant plots are shown in Figures A.10 to A.12 in
Appendix A.
² HC_SH vs. TC performance
We observe up to 3% improvement in precision and 2.8% in recall using the
HC_SH classiﬁer. The accuracy of this hyperlink classiﬁer is better with up
to 1.8% and the F1 score with 1.9%. The improvement in the microaveraged
F1 score is 1.9%. We show these results in detail in Figures A.13 to A.15 in
Appendix A.
² HC_SS vs. TC performance
The HC_SS classiﬁer is better than the TC classiﬁer with up to 1.7% in mi-
croaveraged F1 score, 2.6% in Precision and 2.4% in Recall. The accuracy of the
classiﬁcation is improved with up to 1.3% and the F1 score with up to 2.3%. All
plots from this experiment are shown in Figures A.16 to A.18 in Appendix A.
Experiment 2: Inﬂuence of the feature space content.
We study the inﬂuence of the feature space content on the performance of the
hyperlink classiﬁer in the three-label classiﬁcation scenario as we did in the two-
label classiﬁcation. We run an experiment with a ﬁxed baseline setting of the
classiﬁer (in terms of input parameters) and use one of three possible feature sets:
F1, F2 or F3. Recall that F1 is a feature space constructed by all terms taken
from the title of each document, F2 is a feature space constructed by all terms
taken from the title of each document and the names of the co-authors of this
document, and F3 is a feature space constructed by all terms taken from the title
of each document, the names of the co-authors of this document, and the terms
found in the titles of this document’s neighbor plus the names of their co-authors.
The results are given in Figures 6.15 to 6.18. The conclusions from the two-
label classiﬁcation experiment are valid here as well. Co-author names appear to
be useful features that help the classiﬁer improve its performance.
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Figure 6.15: Inﬂuence of the feature space on the accuracy of the HC_HH classiﬁer.
The x axis shows the type of the feature space used in the classiﬁcation.
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Figure 6.16: Inﬂuence of the feature space on the accuracy of the HC_HS classiﬁer.
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Figure 6.17: Inﬂuence of the feature space on the accuracy of the HC_SH classiﬁer.
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Figure 6.18: Inﬂuence of the feature space on the accuracy of the HC_SS classiﬁer.
70Experiment 3: Inﬂuence of the stop parameter ².
As expected, making ² smaller results in better performance of the classiﬁer
but the classiﬁer needs a higher number of iterations to converge to consistent
labelling of the test graph.
Experiment 4: Inﬂuence of the parameter p.
Since the higher the p the closer we get to the real estimation of the sum in
Equation (11), the performance of the classiﬁer increases with increasing the
value of p. Of course, especially for the HC_SS classiﬁer where we have to pass
through a p shortest paths computation, we should consider such value of p that
gives us good approximation of the ﬁnal result and for this p the algorithm takes
relatively less number of iterations to terminate. The plot in Figure 6.19 shows
the results of an experiment in which we vary the value of p keeping all other
input parameters as in the baseline setting. We observe that the improvement of
HC over the TC results is higher with increasing the value of p.
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Figure 6.19: Inﬂuence of the parameter p value on the performance of HC_SS classiﬁer.
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Figure 6.20: Inﬂuence of MNT on the performance of HC_SS classiﬁer.
Experiment 5: Inﬂuence of the minimum neighborhood threshold (MNT)
parameter value.
The plot in Figure 6.20 supports the conclusion that there is a trade-oﬀ between
the minimum neighborhood threshold value and the result of the classiﬁcation.
We have to chose MNT so that we do not ignore useful documents and at the
same time we do not allow documents with very small neighborhood to decrease
the performance of the hyperlink classiﬁer.
Experiment 6: Inﬂuence of the similarity threshold value on the clas-
siﬁcation results.
As mentioned in the previous subsection, DBLP is a very “well” structured
database by the nature of its content. All documents that belong to this database
contain signiﬁcant clues for the hyperlink classiﬁcation, thus no similarity thresh-
old is applied here.
In the next subsection we present the results of the multi-label classiﬁcation
on the IMDB data set and study the inﬂuence of all input parameters on them.
72IMDB database
In all experiments that we run over the IMDB database we try to classify docu-
ments into four diﬀerent classes: Action, Comedy, Documentary, and Drama.
Experiment 1: Inﬂuence of the training data size on the ﬁnal classiﬁ-
cation results.
The following experiment shows the improvement achieved by the hyperlink clas-
siﬁer over the results of the text-only classiﬁer depending on the training data
size. In the experiment we vary only the parameter K and keep M = 2. The
results achieved by both classiﬁers in terms of accuracy, F1 score, recall and pre-
cision are given in Figures 6.21 and 6.22. The microaveraged F1 score is shown
in Figure 6.23. All results are averaged over 50 runs of the algorithm.
As expected, the hyperlink classiﬁer improves the result of the text-only clas-
siﬁer when there is enough information for TC to provide HC with a good starting
point for its relaxation labelling technique. At the same time this information
should not exceed a certain level above which the text-only classiﬁer achieves
results that are very close to the optimal possible classiﬁcation result. However,
even in the latter case the hyperlink classiﬁer improves the accuracy of the text-
only classiﬁer with 1-2% where as in the ﬁrst case we observe improvement of up
to 5.5%.
² HC_HH classiﬁer vs. TC
The input parameters of HC_HH are summarized in Table 6.6. The stop param-
eter is 1E ¡5. As is the case of the two-label classiﬁcation, the input parameters
for the HC_HS, HC_SH and HC_SS are approximately the same. We show the
baseline experimental set up in Table 6.7 and use it in the rest of the experiments
in this section.
73Initial
jDtrainj =
K
10 20 30 40 50 60 70 80 90 100 110 120
Training
data size
(av.)
12.6 23.0 43.0 50.4 67.8 76.3 85.9 99.3 117.0 117.4 134.9 165.0
Test data
size (av.)
224.6 223.5 214.2 215.4 208.0 208.6 209.4 203.1 196.2 204.2 196.2 187.6
Av. degree
of a training
node
0.72 0.54 1.38 0.73 1.37 1.18 1.21 1.15 1.58 0.91 1.03 1.57
Av. degree
of a test
node
2.87 2.86 2.70 2.85 2.68 2.70 2.65 2.64 2.38 2.65 2.62 2.24
Radius of ex-
pansion M
2 2 2 2 2 2 2 2 2 2 2 2
Stop param-
eter ²
1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5 1E-5
Value of p 5 5 5 5 5 5 5 5 5 5 5 5
MNT 2 2 2 2 2 2 2 2 2 2 2 2
Table 6.6: Input parameters for the HC_HH.
Initial jDtrainj = K 70
Radius of expansion M 2
Stop parameter ² 1E-5
p 5
MNT 2
Table 6.7: Baseline experimental setting for the four-label classiﬁcation.
All plots (Figures 6.21 to 6.23) show the performance of both classiﬁers for all
four classes. For all classes but Documentary, the results achieved by the text-
only classiﬁer are very bad (e.g. recall and precision below 20-30%). Thus, the
improvement that the hyperlink classiﬁer shows over them is not always signiﬁ-
cant. In the case of applying the hard labelling for calculation of the document
labels and the hard method for computing the edge label probabilities we have
improvement of up to 3.2% in accuracy and up to 3% in F1 measure. We observe
that the result of the text-only classiﬁer is much better for class Documentary
74than for the other classes. Obviously, the feature space that describes class Doc-
umentary does not overlap too much with the set of prominent features chosen
to present the other three classes in the feature space . This prevents the text-
only classiﬁer from falling into some “intrinsic confusion” and wrongly labelling
the members of class Documentary. Similarly, the hyperlink classiﬁer is able to
improve the results of the text-only classiﬁer by collecting information from the
neighborhood of all documents that belong to class Documentary. In general,
the performance of the hyperlink classiﬁer is highly dependable on the TC re-
sults since the text-only classiﬁer is trusted to initialize the labelling of the test
data in the ﬁrst step of our algorithm.
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Figure 6.21: Comparison between the accuracy and F1 values achieved by the HC_HH and
TC for all four classes (Action, Comedy, Documentary, Drama).
The microaveraged F1 score is improved with up to 3.6%. The highest gain
in precision is 6% for class Action and 3.2% for class Drama. In recall we observe
up to 6.1% improvement for class Documentary.
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Figure 6.22: Comparison between the recall and precision values achieved by the HC_HH
and TC.
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Figure 6.23: Comparison between the microaveraged F1 score values of the HC_HH and TC.
76Since the DBLP database is a “well structured” database by the nature of its
content we did not apply the neighborhood selection procedure to discard irrele-
vant documents from N(d). Unfortunately, actors, especially in the beginning of
their career, play in movies that often belong to extremely diverse movie genres.
This motivates the choice of similarity threshold as a way to organize the data
from the IMDB data set into better distinguishable classes. In fact, of all the
movies that we extracted (a subset of about 5000 movies) only 40% of them have
formed meaningful connections in the test graph G. This means that less than
one half of the movie set is constructed of movies that have signiﬁcant textual
similarity with the movies from their neighborhood. It becomes clear from our
empirically gathered data that at least a similarity threshold of 0,45 is neces-
sary to form a “well” selected neighborhood around each test document from the
IMDB database. In this experiment we have applied a similarity threshold of
0,5. Later we show an experiment that presents the inﬂuence of the similarity
threshold on the ﬁnal classiﬁcation results.
² HC_HS vs. TC
The performance of the HC_HS classiﬁer is compared with the performance of
the text-only classiﬁer in Figures A.19 to A.21 in Appendix A. The hyperlink
classiﬁer achieves up to 4% improvement in accuracy for class Documentary and
3.8% for class Drama. In F1 score HC_HS improves the results of the text-only
classiﬁer with 3.8% (class Documentary). As in the case of the HC_HH, some
values are below the text-only classiﬁer’s results but if the initial guess of the test
data labels is very bad then it is expected that the neighborhood information will
contain a lot of noise and aﬀect the ﬁnal result of the classiﬁcation in a negative
way.
In recall HC_HS achieves 7.4% improvement over the result of the text-only
classiﬁer for class Documentary. In precision we have results 6.5% higher than
the result of the TC for class Action, 3.4% for class Drama. HC_HS classiﬁer
has 4.4% better microaveraged F1 score.
² HC_SH vs. TC
In the case when we use the soft method to calculate the node label probabilities
in the test graph and the hard labelling method to compute the probability of
77an edge labelling we achieve improvement with up to 3.5% in accuracy for class
Documentary, 2% for class Drama, and 1.9% for class Action. In F1 score the
result of HC_SH is up to 2.5% higher for class Documentary and up to 2% for
class Drama. In the recall measurement we get up to 6.2% improvement of the
result (e.g. class Documentary). In precision we have up to 4.6% higher score
than the text-only classiﬁer (e.g. class Action). In microaveraged F1 we get up
to 2.7% improvement over the TC result. All plots are shown in Figures A.22 to
A.24 in Appendix A.
² HC_SS vs. TC
Using the HC_SS classiﬁer we achieve up to 5.5% improvement in accuracy (for
class Documentary). The accuracy for class Action is higher with up to 2.2% and
for class drama with up to 2.6%. The F1 score for class Documentary is 5.6%
better than the TC score. In recall for class Documentary HC_SS has up to 10%
higher result. The improvement in the precision for class Action is up to 5% and
for class Drama up to 3.5%. The microaveraged F1 score is 6.3% higher than the
TC microaveraged F1.
We observe better performance of the soft - soft hyperlink classiﬁer (HC_SS)
than the hard hard (HC_HH) classiﬁer. Furthermore, HC_SS obtains bigger
gains over the TC when trained with a very small set of documents (K = 20).
We show all the plots of the experiment in Figures A.25 to A.27 in Appendix A.
Experiment 2: Inﬂuence of the stop parameter ².
The following experiment shows that our algorithm converges to a consistent
labelling very fast. Reducing the value of the stop parameter ² also results in
speeding-up the algorithm by decreasing the number of iterations for achieving a
consistent labelling of Dtest (Table 6.8):
² = 1E ¡ 2 ² = 1E ¡ 5 ² = 1E ¡ 10
HC_SS 3.4 4.2 6.0
HC_SH 3.4 3.7 7.0
HC_HH 3.2 3.5 3.4
HC_HS 3.2 6.2 4.3
Table 6.8: Average number of iterations taken for each hyperlink classiﬁer to terminate
depending on the stop parameter ² value.
78We show the results for the diﬀerent measurements for both classiﬁers in
Table 6.9. We observe that for the value ² = 1E ¡ 5 of the stop parameter the
algorithm does not take too many iterations to terminate and at the same time
makes enough iterations to improve its performance. Thus, we set ² = 1E ¡5 for
all other experiments in this section.
² = 1E ¡ 2 ² = 1E ¡ 5 ² = 1E ¡ 10
TC HC_HH TC HC_HH TC HC_HH
Action 86.45 88.81 87.93 89.42 89.16 89.74
Comedy 83.15 83.41 80.01 82.26 83.01 82.52
Documentary 72.52 75.43 72.76 77.30 76.09 77.73
Drama 90.81 91.09 88.75 90.34 88.23 90.91
Table 6.9: Accuracy achieved by HC_HH for each class vs. the value of the stop parameter
².
Experiment 3: Inﬂuence of the similarity threshold value on the clas-
siﬁcation results.
The following experiment shows that applying a similarity threshold (Section
4.3.1) when noisy data have to be classiﬁed results in a better HC performance.
As we already mentioned, the IMDB database contains noisy information so we
set the similarity threshold to such a value that helps “ﬁltering” the document’s
neighborhood and does not allow degradation of the performance of the classiﬁer.
In our setting a similarity threshold of 0.5 gives best results (Figures 6.24 and
6.25).
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Figure 6.24: Inﬂuence of the similarity thresholding on the accuracy of the (a) HC_HH and
(b) HC_HS classiﬁers.
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Figure 6.25: Inﬂuence of the similarity thresholding on the accuracy of the (a) HC_SH and
(b) HC_SS classiﬁers.
80Experiment 4: Inﬂuence of the minimum neighborhood threshold (MNT)
parameter value.
In this experiment we vary the value of MNT (Figure 6.26) and keep all other
parameters as in the baseline setting. We observe that the best value for the
minimum neighborhood threshold is MNT = 2.
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Figure 6.26: Inﬂuence of MNT on the (a) accuracy and (b) microaveraged F1 score of the
HC_HH classiﬁer.
Finally, we consider the choice of a method of calculating the node and edge
label probabilities. In the presented experiments for the two-label classiﬁcation
scenario we observed a very insigniﬁcant eﬀect that this choice has on the ﬁ-
nal results. This suggests that for running the algorithm over a setting where
classes are “well separated” a classiﬁer that uses the hard labelling approach for
calculating node as well as edge label probabilities should be preferable. If the
classes are “not well separated” (as in the multi-labelling classiﬁcation over the
IMDB database) then it would be better to use the soft labelling approach for
the calculation of node and edge label probabilities.
81Chapter 7
Conclusion and future work
In this thesis we showed that the way documents reference each other contains
signiﬁcant information that can be used to improve the performance of a classiﬁer.
We presented an algorithm that uses this information to improve on the result of
classiﬁcation obtained by a pure term-based algorithm (Naive Bayes) and we gave
empirical evidence to support our claim. We also showed that in order to exploit
this information it suﬃces to consider only the immediate neighborhood of a test
document and this can be done eﬃciently (with some plausible assumptions).
The experimental evidence in support of the idea of hyperlink aware classiﬁca-
tion opens up some interesting directions for further research. Since the shortest
path computation for a classiﬁcation problem involving only two classes is more
eﬃcient than the one involving multiple classes, it would be interesting to simu-
late multiple class categorization with two class. One way of doing it would be
repeatedly break the set of classes fc1;c2;¢¢¢ ;cmg into fc1;c1g.
In Section 6.2.2 we conjectured on the use of diﬀerent conﬁgurations for cal-
culating the label probabilities for nodes and edges (“hard”/”soft”). It would
be useful to verify this conjecture by running the algorithm on a new sets of
databases. If this turns out to be the case then we think that our algorithm for
multiple class categorization can be improved by taking into account distances
between the labels in the set C as the metric labelling approach (Section 3.2)
suggested. If distances between labels are incorporated in the algorithm, we may
apply hard labelling classiﬁcation in case labels are “well separated” or apply soft
labelling approach in case labels are “close” to each other. By doing this, we
would be able to save computational time for well separated labels and use the
82better performance of the soft labelling in all other cases.
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85Appendix A
Results and graphs
A.1 Two label classiﬁcation results
A.1.1 HC_HS
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Figure A.1: Comparison between the accuracy and F1 values achieved by the HC_HS and
TC for both classes - Database, Not database.
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Figure A.2: Comparison between the recall and precision values achieved by the HC_HS and
TC for both classes - database, not database.
82 %
84 %
86 %
88 %
90 %
92 %
94 %
96 %
98 %
 0  20  40  60  80  100  120  140  160  180  200
M
i
c
r
o
a
v
.
 
F
1
Initial training data size K
Microav. F1 values for TC and HC
TC HC
Figure A.3: Comparison between the microaveraged F1 score of HC_HS and TC for both
classes - Database, Not database.
87A.1.2 HC_SH
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Figure A.4: Comparison between the accuracy and F1 values achieved by the HC_SH and
TC for both classes - Database, Not database.
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Figure A.5: Comparison between the recall and precision values achieved by the HC_SH and
TC for both classes - Database, Not database.
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Figure A.6: Comparison between the microaveraged F1 score of HC_SH and TC for both
classes - Database, Not database.
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Figure A.7: Comparison between the accuracy and F1 values achieved by the HC_SS and
TC for both classes - Database, Not database.
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Figure A.8: Comparison between the recall and precision values achieved by the HC_SS and
TC for both classes - Database, Not database.
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Figure A.9: Comparison between the microaveraged F1 score of HC_SS and TC for both
classes - Database, Not database.
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Figure A.10: Comparison between the accuracy and F1 values achieved by the HC_HS and
TC.
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Figure A.11: Comparison between the recall and precision values achieved by the HC_HS
and TC.
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Figure A.12: Comparison between the microaveraged F1 score values of the HC_HS and
TC.
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Figure A.13: Comparison between the accuracy and F1 values achieved by the HC_SH and
TC.
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Figure A.14: Comparison between the recall and precision values achieved by the HC_SH
and TC.
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Figure A.15: Comparison between the microaveraged F1 score values of the HC_SH and
TC.
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Figure A.16: Comparison between the accuracy and F1 values achieved by the HC_SS and
TC.
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Figure A.17: Comparison between the recall and precision values achieved by the HC_SS
and TC.
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Figure A.18: Comparison between the microaveraged F1 score values of the HC_SS and TC.
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Figure A.19: Comparison between the accuracy and F1 values achieved by the HC_HS and
TC.
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Figure A.20: Comparison between the recall and precision values achieved by the HC_HS
and TC.
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Figure A.21: Comparison between the microaveraged F1 score values of the HC_HS and
TC.
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Figure A.22: Comparison between the accuracy and F1 values (%) achieved by the HC_SH
and TC.
10010 %
20 %
30 %
40 %
50 %
60 %
70 %
80 %
90 %
100 %
 0  20  40  60  80  100  120
R
e
c
a
l
l
Initial training data size K
Recall values for TC and HC
TC Action
HC Action
TC Comedy
HC Comedy
TC Documentary
HC Documentary
TC Drama
HC Drama
(a) Recall
0 %
10 %
20 %
30 %
40 %
50 %
60 %
70 %
80 %
90 %
 0  20  40  60  80  100  120
P
r
e
c
i
s
i
o
n
Initial training data size K
Precision values for TC and HC
TC Action
HC Action
TC Comedy
HC Comedy
TC Documentary
HC Documentary
TC Drama
HC Drama
(b) Precision
Figure A.23: Comparison between the recall and precision values (%) achieved by the HC_SH
and TC.
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Figure A.24: Comparison between the microaveraged F1 score values of the HC_SH and
TC.
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Figure A.25: Comparison between the accuracy and F1 values (%) achieved by the HC_SS
and TC.
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Figure A.26: Comparison between the recall and precision values (%) achieved by the HC_SS
and TC.
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Figure A.27: Comparison between the microaveraged F1 score values of the HC_SS and TC
classiﬁers.
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