Abstract-Video transmission needs stable sending rate in order that video could be displayed to show uniform qualities. In addition, lower packet loss rate is rather helpful in reducing video quality degradation. Therefore, reliable available bandwidth estimation becomes an indispensable step towards robust transmission of multimedia data. The existing available bandwidth estimation methods cannot deal with the false estimation problem and thereby precise estimation is impossible. In this paper, we propose a reliable available bandwidth estimation method based on distinguishing queuing regions and resolving false estimations. Promising simulation results indicate that our method can obtain available bandwidth precisely no matter the network environment is single-bottleneck or multiple-bottleneck.
I. Introduction
Bandwidth is one of precious resources in the network. In order to exploit network bandwidth efficiently, multimedia data will be compressed in advance before it is transmitted over the network. However, when packet loss occurred, the quality of decoded data will be degraded. In order to display video with uniform qualities, the network needs to provide Quality-of-Service (QoS) [18] . In this paper, we consider QoS at the application level.
Numerous approaches were proposed to approximately make use of network bandwidth. In [15] , Dutta and Zhang proposed to improve the current Internet infrastructure and to support different kinds of QoS in the core network. However, their method undesirably changes the network intermediate nodes leading to hard implementation problem. Other approaches [16] ~ [19] were proposed to adjust the transmission rate according to the current network conditions. Their common characteristic is that the scalable coding scheme associated with network behavior monitor was adopted to detect network conditions and change data rate accordingly. The key is how to correctly detect network conditions (among which congestion plays a crucial role). When network is congested (which means the traffic arrival rate is larger than the departure rate), the incoming packets will be queued in the routers. Once the routers overflow, packets will be lost and the senders will need to wait a long packet timeout to retransmit the lost packets. Excessive delay makes the receiver drop those delayed packets to create packet loss. In order to deal with the congestion problem, traditional transport protocols (e.g., TCP and UDP) are still insufficient for video transmission because they ignore the network conditions so that problems remain when packet loss appears.
In order to reduce congestion, we prefer to handle this problem from controlling sending rate by means of available bandwidth estimation. Our viewpoint is that bandwidth utilization and variations are actually related with sending rate, congestion, and packet loss. This viewpoint is also supported in [5] [6]. Keshav [3] first brought a new idea, called "packet-pair'', to estimate the bottleneck bandwidth, which is defined as the minimum bandwidth among the links from the sender to the receiver. However, bottleneck link is not really crucial enough to affect network conditions. On the contrary, available bandwidth has been recognized to be the most important factor. In [2] , the available bandwidth is determined as the minimum bandwidth that has not used. Thus, it is known that the bottleneck link may be not the link with minimum available bandwidth.
In order to estimate the available bandwidth, some approaches were presented to actively send probe packet trains to interact with the competing traffic and to look for the turning point by analyzing the relation between competing traffic and probe packet train. The "turning point" specifies the "rate" where the network service rate is equal to the departure rate. The existing active bandwidth estimation tools can be divided into two types [4] : (1) probe gap model (PGM) and (2) probe rate model (PRM).
In PGM methods [4] , [8] ~ [10] , a packet pair was sent into the network in the hope that it can be expanded with the competing traffic. If the size of the competing traffic placed in between the packet pair could be known, it is possible to estimate the available bandwidth as the bottleneck bandwidth subtracting the competing traffic throughput. PGM makes two assumptions in order to guarantee reliable available bandwidth estimation. The two assumptions include (1) the link with the minimum available bandwidth is the same as the bottleneck link; (2) the packet pair must be closely placed with the competing traffic. Based on these two assumptions, PGM can estimate available bandwidth quickly without pouring large probe traffics into the network. However, the first assumption does not hold in a multiple-bottleneck environment where the link with the minimum available bandwidth may have been changed but the receiver does not know this variation.
On the other hand, PRM methods [7] [11][13] exploited self-induced congestion to detect available bandwidth. Specifically, when the traffic probing rate is larger than the available bandwidth, the queue at the bottleneck link begins to grow such that probe packet is forced to be delayed. In addition, the probe packet begins to increase its delay once the probe traffic rate is over the turning point. At this moment, the available bandwidth is defined to be the transmission rate of probe traffic at the turning point. However, PRM needs to pour more packet pairs to obtain reliable estimation such that it incurs intrusiveness and needs long convergence time. On the other hand, PRM doesn't rely on the first assumption required for PGM such that PRM is suitable for both the single-bottleneck and multiple-bottleneck environments.
However, both PGM and PRM lead to the "false estimation" problem. Fig. 1 shows this problem for PRM. To be precise, it is possible for both the probing and competing traffics to enter into the bottleneck in an overlapping manner in time to give rise to the one-way delay (OWD) increasing trend in the probe traffic. Under this situation, even the sum of both the competing and probing traffics is not larger than the bottleneck bandwidth the available bandwidth will be falsely estimated due to the detected OWD increasing trend.
Some selected PGM-and PRM-based available bandwidth estimation methods are compared and depicted in Table 1 . From this table, it is obvious that the common false estimation problem is ignored and un-solved in the literature. In view of this, the aim of this paper is to propose a reliable available bandwidth scheme that takes the false estimation problem into consideration. We provide a new policy to distinguish different queuing regions and define the so-called "queuing region factor (QRF)" to analyze the relationship between probe packets in order to eliminate "false estimation." Besides, our idea is ready to be merged with the existing (either PGM or PRM) methods to further improve their inherent disadvantages, as shown in Table 1 . 1 . Practically, the probe rate is smaller than the available bandwidth. However, one-way delay increasing trend is detected to wrongly claim that the probe rate is larger than the available bandwidth. This "false estimation" problem is found in PRM.
II. Proposed Method
In this section, our ideas of distinguishing queuing regions and resolving false estimation will be described in PRM. However, we would like to emphasize that our method can also be merged with PGM.
II. 1 One-Way Delay Increasing Trend
When the sender sends probe packets to the receiver, the time (one-way delay, OWD), k D , that is needed to propagate probe packet k with size k L is expressed as:
where i C is the bandwidth of link i , 
where l and m denote the indices of probing packets in the packet train. Based on Eq. (3), the relationship between available bandwidth (avbw) and probe rate ( 
II. 2 Queuing Region (QR) Determination
The major contribution of proposed method is to determine the types of a queuing region between two probe packets. The "queuing region" is defined as the time duration between two probe packets during which the queue is either empty or not. If a queuing region is empty, it is called a "disjoint queuing region (DQR);" otherwise, it is a "joint queuing region (JQR)". We have observed from probe packets that the accumulated queuing delays are helpful in judging the queuing region in each probe packet gap. In order to better analyze the relationship between probe rate and queuing region, our analyses will be conducted in a single-bottleneck environment. However, we would like to emphasize that our method still works in a multiple-bottleneck environment.
II. 2. 1 Queuing Region Factor
In similar to Eq. (4), we will define a relationship between probe rate and available bandwidth by exploiting the queuing region factor (QRF). First, we calculate the number of DQR and JQR,
respectively, from the probe packet train at the receiver side. Then, the so-called queuing region factor is defined according to queuing theory as: 
Although Eq. (4) is an equivalent of Eq. (6), Eq. (6) is even extremely useful in dealing with the false estimation problem, as described in Sec. I. How to determine the types of queuing regions will be investigated in the next subsection.
II. 2. 2 Policies for Classifying Queuing Region
The policies used to classify queuing regions will be described in the subsection. There will be four policies designed according to the relationship between the initial packet gap ( in ∆ ), the obtained packet gap ( i ∆ ) exactly after bottleneck, and the bottleneck gap ( B ∆ ). When the transmission path is chosen, the bottleneck router will be kept un-changed until the route is changed again. Therefore, the bottleneck bandwidth only needs to be updated when a route is changed. Some tools like NetDyn probes [20] , packet pairs [21] , bprobe [22] , and nettimer [23] can be used to retrieve the bottleneck bandwidth.
II. 2. 2. 1 Initial packet gap smaller than obtained packet gap after bottleneck,
The first policy will be used when the gap of a probe packet pair is totally filled/expanded with the competing traffic, as shown in Fig. 2 ,if 
NQR JQR
where NQR denotes that i ∆ has to be determined from its subsequent 
II.3 Probe Packet Rate Adjustment
When the receiver receives a probe packet train, he/she may exploit wither the one-way delay increasing trend (Eq. (4)) or the queuing region factor (Eq. (6)) for probe rate adjustment. However, the contribution of the proposed QRF is that QRF can help trend DI in detecting two false estimations, i.e., false positive (the fact that probe rate is larger than avbw is wrongly determined as that probe rate is not larger than avbw) and false negative (the fact that probe rate is smaller than avbw is wrongly determined as that probe rate is not smaller than avbw). Our simulation results (discussed in Sec. IV) further confirm the power of QRF. Here, false positive and false negative are defined by referring to Eqs. (4) and (6) 
The capability of QRF in detecting false estimations shows its advantage over the OWD increasing trend. We will use QRF (Eq. (6)) to determine the relationship between probe rate and available bandwidth. Then, the next probe rate at time t+1 could be adjusted according to the following binary search rule: holds, where ε is a small number used to define how the probe rate could be adjusted to approximate the true available bandwidth.
II. 4 How to Handle Packet Loss?
The proposed method tries to look for the turning point by pouring traffic to the network within a short time. Once the buffer of a router overflows, the incoming data will be dropped to create packet loss. Here, it is assumed that packet loss is caused by congestion. Under this circumstance, the probe rate is adjusted based on Eq. (9) but the values of max rate probe and min rate probe are kept un-changed in order to avoid random packet loss.
configurations (Fig. 6 and Fig. 9 ) and two different competing traffics (constant bit-rate (CBR) traffic and FTP traffic). The packet size of the CBR traffic is fixed as 1Mbps. The FTP traffic, a kind of TCP flows, guarantees reliable transmission with rate adjustment through additive increasing and multiplicative decreasing (AIMD) [1] . Hence, the rate of FTP traffic will be stable when the available bandwidth is unchanged [5] .
III. 1 Single-Bottleneck Network Model
The first topology was set in a single bottleneck environment, as shown in Fig. 6 , where Ps and Pr, respectively, denote the probe traffic sender and receiver. In Fig. 6 , the bottleneck bandwidth is set to be 10Mbps. The competing traffic flows from Cs to Cr. At the first 50 seconds, the competing traffic's rate is kept 0.5Mbps and changed to 1Mbps from 51 st to 100 th seconds. After that, the competing traffic's rate increases 1Mbps per 50 seconds until the end of 500 th second. In Fig. 7 , the results of estimated available bandwidth with respect to the proposed method and pathChirp, and the true avbw are plotted for comparisons under the CBR traffic only. It can be observed that our method is able to approximate the actual available bandwidth accurately. However, pathChirp gives over-estimations when the traffic load is low and gives improved but oscillated results when network traffic is high. The main reason is that pathChirp wrongly converges when false estimations (Eq. (8)) occur. In Fig. 8 , we show the estimation results under the situation that the competing traffic was composed of the CBR and FTP traffics. The results of the estimated available bandwidth obtained from our method and pathChirp, and the true avbw are plotted for comparisons. It can be observed from Fig. 8 that our method is able to approximate the true available bandwidth stably and doesn't yield over-estimations.
However, pathChirp generates over-estimations when the competing traffic's load is low and gives improved but oscillated estimations when the competing traffic's load is high. Again, this is due to that pathChirp wrongly converges when false estimations occur.
III. 2 Multiple-bottlenecks Network Model
In the second network topology, we focus on the multiple-bottleneck network environment, as shown in Fig.  9 . The multiple-bottleneck model is used to manifest the advantage of PRM-like methods. In Fig. 9 , the bottleneck bandwidth is 10Mbps (R1~R2) and the bandwidth of the link (R2~R3) is 20Mbps. The link with the minimum available bandwidth is from R1 to R2. The throughput of the competing traffic sent from C1s to C1r is 3Mbps.
In addition, the initial rate of the competing traffic from C2s to C2r is 5Mbps and is then is adjusted with an increasing rate 1Mbps per 50 seconds. It should be noted that the link with the minimum available bandwidth will be shifted from link R1~R2 to the link R2~R3 at the 250 th second in this multiple-bottleneck model. In Fig. 10 , the results of estimated available bandwidth with respect to the proposed method and pathChirp, and the true avbw are plotted for comparisons. It can be observed that our method is able to approximate the actual available bandwidth quite accurate. However, pathChirp gives under-estimations when the traffic load is low and gives improved but oscillated results when network traffic is high. Again, pathChirp cannot detect false estimations in a multiple-bottleneck model environment. In Fig. 11 , we show the estimation results under the situation that the competing traffic was composed of the CBR and FTP traffics. The results of the available bandwidth estimated from our method and pathChirp, and the true avbw are plotted for comparisons. It can be observed from Fig. 11 that both methods basically yield under-estimations. However, compared with pathChirp our result is closer to the actual available bandwidth. 
IV Concluding Remarks
Traditional transport protocols are unable to provide stable video transmission. The main reason is that the information about available bandwidth is ignored. However, end-to-end available bandwidth estimation plays an important role in helping congestion control of multimedia transmission. In this paper, we have proposed a reliable available bandwidth estimation method based on (1) distinguishing queuing regions; and (2) resolving false estimations. Since the false estimations, resulted from OWD increasing trend, in specifying the relationship between probe rate and available bandwidth could be corrected by our method, the available bandwidth can be measured accurately. This characteristic explains the major difference between our method and the existing methods. Furthermore, our method can make the probe gap model-based methods work in the multiple-bottleneck model. More analyses of available bandwidth estimation can be found in [24] .
