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UNSTABLE ADAMS OPERATIONS ACTING ON p-LOCAL COMPACT GROUPS AND
FIXED POINTS
A. GONZA´LEZ
Abstract. We prove in this paper that every p-local compact group is approximated by trans-
porter systems over finite p-groups. To do so, we use unstable Adams operations acting on a
given p-local compact group and study the structure of resulting fixed points.
The theory of p-local compact groups was introduced by C. Broto, R. Levi and B. Oliver in
[BLO3] as the natural generalization of p-local finite groups to include some infinite structures,
such as compact Lie groups or p-compact groups, in an attempt to give categorical models for
a larger class of p-completed classifying spaces.
Nevertheless, when passing from a finite setting to an infinite one, some of the techniques
used in the former case are not available any more. As a result, some of the more important
results in [BLO2] were not extended to p-local compact groups, and, roughly speaking, that
p-local compact groups are not yet as well understood as p-local finite groups. It is then the aim
of this paper to shed some light on the new theory introduced in [BLO3].
The underlying idea of this paper can be traced back to work of E. M. Friedlander and
G. Mislin, [F1], [F2], [FM1] and [FM2], where the authors use unstable Adams operations
(or Frobenius maps in the algebraic setting) to approximate classifying spaces of compact Lie
groups by classifying spaces of finite groups. More recently, C. Broto and J. M. Møller studied
a similar construction for connected p-compact groups in [BM].
Here, by an approximation of a compact Lie groupG by finite groups we mean the existence
of a locally finite group G◦, together with a mod p homotopy equivalence BG◦ → BG (that is,
this map induces amod p homology isomorphism). SinceG◦ is locally finite, it can be described
as a colimit of finite groups, and this allows then to extend known properties of finite groups to
compact Lie groups. Of course, this argument is unnecessary in the classical setting of compact
Lie groups, since other techniques are at hand.
As we have mentioned, the works of Friedlander and Mislin depended on Frobenius maps
and their analogues in topological K-theory, unstable Adams operations. For p-local compact
groups, unstable Adams operations were constructed for all p-local compact groups in the
doctoral thesis [J], although in this work we will use the more refined version of unstable
Adams operations from [JLL].
One can then study the action of unstable Adams operations on p-local compact groups from
a categorical point of view, focusing on the definition of a p-local compact group as a triple
(S,F ,L), which is in fact the approach that we have adopted in this paper, and which will lead
to a rather explicit description of the fixed points of a p-local compact group under the action
of an unstable Adams operation (of high enough degree).
The following result, which is the main theorem in this paper, will be restated and proved as
Theorems 3.7 and 3.10.
Theorem A. Let G = (S,F ,L) be a p-local compact group, and letΨ be an unstable Adams operation
on G. Then, Ψ defines a family of finite transporter systems {Li}i∈N, together with faithful functors
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Θi : Li → Li+1 for all i, such that there is a mod p homotopy equivalence
BG ≃p hocolim |Li|.
Each transporter systemLi is associated to an underlying fusion systemFi, which is Ob(Li)-
generated and Ob(Li)-saturated (see definition 1.14). The notation comes from [BCGLO1].
The first property (generation) means that morphisms in Fi are compositions of restrictions of
morphisms among the objects in Ob(Li), and the second property (saturation) means that the
objects in Ob(Li) satisfy the saturation axioms.
The saturation of the fusion systems Fi remains unsolved in the general case, but we study
some examples in this paper where, independently of the operationΨ, the triplesGi are always
(eventually) p-local finite groups. To simplify the statements below, we will say thatΨ induces
an approximation ofG by p-local finite groups if the triplesGi in TheoremAare p-local finite groups.
This definition will be made precise in section §3.
The following results correspond to Theorems 4.1 and 4.9 respectively.
Theorem B. Let G be a p-local compact group of rank 1, and let Ψ be an unstable Adams operation
acting on G. Then,Ψ induces an approximation of G by p-local finite groups.
Theorem C. Let G be the p-local compact group induced by the compact Lie group U(n), and let Ψ
be an unstable Adams operation acting on G. Then, Ψ induces an approximation of G by p-local finite
groups.
As an immediate consequence of approximations of p-local compact groups by p-local finite
groups,weprove in section §3 a Stable Elements Theorem for p-local compact groups (whenever
such an approximation is available). Stable Elements Theorem has proved to be a rather
powerful tool in the study of p-local finite groups, and one would of course like to have a
general proof in the compact case. In this sense, our conjecture is that the constructions that
we introduce in this paper yield approximations by p-local finite groups for all p-local compact
groups.
One could also choose a different approach to the study of fixed points in this p-local setting.
Indeed, given an unstable Adams operation Ψ acting on G, one could consider the homotopy
fixed points of BG under the natural map induced by an unstable Adams operation acting on
G, namely the homotopy pull-back
X //

BG
∆

BG
(id,|Ψ|)
// BG × BG,
and apply the topological tools provided in [BLO2] and [BLO4] to study the homotopy type
of X. This point of view is in fact closer to the work of Broto and Møller [BM] mentioned
above, and will constitute the main subject in a sequel of this paper, where we will relate the
constructions introduced in this paper and homotopy fixed points.
The paper is organized as follows. The first section contains the main definitions of discrete
p-toral groups, (saturated) fusion systems, centric linking systems, transporter systems and
p-local compact groups. This section also contains the definition of unstable Adams operations
from [JLL]. In the second section we study the effect of a whole family of unstable Adams
operations acting on a fixed p-local compact group. This section is to be considered as a set of
tools that we use in the following section. Indeed, the third section contains the construction
of the triples Gi and the proof for Theorem A above. It also contains a little discussion about
approximations of p-local compact groups by p-local finite groups, where we prove a Stable
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Elements Theorem (in this particular situation) for p-local compact groups. The last section is
devoted to examples (Theorems B and C above).
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1. Background on p-local compact groups
In this section, we review the definition of a p-local compact group and state some results
that we will use later on. Mostly, the contents in this section come from [BLO3]. When this is
the case, we will provide a reference where the reader can find a proof, in order to simplify the
exposition of this paper.
1.1. Discrete p-toral groups and fusion systems.
Definition 1.1. A discrete p-torus is a group T isomorphic to a finite direct product of copies ofZ/p∞.
A discrete p-toral group P is an extension of a finite p-group π by a discrete p-torus T. For such a
group, we call T  (Z/p∞)r themaximal torus of P, and define the rank of P as r.
Discrete p-toral groups were characterized in [BLO3] (Proposition 1.2) as those groups satis-
fying the descending chain condition and such that every finitely generated subgroup is a finite
p-group.
In this paper we will deal with some infinite groups. For an infinite group G, we say that G
has Sylow p-subgroups if G contains a discrete p-toral group S such that any finite p-subgroup of
G is G-conjugate to a subgroup of S.
For a group G and subgroups P,P′ ≤ G, define NG(P,P
′) = {g ∈ G | g · P · g−1 ≤ P′} and
HomG(P,P
′) = NG(P,P
′)/CG(P). Fusion systems over discrete p-toral groups are defined just as
they were defined in the finite case.
Definition 1.2. A fusion system F over a discrete p-toral group S is a category whose objects are the
subgroups of S and whose morphism sets HomF (P,P
′) satisfy the following conditions:
(i) HomS(P,P
′) ⊆ HomF (P,P
′) ⊆ Inj(P,P′) for all P,P′ ≤ S.
(ii) Every morphism in F factors as an isomorphism in F followed by an inclusion.
Given a fusion system F over a discrete p-toral group S, we will often refer to T also as themaximal
torus of F , and the rank of F will then be the rank of the discrete p-toral group S. Two subgroups P,P′
are called F -conjugate if IsoF (P,P
′) , ∅. For a subgroup P ≤ S, we denote
PF = {P′ ≤ S | P′ is F -conjugate to P}.
For a discrete p-toral group P, the order of P was defined in [BLO3] as |P| = (rk(P), |P/TP|),
where TP is the maximal torus of P. Thus, given two discrete p-toral groups P and Q we say
that |P| ≤ |Q| if either rk(P) < rk(Q), or rk(P) = rk(Q) and |P/TP| ≤ |Q/TQ|.
Definition 1.3. Let F be a fusion system over a discrete p-toral group S. A subgroup P ≤ S is called
fully F -normalized, resp. fully F -centralized, if |NS(P
′)| ≤ |NS(P)|, resp. |CS(P
′)| ≤ |CS(P)|, for all
P′ ≤ S which is F -conjugate to P.
The fusion system F is called saturated if the following three conditions hold:
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(I) For each P ≤ S which is fully F -normalized, P is fully F -centralized, OutF (P) is finite and
OutS(P) ∈ Sylp(OutF (P)).
(II) If P ≤ S and f ∈ HomF (P, S) is such that P
′ = f (P) is fully F -centralized, then there exists
f˜ ∈ HomF (N f , S) such that f = f˜|P, where
N f = {g ∈ NS(P)| f ◦ cg ◦ f
−1 ∈ AutS(P
′)}.
(III) If P1 ≤ P2 ≤ P3 ≤ . . . is an increasing sequence of subgroups of S, with P = ∪
∞
n=1
Pn, and if
f ∈ Hom(P, S) is any homomorphism such that f|Pn ∈ HomF (Pn, S) for all n, then f ∈ HomF (P, S).
Let (S,F ) be a saturated fusion system over a discrete p-toral group. Note that, by definition,
all the automorphism groups in a saturated fusion system are artinian and locally finite. The
condition in axiom (I) ofOutF (P) being finite is in fact redundant, aswas pointedout in Lemmas
2.3 and 2.5 [BLO3], where the authors show that the set RepF (P,Q) = Inn(Q) \ HomF (P,Q) is
finite for all P,Q ∈ Ob(F ).
Given a discrete p-toral group S and a subgroup P ≤ S, we say that P is centric in S, or
S-centric, if CS(P) = Z(P). We next define F -centric and F -radical subgroups.
Definition 1.4. Let F be a saturated fusion system over a discrete p-toral group. A subgroup P ≤ S is
called F -centric if all the elements of PF are centric in S:
CS(P
′) = Z(P′) for all P′ ∈ PF .
A subgroup P ≤ S is called F -radical if OutF (P) contains no nontrivial normal p-subgroup:
Op(OutF (P)) = {1}.
Clearly,F -centric subgroups are fullyF -centralized, and conversely, ifP is fullyF -centralized
and centric in S, then it is F -centric.
There is, of course, a big difference between working with finite p-groups and with discrete
p-toral groups: the number of conjugacy classes of subgroups. Fortunately, in [BLO3] the
authors came out with a way of getting rid of infinitely many conjugacy classes while keeping
the structure of a given fusion system.
This constructionwill be rather important in this paper, andwe reproduce it here for the sake
of a better reading. Let then (S,F ) be a saturated fusion system over a discrete p-toral group,
and let T be the maximal torus of F andW = AutF (T).
Definition 1.5. Let F be a saturated fusion system over a discrete p-toral group S, and let e denote the
exponent of S/T,
e = exp(S/T) = min{pk | xp
k
∈ T for all x ∈ S}.
(i) For each P ≤ T, let
I(P) = {t ∈ T | ω(t) = t for all ω ∈W such that ω|P = idP},
and let I(P)0 denote its maximal torus.
(ii) For each P ≤ S, set P[e] = {xp
e
| x ∈ P} ≤ T, and let
P• = P · I(P[e])0 = {xt|x ∈ P, t ∈ I(P
[e])0}.
(iii) SetH• = {P•|P ∈ F } and let F • be the full subcategory of F with object set Ob(F •) = H•.
The following is a summary of section §3 in [BLO3].
Proposition 1.6. Let F be a saturated fusion system over a discrete p-toral group S. Then,
(i) the setH• contains finitely many S-conjugacy classes of subgroups of S; and
(ii) every morphism ( f : P→ Q) ∈Mor(F ) extends uniquely to a morphism f • : P• → Q•.
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This makes ( )• : F → F • into a functor. This functor is an idempotent functor ((P•)• = P•), carries
inclusions to inclusions (P• ≤ Q• whenever P ≤ Q), and is left adjoint to the inclusion F • ⊆ F .
Finally, we state Alperin’s fusion theorem for saturated fusion systems over discrete p-toral
groups.
Theorem 1.7. (3.6 [BLO3]). Let F be a saturated fusion system over a discrete p-toral group S. Then,
for each f ∈ IsoF (P,P
′) there exist sequences of subgroups of S
P = P0,P1, . . . ,Pk = P
′ and Q1, . . . ,Qk,
and elements f j ∈ AutF (Q j) such that
(i) for each j, Q j is fully normalized in F , F -centric and F -radical;
(ii) also for each j, P j−1,P j ≤ Q j and f j(P j−1) = P j; and
(iii) f = fk ◦ fk−1 ◦ . . . ◦ f1.
It is also worth mentioning the alternative set of saturation axioms provided in [KS], since it
will be useful in later sections. Let F be a fusion system over a finite p-group S, and consider
the following conditions:
(I’) OutS(S) ∈ Sylp(OutF (S)).
(II’) Let f : P → S be a morphism in F such that P′ = f (P) is fully F -normalized. Then, f
extends to a morphism f˜ : N f → S in F , where
N f = {g ∈ NS(P)| f ◦ cg ◦ f
−1 ∈ AutS(P
′)}.
The following result is a compendium of appendix A in [KS].
Proposition 1.8. Let F be a fusion system over a finite p-group S. Then, F is saturated (in the sense
of definition 1.3) if and only if it satisfies axioms (I’) and (II’) above.
A more general version of this result for fusion systems over discrete p-toral groups was
proved in [Go], but is of no use in the paper.
1.2. Linking systems and transporter systems. Linking systems are the third and last ingre-
dient needed to form a p-local compact group.
Definition 1.9. Let F be a saturated fusion system over a discrete p-toral group S. A centric linking
system associated to F is a category L whose objects are the F -centric subgroups of S, together with
a functor
ρ : L −→ F c
and “distinguished” monomorphisms δP : P → AutL(P) for each F -centric subgroup P ≤ S, which
satisfy the following conditions.
(A) ρ is the identity on objects and surjective on morphisms. More precisely, for each pair of objects
P,P′ ∈ L, Z(P) acts freely on MorL(P,P
′) by composition (upon identifying Z(P) with δP(Z(P)) ≤
AutL(P)), and ρ induces a bijection
MorL(P,P
′)/Z(P)

−→ HomF (P,P
′).
(B) For each F -centric subgroup P ≤ S and each g ∈ P, ρ sends δP(g) ∈ AutL(P) to cg ∈ AutF (P).
(C) For each ϕ ∈MorL(P,P
′) and each g ∈ P, the following square commutes in L:
P
ϕ
//
δP(g)

P′
δP′ (h)

P
ϕ
// P′,
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where h = ρ(ϕ)(g).
A p-local compact group is a triple G = (S,F ,L), where S is a discrete p-toral group, F is a
saturated fusion system over S, and L is a centric linking system associated to F . The classifying
space of G is the p-completed nerve
BG
de f
= |L|∧p .
Given a p-local compact group G, the subgroup T ≤ S will be called the maximal torus of G, and the
rank of G will then be the rank of the discrete p-toral group S.
We will in general denote a p-local compact group just by G, assuming that S is its Sylow
p-subgroup, F is the corresponding fusion system, and L is the corresponding linking system.
As expected, the classifying space of a p-local compact group behaves “nicely”, meaning that
BG = |L|∧p is a p-complete space (in the sense of [BoK]) whose fundamental group is a finite
p-group, as proved in Proposition 4.4 [BLO3].
Next we state some properties of linking systems. We start with an extended version of
Lemma 4.3 [BLO3].
Lemma 1.10. Let G be a p-local compact group. Then, the following holds.
(i) Fix morphisms f ∈ HomF (P,Q) and f
′ ∈ HomF (Q,R), where P,Q,R ∈ L. Then, for any pair
of liftings ϕ′ ∈ ρ−1
Q,R
( f ′) and ω ∈ ρ−1
P,R
( f ′ ◦ f ), there is a unique lifting ϕ ∈ ρ−1
P,Q
( f ) such that
ϕ′ ◦ ϕ = ω.
(ii) All morphisms in L are monomorphisms in the categorical sense. That is, for all P,Q,R ∈ L and
all ϕ1, ϕ2 ∈MorL(P,Q), ψ ∈MorL(Q,R), if ψ ◦ ϕ1 = ψ ◦ ϕ2 then ϕ1 = ϕ2.
(iii) For every morphism ϕ ∈ MorL(P,Q) and every P0,Q0 ∈ L such that P0 ≤ P, Q0 ≤ Q and
ρ(ϕ)(P0) ≤ Q0, there is a unique morphism ϕ0 ∈ MorL(P0,Q0) such that ϕ ◦ ιP0,P = ιQ0,Q ◦ ϕ0.
In particular, every morphism in L is a composite of an isomorphism followed by an inclusion.
(iv) All morphisms in L are epimorphisms in the categorical sense. In other words, for all P,Q,R ∈ L
and all ϕ ∈MorL(P,Q) and ψ1, ψ2 ∈MorL(Q,R), if ψ1 ◦ ϕ = ψ2 ◦ ϕ then ψ1 = ψ2.
Proof. Since the functor ρ : L → F c is both source and target regular (in the sense of definition
A.5 [OV]) by axiom (A) of linking systems, the proof for Lemma 3.2 [OV] applies in this case as
well.

Let G be a p-local compact group, and, for each P ∈ L fix a lifting of inclS
P
: P → S in L,
ιP,S ∈ MorL(P, S). Then, by the above Lemma, we may complete this to a family of inclusions
{ιP,P′} in a unique way and such that ιP,S = ιP′,S ◦ ιP,P′ whenever it makes sense.
Lemma 1.11. Fix such a family of inclusions {ιP,P′} in L. Then, for each P,P
′ ∈ L, there are unique
injections
δP,P′ : NS(P,P
′) −→ MorL(P,P
′)
such that
(i) ιP′,S ◦ δP,P′(g) = δS(g) ◦ ιP,S, for all g ∈ NS(P,P
′), and
(ii) δP is the restriction to P of δP,P.
Proof. The proof for Proposition 1.11 [BLO2] applies here as well, using Lemma 1.10 (i) above
instead of Proposition 1.10 (a) [BLO2].

We now introduce transporter systems. The notion that we present here was first used in
[OV] as a tool to study certain extensions of p-local finite groups. In this sense, most of the
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results in [OV] can be extended to the compact case without restriction, as proved in [Go], but
we will not make use of such results in this paper. More details can be found at [Go].
Let G be an artinian locally finite group with Sylow p-subgroups, and fix S ∈ Sylp(G). We
define TS(G) as the category whose object set is Ob(TS(G)) = {P ≤ S}, and such that
MorTS(G)(P,P
′) = NG(P,P
′) = {g ∈ G | gPg−1 ≤ P′}.
For a subsetH ⊆ Ob(TS(G)), TH (G) denotes the full subcategory of TS(G) with object setH .
Definition 1.12. Let F be a fusion system over a discrete p-toral group S. A transporter system
associated to F is a category T such that
(i) Ob(T ) ⊆ Ob(F );
(ii) for all P ∈ Ob(T ), AutT (P) is an artinian locally finite group;
together with a couple of functors
TOb(T )(S)
ε
−→ T
ρ
−→ F ,
satisfying the following axioms:
(A1) Ob(T ) is closed under F -conjugacy and overgroups. Also, ε is the identity on objects and ρ is
inclusion on objects.
(A2) For each P ∈ Ob(T ), let
E(P) = Ker(AutT (P)→ AutF (P)).
Then, for each P,P′ ∈ Ob(T ), E(P) acts freely on MorT (P,P
′) by right composition, and ρP,P′ is
the orbit map for this action. Also, E(P′) acts freely on MorT (P,P
′) by left composition.
(B) For each P,P′ ∈ Ob(T ), εP,P′ : NS(P,P
′) → MorT (P,P
′) is injective, and the composite
ρP,P′ ◦ εP,P′ sends g ∈ NS(P,P
′) to cg ∈ HomF (P,P
′).
(C) For all ϕ ∈MorT (P,P
′) and all g ∈ P, the following diagram commutes in T :
P
ϕ
//
εP,P(g)

P′
εP′ ,P′ (ρ(ϕ)(g))

P
ϕ
// P′.
(I) AutT (S) has Sylow p-subgroups, and εS,S(S) ∈ Sylp(AutT (S)).
(II) Let ϕ ∈ IsoT (P,P
′), and P ⊳ R ≤ S, P′ ⊳ R′ ≤ S such that
ϕ ◦ εP,P(R) ◦ ϕ
−1 ≤ εP′,P′(R
′).
Then, there is some ϕ˜ ∈MorT (R,R
′) such that ϕ˜ ◦ εP,R(1) = εP′,R′(1) ◦ϕ, that is, the following
diagram is commutative in T :
P
ϕ
//
εP,R(1)

P′
εP′ ,R′ (1)

R
ε˜
// R′.
(III) Let P1 ≤ P2 ≤ . . . be an increasing sequence of subgroups in Ob(T ), and P =
⋃∞
n=1 Pn. Suppose
in addition that there exists ψn ∈MorT (Pn, S) such that
ψn = ψn+1 ◦ εPn,Pn+1(1)
for all n. Then, there exists ψ ∈MorT (P, S) such that ψn = ψ ◦ εPn,P(1) for all n.
Given a transporter system T , the classifying space of T is the space BT
de f
= |T |∧p .
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Note that, in axiom (III), P is an object in Ob(T ), since Ob(T ) is closed under F -conjugacy
and overgroups. As in [OV], the axioms are labelled to show their relation with the axioms
for linking and fusion systems respectively. Note also that, whenever S is a finite p-group, the
above definition agrees with that in [OV].
Proposition 1.13. Let G = (S,F ,L) be a p-local compact group. Then, L is a transporter system
associated to F .
Proof. The usual projection functor ρ : L → F in the definition of a linking system plays also
the role of the projection functor in the definition of transporter system. Also, in Lemma 1.11
we have defined a functor ε : TOb(L)(S)→ L. It remains to check that L satisfies the axioms in
definition 1.12.
(A1) This follows from axiom (A) on L.
(A2) By axiom (A) onL, we know that, for all P,P′ ∈ L, E(P) = Z(P) acts freely onMorL(P,P
′)
and that ρP,P′ is the orbit map of this action. Thus, we have to check that E(P
′) = Z(P′) acts
freely on MorL(P,P
′). Suppose ϕ ∈ MorL(P,P
′) and x ∈ E(P′) are such that εP′(x) ◦ ϕ = ϕ.
Then, x centralizes ρ(ϕ)(P), so x = ρ(ϕ)(y) for some y ∈ Z(P), since P is F -centric. Hence,
ϕ = δP′(x) ◦ ϕ = ϕ ◦ δP(y) by axiom (C) for linking systems, and thus by axiom (A) we deduce
that y = 1, x = 1 and the action is free.
(B) By construction of the functor ε, we know that εP,P′ : NS(P,P
′) −→MorL(P,P
′) is injective
for all P,P′ ∈ L. Thus, we have to check that the composite ρP,P′ ◦ εP,P′ sends g ∈ NS(P,P
′) to
cg ∈ HomS(P,P
′). Note that the following holds for any P,P′ ∈ L and any x ∈ NS(P,P
′):
ιP′ ◦ εP,P′(x) = εP′,S(1) ◦ εP,P′(x) = εS(x) ◦ εP,S(1) = δS(x) ◦ ιP
and hence so does the following on F :
inclSP′ ◦ ρP,P′(εP,P′(x)) = ρP,S(ιP′ ◦ εP,P′(x)) = ρP,S(δS(x) ◦ ιP) = cx.
(C) This follows from axiom (C) for linking systems.
(I) The group AutL(S) has Sylow subgroups by Lemma 8.1 [BLO3], since δ(S) is normal in it
and has finite index prime to p. This also proves that δ(S) is a Sylow p-subgroup.
(II) Let ϕ ∈ IsoL(P,P
′), P ⊳ R, P′ ⊳ R′ be such that ϕ ◦ εP,P(R) ◦ ϕ
−1 ≤ εP′,P′(R
′). We want to
see that there exists ϕ˜ ∈ MorL(R,R
′) such that ϕ˜ ◦ εP,R(1) = εP′,R′(1) ◦ ϕ. Since P
′ is F -centric,
it is fully F -centralized. Then, we may apply axiom (II) for fusion systems to the morphism
f = ρ(ϕ), that is, f extends to some f˜ ∈ HomF (N f , S), where
N f = {g ∈ NS(P)| f cg f
−1 ∈ AutS(P
′)},
and clearly R ≤ N f . Hence, f˜ restricts to a morphism in HomF (R, S). Furthermore, f˜ (R) ≤ R
′
since f conjugates AutR(P) into AutR′(P
′).
Now, (ιP′,R′ ◦ ϕ) ∈ MorL(P,R
′) is a lifting in L for inclR
′
P′
◦ f ∈ HomF (P,R
′), and we can fix a
lifting ψ ∈ MorL(R,R
′) for f˜ . Thus, by Lemma 1.10 (i) there exists a unique ι˜ ∈ MorL(P,R), a
lifting of inclR
P
, such that ιP′,R′ ◦ ϕ = ψ ◦ ι˜. Since ρ(˜ι) = incl
R
P
= ρ(ιP,R), by axiom (A) it follows
that there exists some z ∈ Z(P) such that ι˜ = ιP,R ◦ δP(z) = δR(ρ(ιP,R)(z)) ◦ ιP,R, where the second
equality holds by axiom (C). Hence ιP′,R′ ◦ ϕ = (ψ ◦ δR(ρ(ιP,R)(z))) ◦ ιP,R.
(III) LetP1 ≤ P2 ≤ . . . be an increasing sequence of objects inL, P = ∪Pn, andϕn ∈MorL(Pn, S)
satisfying ϕn = ϕn+1 ◦ ιPn,Pn+1 for all n. We want to see that there exists some ϕ ∈ MorL(P, S)
such that ϕn = ϕ ◦ ιPn,P for all n.
Set fn = ρ(ϕn) for all n. Then, by hypothesis, fn = fn+1 ◦ incl
Pn+1
Pn
for all n. Now, it is clear that
{ fn} forms a nonempty inverse system, and there exists f ∈ HomF (P, S) such that fn = f|Pn for all
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n (the existence follows from Proposition 1.1.4 in [RZ], and the fact that f is a morphism in F
follows from axiom (III) for fusion systems).
Consider now the following commutative diagram (in F ):
P
f

P1
incl
??⑧⑧⑧⑧⑧⑧⑧⑧
f1
// S
The same arguments used to prove that axiom (II) for transporter systems holds on L above
apply now to show that there exists a uniqueϕ ∈MorL(P, S) such thatϕ1 = ϕ◦ ιP1,P. Combining
this equality with ϕ1 = ϕ2 ◦ ιP1,P2 and Lemma 1.10 (iv) (morphisms in L are epimorphisms in
the categorical sense), it follows that ϕ2 = ϕ◦ ιP2,P. Proceeding by induction it now follows that
ϕ satisfies the desired condition.

Finally we state Proposition 3.6 from [OV], deeply related to TheoremA in [BCGLO1]. These
two results are only suspected to hold in the compact case, but yet no proof has been published.
Before stating the result, we introduce some notation. For a finite group G, the subgroup
Op(G) ≤ G is the maximal normal p-subgroup of G.
Definition 1.14. Let F be a fusion system over a finite p-group S, and let H ⊆ Ob(F ) be a subset of
objects. Then, we say that F is H-generated if every morphism in F is a composite of restrictions of
morphisms in F between subgroups inH , and we say that F isH-saturated if the saturation axioms
hold for all subgroups in the setH .
Proposition 1.15. (3.6 [OV]). Let F be a fusion system over a finite p-group S (not necessarily
saturated), and let T be a transporter system associated to F . Then, F is Ob(T )-saturated. If F is also
Ob(T )-generated, and if Ob(T ) ⊇ Ob(F c), then F is saturated. More generally, F is saturated if it is
Ob(T )-generated, and every F -centric subgroup P ≤ S not in Ob(T ) is F -conjugate to some P′ such
that
OutS(P
′) ∩Op(OutF (P
′)) , {1}.
1.3. Unstable Adams operations on p-local compact groups. To conclude this section, we
introduce unstable Adams operations for p-local compact groups and their main properties.
Basically, we summarize the work from [JLL] in order to give the proper definition of such
operations and the main properties that we will use in later sections.
Let (S,F ) be a saturated fusion system over a discrete p-toral group, and let θ : S → S be a
fusion preserving automorphism (that is, for each f ∈ Mor(F ), the composition θ ◦ f ◦ θ−1 ∈
Mor(F )). The automorphism θ naturally induces a functor on F , which we denote by θ∗, by
setting θ∗(P) = θ(P) on objects and θ∗( f ) = θ ◦ f ◦ θ
−1 on morphisms.
Definition 1.16. Let G = (S,F ,L) be a p-local compact group and let ζ be a p-adic unit. An unstable
Adams operation on G of degree ζ is a pair (ψ,Ψ), where ψ is a fusion preserving automorphism of S,
Ψ is an automorphism of L, and such the following is satisfied:
(i) ψ restricts to the ζ power map on T and induces the identity on S/T;
(ii) for any P ∈ Ob(L),Ψ(P) = ψ(P);
(iii) ρ ◦Ψ = ψ∗ ◦ ρ, where ρ : L → F is the projection functor; and
(iv) for each P,Q ∈ Ob(L) and all g ∈ NS(P,Q),Ψ(δP,Q(g)) = δψ(P),ψ(Q)(ψ(g)).
In particular, Ψ is an isotypical automorphism of L in the sense of [BLO3].
10 A. GONZA´LEZ
For a p-local compact group G, let Ad(G) be the group of unstable Adams operations on G,
with group operation the composition and the indentity functor as its unit. Also, for a positive
integerm, let Γm(p) ≤ (Z
∧
p )
× denote the subgroup of all p-adic units ζ of the form 1 + pmZ∧p .
Next, we state the existence of unstable Adams operations for all p-local compact groups.
The following result corresponds to the second part of Theorem 4.1 [JLL].
Theorem 1.17. Let G be a p-local compact group. Then, for any sufficiently large positive integer m
there exists a group homomorphism
(1) α : Γm(p) −→ Ad(G)
such that, for each ζ ∈ Γm(p), α(ζ) = (ψ,Ψ) has degree ζ.
There is an important property of unstable Adams operations which we will use repeatedly
in the forthcoming sections. This was stated as Corollary 4.2 in [JLL].
Proposition 1.18. Let G be a p-local compact group, and let P ⊆ Ob(L) and M ⊆ Mor(L) be
finite subsets. Then, for any sufficiently large positive integer m, and for each ζ ∈ Γm(p), the group
homomorphism α from (1) satisfies α(ζ)(P) = P and α(ζ)(ϕ) = ϕ for all P ∈ P and all ϕ ∈ M.
Remark 1.19. Let (ψ,Ψ) be an unstable Adams operation on a p-local compact group G. By
point (iv) in 1.16, Ψ ◦ δS = δ ◦ ψ : S → AutL(S), and hence the automorphism ψ is completely
determined by Ψ. Thus, for the rest of this paper we will make no mention of ψ (unless
necessary) and refer to the unstable Adams operation (ψ,Ψ) just byΨ.
2. Families of operations and invariance
Let G be a p-local compact group, and let Ψ be an unstable Adams operation on G. The
degree ofΨwill not be relevant in any of the constructions introduced in this section, and thus
we will make no reference to it.
Let SΨ ≤ S be the subgroup of fixed elements of S under the fusion preserving automorphism
ψ : S→ S, that is,
SΨ = {x ∈ S | ψ(x) = x},
and more generally, for a subgroup P ≤ S, let PΨ = P ∩ SΨ.
Remark 2.1. The action of Ψ on the fusion system F is somehow too crude to allow us to see
any structure on the fixed points, since for each H ≤ SΨ,
AutF (H)
Ψ de f= { f ∈ AutF (H) | ψ∗( f ) = f } = AutF (H).
We look then for fixed points in L.
Lemma 2.2. Let ϕ : P → Q be a Ψ-invariant morphism in L. Then, ρ(ϕ) restricts to a morphism
f : PΨ → QΨ in the fusion system F .
Proof. This follows by axiom (C) for linking systems, applied to each δ(x) ∈ δ(PΨ) ≤ AutL(P),
since then both δ(x) and ϕ areΨ-invariant morphisms in L.

The above Lemma justifies then defining the fixed points subcategory of L as the subcategory
LΨ with object set Ob(LΨ) = {P ∈ Ob(L) |Ψ(P) = P} and with morphism sets
MorLΨ(P,Q) = {ϕ ∈MorL(P,Q) |Ψ(ϕ) = ϕ}.
We can also define the fixed points subcategory of F as the subcategory FΨ with object set the
set of subgroups of SΨ, and such that
Mor(F Ψ) = 〈{ρ(ϕ) | ϕ ∈Mor(LΨ)}〉.
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F Ψ is, by definition, a fusion system over the finite p-group SΨ, but the categoryLΨ is far from
being a transporter system associated to it.
Remark 2.3. This way of considering fixed points has many disadvantages. For instance, there
is no control on the morphism setsHomFΨ(P,Q), since given a subgroupH ≤ S
Ψ there might be
several subgroups P ∈ Ob(LΨ) such that P ∩ SΨ = H. It becomes then rather difficult to check
any of the saturation axioms on FΨ. Another issue is the absence of an obvious candidate of a
transporter system associated to F Ψ.
To avoid the problems listed in Remark 2.3, we can try different strategies. For instance,
instead of considering a single operation Ψ acting on G, we can consider a (suitable) family
of operations {Ψi}i∈N on G. This will be specially useful when proving that certain properties
hold after suitably increasing the power of Ψ. The situation is improved when we restrict
our attention to the full subcategory L• ⊆ L, since, by [JLL], unstable Adams operations are
completely determined by its action on L•. We can also restrict the morphism sets that we
consider as fixed by imposing stronger invariance conditions.
2.1. A family of operations. Starting from the unstable Adams operation Ψ, we consider
an specific family of operations which will satisfy our purposes. Set first Ψ0 = Ψ, and let
Ψi+1 = (Ψi)
p, that is, the operation Ψi iterated p times. Consider the resulting family {Ψi}i∈N
fixed for the rest of this section, and note that, if an object or a morphism in L is fixed byΨi for
some i, then it is fixed byΨ j for all j ≥ i.
Remark 2.4. By Corollary 4.2 [JLL], we may assume that there exist a subset H ⊆ Ob(L•)
of representatives of the S-conjugacy classes in L• and a set M̂ =
⋃
P,R∈H M̂P,R, where each
M̂P,R ⊆ IsoL(P,R) is a set of representatives of the elements in RepF (P,R), and such that
(i) Ψ(P) = P for all P ∈ P; and
(ii) Ψ(ϕ) = ϕ for all ϕ ∈ M̂.
Let us also fix some notation. For each i, set
Si
de f
= {x ∈ S |Ψi(x) = x},
andmore generally, for each subgroupR ≤ S, setRi = R∩Si. In particular, the notationTimeans
the subgroup of T (the maximal torus) of fixed elements underΨi rather than the subgroup of
T of exponent pi. There will not be place for confusion about such notation in this paper.
Lemma 2.5. For each i, Ti  Ti+1, and hence T =
⋃
i∈N Ti.
As a consequence, we deduce the following.
Proposition 2.6. The following holds in L.
(i) Let P ∈ Ob(L). Then, there exists some MP such that, for all i ≥MP, P isΨi-invariant.
(ii) Let ϕ ∈Mor(L). Then, there exists some Mϕ such that, for all i ≥Mϕ, ϕ isΨi-invariant.
Nextwe provide a tool to detectΨi-invariant morphisms inL
•. Note that, for anymorphism
ϕ ∈Mor(L), the following holds by Proposition 3.3 [BLO3].
Ψi(ϕ) = ϕ =⇒ Ψi(ϕ
•) = ϕ•.
Our statement is proved by comparing morphisms in L• to the representatives fixed in M̂,
which we know to beΨi-invariant (for all i) a priori.
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Lemma 2.7. Let P,R be representatives fixed in 2.4, and let Q ∈ PS and Q′ ∈ RS. Then, a morphism
ϕ′ ∈ IsoL(Q,Q
′) is Ψi-invariant if and only if for all a ∈ NS(P,Q) there exist b ∈ NS(R,Q
′) and a
morphism ϕ ∈ M̂P,R such that
(i) ϕ′ = δ(b) ◦ ϕ ◦ δ(a−1); and
(ii) δ(b−1 ·Ψi(b)) ◦ ϕ = ϕ ◦ δ(a
−1 ·Ψi(a)).
Proof. Note that condition (ii) above is equivalent to
(ii’) δ(Ψi(b) · b
−1) ◦ ϕ′ = ϕ′ ◦ δ(Ψi(a) · a
−1).
Suppose first that ϕ′ is Ψi-invariant. Choose x ∈ NS(P,Q) and y ∈ NS(R,Q
′), and set φ =
δ(y−1) ◦ ϕ′ ◦ δ(x). Then, there exist ϕ ∈ M̂P,R such that [ρ(ϕ)] = [ρ(φ)] ∈ RepF (P,R) and z ∈ R
such that ϕ = δ(z) ◦ φ.
Let then a = x ∈ NS(P,Q) and b = y · z
−1 ∈ NS(R,Q
′). This way, condition (i) is satisfied, and
we have to check that condition (ii) is also satisfied. Since both ϕ and ϕ′ are Ψi-invariant, we
may applyΨi to (i) to get the following equality
δ(b) ◦ ϕ ◦ δ(a−1) = ϕ′ = Ψi(ϕ
′) = δ(Ψi(b)) ◦ ϕ ◦ δ(Ψi(a)
−1),
which is clearly equivalent to condition (ii) since morphisms in L are epimorphisms in the
categorical sense.
Suppose now that condition (i) and (ii) are satisfied for certain a, b and ϕ. Write ϕ =
δ(b−1) ◦ ϕ′ ◦ δ(a) and applyΨi to this equality. Since ϕ isΨi-invariant, we get
δ(Ψi(b)
−1) ◦Ψi(ϕ
′) ◦ δ(Ψi(a)) = δ(b
−1) ◦ ϕ′ ◦ δ(a).
Thus, after reordering the terms in this equation and using condition (ii’) above, we obtain
Ψi(ϕ
′) ◦ δ(Ψi(a) · a
−1) = ϕ′ ◦ δ(Ψi(a) · a
−1),
which implies thatΨi(ϕ
′) = ϕ′ sincemorphisms inL are epimorphisms in the categorical sense.

2.2. A stronger invariance condition. Given an arbitrary Ψi-invariant object P in L
•, there is
no way a priori of relating Pi to P, not to say of comparing CS(Pi) or NS(Pi) to CS(P) or NS(P)
respectively. This turns out to be crucial if we want to study fixed points on G under the
operationΨi. This is the reason why we now introduce a stronger invariance condition for an
object in L• to beΨi-invariant. This is a condition on all objects in F
•.
Definition 2.8. Let K ≤ S be a subgroup. We say that a subgroup P ∈ Ob(F •) is K-determined if
(P ∩ K)• = P.
For a K-determined subgroup P ≤ S we call the subgroup P ∩ K the K-root of P.
Our interest lies on the case K = Si, in which caseΨi-invariance is a consequence.
Lemma 2.9. Let P ∈ Ob(F •) be an Si-determined subgroup for some i. Then, P isΨi-invariant.
Proof. Note that, if (Pi)
• = P, then P = Pi · TP, where TP is the maximal torus of P, since Pi is a
finite subgroup of P. Thus, by applyingΨi to P, we get
Ψi(P) = Ψi(Pi · TP) = Pi · TP = P,
sinceΨi(x) = x for all x ∈ Pi andΨi(TP) = TP by definition ofΨi.

We prove now that actually Si-determined subgroups exist (for i big enough).
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Lemma 2.10. Let P ∈ Ob(F •). Then, there exists some MP ≥ 0 such that, for all i ≥ MP, P is
Si-determined.
Proof. Let TP be the maximal torus of P, and note that P = ∪Pi. Thus, there exists someM such
that, for all i ≥M, Ri contains representatives of all the elements of the finite group R/TR.
Since P• = P andAutF (T) is a finite group, it follows then that there must exist someMP ≥M
such that, for all i ≥MP, (Pi)
• = P.

We can then assume that all the objects fixed in Remark 2.4 are Si-determined for all i, since
there are only finitely many of them in the setH .
One must be careful at this point. Given P,R Si-determined subgroups, if Pi and Ri are
F -conjugate, then the properties of ( )• imply that so are P and R, but the converse is not so
straightforward.
Lemma 2.11. There exists some M1 ≥ 0 such that, for all P ∈ H and all i ≥ M1, if Q ∈ P
S is
Si-determined then Qi is S-conjugate to Pi.
Proof. SinceH contains finitely many S-conjugacy classes of subgroups and each S-conjugacy
class contains finitely many T-conjugacy classes of subgroups, it is enough to prove the state-
ment for a single T-conjugacy class, say PT.
Given such subgroupP, letπ = P/(P∩T) ≤ S/T, and let P˜ ≤ Sbe thepull-back ofS→ S/T ← π.
Then, for any Q ∈ PT, the following clearly holds: Q ∩ T = P ∩ T, Q/(Q ∩ T) = P/(P ∩ T) and
Q ≤ P˜.
For any section σ : π → P˜ of the projection P˜ → π, let Qσ = (P ∩ T) · 〈σ(π)〉 ≤ P˜. Given a
random section σ, the subgroupQσ will not in general be in the T-conjugacy class of P, but it is
clear that for every Q ∈ PT there exists some σ such that Q = Qσ.
Now, up to T-conjugacy, the set of sections σ : π → P˜ is in one to one correspondence with
the cohomology group H1(π;T), which is easily proved to be finite by an standard transfer
argument. Thus, we can fix representatives σ1, . . . , σl of T-conjugacy classes of sections such
that Qσ j ∈ P
T for all j. For each such section, let H j = 〈σ j(π)〉 ≤ P˜. It is clear then that there
exists someMP such that, for all i ≥MP, H1, . . . ,Hl ≤ Si and Qσ1 , . . . ,Qσl are all Si-determined.
Let now Q ∈ PT be Si-determined. In particular, this means that there exists a section
σ : π → P˜ ∩ Si such that Q = Qσ. Such a section is T-conjugate to some σ j in the list of
representatives previously fixed, namely there exists some t ∈ T such that σ = ct ◦ σ j. Note
that this implies that Hσ
de f
= 〈σ(π)〉 ∈ H j
T, and hence Q ∈ Qσ j
T. To finish the proof, note that
Qi = (P ∩ Ti) ·Hσ and (Qσ j)i = (P ∩ Ti) ·H j, and clearly t ∈ T conjugates (Qσ j)i to Qi.

We now prove some properties of Si-determined subgroups.
Proposition 2.12. There exists some M2 ≥ 0 such that, for all i ≥M2, if P is Si-determined, then
CS(Pi) = CS(P).
Proof. Let X be a set of representatives of the S-conjugacy classes in Ob(F •), and note that this
is a finite set by Lemma 3.2 (a) in [BLO3].
For any P ∈ X, consider the set {TR | R ∈ P
S} of maximal tori of subgroups in PS. This is a
finite set, since, for any two R,Q ∈ PS and any f ∈ IsoF (R,Q) the isomorphism f|TR : TR → TQ
has to be the restriction of an automorphism ofAutF (T), by Lemma 2.4 (b) [BLO3], andAutF (T)
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is a finite group. It is clear then that there exists someMP such that, for all i ≥MP and all R ∈ P
S,
CS((TR)i) = CS(TR).
Let now i ≥ MP and let R ∈ P
S be Si-determined. We can then write R = Ri · TR and
Ri = Ri · (TR)i, and it follows that
CS(R) = CS(Ri) ∩ CS(TR) = CS(Ri) ∩ CS((TR)i) = CS(Ri).
The proof is finished by takingM2 = max{MP | P ∈ X}.

The following result is an easy calculation which is left to the reader.
Lemma 2.13. Let P,Q ≤ S be Si-determined subgroups such that Qi ∈ Pi
S. Then, for all x ∈ NS(Pi,Qi),
x−1 ·Ψi(x) ∈ CT(P).
Since, for any H ≤ K ≤ S we have CK(H) = K ∩ CS(H), the following are immediate conse-
quences of Proposition 2.12.
Corollary 2.14. Let i ≥M2 and let P be Si-determined. If CS(P) = Z(P), then CSi(Pi) = Z(Pi).
Corollary 2.15. There exists some M3 ≥ 0 such that, for all i ≥ M3, if Q is Si-determined and
CS(Q) 	 Z(Q), then CSi(Qi) 	 Z(Qi).
Proof. As usual, since Ob(F •) contains finitely many T-conjugacy classes of subgroups P such
that CS(P) 	 Z(P), it is enough to prove the statement for a single T-conjugacy class of such
subgroups.
Fix such a subgroup P. We can assume that the statement holds for P, and let z ∈ CS(P) \Z(P)
be such that z ∈ CSi(Pi) \ Z(Pi) (such an element exists by Proposition 2.12). Let now Q ∈ P
T
be Si-determined, and let x ∈ NS(Pi,Qi) (such an element exists by Lemma 2.11). Let also
z′ = xzx−1 ∈ CS(Q) \ Z(Q). If CT(P) ≤ (Z(P) ∩ T), then, by Lemma 2.11,
z · (x−1Ψi(x)) = (x
−1Ψi(x)) · z,
which implies that Ψi(z
′) = z′ ∈ CSi(Qi) \ Z(Qi) by Lemma 2.7. In this case, let MP = M2 as in
Proposition 2.12.
On the other hand, if Z(P) ∩ T  CT(P), then we can take the element z above to be in
CT(P) \ (Z(P) ∩ T). It is clear then that there exists some MP such that, for all i ≥ MP, z ∈
CTi(P) \ (Z(P) ∩ Ti), in which case z
′ = z ∈ CTi(Q) \ (Z(Q) ∩ Ti). The proof is finished then by
takingM3 to be the maximum of theMP among a finite set of representatives.

We can also relate the normalizer of Pi to the normalizer of P.
Proposition 2.16. There exists some M4 ≥ 0 such that, for all i ≥M4, if P is Si-determined, then
NS(Pi) ≤ NS(P).
This is not obvious at all, since the properties of ( )• only tell us that, for x ∈ NS(Pi), there
exists a unique f ∈ AutF (P) extending the isomorphism cx ∈ AutF (Pi).
Proof. Again, it is enough to check the statement for a single S-conjugacy class of objects in F •.
Let then P be a representative of such an S-conjugacy class, and consider the set {TR | R ∈ P
S}
(which is a finite set, as we have shown in the proof for Proposition 2.12).
It follows then that there exists someM4 such that, for all i ≥M4 and allR ∈ P
S, if g ∈ NS((TR)i)
then g ∈ NS(TR). The proof is finished since, for R ∈ P
S which is Si-determined (i ≥ M4), there
is an equality R = Ri · TR.

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3. Strongly fixed points
Using the notion of Si-determined subgroupswe introduce the strongly fixed points ofG under
the action of Ψi, and prove their main properties. In particular this section contains the proof
of Theorem A.
For each i, consider the sets
(2)
H•
i
de f
= {R ∈ Ob(L•) | R is Si-determined},
Hi
de f
= {Ri = R ∩ Si | R ∈ H
•
i
},
and note that the functor ( )• gives a one-to-one correspondence between these two sets. Let
also Ĥi be the closure ofHi by overgroups in Si. Finally, for each pair P,R ∈ H
•
i
, consider the
sets
MorL,i(P,R) = {ϕ ∈MorL(P,R) |Ψi(ϕ) = ϕ},
HomF ,i(P,R) = {ρ(ϕ) | ϕ ∈MorL,i(P,R)}.
Recall from Lemma 2.2 that, given a Ψi-invariant morphism ϕ : P → R in L, the homomor-
phism f = ρ(ϕ) restricts to a homomorphism fi : Pi → Ri. Thus, we can consider, for each pair
Pi,Ri ∈ Hi, the set
A(Pi,Ri) = { fi = res
P
Pi
( f ) | f ∈ HomF ,i(P,R)} ⊆ HomF (Pi,Ri).
Again, the functor ( )• provides a bijection from the above set to HomF ,i(P,R).
Definition 3.1. For each i, the i-th strongly fixed points fusion system is the fusion system Fi over
Si whose morphisms are compositions of restrictions of morphisms in {A(Pi,Ri) | Pi,Ri ∈ Hi}.
The category Fi is indeed a fusion system over Si, as well as a fusion subsystem of F .
Let L◦
i
be the category with object setHi and whose morphism sets are spanned by the sets
MorL,i(P,R), after identifying the setsHi andH
•
i
via ( )•. The categoryL◦
i
is well-defined since,
in fact, it can be thought as a subcategory of L, although its actual definition will make more
sense for the purposes of this paper.
We want now to closeL◦
i
by overgroups, and one has to be careful at this step. LetH,K ∈ Ĥi
be arbitrary subgroups, and let P,R ∈ H•
i
be such that H ≤ P, K ≤ R. We say then that a
morphism ϕ ∈ MorL,i(P,R) restricts to a morphism ϕ : H → K if f = ρ(ϕ) : P → R restricts to a
homomorphism f|H : H → K in F . We need a technical lemma before we define the closure of
L◦
i
by overgroups.
Lemma 3.2. For any subgroup H ≤ Si, the subgroup H
• ≤ S is Si-determined. If, in addition, H ∈ Ĥi,
then H• is F -centric.
Proof. To show that H• is Si-determined, we have to prove that (H
• ∩ Si)
• = H•. Since H ≤
H• ∩ Si ≤ H
•, the equality follows by applying ( )• to these inequalities. The centricity of H•
when H ∈ Ĥi follows by definition of the set Ĥi and by Proposition 2.7 [BLO3].

As a consequence of this result, for any H ∈ Ĥi, the subgroup (H
• ∩ Si) ∈ Hi.
Definition 3.3. For each i, the i-th strongly fixed points transporter system is the category Li with
object set Ĥi and with morphism sets
MorLi (H,K) = {ϕ ∈MorL,i(H
•,K•) | ϕ restricts to a morphism ϕ : H → K}.
Finally, the i-th strongly fixed points system is the triple Gi = (Si,Fi,Li).
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The composition rule inLi is inducedby the composition rule inL, and hence iswell-defined.
Li is called a transporter system since we will prove in this section that it actually has such
structure.
3.1. Properties of the strongly fixed points subsystems. We now study the properties of each
of the triples Gi defined above. At some point this will require increasing the degree of the
initial operationΨ again, and also fix somemore objects and morphisms inL, apart from those
already fixed in Remark 2.4. First, we describe some basic properties of the triples Gi, most of
which are inherited from the properties of L.
Lemma 3.4. For all i and for all Pi,Ri ∈ Hi, there are equalities
(i) A(Pi,Ri) = HomFi(Pi,Ri); and
(ii) MorL,i(P,R) =MorLi (Pi,Ri).
Proof. by definition of Fi andLi, it is enough to show only point (ii). The proof is done then by
induction on the order of the subgroups Pi,Ri ∈ Hi.
First, we consider the case Pi = Ri = Si. This case is obvious since in Hi the subgroup
Si has no overgroups. Consider now a pair Pi,Ri  Si. There is an obvious inclusion
MorL,i(P,R) ⊆MorLi (Pi,Ri) bydefinitionofLi. On the other hand, anymorphism inMorLi(Pi,Ri)
is a composition of restrictions of Ψi-invariant morphisms in L, by the induction hypothesis,
and hence we have the equality.

The category Li also has associated a functor ( )
•
i
, induced by the original ( )• in L. Next
we describe this functor in Li and its main properties, most of which are identical to those of
( )•. Define first ( )•
i
on an object Hi ∈ Ob(Li) as
(Hi)
•
i
de f
= (Hi)
• ∩ Si.
Recall that by definition,MorLi (Hi,Ki) = {ω ∈ MorL,i(H
•
i
,K•
i
) | ω restricts to ω : Hi → Ki}. Thus,
on amorphism ϕ ∈MorLi (Hi,Ki), ( )
•
i
is defined as the unique ϕ ∈MorLi (H
•
i
∩Si,K
•
i
∩Si) which
restricts to ϕ : Hi → Ki. Note that in particular ( )
•
i
is the identity onHi by construction.
Proposition 3.5. The following holds for ( )•
i
.
(i) For all Hi ≤ Si, ((Hi)
•
i
)•
i
= (Hi)
•
i
.
(ii) If Hi ≤ Ki ≤ Si, then (Hi)
•
i
≤ (Ki)
•
i
.
(iii) Every morphism ϕ ∈MorLi (Hi,Ki) extends to a unique (ϕ)
•
i
∈MorLi ((Hi)
•
i
, (Ki)
•
i
)
In particular, ( )•
i
is a functor from Li to L
◦
i
which is left adjoint to the inclusion L◦
i
⊆ Li.
Proof. (i) Let Hi ≤ Si be any subgroup. By Lemma 3.2, H
de f
= (Hi)
• is Si-determined, and hence
(Hi)
•
i
de f
= H ∩ Si
( )•
// (H ∩ Si)
• = H
∩Si // H ∩ Si
de f
= ((Hi)
•
i
)•
i
.
(ii) This property follows from Lemma 3.2 (c) [BLO3].
(iii) Both the existence and uniqueness of (ϕ)•
i
hold by definition of Li.
It follows now that ( )•
i
is a functor, and by Lemma 3.2, it sends objects and morphisms in
Li to objects and morphisms in L
◦
i
. The adjointness property holds since the restriction map
MorLi ((Hi)
•
i ,Pi)
res
−→ MorLi (Hi,Pi)
is a bijection for all Hi ∈ Ĥi and all Pi ∈ Hi.

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Corollary 3.6. The inclusion L◦
i
⊆ Li induces a homotopy equivalence
|L◦i | ≃ |Li|.
Proof. It is a consequence of Corollary 1 [Q], since the inclusion L◦
i
⊆ Li has a right adjoint by
Proposition 3.5.

Theorem 3.7. There exists someMΨ ≥ 0 such that, for all i ≥MΨ,Li is a transporter system associated
to Fi.
Proof. Clearly, each Li is a nonempty finite category with Ob(Li) ⊆ Ob(Fi). The first step to
prove the statement is to define the pair of functors εi : TOb(Li)(Si) → Li and ρi : Li → Fi, but
actually these two functors are naturally induced by L. Indeed, the functor ε : TOb(L)(S) → L
restricts to a functor εi as above. With respect to the functor ρi, the projection functor ρ : L → F
naturally induces a functor
ρi : Li → Fi
by the rule ρi(ϕ : H → H
′) = resP
H
(ρ(ϕ)) for each morphism ϕ ∈MorLi (H,H
′) (Lemma 2.2).
We next proceed to prove that all the axioms for transporter systems in definition 1.12 are
satisfied (after considering a suitable power of Ψ). Note first that using the functor ( )•
i
, it
is enough to prove the axioms on the subset Hi ⊆ Ob(Li). Recall by Proposition 1.13 that L
satisfies the axioms of a transporter system.
Axioms (A1), (A2), (B) and (C) hold by definition of Gi and by the same axioms on L. Next
we show that axiom (I) holds. By Proposition 3.4, there is an equality AutLi(Si) =MorL,i(S, S) ≤
AutL(S). Furthermore, by definition of all these groups, and because we have fixed representa-
tives of the elements of OutF (S) in M̂, there is a group extension
1→ (εi)Si,Si(Si)→ AutLi(Si)→ OutF (S)→ 1.
Thus, since {1} ∈ Sylp(OutF (S)), the axiom follows. There is no need of checking that axiom (III)
of transporter systems holds in this case, since Li is a finite category.
Axiom (II) will be proved by steps, since we need to discard finitely many of the first
operations in {Ψi}. We recall here its statement.
(II) Let ϕ ∈ IsoLi (Pi,Qi), Pi ⊳ P˜i ≤ Si and Qi ⊳ Q˜i ≤ Si be such that ϕ ◦ εi(P˜i) ◦ ϕ
−1 ≤ εi(Q˜i).
Then, there is some ϕ˜ ∈MorLi (P˜i, Q˜i) such that ϕ˜ ◦ εi(1) = εi(1) ◦ ϕ.
The proof of axiom (II) is then organized as follows. First, we fix a finite list of representatives
of all possible such extensions in L (up to conjugacy by an element in S). In the second step
we prove the axiom for the representatives fixed in the setH of Remark 2.4, and finally in the
third step we prove the general case.
• Step 1. Representatives of the extensions.
Let Pi,Qi ∈ Hi, Pi ⊳ P˜i, Qi ⊳ Q˜i and ϕ ∈ MorLi (Pi,Qi) as in the statement of axiom (II). By
definition ofLi andHi, it is equivalent to consider inL the corresponding situation: ϕ : P→ Q
such that ϕ◦ε(P˜)◦ϕ−1 ≤ ε(Q˜), where P = (Pi)
•,Q = (Qi)
•, P˜ = (P˜i)
• and Q˜ = (Q˜i)
•. Note that, by
Lemma 3.2, the subgroups P,Q, P˜ and Q˜ are Si-determined. We have then translated a situation
in Li to a situation in L. We will keep this notation for the rest of the proof.
Note first that if P ∈ Ob(L), then the quotient NS(P)/P is finite. Indeed, since CS(P) = Z(P), it
follows that NS(P)/P  (NS(P)/Z(P))/(P/Z(P)) = OutS(P) ≤ OutF (P), and this group is finite by
axiom (I) for saturated fusion systems (or by Proposition 2.3 [BLO3]).
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As a consequence, if we fix P,Q ∈ Ob(L) and a morphism ϕ ∈ MorL(P,Q), then, up to
conjugacy by elements in S, there are only finitely many morphisms ϕ˜ : P˜→ Q˜ such that P⊳ P˜,
Q ⊳ Q˜ and ϕ˜ extends ϕ.
Consider then the setsH and M̂ fixed in Remark 2.4. For each morphism ϕ : P→ Q fixed in
M̂, we can fix representatives (up to S-conjugacy) of all possible extensions ϕ˜ : P˜ → Q˜. Let M˜
be s set of all such representatives:
M˜
de f
= {ϕ˜ : P˜→ Q˜ | ϕ ∈ M̂}.
It is clear then that there exists someMΨ such that, for all i ≥MΨ, the following holds:
(i) each extension ϕ˜ in the above set isΨi-invariant;
(ii) for each such ϕ˜, the source subgroup, P˜, is Si-determined; and
(iii) each P˜ is Si-conjugate to the corresponding representative of P˜
S fixed inH .
• Step 2. Both P and Q are in the setH fixed in 2.4.
In this case, there are ϕ′ ∈ M̂ and x ∈ Q such that ϕ = δ(x) ◦ ϕ′. Furthermore, since both ϕ
and ϕ′ are Ψi-invariant, so is δ(x), and hence x ∈ Qi. Let then ϕ˜
′ ∈ M˜ be the extension of ϕ′
which sends P˜ to x · Q˜ · x−1, and let
ϕ˜ = δ(x) ◦ ϕ˜′.
It follows then that ϕ˜ : P˜→ Q˜ is an extension of ϕ, which in addition isΨi-invariant since both
δ(x) and ϕ˜′ are. We just have to consider the correspondingmorphism inLi to prove that axiom
(II) holds in this case, since P˜ and Q˜ are Si-determined.
• Step 3. One (or possibly both) of the subgroups P,Q is not inH .
Since ϕ is Ψi-invariant, it follows from Lemma 2.7 that there exist subgroups R,R
′ ∈ H , a
morphism ϕ′ ∈ M̂R,R′ , and elements a ∈ NS(R,P) and b ∈ NS(R
′,Q) such that
(i) ϕ = δ(b) ◦ ϕ′ ◦ δ(a−1), and
(ii) δ(b−1 ·Ψi(b)) ◦ ϕ
′ = ϕ′ ◦ δ(a−1 ·Ψi(a)).
Let then R˜ = a−1 · P˜ · a and R˜′ = b−1 · Q˜ · b, and let ϕ˜′ : R˜ → R˜′ be the extension of ϕ′ fixed in
M˜. Let also
ϕ˜
de f
= δ(b) ◦ ϕ˜′ ◦ δ(a−1) : P˜→ Q˜.
Since ϕ is Ψi-invariant, and by Lemma 4.3 [BLO3], it follows then that ϕ˜ is also Ψi-invariant.
Since P˜, Q˜ are Si-determined, the proof is finished by considering then the morphism induced
in Li by ϕ˜.

By Corollary 3.6, the following statement is still true after replacing Ob(Li) by the subsetHi.
Corollary 3.8. For each i ≥MΨ, Fi is Ob(Li)-generated and Ob(Li)-saturated.
Proof. The Ob(Li)-generation of Fi follows by definition of Gi, and the Ob(Li)-saturation of Fi
follows directly by Proposition 3.6 [OV].

Next we describe an interesting property of the family {Gi}. Recall that, by Corollary 3.6,
each inclusion L◦
i
⊆ Li induces a homotopy equivalence |L
◦
i
| ≃ |Li|, and the striking point is
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that for each i there is also a faithful functor Θi : L
◦
i
→ L◦
i+1
defined by:
(3) L◦
i
Θi // L◦
i+1
Pi
✤ // (Pi)
• ∩ Si+1 = Pi+1
ϕ ✤ // ϕ.
It is easy to check that this is a well-defined functor: since Pi ∈ Hi is the (unique) Si-root of the
Si-determined subgroup P ∈ Ob(L
•), it follows by construction that Pi+1 is an element of the set
Hi+1, and by definition of Li and Li+1, there is a natural inclusion of sets
MorLi (Pi,Ri) ⊆MorLi+1 (Pi+1,Qi+1)
for all Pi,Qi ∈ Hi, which is a group monomorphism whenever Pi = Qi. It follows then that Θi
is faithful for all i.
Note that in general the functor Θi does not induce a commutative square
Li
ρi

Θi // Li+1
ρi+1

×
Fi
incli
// Fi+1.
For instance, whenever S has positive rank, we have ρi+1(Θi(Si)) = (Si)
• ∩ Si+1 = Si+1 	 Si =
incl(ρ(Si)). This is not a great inconvenience, as we prove below. Let F
Hi
i
⊆ Fi be the full
subcategory with object setHi, and let θi : F
Hi
i
→ Fi+1 be the functor induced by Θi.
Proposition 3.9. For all i, there is a natural transformation τi between the functors incli and θi.
Proof. Set τi(Pi) = [incli(Pi) = Pi ֒→ Pi+1 = (Pi)
• ∩ Si] for each Pi ∈ Hi, and set also
Pi
incli //
fi

Pi+1
fi+1

τi( fi)
Ri
incli
// Ri+1
for each ( fi : Pi → Ri) ∈Mor(F
Hi
i
), where fi+1 = res
(Pi)
•
Pi+1
(( fi)
•). This is well-defined since Si-roots
are unique, and because of the properties of ( )•. In particular, it follows from Proposition 3.3
[BLO3] that the above square is always commutative, and hence τi is a natural transformation.

This way, we have a sequence of maps
. . . // |L◦
i−1
|
|Θi−1| //
≃

|L◦
i
|
|Θi| //
≃

|L◦
i+1
|
|Θi+1 | //
≃

. . . ,
|Li−1| |Li| |Li+1|
and we can ask about the homotopy colimit of this sequence. Let I be the poset of the natural
numbers with inclusion, and let Θ : I → Top be the functor defined by Θ(i) = |L◦
i
| and
Θ(i→ i + 1) = |Θi|.
Theorem 3.10. There is a homotopy equivalence
(hocolim→IΘ)
∧
p ≃ BG.
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Proof. The statement follows since, as categories,L• =
⋃
i∈NL
◦
i
.

We finally study the elements of a setHi as objects in F j for j ≥ i.
Proposition 3.11. Let Pi ∈ Hi. Then, the following holds:
(i) Pi is Fi-centric,
(ii) Pi is F j-quasicentric for all j ≥ i, and
(iii) Pi is F -quasicentric.
Proof. Property (i) is a consequence of Proposition 2.12. Properties (ii) and (iii) are consequence
of the Proposition below.

Proposition 3.12. Let P ≤ S be F -quasicentric and Si-determined for some i. Then,
(i) Pi is F -quasicentric, and
(ii) Pi is F j-quasicentric for all j ≥ i.
Proof. The proof is done by steps.
• Step 1. Let H ∈ Pi
F and Q = (H)•. Then there are equalities
CS(H) = CS(Q).
Indeed, for Pi the equality holds by Proposition 2.12, since P is Si-determined. Also, since P is
Si-determined, we can write
P = Pi · TP and Pi = Pi · (TP)i.
Let now H ∈ Pi
F , Q = (H)•, and let f ∈ IsoF (Pi,H). Using the infinitely p-divisibility property
of TP, we can write then Q = f (Pi) · TQ = H · TQ and H = f (Pi) · f ((TP)i) = H · (TQ)i. Thus,
CS(H) = CS(H) ∩ CS((TQ)i) = CS(H) ∩ CS(TQ) = CS(Q),
where the second equality holds by (the proof of) Proposition 2.12, since we had previously
fixed representatives of all the S-conjugacy classes in PF in 2.4.
• Step 2. For each H ∈ Pi
F , H is F -quasicentric.
LetCF (H) be the centralizer fusion systemofH, and note that, in particular, CF (H) is a fusion
system over CS(H) = CS(Q). Let also f : R → R
′ be a morphism in CF (H). By definition of
CF (H), there is a morphism f˜ : R ·H→ R
′ ·H in CF (H) which extends f and such that it restricts
to the identity on H.
By applying ( )• to f˜ , we obtain a newmorphim ( f˜ )• which restricts to f • : (R)• → (R′)• and
to the identity on (H)• = Q. It follows then that f • is a morphism in CF (Q). On the other hand,
there is an obvious inclusion of categories CF (Q) ⊆ CF (H), which is in fact an equality by the
above. Since Q is F -quasicentric by hypothesis, the proof of Step 2 is finished.
• Step 3. For each j ≥ i and each H ∈ Pi
F j , H is F j-quasicentric.
This case follows by Step 1, together with the properties of the functor ( )•, since we can
identify CF j(H) with a subcategory of CF (H).

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3.2. Consequences of the existence of approximations by p-local finite groups. We have
skipped in the previous section the issue of the saturation of the fusion systems Fi. This is a
rather difficult question and we want to discuss it apart from the main results. In this section
we will also study some consequences of the case when the triples Gi are p-local finite groups.
Examples of this situation will be described in the following section.
Recall that we have used Proposition 3.6 [OV] to prove that for each i the fusion systemFi is
Ob(Li)-generated and Ob(Li)-saturated. Recall also that Proposition 3.6 [OV] gives conditions
for the fusion systems Fi to be saturated: each Fi-centric subgroup H ≤ Si not in Ob(Li) has to
be Fi-conjugate to some K ≤ Si such that
(4) OutSi(K) ∩Op(OutFi(K)) , {1}.
The disadvantage of proving the saturation of Fi by means of this result lies obviously on
the difficulty in checking the above condition, but the advantage of proving saturation using
it is also great, since in particular this would mean that all Fi-centric Fi-radical subgroups are
in Ob(Li). Indeed, note that if there was some Fi-centric Fi-radical not in Ob(Li), then the
category L◦
i
defined in the previous section could not be extended to a whole centric linking
system associated to Fi (at least in an obvious way), and the functorsΘi would not be valid any
more.
In order to check the condition above, we can consider the following two situations:
(a) H is not an Si-root, that is, H  (H)
• ∩ Si; or
(b) H is an Si-root, that is, H = (H)
• ∩ Si but (H)
• is not F -centric.
The difficult case to study is (b), but we can prove rather easily that condition (4) is always
satisfied in case (a).
Proposition 3.13. Let H ≤ Si be an Fi-centric subgroup not in Ob(Li) and such that H  (H)
• ∩ Si.
Then, H satisfies condition (4).
Proof. LetK
de f
= (H)•∩Si ≤ Si. The functor ( )
•
i
provides a natural inclusionAutFi(H) ≤ AutFi(K).
Consider also the subgroup A = {cx ∈ AutFi(H) | x ∈ NK(H)}. Via the above inclusion of
automorphism groups in Fi, we can see A as
A = AutFi(H) ∩ Inn(K).
Since, by hypothesis, H  K, it follows that H  NK(H), and hence Inn(H)  A, since H is
Fi-centric by hypothesis.
The groupAutFi(H), seen as a subgroup ofAutFi(K), normalizes Inn(K), and thusA⊳AutFi(H)
and
{1} , A/Inn(H) ≤ Op(OutFi(H)).
Also, by definition of A, there is an inclusion A/Inn(H) ≤ OutSi(H) and this finishes the proof.

It is still an open question whether condition (4) is satisfied in case (b) in general.
Definition 3.14. Let G be a p-local compact group, and let Ψ be an unstable Adams operation acting
on G. We say that Ψ approximates G by p-local finite groups if there exists some M′
Ψ
such that,
for all i ≥ M′
Ψ
, condition (4) holds for all H ∈ Ob(F c
i
) \ Ob(Li). We also say then that Ψ induces an
approximation of G by p-local finite groups.
Corollary 3.15. LetG be a p-local compact group such that, for all P ∈ Ob(F •)\Ob(L•), CS(P) 	 Z(P).
Then, any unstable Adams operation Ψ induces an approximation of G by p-local finite groups.
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3.3. The Stable Elements Theorem. When G is approximated by p-local finite groups, we can
prove the Stable Elements Theorem (5.8 [BLO2]) for G. Such result holds, for instance, for the
examples in the forthcoming section of this paper.
Proposition 3.16. Let G be a p-local compact group, and let Ψ be an unstable Adams operation that
approximates G by p-local finite groups. Then, there are natural isomorphisms
H∗(BS;Fp)  lim←−
H∗(BSi;Fp) and H
∗(BG;Fp)  lim←−
H∗(BGi;Fp).
Proof. Let X be either BG or BS, and similarly let Xi be either BGi or BSi, depending on which
case we want to prove. Consider also the homotopy colimit spectral sequence for cohomology
(XII.5.7 [BoK]):
Er,s
2
= lim
←−
rHs(Xi;Fp) =⇒ H
r+s(X;Fp).
We will see that, for r ≥ 1, Er,s
2
= {0}, which, in particular, will imply the statement.
For each s, let Hs
i
= Hs(Xi;Fp), and let Fi be the induced morphism in cohomology (in degree
s) by the map |Θi|. The cohomology ring H
∗(Xi;Fp) is noetherian by Theorem 5.8 [BLO2], and
in particular Hs
i
is a finite Fp-vector space for all s and all i. Thus, the inverse system {H
s
i
; Fi}
satisfies the Mittag-Leffler condition (3.5.6 [W]), and hence the higher limits lim
←−
rHs
i
vanish for
all r ≥ 1. This in turn implies that the differentials in the above spectral sequence are all trivial,
and thus it collapses.

Theorem 3.17. (Stable Elements Theorem for p-local compact groups). Let G be a p-local compact
group, and suppose that there exists Ψ, an unstable Adams operation on G, that approximates G by
p-local finite groups. Then, the natural map
H∗(BG;Fp)

−→ H∗(F )
de f
= lim
←−
O(F c)
H∗( ;Fp) ⊆ H
∗(BS;Fp)
is an isomorphism.
Proof. Since eachGi is a p-local finite group (for i big enough), we can apply the Stable Elements
Theorem for p-local finite groups, Theorem 5.8 [BLO2]: there is a natural isomorphism
H∗(BGi;Fp)

−→ H∗(Fi) = lim←−
O(F c
i
)
H∗( ;Fp) ⊆ H
∗(BSi;Fp)
Thus, by Proposition 3.16, there are natural isomorphisms
H∗(BG;Fp)  lim←−
H∗(BGi;Fp)  lim←−
H∗(Fi) ⊆ lim←−
H∗(BSi;Fp)  H
∗(BS;Fp).
Furthermore, the functor ( )• induces inclusions O(F c
i
) ⊆ O(F c
i+1
) in a similar fashion as it
induced the functors Θi, and O(F
•c) =
⋃
i∈N O(F
c
i
), from where it follows that
lim
←−
i
H∗(Fi)
de f
= lim
←−
i
lim
←−
O(F c
i
)
H∗( ;Fp)  lim←−
O(F c)
H∗( ;Fp)
de f
= H∗(F ).

Remark 3.18. Ageneral proof (i.e. for all p-local compact groups) of the above resultwould lead
to a proof of Theorem 6.3 [BLO2] in the compact case, just by doing some minor modifications
in the proof for the finite case. This in turn would allow us to reproduce (most of) the work in
[BCGLO2] for p-local compact groups.
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Remark 3.19. Suppose G is approximated by p-local finite groups. Then, by Proposition 3.11,
together with Theorem B [BCGLO1], we can define a zig-zag
. . .
&&▼▼
▼▼▼
▼▼ |Li−1|
≃ ''◆◆
◆◆◆
◆◆
|Li|
≃ ''◆◆
◆◆◆
◆◆
|Li+1|
≃
&&▼▼
▼▼
▼▼
▼▼
|L
q
i−1
| |L
q
i
| |L
q
i+1
| . . .
where, for each i, L
q
i
is the quasi-centric linking system associated to Li (see [BCGLO1]). This
yields another homotopy colimit, which is easily seen to be equivalent to that in Theorem 3.10.
4. Examples of approximations by p-local finite groups
We discuss now some examples of p-local compact groups which are approximated by p-
local finite groups. The first example we consider is that of p-local compact groups of rank 1,
which will require rather descriptive arguments. The second example is that of p-local compact
groups induced by the compact Lie groups U(n). In this case, the particular action of S/T over
T will be the key.
4.1. p-local compact groups of rank 1. The main goal of this section then is to prove the
following.
Theorem 4.1. Let G be a p-local compact group of rank 1. Then, every unstable Adams operation Ψ
approximates G by p-local finite groups.
To prove this result we will first study some technical properties of rank 1 p-local compact
groups, and then apply these properties to show that condition (4) holds always. This process
will imply again fixing some finite list of objects and morphisms in L and increasing the
degree of Ψ so that some properties hold. The approach here is rather exhaustive, and is not
appropriate to study a more general situation. All the results achieved in the previous section
are assumed to hold already.
Remark 4.2. Possibly themaindifficulty in this section is the absence of anykindof classification
of rank 1 p-local compact groups which we could use to reduce to a finite list of cases to study.
In this sense, an attempt of a classification was made in §3 [Go], but only with partial results
which are of no use here. Namely, the author proved that every rank 1 p-local compact group
uniquely determines a connected rank 1 p-local compact group which is in fact derived from
either S1, SO(3) or S3 (the last two only occurring for p = 2), but there is still no reasonable
notion equivalent to the group of components in classical Lie group theory.
Note that the above list of connected p-local compact groups does not contain the Sullivan
spheres. This is because of the notion of connectivity used, which was rather strict but lead to
stronger results, such as Corollary 3.2.5 [Go], which cannot be extended to weaker notions of
connectivity.
Roughly speaking, the condition for a morphism (in L) to be Ψi-invariant is related to the
existence ofmorphisms (inF ) sending elements of T to elements outsideT (Lemma 2.7). Define
then S0 ≤ S as theminimal stronglyF -closed subgroup of S containingT. It is clear by definition
of S0 that such subgroup (if exists) is unique.
Lemma 4.3. Let G be a p-local compact group. Then, S0 always exists. Furthermore, each element
x ∈ S0 is F -subconjugate to T.
Proof. To prove the existence of S0, it is enough to consider the intersection of all the stronglyF -
closed subgroups of S containing T, since the intersection of two strongly F -closed subgroups
is again strongly F -closed.
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To prove the second part of the statement, let S′
0
= ∪Pn, where P0 = T, and Pn+1 is the
subgroup of S generated by Pn together with all the elements of Swhich are F -subconjugate to
Pn. This is clearly an strongly F -closed subgroup, hence S0 ≤ S
′
0
. On the other hand, if S0  S
′
0
,
then there exists x ∈ S′
0
\ S0 and a morphism f : 〈x〉 → T in F contradicting the fact that S0 is
strongly F -closed.

Next we describe the possible isomorphism types of S0 in the rank 1 case. The following
criterion will be useful.
Lemma 4.4. Let G be a p-local compact group, and let P ≤ S be F -subconjugate to T. Then,
CP(T)
de f
= CS(T) ∩ P = T ∩ P.
This Lemma can be understood as follows. If x ∈ S is F -conjugate to an element in T, then
either x is already an element in T or x acts nontrivially on T.
Proof. Let f : P → T be a morphism in F . We can assume without loss of generality that
P = 〈x〉 and that P′ = f (P) is fully F -centralized, since it is a subgroup of T. This way we
can apply axiom (II) for saturated fusion systems to f to see that it extends to a morphism
f˜ ∈ HomF (CS(P) · P, S).
Suppose then that x acts trivially on T. In particular, T ≤ CS(P), and thus in particular f˜
restricts to f˜ : T · P → S. The infinitely p-divisibility of T and the hypothesis on f imply then
that f˜ (T) = T and f˜ (P) ≤ T respectively, and hence P ≤ T.

The above result implies that the quotient S0/T can be identifiedwith a subgroup ofAut(T) =
GLr(Z
∧
p ), where r is the rank of T. When r = 1,
Aut(T) 
{
Z/2 ×Z∧
2
, p = 2,
Z/(p − 1) ×Z∧p , p > 2,
and we can prove the following.
Lemma 4.5. Let G be a rank 1 p-local compact group.
(i) If p > 2, then S0 = T.
(ii) If p = 2, then S0 has the isomorphism type of either T, D2∞ = ∪D2n or Q2∞ = ∪Q2n .
Proof. The case p > 2 is immediate, since Aut(T) does not contain any finite p-subgroup, and
hence S0/T has to be trivial. Suppose then the case p = 2. In this case, Aut(T) contains a finite
2-subgroup isomorphic to Z/2, and hence either S0/T = {1} or S0/T  Z/2.
If S0/T = {1}, then S0 = T and there is nothing to prove. Suppose otherwise that S0/T  Z/2.
Then S0 fits in an extension T → S0 → Z/2. By IV.4.1 [McL] and II.3.8 [AM], the group
H2(Z/2;Tτ)  Z/2
classifies all possible extensions T → S0 → S0/T up to isomorphism. Here, the superindex on
T means that the coefficients are twisted by the action of Z/2 on T. Thus, up to isomorphism,
there are only two possible discrete 2-toral groups of rank 1 with the desired action on T and
such that S0/T  Z/2, and the proof is finished since bothD2∞ and Q2∞ satisfy these conditions
and are non-isomorphic.

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The proof of Theorem 4.1 will be done by cases, depending on the isomorphism type of S0.
As happened when proving that Li is a transporter system associated to Fi (Theorem 3.7),
proving Theorem 4.1 will require fixing some finite list of objects and morphisms in F and
considering operationsΨi of degree high enough.
Remark 4.6. More specifically, we fix
(i) a set P′ of representatives of the S-conjugacy classes of non-F -centric objects in F •; and
(ii) for each pair H,K ∈ P′ such that K is fully F -normalized, a setMH,K ⊆ HomF (H,K) of the
classes in RepF (H,K).
(iii) for each f ∈ MH,K above, an “Alperin-like” decomposition (Theorem 1.7)
(5)
L1
γ1 // L1 L2
γ2 // L2 Lk
γk // Lk
R0
f1
//
AA☎☎☎☎☎
R1
]]✿✿✿✿✿
AA☎☎☎☎☎
f2
// R2
]]✿✿✿✿✿
// . . . // Rk−1
??     
fk
// Rk,
]]❀❀❀❀❀
where R0 = H, Rk = K, L j is F -centric F -radical and fully F -normalized for j = 1, . . . , k,
and
fR = fk ◦ fk−1 ◦ . . . ◦ f2 ◦ f1.
(iv) for each γ j above, a lifting ϕ j in L.
This is clearly a finite list, and hence by Proposition 1.18, there exists someM′
Ψ
≥ 0 such that, for
all i ≥M′
Ψ
, all the subgroups in P′ are Si-determined and all the morphisms ϕ j are morphisms
in Li.
Lemma 4.7. Let H ∈ P′ be S-centric, and let K ∈ P′ ∩ HF be any non-S-centric object. Then, the set
HomF (H,K) contains an element f , together with a decomposition as (5), such that for all j = 1, . . . , k
f j(CT(R j−1)) ≤ T.
Proof. Suppose first that S0 = T. Since in this case T is stronglyF -closed, the condition holds by
axiom (C) for linking systems. Also if S0  Q2∞ it is easy to see that T1 ≤ T (the order 2 subgroup
of T) is strongly F -closed (in fact it is F -centra), and either CT(R) = T or CT(R) = T1. In both
cases then the statement follows easily by axiom (C) of linking systems and the properties of T
and T1.
We are thus left to consider the case S0  D2∞ . Note that in this case every element in the
quotient S/S0 acts trivially on T. Also, Z(S) ∩ T = T1, but now this subgroup is not strongly
F -closed, and the subgroups Tn, n ≥ 2, are all weakly F -closed (this holds since the only
elements of S0 of order 2
n are all in T).
Set for simplicity L = L j, ϕ = ϕ j and f = f j. If CT(L) ≥ Tn for some n ≥ 2, then the condition
above holds directly by axiom (C) for linking systems, since Tn is weakly F -closed. We can
assume thus that CT(L) = T1. Even more, if L ∩ S0 = T1, then the condition above still holds
since S0 is strongly F -closed.
By inspection of S0, this leaves only one case to deal with
L0
de f
= L ∩ S0 = 〈x,T1〉 = R j−1 ∩ S0 = R j ∩ S0  Z/2 ×Z/2
for some element x which has order 2. If we set t2 for a generator of T2 ≤ T, then it is also
easy to check that t2 normalizes L0, and in fact, since L/L0 acts trivially on T, it also normalizes
L,R j−1 and R j.
Set also t1 for the generator of T1. The automorphism group of L0 is isomorphic to Σ3,
generated by ct2 together with an automorphism f0 of order 3 which sends t1 to x and x to xt1.
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Note that the assumption that S0  D2∞ implies that AutF (L0)  Σ3. For the purposes of the
proof we can now assume that f restricts to f0.
Let then ω = f−1 ◦ ct2 ◦ f
−1 ◦ c−1t2 . It is easy to see that ω induces the identity on L/L0, and by
inspecting the automorphism group of L0 it follows that ω|L0 = f0.
Consider now f ′ = ω−1 ◦ f . By definition, f ′ induces the same automorphism on L/L0 as f ,
and the identity on L0. To show that we can replace f by f
′ we have to show that the image of
R j−1 by f and f
′ are the same:
R j−1
f
// R j
f
// R′
j
c−1t2 // R′
j
f−1
// R j
ct2 // R j,
where R′
j
= f (R j) is normalized by t2 by the above arguments.

We can assume then that, for each pair H,K ∈ P′ (with CS(K) ≥ Z(K)) the setMH,K fixed in
Remark 4.6 contains at least a morphism f satisfying Lemma 4.7 above.
Proof. (of Theorem 4.1). Recall that, after Theorem 3.7 and by Proposition 3.6 [OV], we only
have to prove that there exists some M′
Ψ
such that, for all i ≥ M′
Ψ
, condition (4) holds for all
H ∈ Ob(F c
i
) \Ob(Li). Actually we will prove the following:
• there exists someM′
Ψ
such that, for all i ≥M′
Ψ
, Ob(F c
i
) = Ob(Li).
Using the functor ( )•
i
, it is enough to prove that there exists such MΨ such that, for all
Si-determined subgroups R, Ri is Fi-centric if and only if R is F -centric. Recall that Corollary
2.14 proves the “if” implication in the above claim. Furthermore, Corollary 2.15 says that if R
is not S-centric, then Ri is not Si-centric.
The rest of the proof is then devoted to show that if Ri ≤ Si is an Si-root such that R = (Ri)
• is
S-centric but not F -centric, then Ri is not Fi-centric. We can also assume that Ri is maximal in
the sense that if Qi ≤ Si is such that Ri  Qi, then eitherQi is Fi-centric or it is not an Si-root.
Let H ∈ RS be the representative of this S-conjugacy class fixed in P′ (Remark 4.6), and let
K ∈ P′ ∩ RF be fully F -normalized. Note that both Hi and Ki are not Fi-centric by assumption
(Remark 4.6). Let f ∈ MH,K be as in Lemma 4.7, and let
L1
γ1 // L1 L2
γ2 // L2 Lk
γk // Lk
R0
f1
//
AA☎☎☎☎☎
R1
]]✿✿✿✿✿
AA☎☎☎☎☎
f2
// R2
]]✿✿✿✿✿
// . . . // Rk−1
??     
fk
// Rk,
]]❀❀❀❀❀
be the decomposition (5) fixed in Remark 4.6 for the morphism f , together with the liftings
ϕ j ∈ AutL(L j). Let also x ∈ NS(Hi,Ri). By Lemma 2.13, Ψi(x)x
−1 ∈ CT(R), or, equivalently,
τ0 = x
−1Ψi(x) ∈ CT(Hi) = CT(H).
We can now apply axiom (C) to ϕ1 and the element τ0. By hypothesis (Lemma 4.7),
f1(CT(H)) ≤ T, so in particular f1(τ0) = τ1 for some τ1 ∈ T. Let then t ∈ T be such that
τ1 = t
−1Ψi(t),
and letQ1 = tR1t
−1, L′
1
= t−1L1t andϕ
′
1
= δ(t)◦ϕ1◦δ(x
−1) ∈ AutL(L
′
1
). It follows from Lemma 2.7
that ϕ′
1
isΨi-invariant, and L
′
1
(or a certain proper subgroup) is F -centric and Si-determined.
Proceeding inductively through the whole sequence f1, . . . , fk, we see that Fi contains a
morphism sending Ri to a subgroup Qi which is not Si-centric, and hence Ri is not Fi-centric.

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Remark 4.8. Since p-local compact groups of rank 1 are approximated by p-local finite groups,
we know (Theorem 3.17) that the Stable Elements Theorem hold for all of them. This result was
used in [BLO2] to prove Theorem 6.3, which states that, given a p-local finite group G, a finite
group Q and a homomorphism ρ : Q → S such that ρ(Q) is fully centralized in F , there is a
homotopy equivalence
|CL(ρ(Q))|
∧
p
≃
−→Map(BQ,BG)Bρ,
where CL(ρ(Q)) is the centralizer linking system defined in appendix §A [BLO2].
The proof for this result in [BLO2] used an induction step on the order of S and on the “size”
of L. However, since rank 0 p-local compact groups are just p-local finite groups, we could use
the same argument to prove the above statement for p-local compact groups of rank 1, with
some minor modifications. We have skipped it in this paper since it is not a general argument
(it would only apply to p-local compact groups of rank 1), and requires a rather long proof.
4.2. The unitary groups U(n). We prove now that the p-local compact groups induced by the
compact Lie groups U(n), n ≥ 1, are approximated by p-local finite groups. As proved in
Theorem 9.10 [BLO3], every compact Lie group G gives rise to a p-local compact group G such
that (BG)∧p ≃ BG.
Theorem 4.9. Let G(n) be the p-local compact group induced by the compact Lie group U(n). Then
every unstable Adams operation Ψ approximates G(n) by p-local finite groups.
Thekeypoint inproving this result is theparticular isomorphism typeof the Sylowsubgroups
ofU(n). Indeed, theWeyl groupWn of a maximal torus ofU(n) is (isomorphic to) the symmetric
group on n-letters, Σn. The action of Wn on the maximal tori of U(n) is easier to understand
on the maximal torus of U(n) formed by the diagonal matrices, T, where it acts by permuting
the n nontrivial entries of a diagonal matrix (see §3 [MT] for further details). Furthermore, the
following extension is split
T −→ NU(n)(T)
π
−→ Wn.
Let us fix some notation. Let {tk}k≥0 be a basis for Z/p
∞, that is, each tk has order p
k, and
t
p
k+1
= tk for all k. Let alsoT = (Z/p
∞)n, with basis {(t
(1)
k1
, . . . , t
(n)
kn
)k1,...,kn≥0}. Thisway, the symmetric
group Σn acts on T by permuting the superindexes. In addition, if Σ ∈ Sylp(Σn), then S = T ⋊ Σ
can be identified with the Sylow p-subgroup of the p-local compact group G(n).
Lemma 4.10. Let P ≤ S. Then, CT(P) is a discrete p-subtorus of T.
Proof. We proof that every element in CT(P) is infinitely p-divisible. Let π = P/(P∩T) ≤ Σ ≤ Σn,
and let t ∈ CT(P). Note that this means that xtx
−1 = t for all x ∈ P.
In the basis that we have fixed above, t = (λ1t
(1)
k1
, . . . , λnt
(n)
kn
), where the coefficients λ j are in
(Z/p)×, and, for all σ ∈ π, if σ( j) = l, then λ j = λl and k j = kl.
For each orbit of the action of π in the set {1, . . . , n} let j be a representative. Let also t j = λ jt
( j)
k j
be the j-th coordinate of t, and let u j be a p-th root of t j in Z/p
∞.
We can consider the element t′ ∈ T which, in the coordinate l, has the p-th root u j which
corresponds to the orbit of l in {1, . . . , n} under the action of π. This element is then easily seen
to be a p-th root of t, as well as invariant under the action of π. Thus, t′ ∈ CT(P), and this proves
that every element in CT(P) is infinitely p-divisible.

Proof. (of Theorem 4.9). We first prove the following statement:
• Let P ≤ S. There exists someM′
P
≥ 0 such that, for all i ≥M′
P
, if R ∈ PS is Si-determined,
then Ri is Si-conjugate to Pi.
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By Lemma 2.13, for all y ∈ NS(Pi,Ri) we have y
−1Ψi(y) ∈ CT(Pi). Also, since S is Si-
determined, the subgroup Si contains representatives of all the elements in Σ, and hence we
can assume that y ∈ T.
Consider now the map
T
Ψ∗
i // T
t ✤ // t−1Ψi(t).
Since T is abelian this is a group homomorphism for all i, and in fact it is epi by the infinitely
p-divisibility property of T. The kernel of Ψ∗
i
is the subgroup of fixed elements of T underΨi.
Also, this morphism sends each cyclic subgroup of T to itself.
It follows nowbyLemma4.10 that y ∈ NS(Pi,Ri) has the form y = t1t2, where t1 ∈ Ti = Ker(Ψ
∗
i
)
and t2 ∈ CT(Pi), and hence Ri is Si-conjugate to Pi.
In particular, since F • contains only finitely many S-conjugacy classes of non-F -centric
objects, and using the above claim, it is clear that there exists some M such that, for all i ≥ M
and each Si-determined subgroup R, R is F -centric if and only if Ri is Fi-centric. Hence, by
Proposition 3.6 [OV], it follows that for i ≥M the fusion system Fi is saturated.

The arguments to prove Theorem 4.9 do not apply to any of the other families of compact
connected Lie groups. Note that SO(3) and SU(2) have already been considered in section §4
(although no explicit mention was made), and they are in fact examples of the complexity of
the other families.
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