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The non-vanishing of the natural orbital occupation numbers of the one-particle density matrix
of many-body systems has important consequences for the existence of a density matrix-potential
mapping for nonlocal potentials in reduced density matrix functional theory and for the validity of
the extended Koopmans’ Theorem. On the basis of Weyl’s theorem we give a connection between
the differentiability properties of the ground state wave function and the rate at which the natural
occupations approach zero when ordered as a descending series. We show, in particular, that the
presence of a Coulomb cusp in the wave function leads, in general, to a power law decay of the natural
occupations, whereas infinitely differentiable wave-functions typically have natural occupations that
decay exponentially. We analyze for a number of explicit examples of two-particle systems that in
case the wave function is non-analytic at its spatial diagonal (for instance, due to the presence of a
Coulomb cusp) the natural orbital occupations are non-vanishing. We further derive a more general
criterium for the non-vanishing of NO occupations for two-particle wave functions with a certain
separability structure. On the basis of this criterium we show that for a two-particle system of
harmonically confined electrons with a Coulombic interaction (the so-called Hookium) the natural
orbital occupations never vanish.
I. INTRODUCTION
The fractional occupation numbers nj of the correlated
one-body reduced density matrix (1RDM) have intrigued
many scientists in the past decades. They are defined by
the eigenvalue equation∫
dx′ γ(x,x′)φj(x′) = nj φj(x) (1)
where the 1RDM itself is defined in terms of the usual
creation and annihilation field operators as
γ(x,x′) := 〈Ψ|ψˆ†(x′)ψˆ(x)|Ψ〉
for a state |Ψ〉 where x := rσ is space-spin coordinate.
The one-particle orbitals φj(x) in Eq. (1) are denoted as
the natural orbitals (NO) whereas the eigenvalues nj are
called the NO occupation numbers. As an integral ker-
nel the 1RDM is a bounded linear Hermitian operator
with an infinite but countable eigenvalue spectrum and
the set of all NOs form a basis in the set of quadrati-
cally integrable functions. If the state |Ψ〉 is fermionic
it is not difficult to prove that 0 ≤ nk ≤ 1 [1]. In the
following we will restrict ourselves to electronic systems
such that this property holds. The fact that the occupa-
tion numbers can also have non-integer values between
zero and one is one of the most distinct features of in-
teracting systems compared to non-interacting systems
which can only have integer occupation numbers typi-
cally. Therefore the occupation numbers reflect strongly
the electronic correlations present in the system under
consideration. A system is considered weakly correlating
when the occupation numbers differ only slightly from
zero or one, in which case the full many-electron wave-
function can well be approximated by a single Slater de-
terminant (non-interacting wavefunction). If a system
is strongly correlated, the occupation numbers deviate
strongly from integer values and multiple determinants
are required to obtain a sufficiently accurate approxima-
tion to the many-body wavefunction which captures the
physics of the system. The ability of the 1RDM occupa-
tion numbers to signal strong correlation has encouraged
people to develop 1RDM functional theory as an alter-
native to traditional density function theory (DFT) to
handle strongly correlated systems such as dissociating
molecules [2–4], Mott insulators [5] and quantum Hall
systems [6], for which the current approximate density
functionals fail miserably.
The sum of the occupation numbers equals the number
of electrons in the system. Therefore, if we order the
occupation numbers, nk, from the highest to the lowest
one, their values need to decay to zero sufficiently fast
for k →∞, i.e.
lim
k→∞
nk = 0,
or even become zero after some point kmax. The question
whether they actually do become zero or only approach
zero for k →∞ is not only an academic question, but is
also of practical interest for methods that try to build an
accurate approximation to the wavefunction by making
an expansion in terms of Slater determinants, e.g. config-
uration interactions (CI). This question has recently been
addressed for the dissociating hydrogen molecule [7]. One
would expect that an optimal set of orbitals exists which
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2leads to the fastest convergence of the expansion of the
wavefunction in terms of Slater determinants [1]. One
can prove that if all determinants are taken into account
(full CI), that the highest occupied NOs are the orbitals
which give the fastest convergence towards the exact one
in the L2-norm [8]. The NOs become even more inter-
esting if the occupation numbers become all zero for k
sufficiently large, since this would imply that only a fi-
nite set of NOs would already be sufficient to expand the
full many-electron wavefunction.
The question if zero occupation numbers exist in
Coulomb systems is maybe even more important for
1RDM functional theory. Basic theorems in 1RDM
functional theory [9] follow similar arguments as the
famous Hohenberg–Kohn theorem [10] of density func-
tional which establishes a one-to-one correspondence be-
tween densities, potentials and non-degenerate ground
states. The main difference between 1RDM functional
theory and density functional theory is that the natural
conjugate variable to the 1RDM is a non-local external
potential of the form
Vˆ =
∫
dx
∫
dx′ v(x,x′) ψˆ†(x)ψˆ(x′) (2)
rather than the local potential of density-functional the-
ory. It therefore immediately follows that the energy con-
tribution of the nonlocal external field to the total energy
is given by
V =
∫
dx
∫
dx′ v(x,x′)γ(x′,x),
With this expression the Hohenberg–Kohn proof can
be followed exactly as in density-functional theory and
Gilbert [9] in fact did this to establish that there is a one-
to-one correspondence between non-degenerate ground
states |Ψ〉 and their corresponding 1RDM γ. This is
already sufficient to establish 1RDM functional theory,
since the ground state energy can be written as a func-
tional of the 1RDM E[γ]. In density-functional theory
one can further prove that two different (up to a gauge)
potentials can not have the same non-degenerate ground
state. The analogous proof fails in 1RDM theory since
there can exist nonlocal potentials Vˆ with the property
that
Vˆ |Ψ〉 = 0 (3)
for a given ground state |Ψ〉 of some Hamiltonian Hˆ.
Such a potential can therefore always be added to this
Hamiltonian without affecting the ground state (it could
be that |Ψ〉 is now an excited state but by multiplying Vˆ
by a small enough number we can ensure that |Ψ〉 is still
the ground state). Let us now see how Eq. (3) can come
about. Let us first define the annihilation operator
aˆs =
∫
dx ψˆ(x)φ∗s(x)
which annihilates the NO φs from any many-body quan-
tum state. Suppose now that aˆs|Ψ〉 = 0 for some of the
labels s, which means that the orbital φs does not appear
in any Slater determinant of a CI expansion of |Ψ〉. This
implies that
ns = 〈Ψ|aˆ†saˆs|Ψ〉 = 0
such that the corresponding NO occupation number van-
ishes. We can then construct the following one-body po-
tential
Vˆ =
∑
r,s∈{i:ni=0}
vrs aˆ
†
raˆs,
where vrs = v
∗
sr is an arbitrary Hermitian matrix and
where we sum only over the labels for which nr = ns = 0
for the state |Ψ〉. It is clear that this potential exactly has
the property Vˆ |Ψ〉 = 0. In real space this corresponds to
a nonlocal spatial potential of the form of Eq. (2) where
v(x,x′) =
∑
r,s∈{i:ni=0}
vrs φ
∗
r(x)φs(x
′).
We therefore see that Eq. (3) can be satisfied whenever
the state |Ψ〉 has vanishing NO occupations. The non-
vanishing of the NO occupation numbers for electronic
ground states is therefore a necessary condition for the
existence of a one-to-one mapping between nonlocal po-
tentials and 1RDMs. To the best of our knowledge the
answer to the question whether the necessary condition
is also a sufficient one is unknown. The one-to-one map-
ping between non-local potentials and 1RDMs would be
relevant for the foundations of linear response 1RDM
functional theory and also its time-dependent extension
would greatly benefit from the resulting simplifications.
Other consequences of vanishing occupation numbers
arise in the extended Koopmans’ theorem [11–14]. The
extended Koopmans’ theorem is an extension to arbitrary
wavefunctions of the well known theorem by Koopmans
that the occupied Hartree–Fock orbital energies provide
approximations to the ionization energies [15]. If the
exact wavefunction is used in the extended Koopmans’
procedure, even the exact ionization energies should re-
sult, provided the set of partially occupied NOs is com-
plete, i.e. none of the occupation numbers vanishes. A
less restrictive condition has been derived by Pernal and
Cioslowski [16], though in practice it simply implies that
none of occupation numbers should vanish. For systems
with Coulombic interactions the extended Koopmans’
theorem is found to hold to very high numerical accu-
racy [17, 18] although this does not prove its validity.
We have therefore seen that the possible vanishing of
NO occupation numbers has important consequences for
CI expansions as well as for the validity of fundamental
theorems in many-body theory. This then immediately
raises the question in which cases the NO occupation
numbers vanish. If none of the occupation numbers van-
ishes, then every NO is needed in an expansion of the
3ground state wave function. One general observation that
one can make is that infinite expansions are typically re-
quired when expanding non-smooth functions in terms of
smooth ones. In the case of electronic ground states the
Coulomb interaction requires the wavefunction to have a
cusp at the positions where the electrons come together
of the form
Ψ(r12 → 0) = Ψ(r12 = 0)
(
1 +
1
2
r12 + · · ·
)
, (4)
where r12 := |r1 − r2|. This cusp gives an infinite kinetic
energy which exactly compensates the infinity from the
Coulomb interaction between the electrons [19–22]. Due
to this non-analytic behavior of the wavefunction, a full
expansion of the wavefunction in one-electron functions
requires in general all functions to be present. Hence,
one may expect in the particular case of an expansion in
NOs, none of the NOs should have an occupation number
equal to zero, since that would imply that the NO is not
required in the expansion.
Although this argument sounds very reasonable, it is
certainly not a proof that zero occupations do not occur
in Coulomb systems. Though infinitely many occupation
numbers are required to be non-zero, it might be that
some of them are still zero in some special situations. In
the case of the homogeneous electron gas (HEG), how-
ever, this argument can be turned into a proof. Since
the NOs of the HEG are simply plane waves, the occu-
pation numbers are then given by the momentum distri-
bution, n(k). Kimball has shown that the momentum
distribution is required to decay as 1/k8 due to the inter-
electronic cusp condition [23], so the occupation numbers
never become exactly zero.
In the case of the HEG we were in the fortunate sit-
uation that the NOs are plane waves and, so that their
occupation numbers are simply given by the momentum
distribution. For general systems we are not in such a
convenient position, because a straightforward expansion
in a finite basis set effectively smoothens the electron-
electron cusp (4) and the argument does not apply any-
more. For two-electron systems we are in a more for-
tunate situation, however, since for singlet two-electron
systems there is a strong connection between the NOs
and the wavefunction. The spatial part of the singlet
two-electron wavefunction is symmetric and can there-
fore be diagonalized
Ψ(r1, r2) =
∑
k
ckφk(r1)φk(r2). (5)
By calculating the corresponding spin-integrated 1RDM,
one readily finds that the eigenfunctions are NOs and
that the coefficients are related to the occupation num-
bers as nk = c
2
k. Though we are not in such a good
position as the for the HEG, this connection is quite
useful, since it allows us to connect the behavior of the
occupation numbers directly to the analytic properties
of the wavefunction, instead of going via the 1RDM
in which much of the analytic properties are integrated
out. Therefore, we will focus our attention in this paper
mainly to singlet two-electron systems to demonstrate
how the form of the interaction determines the analytic
properties of the wavefunction, which in turn dictates the
asymptotic decay of the occupation numbers.
II. EXPLICIT EXAMPLES
Before we present a general treatment for simple ex-
plicitly correlated wavefunctions, we first consider some
specific examples for which we can solve the NOs and
coefficients explicitly or at least prove that none of the
NOs have a vanishing coefficient (occupation number).
A. A simple 1D Hylleraas wavefunction
Let us first consider the simplest wavefunction with a
cusp in one dimension (1D)
Ψ(x1, x2) = Kα(x1)α(x2)(1 + η|x1 − x2|),
where K is a normalization constant and α(x) is an ar-
bitrary orbital apart from the fact that it is positive,
α(x) > 0. To calculate the NOs and the coefficients in
the spectral expansion of the wavefunction (5), we need
to solve the following eigenvalue equation
K
∫
dx2 α(x1)α(x2)(1 + η|x1 − x2|)φk(x2)
= ck φk(x1).
Introducing the following function ϕk(x) := φk(x)/α(x)
the eigenvalue equation can be written as
K
∫
dx2 (1 + η|x1 − x2|)α2(x2)ϕk(x2) = ck ϕk(x1).
Now differentiating this equation twice with respect to
x1, we obtain the following differential equation for ϕk(x)
ckϕ
′′
k(x) = 2ηKα
2(x)ϕk(x),
where we used that |x|′′ = 2δ(x). From this equation we
see that ck 6= 0 if η 6= 0, since otherwise we would have
ϕk = 0 which is not an eigenfunction. Hence, for η 6= 0
we can divide by ck and write the equation as
ϕ′′k(x) = λkα
2(x)ϕk(x),
where
λk := 2ηK/ck. (6)
In the case that a simple Slater function is used for the or-
bital, α(x) = e−Z|x|, the differential equation can be cast
into a Bessel’s differential equation. The full construction
of all the NOs and their coefficients is rather technical
4and has been deferred to Appendix B. The result of the
calculation is that none of the occupation numbers is zero
and that the occupation numbers behave asymptotically
as
nk ∼ C
k2
(k →∞)
where C is a constant. We will see later that such a
power law behavior is typical for wave functions that are
at most a finite number of times differentiable (in our
case zero times).
B. A simple 3D Hylleraas wavefunction
Let us now try to extent the approach of the previous
example to a three dimensional case, so that we have a
wavefunction in three dimensions (3D) that satisfies the
cusp condition (4) of the form
Ψ(r1, r2) = K α(r1)α(r2)(1 + η r12)
where r12 = |r1−r2|. Since the NOs are eigenfunctions of
the wavefunction (5), they satisfy the eigenvalue equation∫
dr′ Ψ(r, r′)φk(r′) = ck φk(r). (7)
Now introducing similar function as in the 1D case,
ϕk(r) := φk(r)/α(r), the eigenvalue equation can be writ-
ten as
K
∫
dr′
(
1 + η|r− r′|)α2(r′)ϕk(r′) = ck ϕk(r).
Unfortunately, just taking the Laplacian does not work,
since ∇2r|r − r′| = 2/|r − r′|. Taking the Laplacian a
second time, however, we obtain the sought after delta
function and our equation becomes
−8piηK α2(r)ϕk(r) = ck∇2∇2ϕk(r).
We can now use the same argument as in the 1D case.
Since the orbital α(r) will in general not vanish on some
open set, ck = 0 would imply that φk(r) = 0 for unoccu-
pied NOs. Since such orbitals are not normalizable, our
simple explicitly correlated wavefunction does not have
any NOs with occupation numbers equal to zero. Since
the differential equation for the functions ϕk(r) is now
fourth order and additionally in 3D, it becomes quite
hard to obtain the NOs explicitly from this equation. In
any case, it is exactly the cusp behavior that allows us
to conclude that none of the NO occupation numbers
vanish.
C. Double Harmonium
Although we have found that the exact treatment of
the cusp in the simple Hylleraas wavefunction prevented
the NOs to have a zero occupation number, one can won-
der if the electron-electron cusp is actually essential to
have only non-zero occupation numbers. This is actually
not the case as one can show explicitly for a system with
harmonic interactions in one dimension. The Hamilto-
nian for such a system can be written as
Hˆ = −1
2
∂2
∂x21
− 1
2
∂2
∂x22
+
ω2
2
(x21 + x
2
2) + λ(x1 − x2)2,
where λ ≥ 0. The coordinates can be decoupled by mak-
ing a transformation to center-of-mass coordinates, which
gives the following expression for the Hamiltonian
Hˆ = −1
2
∂2
∂s2
+
1
2
ω2s2 − 1
2
∂2
∂t2
+
1
2
ω˜2t2, (8)
where s := (x1 + x2)/
√
2, t := (x1 − x2)/
√
2 and
ω˜2 := ω2+4λ. Since this is the Hamiltonian for two inde-
pendent harmonic oscillators, we can immediately write
spatial part of the singlet ground state wavefunction as
Ψ(x1, x2) =
4
√
ω ω˜
pi2
e−
1
2 (ωs
2+ω˜t2)
=
4
√
ω ω˜
pi2
e−
1
2ωx
2
1e−
1
2ωx
2
2 e−
1
2 (ω˜−ω)t2 .
The structure of this solution is sufficiently simple to de-
termine the NOs and the corresponding wavefunction co-
efficients explicitly. Due to the purely harmonic nature
of our system, one might suspect that the NOs also have
the form of harmonic oscillator solutions. Indeed, one
can actually calculate the NOs to be (see Appendix C)
φk(x) = ak Hk
(
4
√
ωω˜ x
)
e−
1
2
√
ωω˜x2 , (9)
where Hk(x) are the Hermite polynomials and ak nor-
malization constants satisfying
a2k =
4
√
ωω˜
2kk!
√
pi
.
The corresponding wavefunction coefficients are
ck =
2 4
√
ωω˜√
ω +
√
ω˜
(−1)k
(√
ω −√ω˜√
ω +
√
ω˜
)k
. (10)
We find that the wavefunction coefficients are alternating
and only vanish in the limit k → ∞. Only when ω˜ = ω
(no interactions), all the coefficients become zero, except
for the first one c0 = 1. An important conclusion is now
that instead of a power law behavior we now have an
exponential decay of the form
nk = C a
k
with C and a constants. We will show below that such a
behavior is typical in the limit k →∞ for infinitely differ-
entiable wave functions. Our examples seem to indicate
that there is a connection between the differentiability
properties of the wave functions and the asymptotic be-
havior of the NO occupations. In the next Section we
make this connection more precise.
5III. A LOWER BOUND ON THE DECAY RATE
OF THE OCCUPATION NUMBERS
The eigenvalue equation for the NOs (7) is a Fredholm
integral equation, where the two-body wavefunction Ψ is
the kernel and ck are the eigenvalues. (Often one consid-
ers the characteristic values, 1/ck, instead of the eigen-
values.) In the theory of Fredholm integral equations
lower bounds on the decay rate of the eigenvalues have
been established on the differentiability and analyticity of
the integral kernel [24–26]. Although only lower bounds
have been found, these bounds are a nice illustration of
the strong link between the differentiability of the kernel
and the decay rate of the kernel.
The first result of interest is by Hille and Tamarkin,
who showed that the eigenvalues of operators with ana-
lytic kernels decay exponentially. More precisely
lim
k→∞
|λk|R 14k = 0,
where λk are the eigenvalues and the constant R is re-
lated to the size of the region where the kernel is an-
alytic [25, 26]. Indeed, the kernel of the double har-
momium is analytic and the corresponding coefficients
decay exponentially (10).
A result for finitely differentiable integral kernels by
Weyl [24] is of particular interest for wavefunctions with
a cusp. Weyl showed that the eigenvalues of a finitely dif-
ferentiable kernel only need to decay polynomially. More
precisely, if the partial derivatives of a symmetric ker-
nel are continuous up to order p, the decay rate of its
eigenvalues is bounded by
lim
k→∞
|λk| kp/d+ 12 = 0, (11)
where d is the dimension of the integration variable. A
derivation of Weyl’s result can be found in Appendix A.
Let us compare Weyl’s theorem with the results for the
simple 1D Hylleraas atom (Sec. II A). The first deriva-
tive of the wavefunction is already discontinuous in this
case, so p = 0. This gives us a rather modest lower
bound on the decay rate of the coefficients, comparing to
the actual quadratic decay-rate
(
k−2
)
of the coefficients
(see Appendix B). The bound by Weyl can be tightened
by using more regularity properties of the discontinuous
derivatives of the wavefunction [25, 26]. Since the dis-
continuity is bound, the two-electron wavefunction can
be put in Lip1(1, 2) [25, 26] which gives the lower bound
k−3/2 on the decay-rate of the coefficients.
Though Weyl’s theorem does not put a very stringent
constraint on the decay of the occupation numbers, it
clearly demonstrates that wavefunctions with an inter-
electronic cusp will typically have only a polynomial de-
caying occupation number spectrum, whereas the occu-
pation numbers of a wavefunction without a cusp will
decay exponentially. Since in a finite basis set the non-
analyticity of the cusp can not be fully represented and
thereby effectively smoothened, the calculated occupa-
tion numbers will always decay exponentially or faster,
i.e. too fast compared to the typical polynomial decay.
This is actually not surprising, since if only a finite num-
ber of orbitals is included in the calculations, all the
orbitals in the complement are automatically NOs with
zero occupation number. Additionally, since a finite basis
set representation effectively removes the cusp from the
wavefunction (4), the original argument that NOs with
vanishing occupation numbers do not exist in many-body
Coulomb systems, does not even apply anymore.
IV. A PROOF BY FOURIER TRANSFORM
The example with the harmonic interaction shows that
the cusp actually might not be essential to prevent oc-
cupation numbers becoming zero. It seems that any cor-
relation that requires some r12 behavior that can not be
expressed in a finite number of simple orbital products
will probably imply the absence of unoccupied NOs. We
can make this idea more precise in the case of a sin-
glet two-electron system which is limited to the form of
a simple orbital product times an arbitrary correlation
function depending only on r1 − r2, i.e. a wavefunction
of the form
Ψ(r1, r2) = α(r1)α(r2)f(r1 − r2), (12)
where α(r) > 0. Considering the situation that an NO,
φi(r), has a zero occupation number (so also ci = 0), the
eigenvalue equation (7) then simplifies to∫
dr′ f(r− r′)χi(r′) = 0,
where χi(r) := α(r)φi(r). Since this condition has the
form of a convolution product, we can deconvolute it by
taking the Fourier transform
f˜(k)χ˜i(k) = 0. (13)
Provided that f˜(k) 6= 0 almost everywhere, it follows
that χ˜i(k) = 0. Since α(r) 6= 0 almost everywhere, this
implies that the NO φi(r) = 0. Because this is not a nor-
malizable function, we can conclude that no eigenvalues
ci = 0 exist, if f˜(k) 6= 0 almost everywhere.
The converse also holds. If f˜(k) = 0 on some finite
interval, an NO with zero occupancy exists by construc-
tion. To construct this NO, define a χ˜k(k) which is non-
zero on this interval where f˜(k) vanishes. By Fourier
transforming back, we can construct the corresponding
NO (φk(r) = χk(r)/α(r)). Since this will be a function
in the null-space of the (linear) 1RDM-operator, it can
not be expressed linear combination of NOs with finite
occupancy. Let us show this more explicitly. Suppose
that such a linear combination exists, then we write the
new NO as
φk(r) =
∑
i∈{i:ni 6=0}
bi φi(r).
6Since the 1RDM-operator is linear, we can write its ac-
tion on φk as
0 =
∫
dr′ γ(r, r′)φk(r′) =
∑
i∈{i:ni 6=0}
∫
dr′ γ(r, r′)φi(r′)bi.
If we now take the inner product of this result with φk,
we find
0 =
∑
i,j∈{i:ni 6=0}
b∗i bjni〈φj |φi〉 =
∑
i∈{i:ni 6=0}
ni|bi|2.
Hence, we have a contradiction, so the constructed NO
with zero occupation number can not be expressed as a
linear combination of the NOs with a finite occupancy.
Now let us check if our proof indeed recovers the result
that our previous examples do not have vanishing occu-
pation numbers. In the case of the harmonium the cor-
relation function is simply a Gaussian. Since the Fourier
transform of a Gaussian is simply again a Gaussian, the
Fourier transform is non-zero every where. Hence, no un-
occupied NOs should exist, which is in agreement with
our explicit construction. The situation is more compli-
cate in the case of the simple Hylleraas wavefunction.
The correlation function is not an L2 function anymore,
so we can expect distributions to appear in its Fourier
transform [27]. Note that a divergent correlation func-
tion is allowed, provided the divergence of the correlation
function is compensated by a stronger decay of the or-
bital α(r), to make the wavefunction normalizable. The
Fourier transform in 1D becomes
F [1 + η|x|](k) = 2piδ(k)− 2η
k2
(14)
and in 3D we find
F [1 + ηr](k) = −4pi
k
(
2η
k3
+ piδ′(k)
)
. (15)
The calculation of these Fourier transforms has been
worked out in more detail in Appendix D. Since we find
in both cases that the Fourier transform is non-zero ev-
erywhere, we recover the result that no unoccupied NOs
exists as we have found before. Now let us apply the
theorem to some other systems.
A. Inverse harmonic interaction
First we will consider a system with inverse harmonic
interactions which has been considered before by Morri-
son et al. [28]. The inverse harmonic interaction is also
sometimes referred to as the Calogero interaction [29–31].
The full Hamiltonian we will consider here is given as
Hˆ = −1
2
∇2r1 −
1
2
∇2r2 +
1
2
ω2(r21 + r
2
2) +
λ
r212
.
The eigenstates of this Hamiltonian can be solved exactly
by making a transformation to the centre-of-mass coordi-
nates, which decouples the coordinates. The Hamiltonian
for the centre-of-mass coordinate is simply the Hamilto-
nian of a harmonic oscillator, so is readily solved. The
Hamiltonian for the relative coordinate is more involved,
but can still be solved in terms of confluent hypergeo-
metric functions [28, 32]. Fortunately, the ground state
reduces to the following particularly simple form
Ψ(r1, r2) =
√
ω3+α
21+αpi5/2Γ
(
3
2 + α
)e− 12ω(r21+r22)rα12,
where Γ(z) is the gamma function and α =
(√
1 + 4λ −
1
)
/2 [33]. Since the ground state is simply the product
of an orbital, α(r1)α(r2), times a correlation function,
f(r12) = r
α
12, our theorem can be applied to this case.
For the Fourier transform of the correlation function we
find (see Appendix D for details)
F [rα](k)
= −4pi
k
×
pi(−1)
α/2δ(1+α)(k) even α
Γ(2 + α) sin(piα/2)
k2+α
otherwise,
(16)
where δ(n)(k) denotes the nth order derivative of the
delta-function. Therefore, we find that zero occupation
numbers can only exist for even α, which is in agreement
with the findings of Morisson et al. [28]. Actually, it is
not surprising that there are only a finite number of unoc-
cupied NOs for even α, since in that case the correlation
function becomes exactly separable in r1 and r2, so the
wavefunction can be represented by a finite number of
orbitals. For example in the simplest non-trivial case of
α = 2 the wavefunction can be written as
Ψ(r1, r2) =
ω√
15
(
ω
pi
)3/2[
χ1(r1)χr2(r2) + χr2(r1)χ1(r2)
− 2(χx(r1)χx(r2) + χy(r1)χy(r2) + χz(r1)χz(r2))],
where we used χf (r) := f(r)e
− 12ωr2 as a compact no-
tation for the various one-particle functions. Since only
five orbitals are required to represent this wavefunction,
only five NOs with non-zero occupation number exist.
We see that the contribution from the p orbitals to the
wavefunction is already diagonal, so to obtain the NOs,
we only need to normalize them
φx(r) =
√
2ω
(ω
pi
)3/2
x e−
1
2ωr
2
and we have similar expressions for φy(r) and φz(r) of
course [34]. Their coefficient in the spectral expansion (5)
is readily obtained as cx = cy = cz = −1/
√
15. The
contribution from the other two orbitals χ1(r) and χr2(r)
is not diagonal, so has to be diagonalized. This is readily
achieved by the following linear combinations
φ±(r) =
√
2a
4a± 3
(ω
pi
)3/2 ( ω
2a
r2 ± 1
)
e−
1
2ωr
2
,
7where a :=
√
15/4. The orbitals φ±(r) are constructed
such that they are orthonormal, so they are the required
NOs. Their corresponding expansion coefficients can be
calculated to be c± = (4a± 5)/10.
This example clearly demonstrates that the cusp is ac-
tually not essential for the absence of unoccupied NOs.
The absence of zero occupation numbers is caused by cor-
relation in the full many-body wavefunction, which can
not be expanded in a finite series of one-electron func-
tions. The cusp actually causes the exact wavefunction to
have such a form, hence there will be an infinite amount
of non-zero occupation numbers.
B. Hookium atom
In this section we will apply our theorem to Hooke’s
atom. The interaction is now the Coulomb interaction,
the interaction of interest for electrons. However, the
confining potential is still harmonic to allow for the sep-
aration of variables by changing the coordinates to the
centre-of-mass frame. The Hamiltonian is given as
Hˆ = −1
2
∇21 −
1
2
∇22 +
1
2
ω2(r21 + r
2
2) +
λ
r12
.
The ground state has the following form
Ψ(r1, r2) = Ne
− 12ω(r21+r22) t
(√
ω/2 r12
)
r12
,
where N is a normalization constant. The function t(ρ)
satisfies the following differential equation [35, 36] for the
ground state
ρt′′ − 2ρ2t′ +
(
(˜r − 1)ρ− λ√
ω/2
)
t = 0,
where ˜r = 2r/ω with r as the contribution to the
energy from the relative coordinate (the total energy is
3
2ω + r). Unfortunately, this differential equation does
not allow for an explicit solution, though a series solution
can be constructed which even has only a finite number
of terms for specific ratios λ2/ω. More importantly, by
neglecting the second order derivative and the last term,
we readily find that the solution has to behave asymp-
totically for large ρ as
t(ρ→∞) ∼ ρ rω − 12 ,
so at least its Fourier transform exists as a distribution
and in particular its Laplace transform
t˜(s) := L[t](s) :=
∫ ∞
0
dρ e−sρt(ρ)
exists. The differential equation for t(ρ) can be trans-
formed into the following differential equation for the
Laplace transform
n k
(ω
) [
a.
u]
+
+
+
+
+
-
-
-
-
-
+
-
-
-
-
-
----10−18
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Figure 1. The NO occupations of the harmonium in the s-
channel. In the weak correlation regime (large ω) only the
highest occupied NO has a positive coefficient and all the
other NOs have a negative coefficient. In the strongly corre-
lated regime (small ω) the signs of the NO are alternating. In
the color version the sign of the corresponding coefficient has
been coded as black for positive and red for negative.
2st˜′′(s) +
(
s2 + r + 3
)
t˜′(s)
+
(
2s+
λ√
ω/2
)
t˜(s) = 0, (17)
where we used that t(0) = 0. The Fourier transform
of the correlation function can now directly be obtained
from t˜(s) as
F [f ](k) = 2pii
k
lim
σ→0+
(
t˜(σ + ik)− t˜(σ − ik)) , (18)
where the limits are important to include possible poles
at the origin. Since the Laplace transform is a solution
of a second order differential equation, it has to be an
analytic function. This analyticity is carried over to the
Fourier transform except for some possible irregularities
located at the origin (k = 0). Since an analytic function
can only be zero in an open set if it vanishes everywhere,
the Fourier transform of the correlation function of the
Hookium atom does not vanish in a finite region and
hence, the NO coefficients (occupation numbers) do not
vanish for the Hookium atom.
This result is orthogonal to the claim made by
Cioslowski and Pernal [37]. They have studied the be-
havior of the wavefunction coefficients of Hooke’s atom
numerically and found that the coefficients become very
small and that the sign pattern of the most significant
coefficients around these points change. Therefore, they
8concluded that the expansion coefficients have to become
zero to change their sign. As a courtesy to the reader, we
have repeated their calculations to obtain an accurate ex-
pression for the wavefunction and calculated the NO co-
efficients by diagonalizing the wavefunction directly. The
results for the occupation numbers in the s-channel are
shown in Fig. 1 and are identical to the ones reported in
Ref. [37]. Indeed, the most significant NOs have a differ-
ent sign in the large and small ω limit. However, upon
closer inspection of the plot in Fig. 1, one readily sees
that coefficients of different NOs actually gain in am-
plitude when making the transition between the weakly
and strongly correlated regime, so there is actually no
evidence that the NO coefficients do cross zero. The nu-
merical results of Cioslowski and Pernal are therefore in
agreement with our findings.
V. CONCLUSION
The question of the existence of NOs with vanishing
occupation numbers in many-body Coulomb systems is
important for a number of practical applications. For the
direct expansion of wavefunctions in finite orbital basis
sets (CI expansions) it would be beneficial if only a finite
number of NOs has a finite occupancy. However, the
presence of unoccupied NOs will cause complications in
the formal developments of 1RDM functional theory. For
the extended Koopmans’ theorem the existence of van-
ishing natural occupation numbers could even be catas-
trophic, since the ionization energies do not necessarily
converge to the exact ones when the approximate wave-
function converges to the exact many-body state.
The divergence of the Coulomb interaction between the
electrons requires the wavefunction to have a cusp at the
coalescence points of the electrons (4). This non-analytic
behavior can only be represented by including an infinite
amount of orbitals (NOs) in the expansion of the wave-
function, so there are an infinite amount of NOs with
a non-zero occupation number. However, this argument
does not provide a proof that natural occupation num-
bers equal to zero do not exist, i.e. that the NOs with a
non-zero occupation numbers form a complete set. How-
ever, we have been able to show that wavefunctions of
the form α(r1)α(r2)f(r1− r2) do not have any vanishing
occupation number, if and only if the Fourier transform
of the correlation function, f(r12), does not vanish on an
open set. The Fourier transform of the correlation func-
tion only seems to disappear if the wavefunction is sep-
arable, i.e. representable in a finite basis. Applying our
theorem to the harmonium atom, we have shown that
the occupation numbers do not vanish in contradiction
with earlier assertions by Cioslowski and Pernal based
on numerical calculations [37]. However, a more careful
inspection of their results showed that only their inter-
pretation was incorrect and that their results actually
agree with our proof up to numerical accuracy.
Further, we have demonstrated that a discontinuity in
the wavefunction is not required for the absence of un-
occupied NOs. Even the perfectly smooth ground state
of the double harmonium has no vanishing occupation
numbers. More essential is the non-separability of the
wavefunction, which is caused by the discontinuity of the
cusp. The discontinuity of cusp does have an effect on
the decay-rate of the occupation numbers. It causes the
occupation numbers to decay merely polynomially com-
pared to an exponential decay of the occupation numbers
for wavefunctions without a cusp.
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Appendix A: A lower bound for the decay of
eigenvalues
Though the proof of (11) is “a¨ußerst einfach” accord-
ing to Weyl [24], it might be worthwhile to expose its
derivation. Weyl starts with an alternative derivation of
a theorem by E. Schmidt [38] to prove that∫
ds
∫
dt |K(s, t)− kn(s, t)|2 ≥ λ2n+1 + λ2n+2 + · · · ,
(A1)
where λk are the eigenvalues of the integral kernel K(s, t)
ordered in descending order and kn(s, t) is a hermitian
finite rank operator
kn(s, t) =
n∑
i,j=1
kijgi(s)gj(t),
with gi ∈ L2 and kij = k∗ji. This theorem is easily under-
stood by using the spectral representation of the integral
kernel. The minimum value of the integral is achieved by
using the largest eigenvalues of K(s, t) at the diagonal,
kij = λiδij and the corresponding eigenfunctions for the
functions gp. This choice exactly eliminates the largest
eigenvalues of K(s, t) and only the smaller n + 1 eigen-
values will contribute to the integral. Any other choice
for kn(s, t) will give a larger value of the integral.
For more rigor, consider the following proof. To cover
the infinite dimensional case we use the Rayleigh quo-
tient to define the eigenvalues. The first eigenvalue (and
largest in magnitude) is defined as
λ1 := max
f 6=0
‖Kˆf‖
‖f‖ = max‖f‖=1‖Kˆf‖,
where ‖·‖ is the usual L2 norm and the operator Kˆ is
defined be the action of the integral kernel K(s, t) on a
9function f as
Kˆf(s) :=
∫
dtK(s, t)f(t)
The function that achieves this maximum, φ1(s), is the
corresponding eigenfunction. The other eigenvalues are
defined (found) by searching over a subspace where the
previously found eigenfunctions have been projected out
λn+1 := min
φ1,...,φn
max
f⊥φ1,...,φn
‖f‖=1
‖Kˆf‖
and the function that achieves this maximum, φn+1, is
the corresponding eigenfunction. Using this definition we
readily find for the eigenvalue of the the sum of two linear
operator K1 and K2 [26]
λn+m+1(K1 +K2) = min
φ1,...,φn+m
max
f⊥φ1,...,φn+m
‖f‖=1
‖(Kˆ1 + Kˆ2)f‖
≤ min
φ1,...,φn+m
max
f⊥φ1,...,φn
‖f‖=1
‖Kˆ1f‖
+ min
φ1,...,φn+m
max
f⊥φn+1,...,φn+m
‖f‖=1
‖Kˆ2f‖
= min
φ1,...,φn
max
f⊥φ1,...,φn
‖f‖=1
‖Kˆ1f‖
+ min
φn+1,...,φn+m
max
f⊥φn+1,...,φn+m
‖f‖=1
‖Kˆ2f‖
= λn+1(K1) + λm+1(K2).
Since the rank of kn is only n, it has only n non-zero
eigenvalues at maximum. Therefore, we find that
λn+m+1(K) ≤ λm+1(K − kn).
Applying this inequality for all eigenvalues of K, we read-
ily recover Schmidt’s inequality (A1).
Schmidt’s inequality gives a lower bound for the in-
tegral. An upper bound can be obtained from Taylor’s
theorem. This procedure is probably most clearly ex-
plained at the end of Ref. [39]. To simplify the analysis,
we assume without loss of generality that we integrate
over a finite block with sides of length L, so that we can
divide it in md smaller blocks, where d is the dimension
of our integration variable. In each of these regions we
can make a Taylor expansion around its centre s0
K(s, t) =
∑
|p|≤p
(s− s0)p
p!
∂psK(s0, t) +
∑
|p|=p
hp(s)(s− s0)p,
where p denotes a multi-index
p! := p1! · · · pd! xp := xp11 · · ·xpdd
|p| := p1 + · · ·+ pd ∂ps f :=
∂|p|f
∂sp11 · · · ∂spdd
and the remainder satisfies
lim
s→s0
hp(s) = 0.
By choosing all possible powers of s up to order p as
basis functions for kn, we can create N =
(
p+d
d
)
linearly
independent functions per block, so Nmd functions gi in
total. Using these basis functions, we can set the kernel
kn with n = Nm
d equal to the Taylor expansions of K
in these blocks. The error of the Taylor expansion can
now be approximated as∣∣K(s, t)− kNmd(s, t)∣∣ ≤ m(L/m)p,
where m → 0 as m→∞. Now combining this inequality
from the Taylor expansion of the kernel with Schmidt’s
inequality (A1) we have
Ld2m
(
L/m
)2p ≥ ∞∑
k=1
λ2Nmd+k
≥
Nmd∑
k=1
λ2Nmd+k ≥ mdλ22Nmd ,
so for m→∞ we need
lim
m→∞m
2p+dλ22Nmd = 0.
Now setting k = 2Nmd and cleaning up the limit, Weyl’s
inequality for the asymptotic behavior of the eigenval-
ues (11) readily follows. Tighter bounds on the asymp-
totic decay of the eigenvalues can be found by using ad-
ditional properties of the integral kernel [25, 26].
Appendix B: NOs for the 1D model atom
First we need to determine the boundary condition to
be imposed on the solutions, which will give the required
quantization of the expansion coefficients ck. To find the
boundary conditions, we first rewrite the integral equa-
tion as
ckϕk(x) = K
∫ x
−∞
dy α2(y)
(
1 + η(x− y))ϕk(y)
+K
∫ ∞
x
dy α2(y)
(
1− η(x− y))ϕk(y).
Now considering the limit x → ∞, the last integral
vanishes and we find that the solutions have to behave
asymptotically as
ckϕk(x) ∼ (1 + ηx)K
∫ ∞
−∞
dy α2(y)ϕk(y)
− ηK
∫ ∞
−∞
dy α2(y)yϕk(y),
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since the orbital should decay exponentially for the wave-
function to be normalizable. Because we are dealing with
a symmetric orbital, the solutions can be separated in
gerade and ungerade functions. For the even solutions
only the first contribution survives, so we have the fol-
lowing boundary condition for x → ∞ for the gerade
solutions
ϕg,k(x→∞) ∼ 1 + ηx
ck
K
∫ ∞
−∞
dy α2(y)ϕg,k(y). (B1)
Likewise, for the ungerade solutions only the last term
survives and we find
ϕu,k(x→∞) ∼ ηK
ck
∫ ∞
−∞
dy α2(y) y ϕu,k(y). (B2)
Note that this analysis of the boundary conditions is
completely general for symmetric α2(x). Now we have
found the boundary conditions for the various solutions,
we turn our attention to the solution of the differential
equation
ϕ′′(x) = λe−2Z|x|ϕ(x),
where the normalization constant is calculated to be
ηK
Z2
=
2√
4Z2/η2 + 6Z/η + 4
.
Since we are looking for symmetry adapted solutions, we
only need to solve this differential equation for x ≥ 0. If
we define (for x ≥ 0)
s(x) =
√|λ|
Z
e−Zx, (B3)
then for a function ϕ(x) = f
(
s(x)
)
we have
dϕ
dx
=
df
ds
ds
dx
= −
√
|λ|e−Zxf ′(s) = −Zsf ′(s)
d2ϕ
dx2
= f ′′(s)
(
ds
dx
)2
+ f ′(s)
d2s
dx2
= Z2
(
s2f ′′(s) + sf ′(s)
)
and the differential equation in term of f(s) becomes
s2f ′′(s) + sf ′(s)− sgn(λ)s2f(s) = 0.
This is the Bessel differential equation for the zeroth or-
der Bessel functions and the general solution to this equa-
tion is
f(s) = C1 J0(s) + C2 Y0(s) for λ < 0,
f(s) = C1 I0(s) + C2 K0(s) for λ > 0,
with C1 and C2 constants and J0 and Y0 Bessel func-
tions of the first and second kind respectively and I0 and
K0 their modified counterparts. Now going back to the
original function u(x) we find for λ < 0
ϕ−(x) = C1 J0
(√−λ
Z
e−Zx
)
+ C2 Y0
(√−λ
Z
e−Zx
)
and in the case of λ > 0 we find
ϕ+(x) = C1 I0
(√
λ
Z
e−Zx
)
+ C2 K0
(√
λ
Z
e−Zx
)
.
Now we construct the even and odd solutions by imposing
the corresponding boundary conditions. First we impose
the boundary conditions at x = 0. The odd solutions
need to vanish at the origin, so we find
ϕ−u (x) = C
[
Y0
(
λ˜
)
J0
(
s(x)
)− J0(λ˜)Y0(s(x))],
ϕ+u (x) = C
[
K0
(
λ˜
)
I0
(
s(x)
)− I0(λ˜)K0(s(x))],
where λ˜ :=
√|λ|/Z and C is a normalization constant.
For the even solutions the first order derivative at x = 0
needs to vanish, so for the even solutions we find
ϕ−g (x) = C
[
Y1
(
λ˜
)
J0
(
s(x)
)− J1(λ˜)Y0(s(x))],
ϕ+g (x) = C
[
K1
(
λ˜
)
I0
(
s(x)
)
+ I1
(
λ˜
)
K0
(
s(x)
)]
.
To obtain the proper quantization of the eigenvalue λ,
we need to impose the proper boundary conditions for
x→∞, i.e. s→ 0. From the asymptotic behavior of the
Bessel functions for small s, we find that our ungerade
solutions behave asymptotically for x→∞ as
ϕ−u (x) ∼ C
[
Y0
(
λ˜
)− 2
pi
J0
(
λ˜
)(
γ + ln
(
λ˜/2
)− Zx)] ,
ϕ+u (x) ∼ C
[
K0
(
λ˜
)
+ I0
(
λ˜
)(
γ + ln
(
λ˜/2
)− Zx)] ,
where γ is the Euler–Mascheroni constant. We found
before, however, that the odd solutions do not have a
linear term (B2), so we must have
J0
(√−λ/Z) = 0 for λ < 0,
I0
(√
λ/Z
)
= 0 for λ > 0.
Since I0(y) does not have any zero, only solutions for
λ < 0 exist, which are related to the zeros of the the
zeroth order Bessel function of the first kind, J0(yk) = 0,
as
λu,k = −
(
Zyk
)2
.
Using (6) the coefficients of the odd NOs are readily de-
termined to be
cu,k = −ηK
Z2
2
y2k
.
The zero’s of the zeroth order Bessel function behave
asymptotically as
yk = pi
(
k − 1
4
)
(k →∞),
so asymptotically, the coefficients decay quadratically,
cu,k = O
(
k−2). To construct the corresponding NOs,
we use that uu,k(−x) = −uu,k(x), so
φu,k(x) = Cu,k sgn(x)e
−Z|x| J0
(
yke
−Z|x|
)
.
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The normalization constant of the ungerade NOs is read-
ily calculated by using that the nth order Bessel functions
satisfy∫ 1
0
dρ ρ Jn(αnjρ) Jn(αnkρ) =
1
2
(
Jn+1(αnj)
)2
δjk,
where αnj is the j
th zero of Jn. Making the substitution
ρ = e−Zx and taking n = 0, we find that the normaliza-
tion constant for the odd NOs is given as
Cu,k =
√
Z
J1(yk)
.
Now we will construct the even solutions. First we con-
sider the large x behavior of the even solutions. From
the asymptotic behavior of the Bessel functions for small
s we find that for x→∞
ϕ−g (x) ∼ C
[
Y1
(
λ˜
)− 2
pi
J1
(
λ˜
)(
γ + ln
(
λ˜/2
)− Zx)],
ϕ+g (x) ∼ C
[
K1
(
λ˜
)− I1(λ˜)(γ + ln(λ˜/2)− Zx)].
Since we know that the the even solutions have to behave
for x → ∞ as given by the asymptotic relation in (B1),
we must have that the the ratio between the linear and
constant term must be equal to η, i.e. f±
(
λ˜
)
= 0, where
f+(y) := 1− η
Z
[
K1(y)
I1(y)
− (γ + ln(y/2))] ,
f−(y) := J1(y)− η
Z
[pi
2
Y1(y)− J1(y)
(
γ + ln(y/2)
)]
.
Note that in f+ we could divide by I1(y), since this is an
exponentially growing function and has no zeros apart
from y = 0.
Let us now first consider the positive coefficients,
λ > 0. The function f+(y) is constructed out of modi-
fied Bessel functions of the first and second kind, which
are monotonically decreasing and increasing functions re-
spectively. Since the logarithm is a monotonically in-
creasing function, the function f+(y) is also a monoton-
ically increasing function, so f+(y) can have only one
zero at most. Because the ratio of the modified Bessel
functions K1(y)/ I1(y) diverges at y → 0 as 1/y2, we
have f+(y → 0) = −∞. Further, due to the logarithm
f+(y) diverges logarithmically for y → ∞, so f+(y) has
always exactly one zero (see Fig. 2). Hence we find that
there is exactly one NO with a positive coefficient of ger-
ade symmetry. The corresponding NO, φ+g (x), is readily
constructed as
φ+g (x) = C
+
g
[(
Z
η
+ γ + ln
(y0
2
))
I0
(
y0e
−z|x|
)
+ K0
(
y0e
−Z|x|
)]
e−Z|x|,
where C+g is a normalization constant and y0 is the zero
of the function f+(y). The corresponding attains the
η/Z = 10
η/Z = 1
η/Z = 1/10
η/Z = 1/100
f+ (
y)
−1.5
−1.0
−0.5
0
0.5
1.0
1.5
y
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Figure 2. Plots of f+(y) for four different values of η/Z =
10, 1, 1/10, 1/100.
simple expression
c+g =
ηK
Z2
2
y20
.
The negative solutions, λ < 0, can be obtained in a sim-
ilar manner. The only difference is that the function
f−(y) has an infinite amount of zeros, zk, due to the infi-
nite amount of oscillations of the usual Bessel functions.
Following the same steps as for the positive orbital, we
find that the gerade NOs with negative coefficients are
φ−g,k = C
−
g,k
[(
Z
η
+ γ + ln
(zk
2
))
J0
(
zke
−Z|x|
)
− pi
2
Y0
(
zke
−Z|x|
)]
e−Z|x|
where C−g,k are normalization constants and zk are the
zeros of the function f−(y) defined. The corresponding
(negative) coefficients are
c−g,k = −
ηK
Z2
2
z2k
.
For large k, zk is a large number, so asymptotically the
condition f−(z) = 0 becomes
tan
(
z − 3pi
4
)
=
2
pi
(
Z
η
+ γ + ln(z/2)
)
.
For very large z the logarithm on the right-hand side will
diverge and the tangent on the left-hand side is only large
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when z = (4n + 1)pi/4 for an integer n. So we find that
the the zeros behave asymptotically as
zk = pi
(
k +
1
4
)
(k →∞),
so the negative coefficients of the even NOs decay
quadratically, c−g,k = O
(
k−2
)
, exactly as the coefficients
of the odd NOs.
Appendix C: NOs for harmonic potential and
interaction
In this appendix we will show how to find the NOs for
the ground state of a system with only harmonic interac-
tions (Sec. II C). The NOs satisfy the following integral
equation ∫
dy Ψ(x, y)φk(y) = ckφk(x),
where the integral kernel is simply the wavefunction
which is for the current purpose most conveniently writ-
ten as
Ψ(x, y) =
4
√
ωω˜
pi2
e−α(x
2+y2)−2βxy,
where α := (ω + ω˜)/4 and β := (ω − ω˜)/4. Since all
the interactions are harmonic, we expect that a Gaus-
sian, φ0 = e
−νx2 , might be a solution. Working out the
integral gives∫
dy Ψ(x, y)e−νx
2
=
4
√
ωω˜
pi2
√
pi
α+ ν
e
−
(
α− β2α+ν
)
x2
,
so we find that a Gaussian is indeed an eigenfunction if
the exponent is set to
ν =
√
α2 − β2 = 1
2
√
ωω˜.
The corresponding eigenvalue can be worked out to be
c0 =
2 4
√
ωω˜(√
ω +
√
ω˜
) .
The other solutions will now be of the form φk(x) =
Pk(x)e
− 12
√
ωω˜x2 , where Pk(x) is a polynomial of order
k. From the eigenvalue equation, it follows that these
polynomials satisfy
4
√
ωω˜
pi2
∫
dy Pk(y)e
− 14 ((
√
ω+
√
ω˜)y+(
√
ω−√ω˜)x)2 = ckPk(x).
Now we make the following coordinate transformation
u := 12
(√
ω +
√
ω˜
)
x and v := 12
(√
ω +
√
ω˜
)
y, which sim-
plifies the equation for the polynomials to∫
dv Qk(v − ηu)e−v2 = µkQk(u), (C1)
where
η :=
√
ω −√ω˜√
ω +
√
ω˜
,
µk :=
1
2
(√
ω +
√
ω˜
) 4√ pi2
ωω˜
ck,
Qk(x) := Pk
(
2x√
ω +
√
ω˜
)
.
Solving the equation for the polynomials of the first four
orders gives
Q0(u) = 1 µ0 =
√
pi,
Q1(u) = u µ1 =
√
pi(−η),
Q2(u) = 1 + 2(η
2 − 1)u2 µ2 =
√
pi(−η)2,
Q3(u) = u+
2
3 (η
2 − 1)u3 µ3 =
√
pi(−η)3.
We see that the eigenvalues are simply related by a factor
−η, so we should be able to recover this relation. Taking
the derivative n times from the integral equation for Qk,
we find
µkk!qk = (−η)kk!qk
∫
dv e−v
2
=
√
pi(−η)kk!qk,
where qk denotes the highest order coefficients of the
polynomial Qk. Hence we find that the eigenvalues are
simply µk =
√
pi(−η)k, which can be worked out to
give (10).
Due to the integration Gaussian as integration weight,
we expect that the polynomials are related to the Her-
mite polynomials. Using the following definition for the
Hermite polynomials,
Hk(x) := (−1)kex2
(
∂x
)k
e−x
2
,
it follows from our results for the polynomials Q0(u)
. . .Q3(u) that they should be related to the Hermite poly-
nomials as Qk(u) = Hk(
√
1− η2u). Since the Hermite
polynomials satisfy the recursion relation
Hk+1(x) = 2xHk(x)−H′k(x),
the polynomials Qk(u) should satisfy
Qk+1(u) = 2
√
1− η2 uQk(u)− Q
′
k(u)√
1− η2 .
Inserting the recursion relation in the integral equation
for Qn(u), we find that Qk+1(u) is indeed also a solution
if Qk(u) is a solution, with an eigenvalue µk+1 = −η ·µk.
Hence, we have found all NOs in terms of the Hermite
polynomials. Working out them out in the original quan-
tities, one recovers the expression for the NOs for the
harmonic interaction (9).
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Appendix D: Fourier transforms
In this appendix we show in more detail how the
Fourier transforms of the correlation functions of the var-
ious model systems were calculated. Let us first consider
the correlation functions of the 1D systems. In the case
of the double-harmonium the correlation function is a
Gaussian, so the Fourier transform should be again a
Gaussian. Indeed, when we work it out, we find
F
[
e−
1
2 (ω˜−ω)x2
]
(k) =
∫ ∞
−∞
dx eikxe−
1
2 (ω˜−ω)x2
= e−
1
2
k2
ω˜−ω
∫ ∞
−∞
dx e−
1
2 (ω˜−ω)(x− ikω˜−ω )
2
= e−
1
2
k2
ω˜−ω
∫ ∞
−∞
dy e−
1
2 (ω˜−ω)y2
=
√
2pi
ω˜ − ω e
− 12 k
2
ω˜−ω ,
where we used that the integration contour could be
shifted through the complex plane, since there are no
poles.
For the Fourier transform of the 1D Hylleraas wave-
function we have
F [1 + η|x|](k) =
∫ ∞
−∞
dx eikx
(
1 + η|x|)
= 2piδ(x) + η lim
α→0+
∫ ∞
0
dxx
(
eikx + e−ikx
)
e−αx,
where we introduced the α-limit to make the integral
convergent. This integral is readily worked out by differ-
entiating under the integral sign∫ ∞
0
dxx
(
eikx + e−ikx
)
e−αx
= −∂α
∫ ∞
0
dx
(
e(ik−α)x + e−(ik−α)x
)
= −∂α 2α
α2 + k2
= 2
α2 − k2
(α2 + k2)2
.
Now taking the limit α → 0, we find for the full Fourier
transform as in (14).
The other systems are three dimensional and have in
common that their correlation function only depends on
the length, r12, so we can already do the integration over
the angles
F [f(r)](k) =
∫
dr eik·rf(r)
= 2pi
∫ ∞
0
dr r2f(r)
∫ 1
−1
ds eikrs
=
4pi
k
∫ ∞
0
dr r sin(kr) f(r).
Let us first consider the Fourier transform of the corre-
lation function of the 3D Hylleraas wavefunction
F [1 + ηr](k) = 4pi
k
∫ ∞
0
dr r sin(kr)
(
1 + ηr
)
.
For the first integral we have∫ ∞
0
dr r sin(kr) = −∂k
∫ ∞
0
dr cos(kr)
= −∂k
2
∫ ∞
−∞
dr eikr = −pi∂kδ(k). (D1)
For the second integral we need to introduce the conver-
gence factor again, so we evaluate∫ ∞
0
dr r2 sin(kr)e−αr =
∂2α
2i
∫ ∞
0
dr
(
e(ik−α)r − e−(ik+α)r)
= ∂2α
k
α2 + k2
= 2k
3α2 − k2
(α2 + k2)3
Using this result in the limit α → 0 together with (D1),
we find the full Fourier transform of the 3D Hylleraas
correlation as in (15).
Finally let us consider the Fourier transform for the
correlation function of the system with inverse harmonic
interactions. For general α > 0 we have
F [rα](k) = 4pi
k
lim
η→0+
∫ ∞
0
dr r1+α sin(kr)e−ηr
=
2pi
ik
lim
η→0+
∫ ∞
0
dr r1+α
(
e−(η−ik)r − e−(η+ik)r)
=
2pi
ik
lim
η→0+
(
1
(η − ik)2+α
∫ (η−ik)∞
0
dt tα+1e−t −
1
(η + ik)2+α
∫ (η+ik)∞
0
dt tα+1e−t
)
=
2pi
ik3+α
(
e(2+α)pii/2 − e−(2+α)pii/2
)∫ ∞
0
dt tα+1e−t
=
4pi
k3+α
sin
(
2 + α
2
pi
)
Γ(2 + α)
= − 4pi
k3+α
sin(piα/2)Γ(2 + α),
where we used that the integration interval could be de-
formed without difficulty, since the integrant does not
have any poles, and that the definition of the gamma
function
Γ(z) :=
∫ ∞
0
dt tz−1e−t.
We find that the Fourier transform diverges for k → 0.
In the case of even α, however, it is not clear what hap-
pens, since we obtain a division of zero by zero. To asses
what the real answer should be, we have to calculate
these cases separately. For even α, we can work out the
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Fourier transform by taking successive derivatives under
the integral
F [rα](k) = 4pi
k
∫ ∞
0
dr r1+α sin(kr)
=
4pi
k
(−∂2k)α/2 ∫ ∞
0
dr r sin(kr)
=
4pi2
k
(−1)α/2δ(1+α)(k)
where δ(n)(k) denotes the nth order derivative of the
delta-function and we used the previous result for the
3D Fourier transform of a constant function (D1). Com-
bining these results, we find for general α > 0 the Fourier
transform as reported (16). Note that this result for
general F [rα](k) can also be used to obtain the Fourier
transform of the correlation function of the 3D Hylleraas
wavefunction and give the same result.
Appendix E: Laplace transform of the correlation
function of the Hookium atom
Here we will consider a series solution for the differ-
ential equation of the Laplace transform of the correla-
tion function of the Hookium atom (17). To construct
the series, first observe that a physical solution requires,
lims→∞ t˜(s) = 0, otherwise the inverse Laplace trans-
form does not exist [40]. Hence, the solution should be
expanded in powers of 1/s rather than in powers of s.
Using the Frobenius trick, we find that the solution for
t˜(s) can be expanded as
t˜(s) =
1
s2
∞∑
ν=0
a˜ν
sν
,
where the coefficients a˜ν satisfy the following recursion
relation
a˜0 6= 0,
a˜1 =
λ√
ω/2
a˜0,
a˜ν =
λ√
ω/2
a˜ν−1
ν
+
(
2ν − 1− 2t
ω
)
a˜ν−2
The second boundary condition is effectively given by the
condition that the full wavefunction is normalizable [36].
This additional condition serves as a quantization condi-
tion for the internal energy contribution, r. In general,
the power series will not terminate. However, there are
special ratios λ2/ω at which the series terminates after a
finite amount of terms. Since the series truncates after a
finite amount of terms at these ratios, the wavefunction
is automatically normalizable [36].
The series solution for t˜(s) could also have been ob-
tained by Laplace transforming the series solution for
t(ρ) by Taut [36] term-by-term using that
p˜m(s) = L[rm+1](s) =
∫ ∞
0
dr rm+1 =
(m+ 1)!
sm+2
.
Similar to the series solution of t(ρ) [36], the series solu-
tion of t˜(s) has at least two terms due to the cusp con-
dition. As a check consider the solution for λ2/ω = 2,
which has only two terms
t˜(s) =
1
s2
+
1
s3
.
Using (18), we can construct the Fourier transform of the
correlation function, f . From the first term we get up to
the factor 2pii/k
lim
σ→0+
(
1
(σ + ik)2
− 1
(σ − ik)2
)
= lim
σ→0+
−4iσk
(σ2 + k2)2
= 2i lim
σ→0+
∂k
σ
(σ2 + k2)
= 2i∂k lim
σ→0+
σ
(σ2 + k2)
= 2piiδ′(k),
where we used that the delta function
δ(x) =
1
pi
lim
η→0
η
x2 + η2
.
The second term is easier, since we can drop the limit
immediately to give
2pii
k
(
1
(ik)3
− 1
(−ik)3
)
= −4pi
k4
.
Combing these results, we find
−4pi
k
(
1
k3
+ piδ′(k)
)
= F[1 + 12r](k),
where the identification with the Fourier transform of
1 + 12r was readily made by comparing with the Fourier
transform of the correlation function of the 3D Hylleraas
wavefunction (15).
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