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ABSTRACT 
Research in climate change requires long term 
homogeneous climatological series with variations caused only 
by natural fluctuations of weather and climate. Inhomogeneous 
time series arise either due to abrupt discontinuities or to 
effects that gradually increase or decrease over time. Both 
can affect air temperature and precipitation. Discontinuities 
in climatic data are caused by changes in instrumentation, 
station location, time of observation, and the environment 
surrounding the station. Many of the above-mentioned changes 
are reported in historical records of the US Weather Service 
Network. 
A study was conducted to evaluate climatic time series 
for discontinuities. Besides maximum and minimum 
temperatures, derived variables included heat stress, growing 
degree days, growing season length, heating degree days, 
cooling degree days, last date in the spring with minimum 
temperature below 0°C, and first date in the fall with 
minimum temperature below 0°C. 
Daily records of maximum and minimum temperature were 
used to generate the seven derived variables for 99 lov/a 
weather stations over the 1951-91 period. An interpolation 
procedure was chosen to generate the reference time series 
which used the 25 surrounding stations which were most 
correlated with the candidate station being analyzed for 
viii 
discontinuities. The maximum likelihood ratio test developed 
by Alexandersson (1986) was selected to test the significance 
and to estimate the magnitude of the discontinuity. Besides 
the statistical framework, station histories were inspected 
to match the result of the statistical test with the record 
of changes in station location, time of observation, and 
observer. Ninety percent of the stations examined possessed 
at least one discontinuity. The highest percentage of 
stations with discontinuities was observed for maximum 
temperature and heating degree day time series with 69 and 66 
percent of stations showing discontinuities, respectively. 
Generally, but not always the discontinuity in maximum and/or 
minimum temperatures resulted in a discontinuity for derived 
variables. Many discontinuities could be associated with some 
change registered in the station history, but some could not. 
The statistical framework used in this study can be applied 
to check the relative homogeneity of an existing climatic 
data network. 
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CHAPTER 1. INTRODUCTION 
Research relative to climate change requires long term 
homogeneous climatological series. These time series should 
contain only variations caused by natural fluctuations of 
weather and climate. Inhomogeneous time series may include 
abrupt discontinuities or effects that gradually change over 
time. Both can affect air temperature and precipitation. 
According to Mitchell (1958) discontinuities in climatic data 
are caused by several factors including changes in (i) 
instrumentation, exposure, and measurement techniques; (ii) 
station location (both in altitude and position); (iii) 
observation time and methods used to calculate monthly means; 
and (iv) the environment surrounding the station. These 
factors may cause spurious discontinuities and trends that 
are not representative of climate change and may obscure or 
distort climate-related analysis. Many of the above-mentioned 
changes are widely discussed in the related literature. 
Mitchell (1953, 1958) reported that changes in location, 
instrumentation, and time of observation have caused serious 
discontinuities in climate data throughout the US weather 
service network. 
For the US Weather Service Network, Nelson et al. 
(1979) attribute some inhomogeneities to a general change in 
instruments exposure from rooftop to ground level stations in 
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the late 194 0s. According to Epperson and Dale (1984), 
because of nighttime temperature inversions, rooftop 
locations usually affect minimum temperature more than 
maximum. Thus, minimum temperatures observed at rooftop are 
often higher than those observed at ground level locations. 
For the continental United States, Lenttenmaier et al. (1994) 
reported a downward trend in daily temperature range for the 
for the period 1948-88 and Karl and Kukla (1984) found the 
same trend for the period 1941-1980. 
Mitchell (1953) mentions the move of first order 
stations from city to airport locations in the 1940s and 
early 1950s. Karl et al. (1986) reported the increase in the 
percentage of cooperative stations using morning rather than 
afternoon observation times. This may introduce a downward 
bias in the estimates of temperature and also of derived 
variables (Head, 1985). 
Gall et al. (1992) found that the measurement system at 
Tucson, Arizona indicates daytime temperatures that are 2 to 
3°F degrees too high. They mention that the instrument is not 
appropriately aspirated. During the day, temperature readings 
are significantly warmer than ambient air temperature, while 
at night they are slightly cooler. Those authors also report 
that the system at Tucson is similar to one that has been 
installed at many National Weather Service sites around the 
country. Kessler et al. (1993) reported that daily maximum 
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temperature at Albany County Airport, NY, increased -0,5°C 
after 1985 when the National Weather Service replaced the HO-
63 hygrothermograph with a modern HO-83 sensor. 
Between 1984 and 1990 over one half of all US 
cooperative weather stations were converted from liquid-in-
glass thermometers in wooden Cotton Region Shelters (CRSs)to 
the new thermistor-based Maximum-Minimum Temperature System 
(MMTSs) housed in a smaller, plastic shelter. Quayle et al. 
(1991) reported a decrease in maximum temperature and an 
increase in minimum temperature at the converted stations. 
This study was conducted to evaluate climatic time 
series for discontinuities. The study considered maximum 
(MAX) and minimum (MIN) temperatures, and the derived 
variables of heat stress (HST), growing degree days (GDD), 
length of the 0°C bounded growing season (GSE), heating 
degree days (HDD), cooling degree days (CDD), last date in 
the spring with minimum temperature below O'C (SPR), and 
first date in the fall with minimum temperature below O'C 
(FAL). 
Daily records of maximum and minimum temperature were 
used to generate the seven derived variables for 99 Iowa 
weather stations over the 1951-91 period. Each station 
(candidate station) was analyzed for discontinuities by using 
an interpolated series as the base for comparison following 
the method of Alexandersson (1986). Because of the 
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availability of neighboring stations with continuous data and 
the climate similarity within the geographical area, an 
interpolation procedure (Young, 1992, 1993) was chosen to 
generate the reference time series which used the 25 
surrounding stations which were most correlated with the 
candidate station. 
Easterling and Peterson (1992) evaluated the efficiency 
of several techniques to detect and remove discontinuities 
from inhomogeneous series. Those authors reported that 
Alexandersson's method, as described in the literature review 
of this text, was the most efficient when three or more 
discontinuities were present in a series. For this reason, 
the maximum likelihood ratio test (MLRT) developed by 
Alexandersson (1986) was selected to test the significance 
and estimate the magnitude of discontinuities for each 
variable at each station. Station histories were inspected to 
match the result of the statistical test with changes in 
station location, time of observation, and observer. Over 
ninety percent of the stations examined presented at least 
one discontinuity. The highest percentage of stations with 
discontinuities was observed for maximum temperature and 
heating degree day time series with 69 and 66 percent of 
stations presenting discontinuities, respectively. Generally, 
but not always the discontinuity in maximum and/or minimum 
temperatures resulted in a discontinuity for the derived 
5 
variables. Many discontinuities could be associated with some 
change registered in the station history, but some could not. 
The statistical framework used in this study can be applied 
to check the relative homogeneity of an existing climatic 
data network. 
6 
CHAPTER 2. LITERATURE REVIEW 
2.1 Weather variables and crop production 
Environment largely determines the rate of plant growth 
and development, and weather is probably the most volitile 
factor of the crop environment of all crops. Many climatic 
variables are important to crop production and pest control. 
Atmospheric COj concentration has increased because of 
human activity and further increases are expected for the 
next century (Bacastow et al. 1985; Schneider, 1989). 
Associated with the increased atmospheric CO2 concentration, 
general circulation models of the earth's climate indicate 
that both changing temperature and precipitation patterns can 
be expected (Schneider, 1989; Rosenzweig, 1989). 
Changes in climate variability, in addition to changes 
in mean conditions, can have significant effects on plant 
growth and development (Baker et al. 1993). To date there is 
very little certainty regarding how climate variability will 
change in a warmer world (Wigley and Jones, 1987 and Wigley, 
1988). By using crop climate models (CERES-winter wheat) 
Mearns et al. (1992) found that increases in the variability 
of temperature and precipitation would result in significant 
increases in yield variability and in the occurrence crop 
failures for winter wheat in two regions of Kansas (US). 
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Sinclair and Rawlins (1993) examined the effect of projected 
global environmental changes on mean yield and on year-to-
year yield variability for maize (Zea mays L.) and soybean 
[Glycine max (L.) Merr.]. They considered projected increases 
in CO2, temperature, and precipitation from general 
circulation models. Simulations for three locations in the 
Midwest US (Ames, lA; Urbana, IL, and Columbia, CO) with 
mechanistic growth models showed important species 
differences in projected yield stability. Maize yields under 
global environmental changes were approximately equal to 
current levels and the year-to-year yield variability was 
unchanged. However, soybean had higher mean yields under 
global changed environments as compared to the current 
environment, and there was substantially greater year-to-year 
yield variability. 
2.2 Maximvun and minimiun temperatures 
Temperature, which interacts strongly with soil 
moisture, is an important weather variable for plant growth 
and development. It affects the growth of plants in several 
ways, including germination, root growth, nutrient uptake and 
water absorption from the soil, photosynthesis, respiration, 
and translocation of photosynthates (Coelho and Dale, 1980; 
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Russell, 1977, chp II; Blacklow, 1972). The interaction 
between temperature and soil moisture availability can be 
explained as follows: transpiration of water from plant 
leaves provides cooling due to the large latent heat of 
vaporization of water relative to the heat capacity and 
thermal conductivity of plant tissue and air. However, 
continued transpiration results in a decrease in 
transpiration rate and a shift in the energy balance of the 
system. Thus, leaf temperatures vary with environmental 
conditions and the availability of moisture for 
transpiration. Wiegand and Namken (1966) have shown that for 
cotton (Gossypium hirsutum), variation in plant moisture 
stress (plant relative turgidity) and solar radiation 
significantly alter leaf temperature and leaf temperature 
minus air temperature. 
2.3 Heat unit accumulation and plant growth relationship 
The "heat unit measurement" is a system for studying 
plant-temperature relationships by the accumulation of daily 
mean temperatures above a certain threshold temperature 
during the growing season. The positive differential between 
the base temperature for a given species and the mean 
temperature in a given day is termed "degree days", growing 
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degree days, or "heat units". For example, if X degree days 
are required for maturity of a given species, it should reach 
its maturity when X degree days have been accumulated after 
emergence. Heat unit accumulations based on daily maximum and 
minimum air temperature observations are widely used by 
agricultural interests to compare crop varieties and in 
planning and managing their cultivation and harvest. 
Many different thermal indices have been used to 
predict plant flowering and maturity, but the most commonly 
used for measuring plant maturity has been the growing 
degree days (GDD). In United States, growing degree days are 
usually calculated using one of two methods (DeGaetano and 
Knapp, 1993). Base 50 growing degree days (GDD50) are defined 
as the difference between the daily average temperature and a 
threshold temperature of 50°F (10°C) and are restricted to 
positive values. This method assumes that no significant crop 
growth occurs at mean temperatures below 50°F and that plant 
growth increases linearly with mean temperature above this 
value. Gilmore and Rogers (1958) developed a second method, 
the GDD86-50, as a refinement to the base 50 method. GDD86-50 
are calculated in the same manner as GDD50, except that 
minimum temperatures below 50°F (10°C) are set equal to 50°F 
and maximum temperatures above 86°F (30°C) are set equal to 
86°F. In addition to assuming negligible plant growth at 
temperatures below 50°F, the GDD86-50 method also assumes 
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that water stress begins to inhibit plant growth at 
temperatures above 86°F. Plant breeders and plant 
physiologists have extensively used GDD to evaluate stage of 
development of plants and adaptability of varieties to 
different environments. The upper and lower thresholds 86°F 
(30°C) and 50° (10°C) are referred to in the literature as 
the favorable range of temperatures for ideal growing of 
corn (Zea maize) and soybeans (Glycine max). Development of 
these crops is also influenced by daylength variations and 
stressful conditions. One important feature of GDD as an 
indicator of plant development stage is that it is less 
variable than other thermal indices. Normal GDDs for Iowa, 
for the growing season May-October, are estimated to vary 
from 2600 (°F) in the northeast to 3200 (°F) in the 
southwest. 
2.4 Heat stress units 
Heat stress represents an accumulation of degrees above 
some upper limit for maximum temperature each day and can be 
accumulated for each month and season (generally April-
September) . Heat stress (number of days and intensity) have 
been shown to be important relative to corn production in 
Iowa, especially when associated with soil moisture deficit 
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by August 1 (Carlson, 1990). Idso et al. (1977) have defined 
stress degree day (SDD) as the accumulation of the positive 
differentials between leaf temperature and air temperature 
[E(Tl - Ta) ] foi^ some established stage of crop growth. For 
wheat (Triticum durum Desf.) those authors found strong 
negative correlation between yield and SDD accumulated during 
the period from head emergence to cessation of head growth. 
Idso et al. (1977) suggest the concept of SDD to be used in 
scheduling irrigation for wheat. Walker and Hatfield (1979) 
using the same definition for SDD as Idso et al. (1977) have 
found that for red kidney (Phaseolus vulgaris L.), seed yield 
is strongly dependent on the accumulation of stress degree 
days from flowering to maturity. Total water use by red 
kidney beans is generally negatively correlated with SDD, 
specially when accumulated from flowering to maturity. Walker 
and Hatfield (1979) have shown that the concept of SDD is a 
valid representation of the effect of moisture stress on 
yield. Therefore, the SDD concept has potential use in water 
management, remote determination of canopy temperature, and 
yield estimation over large areas. Gardner et al. (1992) have 
normalized these heat stress indices to vapor pressure 
deficit by establishing non-water-stressed baselines used to 
compute the crop water stress index. The non-water-stressed 
baseline equation normalizes the canopy minus air temperature 
differential for variations in vapor pressure deficit. 
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2.5 Heating and cooling degree days 
If a specific temperature is to be kept within an 
enclosed room, from which there is a certain loss of heat to 
the outdoor space at a low temperature, a certain amount of 
heat must be supplied to the room. The energy supplied, being 
equal to the total heat lost during the period, may be 
assumed to be proportional to the integrated value of the 
product of the time and the fluctuating temperature 
difference between the indoor and outdoor temperature. For 
estimating the heat energy transmitted from the room to the 
external space, a concept called "degree day" was first 
introduced by the gas industry of America (Conrad, 1950). If 
the temperature of a given room, having the thermal 
conductance of its boundaries known, is to be maintained at 
X'F above the outdoor temperature for one hour, then the heat 
transmitted is proportional to X°F times one hour. This 
amount of heat is said to be proportional to X degree hours. 
By dividing the number of degree hours by 24 one has the 
units converted to degree days. Degree days in turn, can be 
accumulated for monthly, seasonally or yearly values. 
Heating degree days (HDD) are a thermal unit system 
computed from daily temperatures. It has applications 
relative to projecting residential or commercial natural gas 
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consumption or evaluating its interannual changes in consumer 
demand. Heating fuel suppliers are the potential users of 
this thermal index. HDD is defined as the difference between 
65°F (19°C) and daily mean temperature (Carlson, 1991). That 
is, HDD=[65-G(i)]f(i) with f(i)=l for G(i) < 65 and f(i)=0 
otherwise. Similarly CDD can be defined as the difference 
between daily mean temperature and 65°F (19°C), or CDD=[G(i)-
65]f(i), with f(i)=l for G(i) > 65 and f(i)=0 otherwise. G(i) 
is the daily mean temperature. Lehman and Warren (1994) 
define monthly heating degree days as the accumulation of 28-
31 base 65'F daily heating degree days values. Therefore, it 
is assumed that no heating is needed in a given day, when the 
daily mean temperature is equal or greater than 65°F (19°C). 
Positive daily values of HDD can be accumulated over any 
desired time period. HDD is highly correlated with the amount 
of fuel consumed for space heating (Carlson, 1991). 
Lehman and Warren (1994) running 12-month regression 
models for Columbia (OH) gas sales on 15-day-lagged heating 
degree days show that HDD as an independent variable explains 
on average 97% of the variability of the monthly sales. 
Carlson (1991) analyzing records for the period 1900-1990 at 
Ames, (lA) reported that trends upward or downward in HDD can 
not be identified statistically for that period, but extremes 
and periods of low year-to-year variation are found. 
Heating and cooling buildings in America consumes almost 
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one fifth of the entire national energy demand (Arens and 
Carroll, 1978). As a consequence, this energy has become the 
focus of regulatory agencies promulgating energy conservation 
standards, and interest of energy planners and suppliers. 
Heating and cooling requirements are usually correlated with 
heating and cooling degree days, respectively, by building 
designers, while attempting to determine the optimum 
investment of construction funds into energy-conserving 
design options. US National Weather Service traditionally 
calculates heating and cooling degree days using the base 
65°F (NOAA and USDA, 1994). 
The geographical variation (distribution) of annual 
heating and cooling requirements across America was 
investigated by Arens and Carroll (1978) by 1000-degree day 
bands. This provided building energy standard requirements to 
regulators, energy planners, and building designers. It is 
assumed that energy consumption is reasonably uniform within 
each band. Arens and Carroll (1978) report that the use of 
heating degree days calculated to a lower base will become 
desirable in the future. Also they comment that cooling 
degree days are considered less useful than other methods 
such as cooling degree hours for estimating cooling 
requirements. Cooling degree days with base 65°F are 
published by NOAA for all weather station across the US (NOAA 
and USDA, 1989) , but they have not gained as wide acceptance 
15 
in the design profession as heating degree days. 
2.6 Growing season definition-last spring and first fall 
dates with minimum temperature below 0°C 
The growing season may be defined as the number of days 
in a year in which a crop can grow (Wang, 1972). Both 
physical and physiological principles are involved in the 
evaluation of the true growing season. The changes in the 
thermal state of the lower atmosphere are the physical 
processes while the response of crops to these changes are 
physiological consequences. The definition of a growing 
season is understood to be the time that elapses between the 
date of the last occurrence of killing frost in the spring 
and that of the first in the fall of the same year. This, of 
course, will not apply to all crops in a region. The growing 
season for native and cultivated plants might be different. 
The occurrence of a killing frost may not be determined 
exclusively by freezing minimum temperatures (0°C) in weather 
shelters (Shaw, 1954; Wang, 1972). Killing frost, besides 
freezing minimum temperatures, depends on types of soil and 
cloud and wind conditions (Wang, 1972; Carlson and Shaw 
1986). 
It is important to investigate the variation in the 
length and temperature of the growing season because it has a 
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potential impact upon crop production in mid-latitudes. Moran 
and Morgan (1977) have reported that trends in the length and 
temperature of the growing season may or may not follow 
trends in the hemispheric temperatures. Cooter and LeDuc 
(1994) found evidence of a highly significant trend towards 
earlier initiation of the growing season over a large portion 
of the United States. 
2.7 Investigating discontinuities in climatic data 
Several procedures have been suggested for detecting 
and adjusting discontinuities in weather records. Most of 
these methods involve the use of a reference homologous 
series supposed homogeneous and the assumption that 
discontinuities will become apparent when examining a 
difference (or ratio) series between the candidate station 
and the reference time series. Conrad (1950, chp VIII) 
defines a climatological 'homogeneous' series as one having 
fluctuations caused only by variations of weather and 
climate. The base or reference time series can be one or more 
surrounding stations or an artificial series generated by 
simulation, interpolation, etc. However, one should be 
careful when using surrounding stations as a reference 
series. Sometimes entire stations networks can undergo 
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instrumentation changes simultaneously, causing the reference 
time series and the candidate station time series to have an 
identical discontinuity. In this case, inhomogeneities will 
not become evident when examining a difference or ratio time 
series. Thus, a simulated or interpolated reference time 
series can be attractive and more efficient in the 
investigation of inhomogeneities in climatic data. Easterling 
and Peterson (1992) have used simulated time series as 
reference series to evaluate the ability of different 
techniques for identifying and adjusting weather data for 
discontinuities. 
Initial efforts to deal with inhomogeneities have 
focused on changes in the mean (Nelson et al., 1979; Jones et 
al., 1986; Karl and Williams, 1987). More recent studies have 
extended those methods by looking at inhomogeneities in the 
variance of the series (Downton and Katz, 1993). 
Downton and Katz (1993) suggest correction for 
inhomogeneities at individual stations even when data are to 
be averaged over a large region because, in practice, 
stations changes are often not randomly distributed. Policy 
changes may lead several stations to make a similar change 
within a limited time period. 
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2.8 Statistical procedures 
Downton and Katz (1993) investigated methods for 
adjusting temperature series for inhomogeneities in the mean 
and in the variance. Their methods are based on the concept 
of relative homogeneity. That is, the ability to correct 
discontinuous climate data rests on the similarity of climate 
data over rather larger regions. For example, differences in 
monthly mean temperature between neighboring stations are 
much less variable than temperatures themselves. Similarly, 
precipitation ratios between neighboring stations are less 
variable than the original precipitation measurements (Conrad 
and Pollak, 1950, chp VIII). 
Maronna and Yohai (1978) have developed a statistical 
test for detecting a shift in the mean in an independent time 
series based on a second correlated series. They call this 
procedure the " bivariate test". It can estimate not only the 
magnitude of the change in the mean but also the year when 
the change has occurred. The test was formulated under 
assumption of independence within each time series. Potter 
(1981) working with 19 series of 100-year annual 
precipitation from northeastern America concluded that the 
bivariate test appears to be a very promising tool for 
screening hydrologic time series for homogeneity. 
Alexandersson (1986) using a maximum likelihood estimation 
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technique, like Maronna and Yohai (1978), developed a 
statistical test also for detecting and adjusting shifts in 
the mean of a series resulting from the ratio between two 
simultaneous time series. Together with six other techniques, 
Alexandersson's, and Maronna and Yokai's procedures were 
evaluated by Easterling and Peterson (1992) regarding the 
ability of these techniques to detect discontinuities in 
weather data series. In Easterling and Peterson's study, 
Maronna and Yokai's procedure is identified as Potter's 
method. All techniques evaluated by Easterling and Peterson 
(1992) except one, the Two-Phase-Reg method were efficient in 
detecting discontinuities when the imposed shift in the 
series was twice its standard deviation. However, with a 
discontinuity of one-half the standard deviation of the 
series, Alexandersson, Potter, and t-test methods worked 
considerably better than the other techniques. Nevertheless, 
Easterling and Peterson (1992) found that t-test technique 
did not have good performance when the discontinuity was near 
the ends of the series. The Alexandersson and Potter methods 
were essentially equivalent for detecting one or two 
discontinuities in a time series, when the magnitude of the 
shift varied from one-half to twice its standard deviation. 
However, for the case of three discontinuities, 
Alexandersson's procedure was more efficient than Potter's 
method. 
Easterling and Peterson (1994) suggest a technique to 
detect undocumented discontinuities in climatological series 
by using the F-ratio or t-test over the residual sum of 
square of two-phase regression analysis. They reported that 
method as more efficient than the Alexandersson's procedure 
for multiple discontinuities. 
2.9 Changes in time of observation for the Iowa weather 
station network 
For Iowa network weather stations, where this study was 
centered, Hillaker (1985) examined approximately 80,000 
manuscript forms for the 1949 to 1985 period. He reported 
that in 1949 nearly half of all stations at Iowa took their 
temperature observations at 1900 CST with only 12% of the 
stations taking observations before 1800 CST. However, by 
1985 one fourth of stations were making morning observations 
and only 16% were taking at 1900 CST, (Hillaker, 1985, Figure 
6) (see Table 2.1). By 1993 of the 99 stations involved in 
this study, 55% were taking morning observation (considering 
2400 CST as morning time) and only 7% were taking observation 
at 1900 CST (Table 2.1 and Figure 2.1). 
Considering the 127 Iowa state weather network 
stations, by 1993 two thirds of the stations were making 
morning observations and less that 6% were taking observation 
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Figure 2.1, Frequency of time of observation (X-axis) for 
maximum and minimum temperatures for Iowa-99 
stations (a) and Iowa-127 stations (b), 
according to Iowa Climate Review, Vol. 6, 
November 1993. 
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Table 2.1. Evolution of the percentage of Iowa network 
weather stations changing time of observation for 
daily temperature". 
Time of 
Observation 
1949 1985 1993 
99 stations 127 stations 
1900 CST 50 16 7 < 6 
Morning 12^ 25 55 60 
* Source: Hillaker (1985, 1993) 
Taking daily temperature observation before 1800 CST. 
at 1900 CST (Hillaker, 1993). Head (1985), found that a 
change in time of observation from 1900 CST to 0700 CST at 
Des Moines lA, resulted in an apparent decrease in January 
average temperature of approximately 1.1 degrees Centigrade. 
CHAPTER 3. MATERIAL AND METHODS 
Primary data used in this study were daily records of 
maximum and minimum air temperature from which seven derived 
variables were computed. The dataset included 99 weather 
stations which covered the geographical area of the state of 
Iowa for the period 1951-1991. This database generated 891 
climatological series which were analyzed for inhomogeneities 
using the statistical framework explained below. 
The procedure followed to identify and adjust the data 
series for discontinuities was based on: 
1) Plotting and visual inspection of the original series and 
pairwise difference series created using means and 
neighboring stations. Checking the station documentation 
while assessing records of changes in station location, time 
of observation, observer, etc. This was done for each of the 
99 stations and provided an idea of potential 
discontinuities. 
2) An interpolating series was generated for each station 
using the 25 most correlated stations with the station being 
checked for discontinuity (candidate station). The 
interpolating time series was assumed to be homogenous and 
was used as the base for comparison. A difference and a 
standardized series were created to meet the methodology for 
the maximum likelihood ratio test (MLRT) (Alexandersson, 
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1986). Then the MLRT was applied to test the statistical 
characteristics of the difference time series. That is, the 
significance of possible discontinuities was determined and 
an adjustment factor was estimated, if needed. A 
discontinuity was considered significant and adjustment was 
done using the percentile P < 0.10 criterian. That is, the 
10% significance level criterian was used. The MLRT, as 
developed originally was applied to detect and adjust just 
one discontinuity. Here the test was reapplied and the 
adjustment redone sequentially until no more discontinuities 
were detected. Then, the series was assumed to be 
homogeneous. This statistical procedure was applied to all 99 
stations and 9 variables involved in this study. Adjustment 
was done to the most recent records of each climatological 
series. 
3.1 Statistical framework 
3.1.1 The interpolation procedure 
A critical point in the application of the maximum 
likelihood ratio test (MLRT) and other alternative procedures 
is the availability of one homologous and homogeneous time 
series which is to be used as the basis for comparison. The 
reference time series can be one or more neighboring stations 
or an artificial series generated through some statistical 
procedures such as interpolation, simulation, etc. It is 
imperative that the reference series is a homogeneous one. 
Due to the difficulty of finding homogeneous series from 
neighboring stations (or an average over stations) for this 
study, reference time series were generated for each station 
to be analyzed by interpolation processes. 
Throughout this text, the weather station being 
examined for discontinuity will be termed 'candidate 
station', and the weather station used to obtain an 
interpolated value for a given candidate station will be 
called 'interpolating station'. 
For each station, an interpolated time series was 
generated to be used as a basis or reference homologous time 
series for detecting discontinuities. The interpolation was 
done by using the 25 most correlated interpolating stations 
with the candidate station. That is, correlation coefficients 
between the candidate station and each of the 98 other 
weather stations were calculated. Twenty five stations with 
the highest correlation coefficients were selected and a 
weight (Wj) , 
Wi=r!(n-2)/ {1-rf) (3.1) 
was generated to be used in the interpolation process, r; is 
the estimated correlation coefficient between the candidate 
station and the i-th interpolating station (i=l, ... ,25) and 
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n is the number of years in each series (41 years). Then, for 
each variable, estimated values [YQ) for the candidate 
station were determined using each one of the 25 selected 
interpolating stations, in the following way: 
(3.2) 
where, 
Y^= estimated value for the candidate station 
7^= mean for the observed values at the candidate station 
Y; = observed value for the variable at the i-th interpolating 
station 
Y^= mean for the observed values at the i-th interpolating 
station 
Rj = +1 for positive r; and Rj = -1 for negative r; 
rj = estimated correlation coefficient between the candidate 
station and the i-th interpolating station 
So = standard deviation of the observed values at the 
candidate station 
Sj = standard deviation of the observed values at the 
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interpolating station. 
Then, for a given variable X, at a given time t (t=l, 2, 
,41), the interpolated value was calculated as 
25 
(3.3) 
1=1 
where, 
X, = interpolated value for the variable at some given 
candidate station at some t-th year (t=l,...,); 
(YQ)  i =  estimated value for the variable using the i-th 
interpolating station. 
The above interpolating procedure was applied to each 
station and each weather variable involved in this study. 
3.1.2 The statistical test for inhomogeneity 
After obtaining the 99 interpolation series, as 
described in the previous section, the next step was the 
application of the statistical test to detect and adjust for 
possible inhomogeneity at each candidate station. 
I 
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Alexandersson (1986) defined the maximum likelihood 
ratio test (MLRT) starting from a time series of ratios {QJ 
between the candidate station series and the reference time 
series (a time series, by assumption, homogeneous for the 
period of test). Alexandersson (1986) worked with a series of 
ratios as is appropriate for precipitation time series. For 
temperatures, a difference is generally used rather than a 
ratio. Thus, the MLRT was structured starting from a time 
series of differences, {D;} = {X; - YJ, between the candidate 
station (X;) and the interpolated time series (Y;) . The 
difference were standardized using, 
= (3.4, 
where, 3 and Sp are the sampling arithmetic mean value 
and standard deviation of the difference time series Dj, 
respectively. The series Z; has mean zero and unit standard 
deviation. Because of this, the maximum likelihood ratio test 
of the null hypothesis HQ against the alternative hypothesis 
H, can be written as, 
HQ: Z <S/NID(0,1) for all i, i=l, ... ,n 
H,: Z NID(jU,,l) for i < u and 
NID(/X2/1) for i > u 
when 1 < u and jUi ^ M2/ (NID=normally and independently distributed) 
Clearly, the above statistical procedure is a 
hypothesis test for a discontinuity at time v, with the mean 
of the series shifting from /z, to jUj . According to Mood et 
al. (1974, p. 419), HQ is rejected when, 
This is the standard technique of the maximum likelihood 
ratio test, where L(Ho) is the maximum likelihood function 
under conditions of true null hypothesis and L(Hi) is the 
maximum likelihood function under assumption of true 
alternative hypothesis. 
According to Lindgren (1968) and Alexandersson (1986), 
given a sample of size n, the maximum likelihood equations 
for the statistic for the test of hypothesis (3.5) are, 
L(/fo) =L(Zi. . ,Z^ ) =(2:i)-''/2exp[-V2 2 z|] 
i=l 
L{H^) =L{Z^. . .Z^ ;u;|ii;|i2) 
30 
L(HJ = (27t)-"/^exp [-V2 S j (Z_£-H2)^] 
i=l i=u+l 
To maximize (3.5), it is enough to maximize the 
numerator L(Hi) . By differentiation technique, the maximum of 
L(H,) is reached at 
and H2=;Z2 
with 
V n 
j:zi ,E 
and 
^ V n-\ 
Inserting the maximizing values for jUi and /itj into 
equation (3.5) and processing some simplifications, Hg is 
rejected when 
C'=21nC 
Thus, the statistic for the test is 
[vz5t(n-v)z|l 
This implies that for a given sample size n, one should 
reject HQ at a significance level 0:% when TQ > T(„„), where T(„_„,, 
(or C) are critical values tabulated as a function of sample 
size n and a-percentile. Alexandersson (1986, Fig. 1) gives 
critical values Tj^^, for several sample sizes and two 
significance levels, a=0.05 and a=0.10. The statistical 
development of the test assumes that the sequence of 
differences can be described by a normal distribution and 
that the possible break is one single break. Further, it is 
assumed that only one shift of the mean level has occurred. 
This may not be true in practical applications, because the 
series might contain more than one discontinuity. However, 
after the identification and adjustment for one discontinuity 
the maximum likelihood ratio test procedure may be reapplied 
because the statistical characteristics and assumptions for 
the series should hold after the previous application. The 
iterative process is continued sequentially until no 
significant discontinuity is found in the difference series. 
The MLRT was applied over yearly values for each of the 
climatological series. 
3.1.3 Adjustment of suspect time series 
For each significant shift indicated by the MLRT, the 
adjustment was done by adding the quantity, 
+ S^ (Z2 - Zi) 
to the most recent values of the difference series Dj, Where 
and Z2 are the means of the standardized series Zj before 
and after the year of the discontinuity, respectively. 
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D and SjD are the mean and the standard deviation of the 
difference series D;, respectively. That is, 
Dadj^ = Di + S^iZz - Zj 
Finally, adding the sequence {Dadj;} pairwise to the 
interpolated {Yj}, the actual adjusted series {Xadj;} is 
obtained, that is, 
Xadji = Yi + Dadji 
Equivalent adjustment results can be reached by 
adjusting first the standardized series Z;, that is, by doing 
Zadji = + (Z2 - Zj , 
and proceeding with the reverse operation to standardization 
and differencing, up to the original values. The FORTRAN 
program shown in Appendix B used the first approach. 
3.2 Calculation of the derived variables 
Growing degree days (GDD), heat stress (HST), heating 
degree days (HDD), and cooling degree days (CDD) were 
computed each day and accumulated for monthly or yearly 
values, as explained below. 
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GDD was calculated for each given day i using 
GDD = [G(i) - 50] f{i) 
where G(i) = (Tmax + Titiin)/2 
Tmax = maximum temperature 
Tmin = minimum temperature 
If Tmax > 86 then Tmax = 86 
If Tmin < 50 then Tmin = 50 
f(i) =1 for G(i) > 50 and f(i) =0 otherwise 
Tmax = daily maximum air surface temperature (°F) 
Tmin = daily minimum air surface temperature (°F). 
Monthly values for GDD were accumulated doing 
J=1 
ni=number of days for the i-th month [ i=4, 5, ... ,10 (April-
October) ], and accumulated for yearly values doing 
10 
T. T. 
4=April, 10=0ctober. 
Heat stress (HST) was calculated daily for 
temperatures expressed in Fahrenheit degrees as 
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HST= [Tntax-Q6] f[i) 
f(i) = 1 if Tmax >86 and f(i) =0 otherwise. HST was 
accumulated for monthly values doing 
•^HSTj 
nj = number of days for month i [i=4, 5, ..., 10 (April-
October) ]. Yearly accumulated values for HST were obtained by 
10 
Heating degree days (HDD) were computed in daily base 
for temperature expressed in Fahrenheit degrees as 
HDD = [65-G{i) ]  f  ( i )  
where G(i) = (Tmax + Tmin)/2 
f(i) = 1 for G(i) < 65 and f(i) = 0 otherwise. 
Monthly values were obtained by accumulating HDD as 
V HDD. h 
n; = number of days for the i-th month. Yearly values for HDD 
were obtained by accumulating monthly values (October, j=l 
April, j=7) as 
7 
Daily values for cooling degree days (CDD) in the 65°F 
base were calculated as 
CDD =[G{i) - 65 ] f(i] 
where G(i) = (Tmax + Tmin)/2 
Tmax = maximum temperature 
Tmin = minimum temperature 
f(i) = 1 for G(i) > 65 and f(i) = 0 otherwise. Monthly values 
were obtained by accumulating CDD as 
V CDD. 
h 
n; = number of days for the i-th month. Yearly values for CDD 
were obtained by accumulating monthly values (April, j=4 -
October, j=10) as 
10 
T. S 
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The last date in the spring with a minimum temperature 
below O'C, and the first date in the fall with a minimum 
temperature below 0°C were determined by counting the 
sequential day number of the year. 
The length of the growing season was calculated by 
counting and accumulating the number of days between last 
spring and first fall dates with minimum air temperatures 
greater than O'C each year. 
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CHAPTER 4. RESULTS 
Ninety nine weather stations covering the state of Iowa 
identified in Appendices A and C were analyzed for 
inhomogeneities for the period 1951-91. Maximum and minimum 
air temperatures and seven derived variables which were 
described in the material and methods section were used in 
this analysis. Interpolation was used to generate reference 
time series supposed homogeneous. They were used as the base 
for comparison. The interpolation was done using the 25 
surrounding stations with the highest estimated correlation 
coefficient with the candidate station. The maximum 
likelihood ratio test (MLRT), as described in the material 
and methods section, and in more detail by Alexandersson 
(1986) and Lindgren (1968), was the statistical procedure 
used to locate and verify the significance of and the 
magnitude of the discontinuities. The results from the 
application of the MLRT at the 10% significance level (a < 
0.10) are presented in Tables 4.1 through 4.3. Table 4.1 
contains the percentage of discontinuities by variable, and 
numbers and years of discontinuities for each station and 
variable. The frequency of stations according to the total 
number of discontinuities totalized over years and/or 
variables, is shown in Table 4.2. Two discontinuities in two 
different years in one variable and a third discontinuity in 
Table 4.1. Number and year of discontinuity by station and variable, and percentage 
of discontinuity by station detected by Alexandersson's test at 10% for 
the 1951-91 period. 
STATION' NUM° MAX^ MIN" GDD" GRS' HST^ CDD" HDD^ SPR^ FAL" 
Albia 5 71 82 62,83 83 
Algona 11 62,84 54,75,83 56,84 61,84 82 90 
Allison 4 77 76 76 76 
Ames 1 64 
Anamosa 2 70 71 
Ankeny 0 
A City 0 
Audubon 12 52 64,86 51,63,86 63 53 62,86 63 65 
Bedford 2 72 58 
B Plaine 1 58 
Bellevue 5 85 85 85 85 85 
Bloomfield 5 81 77 80 79 80 
Brott 2 60 54 
Carroll 8 66,78 74 66,78 70,78 52 
Cascade 3 76 75 60 
Castana 10 61,87 88 88 58 66 88 54,87 58 
C Rapids 5 87 69,89 68,88 
Centerville 0 
Chariton 5 88 88 53,88 87 
C city 7 52,64 61,87 52,61 61 
Cherokee 5 66 53 66 65,74 
Clarinda 2 76 85 
Clarion 6 58,73 57,73 58,72 
Clinton 4 70 57 51 51 
Columbus Jet 4 55 55 55 57 
Corning 5 72,87 56 74 66 
Corydon 5 67 67 67 67 67 
Cresco 5 71 74 75 70 86 
Decorah 8 59 70,82 63 70,85 52 64 
Denison 2 83 83 
Dubuque 6 58,73,81 81 80 83 
Emmetsburg 5 72 86 56 86 71 
Estherville 7 61 66 61 61 67 65 90 
Fairfield 3 62,76,81 
Fayette 7 74,90 90 74,90 58,90 
F City 5 84 51 80 51,83 
F Dodge 5 78,87 89 78,90 
F Madison 6 75 70,85 87 87 84 
Table 4.1. (Continued) 
ST ID NUM MAX MIN GDD GRS HST CDD HDD SPR FAL 
Glenwood 6 68,84 84 81 52,71 
Greenfield 6 62 68 61 61 61 61 
Grinnell 10 51,62,81 62 64 70 64 64 62 70 
Grdy Center 5 58,66 89 89 57 
Gthr Center 12 53,67 67 53,68 53,81 53,67,82 67 90 
Guttenberg 0 
Hampton 10 74,83,83 63 85 74,83,83 77 63 
Harlan 10 72 60,62,75 62,78 74 63 60,84 
Hawarden 0 
Humboldt 5 55 55 54,86 62 
Ida Grove 1 64 
Independence 2 64 55 
Indianola 4 64,80 58 78 
Iowa City 9 64 64 63 69 64 63 64 68,81 
Iowa Falls 10 55,62,86 77 79 77 79 59,68,76 
Jefferson 5 73 72 72 72 72 
Keosaugua 12 56,87 58,75,82 
87,87 
86 72,87 74,86 
Knoxville 1 66 
Lemars 13 72,83 72,83 71 72,83,83 72,83 71,87 71 
Logan 10 60,65,82 81 60,81 65,87 59,81 
Manchester 3 60 60 54 
Maquoketa 10 58,76 56,76 56,76 57,75 63,75 
Marshalltown 5 56 74,89 72 73 
Mason City 11 72,88 79 72,88 54,68,86 88 71,87 
Milford 1 77 
M Pleasant 10 88 58,77,88 77 77,86 60,76,88 
Mount Ayr 9 65,86,90 69,85 86 69 87 86 
Muscatine 7 52,85 80,89 90 54,85 
New Hampton 9 76 77 77 72 77 77 75 51,76 
Newton 5 
75,88 
53,63 88 
Northwood 14 56,88 56,88 56,88 51,53 56,88 87 56 51,53 
Oakland 10 53,84 83,89 83 52,87 52,88 83 
Oelwein 0 
Onawa 1 58 
Osage 7 86 59 86 54 56,87 86 
Osceola 6 80 79 82 79 79 79 
Oskaloosa 6 85 82 83 84 83 82 
Perry 5 67,89 66 89 66 
Table 4.1. (Continued) 
ST ID NUM MAX MIN GDD GRS HST COD HDD SPR FAL 
Pocahontas 10 72 56,71 54,71 54,71 55,71 54 
Primghar 0 
Red Oak 1 71 
Rock Rapids 5 57 69 69 57 68 
Rockwell City 2 61 59 
Sac City 7 78 53,78 78 71 78 78 
Shenandoah 4 61,78 70 77 
Sibley 10 57,81 57,81 81 57,82 82 56,80 
Sidney 6 89 89 89 69,89 88 
Sigourney 5 89 88 88 88 88 
Sioux City 2 53,74 
Sioux Rapids 5 75 75 76 76 75 
Storm Lake-2E 5 57 57,86 57,86 
Tipton 6 68 68 68 68 68 68 
Toledo 6 59 59 56 65 59 56 
Tripoli 6 82 84 84 81 53,81 
Vinton 3 79 79 61 
Washington 5 63 68 67 67 67 
Waterloo 7 51,54,81 51,54 51,53 
Waukon 0 
Webster City 5 53,59,73 83 59 
Williamsburg 11 88 56,66,88 56,88 58 88 55,87 58 
Winterset 10 54,59,78 72,81 53,80 53,81 80 
pct(%) 69 62 55 15 50 49 66 17 16 
a = station identification 
b = total number of discontinuities 
c = maximum temperature (°F) 
d = minimum temperature (°F) 
e = growing degree days 
f = growing season 
g = heat stress 
h = cooling degree days 
i = heating degree days 
j = last spring date with minimum tempearture below 32°F 
k = first fall date with minimum temperature below 32°F 
another variable at the same or at a different year for the 
same weather station was counted as three discontinuities. 
Table 4.3 shows the magnitude of the discontinuities by 
station and variable. By matching Tables 4.1 and 4.3, it is 
possible to identify the year and the magnitude of the 
discontinuity by station and variable. Table 4.4 summarizes 
records of changes in location, observer, and/or time of 
observation for the period 1951-91 according to the 99 
station histories. Table 4.4 might be helpful for explaining 
discontinuities presented in Tables 4.1 and 4.3. 
Only 8 out of 99 stations involved in this study did 
not reveal any kind of discontinuity. Those homogeneous 
stations were Ankeny, Atlantic City, Centerville, Guttenberg, 
Hawarden, Oelwein, Primghar, and Waukon. Seven out of 99 
stations presented only one discontinuity. The stations with 
the highest number of discontinuities were Northwood and 
Lemars with 14 and 13 discontinuities, respectively (Table 
4.1). Six stations were found without record of changes in 
their histories (Table 4.4, Hillaker, 1985) and only one 
station (Primghar) was clean of record of changes and 
discontinuities detected by MLRT (Tables 4.1 and 4.4). 
The averaged number of discontinuities by station was 
5.6 and the highest frequency in Table 4.2 is 5, that is, 24 
out of 99 stations were found with 5 discontinuities. The 
variables with the highest percentage of stations with 
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discontinuities were maximum temperature, heating degree 
days, and minimum temperature. The percentages were 69, 66, 
and 62, respectively. Growing season was the variable with 
the lowest percentage of stations with inhomogeneities, 
namely, 15 percent. This probably occurred because of large 
variability in growing season data. 
Table 4.2. Frequency of stations according to the total 
number of discontinuities, accumulated over years 
and variables. 
Number of frequency 
discontinuities 
simple accumul. 
0 8 8 
1 7 15 
2 8 23 
3 4 27 
4 5 32 
5 24 56 
6 11 67 
7 7 74 
8 2 76 
9 3 79 
10 12 91 
11 3 94 
12 3 97 
13 1 98 
14 1 99 
The highest magnitude for discontinuity of maximum and 
minimum temperatures was found at Waterloo in 1951. At that 
station, maximum temperature had a discontinuity of -2.3°C 
and minimum temperature -1.4°C. In 1954 discontinuities of 
1.4'C in maximum temperature and 0.9 ° C in minimum temperature 
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were observed for Waterloo. The smallest discontinuity 
detected by the MLRT was 0.1°C for maximum temperature at 
Webster City in 1959. 
4.1 Computation of the MLRT and the adjustment factor 
Table 4.5 and Figure 4.1 will be used to explain and 
illustrate the maximum likelihood ratio test (MLRT) and 
adjustment factor calculation. As detailed in the methodology 
the MLRT was applied over a standardized series Z; that in 
turn was obtained from a difference series D; (observed value 
minus interpolated value). The null hypothesis (of no 
discontinuity, as established in the methodology) was 
rejected when the maximum value for the statistic of the 
test, T„ (u = 1, 2, ... , 40) was greater than the critical 
value at a = 0.10. Table 4.5 shows one significant 
discontinuity for minimum temperature at Albia in 1971 with 
T21 = 7.62. The critical value for T„ was 7.25. Figure 4.1a 
shows T-value series for two sequnatial applications of the 
MLRT for maximum temperature at Ames. The first application 
detected and adjusted a discontinuity of 0.4"F in 1964. The 
second application shows no more discontinuity left in 
maximum temperature. The value T2, = 7.62 shown in Table 4.5 
was found as follows: 
Table 4.3. Magnitude of the discontinuity detected by Alexandresson's test at 10% for 
the 1951-91 period. 
STATION MAX MIN GDD GSE HST CDD HDD SPR FAL 
Albia -0.4 -60.9 -50.6,-38.2 -79.1 
Algona 0.5,-0.9 -1.3,0.5,-0.5 47.0,-52.4 39.8,-53.2 143.1 -11.1 
Allison -35.2 -45.5 110.7 -2.9 
Ames 0.4 
Anamosa 0.5 30.4 
Ankeny 
A City 
Audubon 1.3 0.9,-0.7 
-79.4 
153.8,110.1 6.7 71.3 74.5,-81.7 -218.6 4.7 
Bedford -0.6 -48.2 
B Plaine -27.5 
Bellevue -0.5 -1.5 -147.8 -98.7 305.1 
Bloomfield 0.6 0.9 109.6 79.6 -220.9 
Brilt -0.6 6.0 
Carroll 0.5,-0.9 0.6 62.2,-73.2 47.6,-57.6 -15.4 
Cascade -0.3 131.8 5.5 
Castana 0.5,1.1 0.7 149.4 -7.7 35.7 81.0 -118.5,-255.8 -4.5 
C Rapids 0.6 -0.3,0.6 55.0,-179.4 
Centerville 
Chariton -1.1 -1.0 80.4,-110.6 253.0 
C City 1.2,-0.3 -0.7,-0.7 112.4,-48.1 141.7 
Cherokee -0.4 -1.2 -49.5 180.8,-99.6 
Clarinda -0.3 165.2 
Clarion 0.6,-0.5 66.5,-56.7 -109.4,119.7 
Clinton 0.5 -0.7 -30.9 -31.3 
Columbus Jet 1.2 152.8 103.2 -181.6 
Coming -1.0,1.0 -81.8 -51.0 138.2 
Corydon -1.1 -1.0 -157.9 -115.2 292.2 
Cresco -0.5 -0.9 -61.3 230.9 9.1 
Decorah 0.7 -73.3,100.6 13.3 -31.2,45.1 -18.1 7.7 
Denison 0.9 -157.9 
Table 4.3. (Continued) 
STATION MAX MIN GDD GSE 
Dubuque 0.6,-0.4,1.0 111.3 
Emmtsburg 0.6 103.0 
Estherville -1.0 -0.8 -112.5 
Fairfield 
Fayette 0.5,-1.3 -1.9 58.2,-271.0 
Forest City -0.7 2.0 
Fort Dodge 0.5,-07 -1.4 82.6,-206.6 
F. Madison -0.7 -0.9,1.4 22.5 
Glenwood 57.5,-91.5 
Greenfield 0.6 0.3 71.8 
Grinnell -0.7,-0.8,0.3 -1.6 -159.6 -11.6 
Grdy Center -1.0,0.5 
Gthr Center 1.5,-0.9 -0.8 176.3,-110.0 
Guttenberg 
Hampton 0.6,-0.7,-0.4 13.1 
Harlan -0.3 -0.5,-0.3,0.5 -48.3,38.7 
Hawarden 
Humboldt -0.8 -9.9 
Ida Grove 
Independence -0.8 
Indianola 0.4,-0.5 
Iowa City 0.3 1.4 134.9 10.2 
Iowa Falls 0.3,-0.2,0.4 0.4 51.6 
Jefferson 1.0 94.6 
Keosauqua -0.5,0.8 0.5,-0.4,-1.0 
1.2,0.8 
Knoxville 
HST CDD HDD SPR 
56.2 101.2 
34.9 71.2 -93.9 
-40.4 -75.0 200.8 12.5 
155.0,-99.2 
-144.0 
45.7,-199.9 
-25.5 -375.8,171.0 
-11.5 
-69.2 245.0 -20.0,7.0 
44.5 50.8 -147.9 
-40.5 -138.8 308.8 
43.9 73.6 190.6 
128.5,-64.5 159.8,-87.2 206.0 16.3 
-72.1 
24.4 -110.6,157.3 -6.4 
80.4 
-53.8 -40.6 142.2,-98.9 
28.7,-27.1 146.0 
-5.8 
-35.0 
-45.0 120.1 
42.4 125.1 -192.1 -6.0,6.2 
22.6 46.4 86.9,-92.0 
-58.5 
71.4 76.8 -109.8 
68.3 -64.2,104.0 133.8,-222.2 
FAL 
15.0 
-7.4 
7.8 w 
51.8 
Table 4.3. (Continued) 
STATION MAX MIN 
Lemars 
Logan 
Manchester 
Maquoketa 
Marshalltown 
Mason City 
Milford 
M Pleasant 
Mount Ayr 
Muscatine 
N Hampton 
Newton 
Northwood 
Oakland 
Oelwein 
Onawa 
Osage 
Osceola 
Oskaloosa 
Perry 
Pocahontas 
Primghar 
Red Oak 
Rock Rapids 
Rockwell City 
0.8,-1.0 
0.9,0.4,-0.7 -0.7 
-0.9 
1.2,-0.8 
-0.4 -0.5,1.2 
0.6,-1.6 -0.8 
-0.4,-0.9,1.3 
-0.7,0.6 
0.7 
-1.5 
-145.9 
0.6,-0.9 
-0.6,1.4 
0.7 
0.6,-1.3 0.7,-1.0 
0.7,-0.7 0.6,-1.0 
-0.5 
0.9 0.6 
-0.9 
-0.9 -0.7 
-0.4,0.6 
-0.4 0.7,-0.7 
0.5 
0.7 -0.7 
0.3 
GDD GSE HST CDD HDD SPR FAL 
87.2,-140.0 6.9 68.2,-72.0 75.8,-123.8 -168.4,399.2 4.8 
-45.4 
91.0,-80.9 94.6,-78.5 -108.3,208.0 
215.2 8.2 
196.2,-118.9 46.9,-35.2 106.5,-83.8 -168.1,234.9 
-32.2 138.4 
57.9,-135.0 27.4,22.1 -90.3 -94.6,251.4 
3^.1 
-24.3 
-71.3,79.3 36.7 80.6,-103.2 130.0,-120.0 
288.8 
-188.0 -52.5 -152.3 284.1 
130.6 -75.5,64.4 
132.3 7.3 35.7 86.0 -195.6 -12.6,-5.7 
73.0,-24.6 10.4 
-35.2,50.7 
93.4,-174.5 -13.9,10.8 85.9,-105.3 287.9 -3.7 -8.7 
9.9 
14.4 -146.0,134.6 -11.4,-11.6 9.5 
139.7 30.9 53.5,83.5 -175.5 
-111.5 -59.8 -88.0 192.3 6.8 
-113.2 -60.8 -93.9 178.4 
-47.1 58.9 138.4 
79.5,-73.0 61.7,-50.2 -157.0,209.2 7.2 
-61.3 
46.5 
59.1 177.2 
Table 4.3. (Continued) 
STATION MAX MIN GDD GSE HST CDD HDD SPR FAL 
Sac City -0.9 -0.9,-1.1 -163.2 -55.2 -122.9 264.7 
Shenandoah 0.6,-1.0 -54.0 138.4 
Sibley 1.0,-1.9 1.1,-1.3 -206.0 35.0,-51.6 -138.9 -354.3,492.4 
Sidney -1.2 -I.l -145.5 47.2,-122.5 379.7 
Sigoumey -1.0 -l.I -140.0 -115.4 335.7 
Sioux City 0.9,-0.4 
Sioux Rapids -1.0 -81.0 -48.3 -59.6 149.3 
Storm Lake 2E -1.3 -120.9,118.9 300.8,-193.3 
Tipton -0.9 -0.6 -120.7 -50.6 -99.1 195.4 
Toledo -1.4 -81.6 -11.2 29.2 277.1 -5.4 
Tripoli -0.9 -1.0 -122.4 -82.1 201.6,288.4 
Vinton -0.4 -46.1 101.0 
Washington 0.3 0.4 49.3 39.8 -67.7 
Waterloo -4.2,2.5,0.9 -2.6,1.6 -92.3,85.7 
Waukon 
Webster City -0.5,-0.2,0.3 -0.4 -33.8 
Williamsburg -0.9 0.7,0.3,-1.0 68.3,-126.7 7.1 -83.3 -101.6,231.1 -6.4 
Winterset -1.0,-0.4,0.7 -0.7,0.9 -171.2,114.4 -118.7,73.8 -205.6 
MAX = maximum temperature (°F), MIN — minimum temperature (°F), GDD - growing degree days (°F), GSE = growing season 
HST = heat stress (°F), CDD = cooling degree days, HDD = heating degree days, SPR = last frost date in the spring 
FAL = first frost date in the fall 
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Figure 4.1. T-value series for maximum temperature at Ames (a). 
Observed and adjusted difference series (b) and 
original series (c) for minimum temperature at Albia, 
Iowa. 
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= vZ^ + {n-\)zl then = 21Zl + (41-21) Z| 
and 
21 
^ 21 
41 
X 
= 0.421, = 
41-21 
=-0.442 
The above expressions give Tji = 7.62. 
The adjustment factor, f, was obtained by 
f = Z^xSo + D- {Z^xSo + r) = 5O(Z2 - ZJ 
The adjustment factor, f, was added to the difference series 
Dj resulting in the adjusted difference series (Dadj;) . 
Finally, the adjusted series in its original values was 
obtained by adding Dadj; to the interpolated series Yj. The 
same result can be obtained by adjusting the standardized 
series Zj, that is, doing Zadj^ = Z^ ^  (Zj - Z^) and applying 
the reverse operations to the standardization and 
differencing toward the original values. 
Table 4.5 and Figure 4.1b and 4.1c show an adjustment 
factor f=-0.4°F for minimum temperature at Albia in 1971. 
That value of f was obtained from 
Table 4.4. Year of change in location, time of observation, and discontinuity 
consistent with related cause for Iowa weather station network for the 
1951-91 period . 
STATION* LOCATION" roB' CDWC STATION LOCATION TOB CDWC 
Albia 63,65,71,81,84 PM Jefferson 53,58,62 PM 
Algona 54,59 85M 63,67,74 
Allison 73,76,80 NI Keosaugua 77 
Ames 64 PM Knoxville 87 
Anamosa 70,71 PM Lemars 56,73,83 89A 
Ankeny 73,79 62,67,89 Logan 60,66,67,88 88A 81 
Atlantic 51 85 Manchester 60,75,78,81 61A,76P 
Audubon 53,54,58,65 PM 86 81A 
Bedford 53,62,63,65,78 PM Maquoketa 57,76,79 88,89 
Belle Plaine 75 NC Marshalltown 75 7 OA 
Bellevue 86 NC Mason City 72 88A 
bloomfield 61,63,77 PM Mil ford PM 
Brit 83 NC Mount Ayr 69,70,83 70A,89A 86 
Carroll 53,56,83 7924 Mount Pleasant 63,70,86 87M 77 
Cascade 76 7624,81A Muscatine 
Castana 63 PM 58,88 New Hampton 64,77 PM 
Cedar Rapids 56,59 PM 88 Newton 54,62,71,76 88 
Centerville 56,60,63,64 7920 Northwood 57 89A 
69,71,79 Oakland 85 88 52 
Chariton 57,86 89A Oelwein 71 85M 
Charles City 53,62 PM Onawa 58,59,79 PM 
Cherokee 53,66,75 66A Osage PM 
Clarinda 63,76,84 88A Osceola 57,62,69 88 
Clarion 58,67,73 73A 79,80 
Clinton 58,79 PM 51 Oskaloosa 53,57,59 73,85 
Columbus JCT 77 PM 57 65,72 89,91 
Corning 65,66 64A Perry 56,65,66 66A 
Corydon 56,67,78,80 
81,83 
83A Pocahontas 52,54,55,56 
62,63,72 
72A 
Cresco 55,60,62,64,70 
71,74,75,79 
71A Primghar 
Red Oak 68,77 
PM 
PM 
Decorah 71 PM Rock Rapids 69 57 
Denison 63,67 8523 Rockwell City 61 PM 
Dubuque 82 PM Sac City 71,78 79A 
Emmetsburg 81 PM 86 Shenandoah 61,77,88 89A 
Estherville 66,67 66A 61 Sibley 81 81A 57 
Fairfield 55,63 6324,7720 
8118 
Sidney 
Sigourney 
53,56,59,63 89A 
89A 
Table 4.4. continued 
STATION LOCATION TOB CDWC STATION LOCATION TOB CDWC 
Fayette 70,75 90A Sioux City 24 
Forest City 52,63,65,70,83 69A,71 Sioux Rapids 74,84 76A,8420 
Fort Dodge 71 71,79,87,90 S Lake 2E 58A 86 
Fort Madison 55,82 55,87 Tipton 55,69,64,79 69A,90 
Glenwood 52,57,60,71,78 84A Toledo 59,64 64A 
Greenfield 56,62,64,65,66 PM Tripoli 56,59,82 82A 
Grinnell 62,64 62A Vinton 54,59,61 PM 
Grdy Center 62,68 68A 75,79 
Gthe Center 53,60,62,63 
65,66,79 
67A Washington 
Waterloo 
67 
51 
Guttenberg Some location 89 Waukon 78' PM 
Hampton 63,70,74,78,83 84A Webster City 78 PM 
Harlan 54,68 PM Williamsburg 90A 88 
Hawarden 70,76 PM Winterset 53,54,73 73A,77P 
Humboldt 56,59,62,75 63A,65 82,83,84 
Ida Grove 81 88 
Independence 57 64A 
Indianola 58,61,65,83 PM 
Iowa City 65 PM 
Iowa Falls 54,57,61 PM 
69,77,89 
* observer change 
a station identification 
b change in location recorded in the station history 
c change in time of observation 
d CDWC stands for consistent change without known cause i.e., discontinuity found for two or more 
variables in the same year 
PM = Time of observation was PM for the whole period 
24 = Time of observation was 24 hours for the whole period 
NC = Not checked 
NI = No information 
Year followed by 
A = change from PM to AM 
M = changed from PM to midnight 
P = change from AM to PM 
18 = change from PM to 18 hours 
20 = change from PM to 20 hours 
23 = change from PM to 23 hours 
24 = change from PM to 24 hours 
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f=(-0.442-0.421)0.464 = -0.4°F 
Figure 4.1 illustrates that -0.4°F was added to the 
observed values of minimum temperature for Albia from 1951 to 
1971 in the adjustment process. Similarly, Figure 4.2 and 
Table 4.6 show a discontinuity of 0.4°F for maximum 
temperature at Ames for the period 1951-64, that is, 0.4°F 
was added to the observed values of maximum temperature from 
1951 to 1964 in the adjustment procedure. 
The MLRT and adjustment procedures stopped and the 
series was accepted as homogenous when no more significant T„ 
values were found in the series. This procedure was applied 
to all 9 variables for each of the 99 weather stations. 
4.2 Changes in location and time of observation (TOB) 
Table 4.7 contains the frequencies of the changes in 
station location and/or station time of observation (TOB) for 
the 99 stations in this analysis. Only six (~6%) stations, 
Milford, Muscatine, Osage, Primghar, Sioux City, and 
Waterloo, were found to have no change in the station history 
records. For the 1951-91 period, ninety stations (~90%) had 
at least one change in location and 94 stations (-94%) 
presented one or more changes in time of observation. The 
Table 4.5. Illustration for the calculation 
for minimum temperature at Albia. 
YEAR 
Dadji 
Xi Yi Xadji D1 Z1 AccZi u 
1951 38.6 38.91 38.2 -0.31 -0.669 -0.669 1 
1952 41.3 41.07 40.9 0.23 0.496 -0.174 2 
1953 42.2 41.90 41.8 0.30 0.647 0.473 3 
1954 42.8 42.52 42.4 0.28 0.604 1.077 4 
1955 40.8 40.68 40.4 0.12 0.258 1.335 5 
1956 41.4 40.85 41.0 0.55 1.186 2.521 6 
1957 41.3 41.59 40.9 -0.29 -0.626 1.895 7 
1958 40.1 40.21 39.7 -0.11 -0.238 1.657 8 
1959 41.0 40.82 40.6 0.18 0.388 2.045 9 
1960 39.7 39.91 39.3 -0.21 -0.454 1.591 10 
1961 40.5 40.51 40.1 -0.01 -0.022 1.569 11 
1962 40.3 40.39 39.9 -0.09 -0.195 1.374 12 
1963 40.3 40.94 39.9 -0.64 -1.381 -0.007 13 
1964 41.2 41.45 40.8 -0.25 -0.540 -0.547 14 
1965 40.5 40.48 40.1 0.02 0.043 -0.504 15 
1966 40.5 39.59 40.1 0.91 1.963 1.459 16 
1967 41.2 40.21 40.8 0.99 2.135 3.594 17 
1968 41.6 40.99 41.2 0.61 1.316 4.909 18 
1969 41.0 40.27 40.6 0.73 1.574 6.484 19 
1970 41.2 40.67 40.8 0.53 1.143 7.627 20 
1971 41.7 41.14 41.3 0.56 1.208 8.834 21 
1972 39.4 39.78 39.4 -0.38 -0.820 8.014 22 
1973 42.1 42.90 42.1 -0.80 -1.726 6.288 23 
1974 40.4 41.06 40.4 -0.66 -1.424 4.863 24 
1975 40.8 41.08 40.8 -0.28 -0.605 4.259 25 
1976 39.6 39.46 39.6 0.14 0.302 4.560 26 
1977 41.4 41.39 41.4 0.01 0.021 4.581 27 
1978 39.1 38.91 39.1 0.19 0.409 4.990 28 
1979 38.8 38.82 38.8 -0.02 -0.044 4.947 29 
1980 41.3 41.18 41.3 0.12 0.258 5.205 30 
Alexandersson's test and adjustment 
ZP WF W2^  Tu Zacfji 
-0.669 0.017 0.448 0.011 0.459 -1.532 
-0.087 0.004 0.015 0.001 0.016 -0.367 -0.170 
0.158 -0.012 0.075 0.006 0.080 -0.216 -0.100 
0.269 -0.029 0.290 0.031 0.321 -0.259 -0.120 
0.267 -0.037 0.356 0.050 0.406 -0.604 -0.280 
0.420 -0.072 1.059 0.182 1.241 0.324 0.150 
0.271 -0.056 0.513 0.106 0.619 -1.489 -0.690 
0.207 -0.050 0.343 0.083 0.426 -1.100 -0.510 
0.227 -0.064 0.465 0.131 0.595 -0.475 -0.220 
0.159 -0.051 0.253 0.082 0.335 -1.316 -0.610 
0.143 -0.052 0.224 0.082 0.306 -0.885 -0.410 
0.115 -0.047 0.157 0.065 0.223 -1.057 -0.490 
-0.001 0.000 0.000 0.000 0.000 -2.244 -1.040 
-0.039 0.020 0.021 0.011 0.032 -1.402 -0.650 
-0.034 0.019 0.017 0.010 0.027 -0.820 -0.380 
0.091 -0.058 0.133 0.085 0.218 1.100 0.510 
0.211 -0.150 0.760 0.538 1.298 1.273 0.590 
0.273 -0.213 1.339 1.048 2.387 0.453 0.210 
0.341 -0.295 2.213 1.911 4.124 0.712 0.330 
0.381 -0.363 2.908 2.770 5.678 0.281 0.130 
0.421 -0.442 3.716 3.902 7.619 0.345 0.160 
0.364 -0.422 2.919 3.380 6.300 -0.820 -0.380 
0.273 -0.349 1.719 2.196 3.915 -1.726 -0.800 
0.203 -0.286 0.985 1.391 2.377 -1.424 -0.660 
0.170 -0.266 0.725 1.133 1.859 -0.605 -0.280 
0.175 -0.304 0.800 1.386 2.186 0.302 0.140 
0.170 -0.327 0.777 1.499 2.276 0.021 0.010 
0.178 -0.384 0.889 1.916 2.805 0.409 0.190 
0.171 -0.412 0.844 2.039 2.883 -0.044 -0.020 
0.174 -0.473 0.903 2.463 3.366 0.258 0.120 
Table 4.5 (Continued) 
YEAR X i Yi Xadji Di Zi AccZi V ZI Z2 WI W2 Tu Zadji Dadji 
1981 42.4 41.93 42.4 0.47 1.013 6.219 0.201 -0.622 1.247 3.867 5.115 1.013 0.470 
1982 40.2 ^21 40.2 -0.07 -0.152 6.067 32 0.190 -0.674 1.150 4.090 5.240 -0.152 -0.070 
1983 41.5 41.89 41.5 -0.39 -0.842 5.225 33 0.158 -0.653 0.827 3.413 4.240 -0.842 -0.390 
1984 40.5 41.18 40.5 -0.68 -1.468 3.758 34 0.111 -0.537 0.415 2.017 2.432 -1.468 -0.680 
1985 38.4 39.41 38.4 -1.01 -2.180 1.578 35 0.045 -0.263 0.071 0.415 0.486 -2.180 -1.010 
1986 42.6 42.35 42.6 0.25 0.539 2.117 36 0.059 -0.423 0.124 0.896 1.021 0.539 0.250 
1987 43.9 43.84 43.9 0.06 0.129 2.246 37 0.061 -0.561 0.136 1.261 1.397 0.129 0.060 
1988 40.0 40.42 40.0 -0.42 -0.907 1.339 38 0.035 -0.446 0.047 0.598 0.645 -0.907 -0.420 
1989 38.5 39.19 38.5 -0.69 -1.489 -0.150 39 -0.004 0.075 0.001 0.011 0.012 -1.489 -0.690 
1990 42.6 42.41 42.6 0.19 0.409 0.259 40 0.006 -0.259 0.002 0.067 0.069 0.409 0.190 
1991 41.8 41.92 41.8 -0.12 -0.259 0.000 41 0.000 0.000 0.000 0.000 -0.259 -0.120 
ZI = Z2 = 
^2 
W1 = vZl W2 = (41-v) Zl 
D = Q 
.000244 s = 0.464 
^2 - = -0.862 To = "7 ' .62 
Xi = observed value Yi = interpolated value Xadj = adjusted value 
Di = Xi - Yi 
AccZi = accumulation of Zi fron i = 1 untill i = v 
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Table 4.6. Results from the MLRT adjustment for maximum 
temperature for Ames^ for the 1951-91 period. 
Year obser adj adjtd interp raw 
value diff value value diff 
1951 54.8 0.6 55.2 54.60 0.20 
1952 59.2 0.1 59.6 59.43 -0.23 
1953 61.2 0.3 61.6 61.22 -0.02 
1954 60.9 0.4 61.3 60.90 0.00 
1955 60.2 0.2 60.6 60.37 -0.17 
1956 60.7 0.5 61.1 60.60 0.10 
1957 58.0 -0.3 58.4 58. 61 -0.61 
1958 58.0 -0.3 58.4 58.65 -0.65 
1959 57.4 -0.1 57.8 57.88 -0.48 
1960 56.7 -0.2 57.1 57.26 -0.56 
1961 57.7 0.2 58.1 57.84 -0.14 
1962 57.4 0.4 57.8 57.39 0.01 
1963 59.1 -0.1 59.5 59.54 -0.44 
1964 60.4 0.1 60.8 60.70 -0.30 
1965 58.3 0.4 58.3 57.93 0.37 
1966 59.0 0.3 59.0 58. 69 0.31 
1967 59.3 0.4 59.3 58.87 0.43 
1968 59.9 0.1 59.9 59.78 0.12 
1969 56.8 -0.2 56.8 57.03 -0.23 
1970 58.6 0.1 58.6 58.54 0.06 
1971 59.2 0.1 59.2 59.13 0. 07 
1972 56.7 0.2 56.7 56.54 0.16 
1973 59.2 -0.2 59,2 59.39 -0.19 
1974 59.0 -0.3 59.0 59.34 -0.34 
1975 58.8 -0.2 58.8 58.98 -0.18 
1976 61.1 0.1 61.1 61.00 0.10 
1977 61.5 0.8 61.5 60.65 0.85 
1978 56.8 0.1 56.8 56.74 0.06 
1979 56.5 0.0 56.5 56.50 0.00 
1980 60. 3 0.1 60.3 60.19 0.11 
1981 61.8 0.6 61.8 61. 23 0.57 
1982 56.8 -0.1 56.8 56.86 -0.06 
1983 58.0 0.1 58.0 57.88 0.12 
1984 58.9 -0.1 58.9 59.02 -0.12 
1985 57.6 0.1 57.6 57.52 0.08 
1986 59.5 0.0 59.5 59.50 0.00 
1987 63.4 0,2 63.4 63.16 0.24 
1988 62.5 0.5 62.5 61.97 0.53 
1989 59.1 0.3 59.1 58.82 0.28 
1990 61.2 0.1 61.2 61. 08 0.12 
1991 59.2 -0.2 59.2 59.36 -0.16 
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station with the highest number of changes in location was 
Cresco with 9 changes followed by Centerville, Guthrie 
Center, and Pocahontas with 7 changes each. Fort Dodge had 
four changes in TOB being the highest among all 99 stations. 
Table 4.7. Frequency for the number of changes in location 
(LOG) and time of observation (TOB) for 99 
weather stations in Iowa for the 1951-91 period. 
# OF CHANGES FREQUENCY FREQUENCY ACC FREQ ACC FREQ 
IN LOCATION (SIMPLE) (PERCENT) (PERCENT) 
NI 1 1.01 1 1. 01 
0 10 10.10 11 11.11 
1 27 27.27 38 38.38 
2 22 22.22 60 60. 61 
3 14 14 .14 74 74.75 
4 8 8.08 82 82.83 
5 9 9.09 91 91.92 
6 4 4.04 95 95.96 
7 3 3.03 98 98.99 
9 1 1.01 99 100.00 
N = 99 
# OF CHANGES FREQUENCY FREQUENCY ACC FREQ ACC FREQ 
IN TOB (SIMPLE) (PERCENT) (PERCENT) 
NC 3 3.03 3 3 . 03 
NI 2 2.02 5 5.05 
0 36 36.36 41 41.41 
1 44 44.44 85 85.86 
2 9 9.09 94 94.95 
3 3 3.03 97 97.98 
4 2 2.02 99 100.00 
N = 99 
NC=Not checked, NI=No information available 
TOB = Time of observation 
Thirty one stations (~31%) had exclusively PM time of 
observation, 34 stations (-34%) had one or the last change in 
time of observation before 1991 from PM to AM, and 3 stations 
(~3%) changed their time of observation from PM to midnight. 
No station had time of observation exclusively AM for the 
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Figure 4.2. Observed and adjusted a) difference series and b) 
original series for maximum temperature at Ames, 
Iowa. 
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period 1951-91. The average number of changes were 2.49 
changes for location and 0.84 changes for time of 
observation. 
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CHAPTER 5. DISCUSSION AND CONCLUSIONS 
5.1 The relationship between interpolated and observed series 
Throughout this text, the term 'candidate station' 
refers to the station being analyzed for inhomogeneities and 
'surrounding station' or 'neighboring station' refers to 
stations being used to compute the interpolated time series. 
The choice to use 25 surrounding stations was based 
upon (i) other works done in interpolation processes and (ii) 
the sufficient number of neighboring stations available for 
this analysis. Gall et al. (1991) used 30 surrounding 
stations for interpolating maximum temperature for Tucson, 
Arizona. He reported that increasing the number of 
surrounding stations above 30 will increase significantly 
computation time but not necessarily the efficiency of the 
interpolation process. Young (1993) used three neighboring 
stations to interpolate sea level pressure time series. In 
order to have an idea of the impact of the number of 
neighboring stations used to compute the interpolated series, 
a test interpolation was done using only three surrounding 
stations. It was observed that when surrounding stations were 
highly correlated with the candidate station (generally r > 
0.96), the interpolated series obtained by using three 
surrounding stations was very close the one obtained from 25 
neighboring stations. For maximum temperature at Ames, the 
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interpolated series using the three most correlated stations, 
Webster City (r=0.9566), Greenfield (r=0.9563), and Rockwell 
City (r=0.9552), as surrounding stations was very close to 
the series obtained using 25 stations. For derived variables 
which have lower correlation between candidate and 
surrounding stations, interpolated series using three and 25 
stations were fairly different. 
The interpolated time series should be highly 
correlated with the series at the candidate station, 
especially when the selected neighboring stations are highly 
correlated with the candidate station. The interpolated 
series must be a 'good' representation for the process that 
generated the series to be examined for discontinuity and 
adjustment. Otherwise, the interpolated series will not be an 
acceptable basis or reference series for application of the 
maximum likelihood ratio test. Easterling and Peterson (1992) 
found that a high correlation between the candidate station 
and the reference time series improves the accuracy in the 
location of the discontinuity. 
In this study, it was observed that for most variables, 
correlation between the interpolated time series and the 
candidate stations time series was higher than the 
correlation between any individual neighboring station and 
the candidate station. This suggests that the interpolated 
series may be better than any individual neighboring station 
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as a reference series. For all stations and variables, a high 
percentage of correlation coefficients between the 
interpolated series and the candidate station were above 0.90 
(Appendix D). The smallest correlation coefficient observed 
was 0.49 for first date with minimum temperature below 0°C in 
the fall at Dubuque. Only a few stations and variables had 
correlation coefficients less than 0.80. The length of the 
growing season with 38 stations presenting r < 0.80 and first 
fall frost date with minimum temperatures below 0°C with 21 
stations showing r < 0.8 0 were the variables with the lowest 
correlations between interpolated and observed series. It was 
observed that a higher correlation between the interpolated 
and candidate station series was found when higher 
correlations between surrounding stations and the candidate 
station were used in the interpolation process. Considering 
all variables and stations, the stations with the highest 
correlation coefficients between the observed and the 
interpolated series were Ames, Belle Plaine, Cedar Rapids, 
and Rockwell City. The smallest correlation coefficients were 
observed at Corydon, Maquoketa, Sibley, and Waterloo. Because 
of lower correlation between candidate station and 
surrounding stations, interpolated series for length of the 
growing season, last spring frost date, and first fall frost 
date tended to be less correlated with the observed series at 
the candidate station than for other variables involved in 
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Figure 5.1. Correlation between observed and interpolated series for maximum 
temperature and heat stress at Albia and Algona, Iowa. 
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this study. Figures 5.1a and 5.1b illustrate the correlation 
between interpolated and observed values for maximum 
temperature at Albia (r=0.96) and Algona (r=0.94), 
respectively. It can be seen that interpolated and observed 
series were well correlated for maximum temperature at those 
stations. For all 99 weather stations involved in this study, 
figures very similar to those for Albia and Algona were 
obtained, especially for maximum and minimum temperatures, 
heat stress, and heating and cooling degree days. For 
example. Figures 5.1c and 5.Id show the correlation between 
interpolated and original series for heat stress at Albia and 
Algona, respectively. It is important to mention that 
although heat stress is derived directly and exclusively from 
maximum air temperatures, the correlation between 
interpolated and observed series for these variables may be 
different. This will happen because the 1:1 functional 
relationship between maximum temperature and heat stress 
occurs only for maximum temperatures above 30°C. The same 
comment is valid for other variables, that is, the functional 
relationship occurs only for some range of maximum and/or 
minimum temperatures. This explains why inhomogeneities in 
maximum and/or minimum temperatures may or may not result in 
inhomogeneities for the derived variables. 
It is noteworthy to point out that the same 
estimated correlation coefficient (r) values for maximum air 
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temperature and heat stress at Albia (Figures 5.1a and 5.1c) 
are only casual. Unless maximum temperatures at the station 
were always above or always below 86°F (30°C), correlation 
coefficients between observed and interpolated series for 
maximum temperature and heat stress must be different. For 
example, for Algona (Figures 5.1b and 5.Id) r values are 
different for those variables. This happened not only with 
heat stress but, also with the other derived variables. 
Especially when the derived variable was a function of both 
maximum and minimum temperature, e.g., growing degree days. 
Table 4.6 shows observed, interpolated, and raw difference 
(observed minus interpolated) time series for maximum 
temperatures at Ames. The last column in Table 4.6, refers to 
the raw differences. It reveals that the interpolated series 
follows closely the observed values. Most stations involved 
in this study presented results similar to Ames for observed 
and interpolated series of maximum and minimum temperatures. 
The MLRT assumes the normal distribution model 
(Snedecor and Cochran, 1982, p. 39) for the difference time 
series. The Shapiro-Wilk (W) statistics (Shapiro et al., 1968 
and Shapiro and Wilk, 1965) was used to check the assumption 
of normality. The percentage of stations with the hypothesis 
of normal distribution rejected at the significance level 
a=0.05 were maximum temperature 9%, growing degree days and 
heat stress 16%, cooling degree days 20%, minimum temperature 
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and heating degree days 25%, growing season 33%, last spring 
frost date 54%, and first fall frost date 94%. 
5.2 The impact of discontinuities of maximum and minimiim 
temperatures on derived variables 
It is expected that discontinuities in maximum and/or 
minimum temperatures produce discontinuities for derived 
variables. For example, discontinuities in heat stress 
should be associated with discontinuities in maximum 
temperatures. Similarly, inhomogeneities in heating and 
cooling degree days should be associated with discontinuities 
in maximum and/or minimum temperatures. Discontinuities 
associated with frost dates should be associated with 
inhomogeneities in minimum temperatures. In fact this was 
observed with high frequency, but not always. For example, 
the weather stations at Ames, Onawa, and Red Oak had 
discontinuities in maximum temperatures, but not with any 
derived variable involved in this study. Nevertheless, this 
is not so surprising, since the magnitude of the 
discontinuity in maximum temperature may not reach the 
threshold for the definition of the derived variables. More 
frequently, inhomogeneities in derived variables were not 
produced by maximum and/or minimum temperature 
inhomogeneities. This situation was observed at Allison, 
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Belle Plaine, Fairfield, Glenwood, Ida Grove, Knoxville, 
Milford, and Newton (Table 4.1). A tentative explanation for 
this is that the magnitude of the discontinuity might be too 
small to be detected as significant by the statistical test, 
but it becomes largely significant when accumulated in the 
calculation of the derived variable. For this reason, some 
discontinuities in derived variables are not apparently 
related with discontinuities in maximum and/or minimum 
temperatures. For example, the weather station at Bedford 
revealed a discontinuity in heat stress in 1958, but an 
inhomogeneity occurred in maximum temperature in 1972. 
Although a significant discontinuity in heat stress should be 
related to the maximum temperature discontinuity, those two 
discontinuities at Bedford could have independent causes. The 
discontinuity at Allison in 1976 for cooling degree days, 
heating degree days, and first date with minimum temperature 
below O'C in the fall, and in 1977 for heat stress, may be 
explained by one change in location at that station from 0.3 
miles NW of the post office to 1.1 miles NNE. Two other 
changes in location were recorded for Allison, but no other 
significant discontinuities were detected. 
For many stations, well related discontinuities 
connecting maximum and minimum temperatures with the derived 
variables were found. For example at Corydon, one 
discontinuity in maximum and minimum temperatures in 1967 
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carried through to discontinuities in growing degree days, 
cooling degree days, and heating degree days in the same 
year. At Sac City, a similar situation occurred in 1978 
(Table 4.1). For Tipton in 1968, the discontinuity was 
extended to heat stress. Sigourney in 1988, differs from 
Corydon by the fact that the discontinuity in maximum 
temperature was detected at 1989. At Guthrie Center, 
discontinuities for maximum temperature in 1953 and 1967 and 
for minimum temperature in 1967 caused the discontinuities 
in growing degree days in 1953 and 1968, heat stress in 1953, 
cooling degree days in 1953 and 1967, and heating degree days 
in 1967. Figure 5.2 illustrates a discontinuity in maximum 
and minimum temperatures, heat stress, growing degree days, 
heating degree days, and cooling degree days at Tipton in 
1968. The station history reveal four changes in station 
location (Table 4.4). The detected discontinuity in 1968 was 
caused by a change in location from 0.2 miles SSE to 0.6 
miles SW from the post office in 1969. A change in time of 
observation from PM to AM also occurred in 1969 and certainly 
could have contributed to the discontinuity. 
The detection of discontinuities by the MLRT one or two 
years before or after the exact year of the discontinuity is 
possible. This was investigated in detail with simulated data 
and was reported by Easterling and Peterson (1992). 
For some stations like Sidney and Greenfield (Table 
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4.1), discontinuities in derived variables appeared one or 
two years before discontinuities in itiaximum and/or minimum 
temperatures. This could happen because the computed values 
cover different time periods. For example, heat stress values 
cover the warm season and maximum temperatures cover the 
entire year. Heating degree days actually span two calendar 
years. Monthly time series need analysis to resolve these 
difficulties. 
The effect of discontinuities and adjustment in maximum 
and minimum temperatures on derived variables should be 
investigated in more detail. However, the previous discussion 
suggests that application of the maximum likelihood ratio 
test for investigation of inhomogeneities and adjustment in 
maximum and minimum temperatures and derived variables should 
be done separately for two reasons. First, because the 
correlation between the interpolated and the candidate 
station series may be different for maximum and minimum 
temperatures and their derived variables. This may affect the 
performance of the test (Easterling and Peterson, 1992). 
Dutcher (1989) comments that the efficiency of the methods 
for correcting inhomogeneities caused by changes in time of 
observation is a function of the variable being corrected. 
Secondly, the adjustment of maximum and minimum temperatures 
may imply an adjustment in derived variables only if it is 
done on a daily base. This would be very complicated and time 
consuming in computation, especially for long periods of 
record. 
5.3 Criteria for adjustment 
The methodology followed in this study applies 
corrections for discontinuities to adjust all data to the 
level of the most recent values of the series. This approach 
has been suggested by Downton and Katz (1991) and Easterling 
and Peterson (1994). For many stations and variables, this 
caused the whole series to be adjusted to the level of the 
last five or less years of the period. One such case is 
illustrated in Figure 5.3 with the observed and adjusted 
difference series for maximum temperatures at Algona and 
Keosauqua. Both series were adjusted to the level of the last 
four years. Figure 5.4c shows the observed series at Sidney 
being adjusted to the level of the last two years of the 
period. Maybe, in cases like Algona and Keosauqua, it could 
be more realistic to adjust all data to the level of the 
period before the year of the discontinuity. This could be 
done by simply defining the adjustment factor as 
S^{Z^ - Z^) . 
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In some stations such as Oakland, Muscatine, and Williamsburg 
shown in Figure 5.4, the adjustment was done through the 
beginning and ending of the series. That is, most parts of 
the period were regarded as inhomogeneous. A visual 
inspection of Figure 5.4a, b, and c shows that considering 
the first and last years of the series as inhomogeneous 
should be more realistic. That is, the adjustment shown in 
Figure 5.4 probably does not represent the climatic 
variability at the station. The analysis of the station 
history and/or the objective of the investigation should be 
regarded before deciding what adjustment should be done, in 
cases such as these. In the analysis of climatic trend 
(changes in mean and/or variability), data should be adjusted 
with the objective of making the series more representative 
of the natural climatic variability. This means to adjust 
making the difference adjusted series fluctuates around the 
zero line for the whole period. However, some bias can be 
introduced into the climatological series by using modernized 
instrumentation, measurement techniques, etc. Quayle et al. 
(1991) mentioned that between 1984 and 1990 many of the US 
weather stations were converted from liquid-in-glass 
thermometers in the wooden cotton region shelter to the new 
thermistor-based maximum and minimum temperature system. 
Adjustment for the historical climatological database with 
the above-mentioned type of bias should be done for the most 
recent records in the series, since the new system will be 
kept for future years on the network. 
5.4 Relating detected discontinuities with station histories 
Figure 4.2 illustrates one discontinuity in maximum 
temperature detected for Ames in 1964. This discontinuity was 
caused by one change in the station location from 3.35 miles 
SW to 8.1 miles VJSW of the Ames post office. The magnitude of 
this discontinuity was estimated as being 0.2°C, that is, 
maximum temperature was reported 0.2°C lower from 1951 to 
19 64 at the Ames weather station. Consequently, the 
adjustment was done by adding 0.2°C to the observed values 
for maximum temperature for the period 1951-64. 
At Anamosa, two changes in station location in 1970 and 
1972 were related with the discontinuities identified by the 
MLRT in maximum temperature in 1970 and heat stress in 1971. 
In this case, the inhomogeneity in the derived variable is 
well related to maximum temperature, and appears after the 
discontinuity in maximum temperature as expected. 
Five changes were noted at Ankeny, two changes in 
station location and three changes in time of observation. 
Surprisingly, no inhomogeneity was identified by the MLRT. 
Although five changes in location are recorded in the 
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station history of Bedford, it is difficult to associate the 
discontinuity in 1972 for maxiitium temperature with these 
location changes. However, the discontinuity in heat stress 
in 1958 was possibly caused by some cooling associated with 
a change in location from 1.3 miles N to 0.4 mile NNW of the 
Bedford post office in 1953. 
The discontinuities in Bellevue detected for maximum 
and minimum temperatures, growing degree days, cooling degree 
days and heating degree days in 1985 were related to a change 
in time of observation from 1900 CST to 0600 CST in March of 
1986. As expected, a cooling effect was observed at that 
station for both maximum and minimum temperatures. 
For Bloomfield, years when the inhomogeneities were 
observed do not agree with the years of changes in location 
registered on the station history. It must be stated that 
changes in the recorded temperature can easily be undetected 
and recorded in station history. For example, distillation 
can occur within minimum thermometers. This causes recorded 
air temperatures to be too low. 
The discontinuity at Cascade in maximum temperature in 
1976 and in heating degree days in 1975 was associated with a 
change in time of observation in October of 1976 from PM to 
24 hours and a change in station location from 0.2 miles SW 
to 0.3 miles SE of the Cascade post office in 1976. A study 
through regression analysis done by Carlson (1991), 
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(unpublished) using 11 surrounding stations averaged as 
reference series, showed a decrease in maximum and minimum 
temperatures of roughly 0.6°C and l.l'C, respectively for 
Cascade after 1976. The change in time of observation from 24 
hours to AM in 1981 did not cause a significant discontinuity 
in Cascade weather records. 
No record of change was found in the station history 
for Castana in 1987 or 1988, but discontinuities in maximum 
temperature and heating degree days in 1987 and minimum 
temperature, growing degree days, and cooling degree days in 
1988 suggest some discontinuity of unknown cause at the 
station in 1987 and 1988. 
A change in station location at Cedar Rapids from 2.2 
miles E to 4.8 miles NE of the Cedar Rapids post office in 
197 0 was the cause for the discontinuities in minimum 
temperature and heating degree days in 1969 and 1968 
respectively. Inhomogeneities in maximum temperature (1987), 
minimum temperature (1989) and heating degree days (1988) 
have unknown causes at Cedar Rapids. 
For Centerville, one change in time of observation and 
seven changes in location are registered in the station 
history, however no discontinuity was detected by the MLRT. 
For Chariton, the discontinuities in heating degree 
days in 1987 and in maximum and minimum temperatures and 
growing degree days in 1988 could have been caused by a 
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change of location in December of 1986. However, the change 
in time of observation from 1700 CST to 08 00 CST in January 
of 1989 can complicate the identification of the cause for 
the discontinuity because sometimes the MLRT can identify the 
discontinuity one or two years before or after it has 
occurred. 
For 16 stations, discontinuities were found in two or 
more variables without known causes as confirmed by station 
histories. These cases were called 'consistent discontinuity 
without known cause-CDWC and are given in Table 4.4. Many 
cases were found with a discontinuity for only one variable 
and no record of change in the station history. For those 
cases it would be worthwhile to point out that the MLRT has 
good accuracy for discontinuities greater than one standard 
deviation of the series, that is, 0.6°C for the standardized 
difference series (Easterling and Peterson, 1992). Also, the 
significance level of 10% used in this study permits some 
false discontinuities (Error Type II). The 10% significance 
level was used as suggested by Alexandersson (1986). 
On the other hand, for 8 stations with record of 
changes, no discontinuity was detected by the MLRT. According 
to Easterling and Peterson (1992), discontinuities of 
magnitude smaller than one standard deviation of the series 
may be left undetected by the MLRT. 
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5.5 Discontinuities in maximum and minimvim temperatures in 
the 1950s and 1980s 
Seventy percent and 62% of the stations used in this 
study presented at least one discontinuity for maximum and 
minimum temperatures, respectively. Most of the maximum and 
minimum temperatures published in the US 1890-1980 
Climatological Data have been observed and recorded from 
liquid-in-glass thermometers exposed in standard white wooden 
instrument shelters (Epperson and Dale, 1984). Then, the 
primary sources of temperature inhomogeneities were 
associated with changes in time of observation, location and 
instrument exposure or failure. Nelson et al. (1979) reported 
a general change in instrument exposure from rooftop to 
ground level stations in the late 1940s. According to 
Epperson and Dale (1984) rooftop locations generally affect 
minimum temperature more than maximum temperature because of 
the usual nighttime temperature inversions. Hence, minimum 
temperatures observed at rooftop exposure are usually higher 
than those observed at ground level exposure. So, it is 
expected that the above-mentioned change in instrumentation 
exposure could have introduced a downward bias in minimum 
temperature in the later 1940s, or the values observed at 
rooftop have an upward bias. Mitchell (1953) refers to the 
moving of the first order stations from city to airport 
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locations in the later 1940s and early 1950s. Karl et al. 
(1988) reported that urban areas present higher maximum, 
minimum, and mean temperatures and smaller diurnal range than 
rural areas. That is, the effect of urban areas is greater 
for minimum and mean temperatures, and diurnal ranges than 
for maximum temperature. Since many airport locations are 
more like rural areas, the moving reported by Mitchell et al. 
(1953) should have introduced a downward bias specially in 
minimum and mean temperatures and an upward bias in the 
diurnal range. Karl et al. (1986) and Hillaker (1985) 
reported the increase in the percentage of the cooperative 
weather station network making morning rather than afternoon 
time of observation. In 1949 nearly half of all stations took 
their temperature observation at 1900 CST and only 12% were 
taking observations before 1800 CST. By 1985 one fourth of 
the stations were making morning observations and only 16% 
were taking observations at 1900 CST. By 1993 two thirds of 
the stations were making morning observations and less than 
6% were taking observations at 1900 CST (Table 2.1 and Figure 
2.1). Changes in time of observation from 1900 CST to morning 
should introduce a downward bias into all of these 
climatological series, except heating degree days (Head, 
1985). 
Considering that the above-mentioned events could have 
some effect in the Iowa Climatological database in the early 
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or middle 1950s, discontinuities detected for maximum and 
minimum temperatures for the period 1951-1959 were regarded 
and presented in Table 5.1. For minimum temperature, 17 
stations with discontinuities were observed for the period 
1951-59 out of 62 stations. Discontinuities with a negative 
sign in Table 5.1 and Figure 5.5a indicate that the series 
presented an upward bias and discontinuities with a positive 
sign show a downward bias (Figure 5.5b). The number of 
stations with negative sign discontinuities (8) was very 
close to the number of stations with positive sign 
discontinuities (9) for minimum temperature (Table 5.1). For 
maximum temperatures 16 stations were found with 
discontinuities. Seven of them had negative sign 
discontinuities and nine had positive sign discontinuities 
(Table 5.1). This was very close to the results found for 
minimum temperature, that is, those numbers of 
discontinuities for both maximum and minimum temperatures 
were close to the expected frequencies of upward and downward 
bias under the assumption of randomly distributed causes of 
inhomogeneities. Applying the binomial test to these results 
(Snedecor and Cochran 1982, p. 120) the null hypothesis of 
randomly distributed inhomogeneities can be rejected only at 
01=0.62 and a=0.81 for maximum and minimum temperatures, 
respectively. This suggests that the discontinuities observed 
for the period 1951-59 for maximum and minimum temperatures 
82 
Table 5.1. Discontinuities detected and adjusted for maxinium 
and minimum temperatures at selected stations for 
the period 1951-59 in Iowa. 
Station Discontinuity 
Year Magnitude ( F) 
Maximum 
Audubon 1952 1.3 
Charles City 1952 1.2 
Grinnell 1951 0.6 
Guthrie 1953 1.5 
Iowa Falls 1955 0.3 
Keosauqua 1956 -0.5 
Marshalltown 1956 -0.4 
Muscatine 1952 -0.7 
Northwood 1956 0.6 
Oakland 1953 0.7 
Onawa 1958 -0.5 
Rock Rapids 1957 0.7 
Waterloo 1951 -4.2 
Waterloo 1954 2.5 
Webster City 1953 -0.5 
Winterset 1954 -1.0 
Positives(number/sum) (9/9.4) 
Negatives(number/sum) (7/-7.8) 
Minimum 
Algona 1954 -1.3 
Cherokee 1953 -1.2 
Clinton 1957 -0.7 
Columbus Jet 1955 1.2 
Decorah 1959 0.7 
Forest City 1951 2 . 0 
Humboldt 1955 -0.8 
Keosauqua 1958 0.5 
Northwood 1956 0.7 
Osage 1959 0.6 
Sac City 1953 -0.9 
Sibley 1957 1.1 
Sioux City 1953 0.9 
Storm Lake 2-E 1957 -1.3 
Toledo 1959 -1.4 
Waterloo 1951 -2.6 
Waterloo 1954 1.6 
Positives(number/sum) (9/9.3) 
Negatives(number/sum) (8/-10.2) 
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were not associated with systematic causes. The 
discontinuities detected in maximum and minimum temperatures 
for the period 1951-59 were associated with random changes in 
location and time of observation such as reported by Karl et 
al. (1986) and Hillaker (1985), respectively. 
Quayle et al. (1991) reported that between 1984 and 
1990 over one half of all US cooperative weather stations 
were converted from liquid-in-glass thermometer in wooden 
cotton region shelter to the new thermistor-based maximum-
minimum temperature system housed in a smaller plastic 
shelter. Those authors found a decrease in maximum 
temperature and an increase in minimum temperature at the 
converted stations. 
Based on Quayle's et al. (1991) results, attention was 
given to discontinuities detected in the period 1980-90. For 
minimum temperatures, 31 stations were found with 
discontinuities in the period 1980-90 (Table 5.3) out of 62 
stations found for 1951-91. Twenty one stations had negative 
sign discontinuities, that is, downward bias in the 1980-90 
period and 10 stations had positive sign discontinuities or 
minimum temperature going up in the same period. Over the 31 
stations the positive sign discontinuities accumulated 5.9°C 
and negative sign discontinuities accumulated -11.9°C. The 
binomial test revealed that the proportion 10:21, positive 
sign:negative sign is significantly different from randomly 
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distributed inhomogeneities at the level a=0.024. Thus, a 
systematic cause of inhomogeneities in the 1980s is well 
supported by the results of this study. That is, an downward 
bias is suggested for minimum temperature over the Iowa 
Climatological Database for the period 1980-90. This does not 
agree with the results of Quayle et al. (1991) for the US, 
probably because the bias in the Iowa weather station network 
may be associated much more with changes in time of 
observation. The changes between weather shelter types are 
not documented in the station histories at this date, 
consequently, a better analysis could not be done for these 
changes. 
Twenty six stations were found with discontinuities in 
maximum temperature (Table 5.2) out of 69 stations observed 
for the period 1951-91. From those 25 stations, 18 had 
negative sign discontinuities (Table 5.2), that is, an 
downward bias in the 1980s (Figure 5.3a) and 8 stations had 
positive sign discontinuities or upward bias in the 1980s 
(Figure 5.3b). The binomial test applied to the proportion 
8:18 (positive sign bias:negative sign bias) rejected the 
null hypothesis of randomly distributed inhomogeneities at 
the significance level a=0.025. That is, some systematic 
cause should have contributed to the observed result. Over 
the 26 stations with discontinuities, the positive sign bias 
(upward) accumulated 3.4°C (sum over 8 stations) and the 
8 6  
Table 5.2. Discontinuities detected and adjusted for maximum 
temperature at selected stations for the 1980-90 
period in Iowa. 
Station Discontinuity 
Year Magnitude ('F) 
Algona 1984 -0.9 
Bellevue 1985 -0.5 
Castana 1987 1.1 
Cedar Rapids 1987 0.6 
Chariton 1988 -1.1 
Fayette 1990 -1.3 
Forest City 1984 -0.7 
Fort Dodge 1987 -0.7 
Iowa Falls 1986 0.4 
Keosauqua 1987 0.8 
Le Mars 1983 -1.0 
Logan 1982 -0.7 
Mason City 1988 -1.6 
Muscatine 1985 0.6 
Northwood 1988 -1.3 
Oakland 1984 -0.7 
Osage 1986 0.9 
Osceola 1980 -0.9 
Oskaloosa 1985 -0.9 
Perry 1989 0.6 
Sibley 1981 -1.9 
Sidney 1989 -1.2 
Sigourney 1989 -1.0 
Tripoli 1982 -0.9 
Waterloo 1981 0.9 
Wiliamsburg 1988 -0.9 
Positives(number/sum) (8/5.9) 
Negatives(number/sum) (18/-18.2) 
negative sign bias (downward) accumulated -10 .1°C (Table 
5.2). The downward bias in maximum temperature found in this 
study for the 1980s (Figure 5.3a) agrees with the results of 
Quayle et al. (1991). 
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Table 5.3. Discontinuities detected and adjusted for minimum 
temperature at selected stations for the 1980-90 
period in Iowa. 
Station 
Year 
Discontinuity 
Magnitude (°F) 
Algona 1983 -0.5 
Audubon 1986 -0.7 
Belevue 1985 -1.5 
Castana 1988 0.7 
Cedar Rapids 1989 0.6 
Chariton 1988 -1.0 
Charles City 1987 -0.7 
Corning 1987 1.0 
Denison 1983 0.9 
Fayette 1990 -1.9 
Fort Dodge 1989 -1.4 
Fort Madison 1985 1.4 
Hampton 1983 -1.1 
Keosauqua 1982 -1.0 
Keosauqua 1987 2 . 0 
Logan 1981 -0.7 
Marshalltown 1989 1.2 
Mount Ayr 1985 -0.9 
Mount Pleasant 1988 -1.5 
Muscatine 1989 1.4 
Northwood 1988 -1.0 
Oakland 1983 0.6 
Oakland 1989 -1.0 
Oskaloosa 1982 -0.7 
Sibley 1981 -1.3 
Sidney 1989 -1.1 
Sigourney 1988 -1.1 
Tripoli 1984 -1.0 
Webster City 1983 -0.4 
Williamsburg 1988 -1.0 
Winterset 1981 0.9 
Positives(number/sum) 
Negatives(number/sum) 
(10/10.7) 
(21/-21.5) 
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5.6 The impact of discontinuities on averaged adjusted series 
Averaged over the 99 weather stations used in this 
study and the period 1951-91, observed series were 0.06°C and 
0.07°C higher than adjusted series for maximum and minimum 
temperatures, respectively. As can be seen in Table 5.4 and 
Figure 5.6, the difference between original and adjusted heat 
stress values is small. 
It is important to mention that most changes over the 
network weather stations for the period 1951-91 were changes 
in locations and time of observation. These changes were 
generally randomly distributed and therefore were expected to 
have random effects when averaged over a real time series. 
Thus, discontinuities with warm bias cancel out 
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Table 5.4 Heat stress (°F) averaged over 99 weather stations, 
Iowa. 
Year original adjusted difference 
1951 59.88 59.98 -0.10 
1952 201.86 201.96 -0.10 
1953 289.46 289.56 -0.10 
1954 274.61 271.95 2.65 
1955 437.37 434.60 2.77 
1956 279.83 277.41 2.42 
1957 198.13 194.42 3.72 
1958 106.11 101.44 4.67 
1959 176.20 172.27 3.93 
1960 137.96 134.37 3.59 
1961 117.65 114.05 3.59 
1962 95.98 92.35 3.63 
1963 195.42 192.30 3.12 
1964 216.14 213.27 2.87 
1965 117.79 114.89 2.89 
1966 173.37 169.72 3.66 
1967 85.47 81.46 4.02 
1968 172.64 168.62 4.02 
1969 101.18 97.45 3.73 
1970 214.92 211.72 3.20 
1971 194.66 191.29 3.36 
1972 162.94 159.83 3.11 
1973 137.20 132.68 4.52 
1974 207.88 203.36 4.52 
1975 232.04 228.06 3 ,98 
1976 205,69 202.06 3 , 62 
1977 239.70 236.92 2.78 
1978 179.62 176.48 3.14 
1979 109.29 106.74 2.56 
1980 299.71 297.62 2.09 
1981 109.41 106.98 2.43 
1982 88.18 86.43 1.75 
1983 400.98 400.36 0.62 
1984 183.30 184.25 -0.95 
1985 150.71 152.80 -2.09 
1986 113.98 114.72 -0.74 
1987 256.91 257.67 -0.76 
1988 461.02 462.57 -1.55 
1989 147.09 148.14 -1.05 
1990 139.70 139.70 0.00 
1991 185.14 185.14 0.00 
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Figure 5.6. Heat stress difference time series (observed 
minus adjusted) averaged over 99 stations, Iowa. 
discontinuities with cool bias. Easterling and Peterson 
(1994) and Plummer et al. (1994) found that global impact of 
discontinuities decreases when averaged over large areas. 
However, discontinuities should have significant effect for 
analysis of individual stations or even when averaged over 
small areas. 
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5.7 Siuninary and conclusions 
Ninety nine weather stations from the Iowa weather 
network were analyzed for discontinuities in maximum and 
minimum temperatures and seven other derived variables for 
the period 1951-91 using the maximum likelihood ratio test as 
developed by Alexandersson (1986) at the 10% significance 
level. Only eight percent of the stations did not possess at 
least one discontinuity for some variable. Maximum 
temperatures, heating degree days, and minimum temperature 
having 69, 66, and 62 percent of stations with 
discontinuities, respectively, were the variables with the 
highest percentage of discontinuities. The maximum likelihood 
ratio test detected discontinuities in maximum and/or minimum 
temperatures varying in amplitude from 0.1 to 2.3°C. 
The decision regarding what period of the series should 
be adjusted is not straightforward and needs to be 
investigated in more detail. However, the adjustment should 
be done considering that the difference time series is a 
comparison of the station with its surrounding climate. Thus, 
it is expected that without discontinuity the difference 
series should fluctuate around zero. This suggests that 
adjusted difference series should fluctuate 'randomly' around 
the zero line for the period of analysis. This criterium 
could than be used for adjustment procedure consideration. 
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Discontinuities in maximum and/or minimum temperatures 
may or may not result in discontinuities for derived 
variables. Many of the discontinuities detected could be 
associated with some changes recorded in the weather station 
history. 
The assumption of normality does not look feasible for 
frost date difference series. This should have some impact on 
the results of the MLRT for those series. Maybe some data 
transformation can imporve the fitness of the series to the 
normal distribution model. Although with some limitations, 
the maximum likelihood ratio test can be applied to check the 
relative homogeneity of maximum and minimum temperature and 
derived variables for the midwestern United States. 
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APPENDIX A. WEATHER STATIONS NETWORK IDENTIFICATION 
STATION LOCATION CITY TOB" DIST' 
CODE LATITUDE LONGITUDE NAME 
1 1 2  4 1 . 0 3 3 3  9 2 . 8 0 0 0  ALBIA 1 8  SC 
1 3 3  4 3 . 0 6 6 7  9 4 . 3 0 0 0  ALGONA 1 8  NC 
1 5 7  4 2 . 7 5 0 0  9 2 . 7 8 3 3  ALLISON 1 8  NC 
2 0 0  4 2 . 0 3 3 3  9 3 . 8 0 0 0  AMES 1 7  CC 
2 1 3  4 2 . 1 1 6 7  9 1 . 3 0 0 0  ANAMOSA 1 8  EC 
2 4 1  4 1 . 6 8 3 3  9 3 . 6 0 0 0  ANKENY 0 7  CC 
3 6 4  4 1 . 4 1 6 7  9 5 . 0 0 0 0  ATLANTIC 2 3  s w  
3 8 5  4 1 . 7 1 6 7  9 4 . 9 3 3 3  AUDUBON 1 8  w c  
5 7 6  4 0 . 6 8 3 3  9 4 . 7 1 6 7  BEDFORD 1 8  s w  
6 0 0  4 1 . 8 8 3 3  9 2 . 2 6 6 7  BELLE PLAINE 0 7  EC 
6 0 8  4 2 . 2 6 6 7  9 0 . 4 1 6 7  BELLEVUE 0 6  EC 
7 5 3  4 0 . 7 5 0 0  9 2 . 4 3 3 3  BLOOMFIELD 1 7  SE 
9 2 3  4 3 . 0 6 6 7  9 3 . 8 0 0 0  BRITT 1 2  NC 
1 2 3 3  4 2 . 0 6 6 7  9 4 . 8 5 0 0  CARROLL 2 4  WC 
1 2 5 7  4 2 . 3 0 0 0  9 1 . 0 1 6 7  CASCADE 0 8  NE 
1 2 7 7  4 2 . 0 6 6 7  9 5 . 8 1 6 7  CASTANA 1 6  WC 
1 3 1 9  4 2 . 0 3 3 3  9 1 . 5 8 3 3  CEDAR RAPIDS 1 8  EC 
1 3 5 4  4 0 . 7 3 3 3  9 2 . 8 6 6 7  CENTERVILLE 2 0  SC 
1 3 9 4  4 1 . 0 0 0 0  9 3 . 3 1 6 7  CHARITON 0 8  SC 
1 4 0 2  4 3 . 0 5 0 0  9 2 . 6 6 6 7  CHARLES CITY 1 7  NC 
1 4 4 2  4 2 . 7 5 0 0  9 5 . 5 3 3 3  CHEROKEE 0 8  NW 
1 5 3 3  4 0 . 7 3 3 3  9 5 . 0 3 3 3  CLARINDA 0 8  SW 
1 5 4 1  4 2 . 7 3 3 3  9 3 . 7 5 0 0  CLARION 0 7  NC 
1 6 3 5  4 1 . 8 0 0 0  9 0 . 2 6 6 7  CLINTON 1 8  EC 
1 7 3 1  4 1 . 2 5 0 0  9 1 . 3 6 6 7  COLUMBUS JCT 1 9  SE 
1 8 3 3  4 1 .0000 9 4 . 7 5 0 0  CORNING 0 7  SW 
1 8 4 8  4 0 . 7 6 6 7  9 3 . 3 0 0 0  CORYDON SC 
1 9 5 4  4 3 . 3 8 3 3  9 2 . 1 0 0 0  CRESCO 0 8  NE 
2 1 1 0  4 3 . 3 1 6 7  9 1 . 7 8 3 3  DECORAH 1 7  NE 
2 1 7 1  4 2 . 0 3 3 3  9 5 . 3 3 3 3  DENISON 2 3  WC 
2 3 6 4  4 2 . 5 3 3 3  9 0 . 6 5 0 0  DUBUQUE 1 7  NE 
2 6 8 9  4 3 . 1 0 0 0  9 4 . 6 8 3 3  EMMETSBURG 1 9  NW 
2 7 2 4  4 3 . 4 1 6 7  9 4 . 8 3 3 3  ESTHERVILLE 0 7  NW 
2 7 8 9  4 1 . 0 3 3 3  9 1 . 9 5 0 0  FAIRFIELD 1 8  SE 
2 8 6 4  4 2 . 8 3 3 3  9 1 . 8 0 0 0  FAYETTE 0 7  NE 
2 9 7 7  4 3 . 2 8 3 3  9 3 . 6 3 3 3  FOREST CITY 1 8  NC 
2 9 9 9  4 2 . 5 0 0 0  9 4 . 2 0 0 0  FORT DODGE 0 7  CC 
3 0 0 7  4 0 . 6 1 6 7  9 1 . 3 3 3 3  FORT MADISON 2 4  SE 
3 2 9 0  4 1 .0000 9 5 . 7 6 6 7  GLENWOOD 0 8  SW 
3 4 3 8  4 1 . 3 0 0 0  9 4 . 4 6 6 7  GREENFIELD 1 7  SW 
3 4 7 3  4 1 . 7 1 6 7  9 2 . 7 3 3 3  GRINNELL 0 7  CC 
3 4 8 7  4 2 . 3 6 6 7  9 2 . 7 8 3 3  GRUNDY CENTER 0 7  CC 
3 5 0 9  4 1 . 6 8 3 3  9 4 . 5 0 0 0  GUTHRIE CENTER 0 8  WC 
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STATION LOCATION CITY TOB DIST 
CODE LATITUDE LONGITUDE NAME 
3517 42.7833 91.1000 GUTTENBERG 24 NE 
3584 42.7500 93.2000 HAMPTON 07 NC 
3632 41.6500 95.3167 HARLAN 18 WC 
3718 43.0000 96.4833 HAWARDEN 07 NW 
3985 42.6833 94.2000 HUMBOLDT 20 NC 
4038 42.3500 95.4833 IDA GROVE 07 WC 
4052 42.4833 91.8167 INDEPENDENCE 19 NE 
4063 41.3667 93.5500 INDIANOLA 24 SC 
4101 41.6500 91.5333 IOWA CITY 17 EC 
4142 42.5333 93.2667 IOWA FALLS 07 CC 
4228 42.0167 94.3833 JEFFERSON 18 WC 
4389 40.7333 91.9667 KEOSAUQUA 18 SE 
4502 41.3167 93.1333 KNOXVILLE 23 SC 
4735 42.8000 96.1667 LEMARS 07 NW 
4894 41.6333 95.8000 LOGAN 08 WC 
5086 42.4667 91.4500 MANCHESTER 07 NE 
5131 42.0667 90.7000 MAQUOKETA 07 EC 
5198 42.0667 92.9333 MARSHALLTOWN 24 CC 
5230 43.1500 93.2000 MASON CITY 07 NC 
5493 43.3833 95.1833 MILFORD 19 NW 
5796 40.9500 91.5500 MOUNT PLEASANT 24 SE 
5769 40.7000 94.2500 MOUNT AYR 07 SC 
5837 41.4000 91.0667 MUSCATINE 19 EC 
5952 43.0500 92.3167 NEW HAMPTON 18 NE 
5992 41.7000 93.0500 NEWTON 23 CC 
6103 43.4500 93.2167 NORTHWOOD 07 NC 
6151 41.3167 95.3833 OAKLAND 07 SW 
6200 42.6500 91.9167 OELWEIN 24 NE 
6243 42.0167 96.1000 ONAWA 18 WC 
6305 43.2833 92.8000 OSAGE 16 NC 
6316 41.1500 93.8167 OSCEOLA 07 SC 
6327 41.3167 92.6500 OSKALOOSA 24 SE 
6566 41.8333 94.1167 PERRY 07 CC 
6719 42.7000 94.6667 POCAHONTAS 08 NW 
6800 43.0833 95.6333 PRIMGHAR 16 NW 
6940 41.0000 95.2333 RED OAK 19 SW 
7147 43.4333 96.1667 ROCK RAPIDS 08 NW 
7161 42.4000 94.6167 ROCKWELL CITY 18 WC 
7312 42.4333 95.0000 SAC CITY 07 WC 
7613 40.7833 95.3500 SHENANDOAH 08 SW 
7664 43.4500 95.7167 SIBLEY 07 NW 
7669 40.7500 95.6500 SIDNEY 07 SW 
7678 41.3333 92.2000 SIGOURNEY 07 SE 
7708 42.4000 96.3833 SIOUX CITY 24 WC 
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STATION LOCATION CITY TOB DIST 
CODE LATITUDE LONGITUDE NAME 
7726 42.8833 95.1500 SIOUX RAPIDS 20 NW 
7979 42.6333 95.1833 STORM LAKE-2-E 06 NW 
8266 41.7833 91.1167 TIPTON 07 EC 
8296 41.9833 92.5833 TOLEDO 07 CC 
8339 42.8167 92.2500 TRIPOLI 07 NE 
8568 42.1667 92.0000 VINTON 18 EC 
8688 41.2833 91.6833 WASHINGTON 18 SE 
8704 42.5500 92.4000 WATERLOO 24 NE 
8755 43.2667 91.4833 WAUKON 07 NE 
8806 42.4667 93.8000 WEBSTER CITY 19 CC 
9067 41.6667 92.0167 WILLIAMSBURG 07 EC 
9132 41.3333 94.0000 WINTERSET 18 SC 
• Time of observation by November, 1993 (Iowa Climate Review, 
Vol. 6, November 1993) 
'' Meteorological district 
NW = Northwest 
NC = North Central 
NE = Northeast 
WC = West Central 
CC = Central 
EC = East Central 
SW = South Central 
SC = South Central 
SE = Southeast 
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APPENDIX B. FORTRAN PROGRAM USED IN THE IN THE INTERPOLATION 
AND APPLICATION OF THE MAXIMUMLIKELIHOOD RATIO 
TEST 
C MLRT5.F0R 
C MAXIMUM LIKELIHOOD RATIO TEST VERSION 5 
C 
DIMENSION T(41),DF(41),IYR(41),Z1BX(41),Z2BX(41),SDDF(41) 
I,ORIG(99,41),ACT(99,41),ISTID(99),ZLAT(99),ZLON(99),BXI(99), 
2IPAIR(99,30),R(99,99),RCT(99,99),BASE(41),SDI(99),TEMP(99,99) 
CHARACTER*80 INPUT,0UTPUT,0UTPUT1,STAN0,RVALUE,PAIRS,MAP.BXSD 
CHARACTER* 10 VARNAME 
CHARACTER*20 NAME(99) 
WRITE(*,*) 'ENTER THE DERIVED VARIABLES VARNAME IE CDD > ' 
READ(*,350) VARNAME 
350 FORMAT(AIO) 
WRITE(*,*) 'ENTER STATION NAME DSN IE NAMEMX99.DAT >' 
READ(*,380)STANO 
WRITE(*,*) ' NAME INPUT DSN IE IOACCDAN.DAT >' 
READ(*,380) INPUT 
WRITER,*) ' NAME OUTPUT DNS IE CDINHORC.DAT >' 
READ(*,380) OUTPUT 
WRITE(*,*) 'NAME ADJ OUTPUT DSN CDADJ.DAT > ' 
READ(*,380)OUTPUT1 
WR1TE(*,*)' ENTER CORRELATION MATRIX IE CDCORR.DAT > ' 
READ(*,380) RVALUE 
WR1TE(*,*) ' ENTER THE PAIRS DSN IE CDPAIRS.DAT > ' 
READ(*,380)PA1RS 
WRITE(*,*) ' ENTER THE CORR MAP DSN IE CDXYZ.DAT > ' 
READ(*,380)MAP 
WRITE(*,*) ' ENTER MEAN AND STD FILE IE CDBXSD.DAT > ' 
READ(*,380) BXSD 
380 FORMAT(A) 
0PEN(UNIT=91,FILE=BXSD,STATUS = 'NEW') 
OPEN(UNIT=92,FILE=MAP,STATUS = 'NEW') 
0PEN(UN1T=93,FILE=PAIRS,STATUS = 'NEW') 
OPEN(UNIT=94,FILE=RVALUE,STATUS = 'NEW') 
OPEN(UNIT=96,FILE=STANO,STATUS = 'OLD') 
OPEN(UNIT=99,FILE=INPUT,STATUS = 'OLD') 
OPEN(UNIT=98,FILE=OUTPUT,STATUS = 'NEW') 
OPEN(UNIT=97,FILE=OUTPUTl,STATUS = 'NEW') 
WRITE(*,*) 'ENTER THE NUMBER OF YEARS IE 100 >' 
READ(*,370)1YRCT 
370 F0RMAT(I3) 
WRITE(*,*) 'ENTER # OF PAIRS TO USE IE 006 > ' 
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READ(*,370)IPRNUM 
WRITE(*,*) 'ENTER 95% CRITICAL T TEST IE 10.99 > ' 
READ(*,360) TTEST 
360 F0RMAT(F5.2) 
C 
C 
C READ THE STATION INFORMATION 
C IE ID # LAT LON AND NAME 
C 
C 
DO 555 1=1,99 
555 READ(96,441)ISTID(I),ZLAT(I),ZLON(I),NAME(I) 
441 FORMAT(I5,2F11.4,A20) 
C 
C 
C READ THE WEATHER VARIABLE OF INTEREST FOR 
C EACH WEATHER STATION AND YEAR 
C 
C 
DO 41 M=l,99 
DO 10 I=1,IYRCT 
READ(99,*)IYR(I),ACT(M,I) 
IF(M.EQ.95.AND.I.EQ.l)ACT(M,I)=ACT(92,1) 
IF(ACT(M,I).EQ.-99.0)ACT(M,I)=ACT(M,I-l) 
ORIG(M,I)=ACT(M,I) 
10 CONTINUE 
41 CONTINUE 
C 
C 
C CALCULATE THE RAW MEAN AND STD DEV FOR EACH 
C STATION OVER THE YEARS OF DATA IE 1951 >1991 
C 
C 
DO 740 1=1,99 
XCT=0.0 
XSUM=0.0 
XSQSUM=0.0 
DO 741 J=1,IYRCT 
IF(ACT(I,J).EQ.-99.0) GO TO 741 
XCT=XCT+1.0 
XSUM=XSUM+ACT(I,J) 
XSQSUM=XSQSUM+(ACT(I,J)*ACT(I,J)) 
741 CONTINUE 
A=(XSUM*XSUM)/XCT 
BXI(I)=XSUM/XCT 
SDI(I)=SQRT((XSQSUM-A)/(XCT-1.0)) 
WRITE(91,721)-ZLON(I),ZLAT(I),BXI(I),SDI(I),NAME(I) 
721 FORMAT(2F9.2,2F8.2,A20) 
740 CONTINUE 
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C 
C 
C CALCULATE THE CORRELATIONS FOR EVERY 
C POSSIBLE STATION PAIR COMBINATION 
C 
C 
DO 840 1=1,99 
KS=I+1 
DO 841 J=KS,99 
CT=0.0 
XYSUM=0.0 
XSUMSQ=0.0 
YSUMSQ=0.0 
DO 842 K=1,IYRCT 
IF(ACT(I,K).EQ.-99.0) GO TO 842 
IF(ACT(J,K).EQ.-99.0) GO TO 842 
X=ACT(I,K)-BXI(I) 
Y=ACT(J,K)-BXI(J) 
CT=CT+1.0 
XYSUM=XYSUM+(X*Y) 
XSUMSQ=XSUMSQ+(X*X) 
YSUMSQ=YSUMSQ+(Y*Y) 
842 CONTINUE 
R(I,J)=(XYSUM)/SQRT(XSUMSQ*YSUMSQ) 
R(J,I)=R(I,J) 
TEMP(I,J)=R(I,J) 
TEMP(J,I)=R(I,J) 
RCT(I,J)=CT 
RCT(J,I)=CT 
WRITE(94,443)ISTID(I),ISTID(J),R(I,J),RCT(I,J),NAME(J) 
443 FORMAT(2I5,F8.4,F6.0,A20) 
IF(I.EQ.4)WRITE(92,733)-ZLON(J),ZLAT(J),R(I,J) 
733 FORMAT(2F9.2,F8.4) 
841 CONTINUE 
840 CONTINUE 
C 
C 
C SORT THE CORRELATION MATRIX FOR EACH 
C STATION SO THAT THE MOST HIGHLY 
C CORRELATIONS CAN BE USED AT A LATER TIME 
C 
C 
DO 940 1=1,99 
DO 941 K=1,IPRNUM 
RMAX=-10.0 
DO 942 J=l,99 
IF(I.EQ.J)GO TO 942 
IF(TEMP(I,J).LT.RMAX) GO TO 942 
RMAX=TEMP(I,J) 
IPAIR(I,K)=J 
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942 CONTINUE 
WRITE(93,633)NAME(I),NAME(IPAIR(I,K)),RMAX,ISTID(IPAIR(I,K)) 
1,ISTID(I) 
633 FORMAT(2A20,F8.4,215) 
TEMP(I,IPAIR(I,K))=-99.0 
941 CONTINUE 
940 CONTINUE 
C 
C NOW START THE BIG JOB 
C 
DO 210 M=l,99 
C 
C 
C CALCULATE THE INTERPOLATED REFERENCE DATA SET 
C USING THE MOST HIGHLY CORRELATED DATA SETS 
C 
C 
DO 211 KK=1,IYRCT 
XSUM=0.0 
WTSUM=0.0 
DO 212 L=1,IPRNUM 
IP=IPAIR(M,L) 
RSQ=R(M,IP)*R(M,IP) 
W=(RSQ*(RCT(M,IP)-2.0))/(1.0-RSQ) 
IF(ACT(IP,K).EQ.-99.0) GO TO 212 
WTSUM=WTSUM+W 
IF(R(M,IP).LT.0.0) S=-1.0 
IF(R(M,IP).GE.0.0) S=1.0 
A=((S*(SDI(M)/SDI(IP))*(ORIG(IP,KK)-BXI(IP))+BXI(M))*W) 
XSUM=XSUM+A 
212 CONTINUE 
BASE(KK)=XSUM/WTSUM 
211 CONTINUE 
C 
C 
C CALCULATE THE DIFFERENCE BETWEEN EACH STATION 
C AND THE NEWLY CREATED REFERENCE DATA SET 
C 
C 
DO 62 IA=1,IYRCT 
62 DF(IA)=ACT(M,IA)-BASE(IA) 
16 CONTINUE 
C 
C 
C CALCULATE THE STANDARDIZED DIFFERENCES 
C STANDARDIZATION IS REQUIRED WHEN 
C ALEXANDERSSON'S METHOD IS USED 
C 
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C 
SUMX=0.0 
SUMCT=0.0 
SUMSQ=0.0 
DO 20 I=1,IYRCT 
IF(ACT(M,I).EQ.-99.0) GO TO 20 
SUMX=SUMX+DF(I) 
SUMCT=SUMCT+1.0 
SUMSQ=SUMSQ+(DF(I)*DF(I)) 
2 0 CONTINUE 
A=(SUMX*SUMX)/SUMCT 
SD=SQRT((SUMSQ-A)/(SUMCT-1.0)) 
BX=SUMX/SUMCT 
SUMX=0.0 
DO 30 I=1,IYRCT 
SDDF(I)=(DF(I)-EX)/SD 
IF(ACT(M,I).EQ.-99.0) SDDF(I)=SDDF(I-l) 
SUMX=SUMX+SDDF(I) 
30 CONTINUE 
C 
C 
C CALCULATE ALEXANDERSSON'S "T" STATISTIC 
C 
C 
SUMXVAR=0.0 
SUMCTVAR=0.0 
INHOMO=0 
C 
C 
C CALCULATE THE Z1 & Z2 MEANS FOR THE T VALUE EQUATION 
C 
C 
DO 40 I=1,IYRCT-1 
SUMCTVAR=SUMCTVAR+1.0 
SUMXVAR=SUMXVAR+SDDF(I) 
ZIBX(I)=SUMXVAR/SUMCTVAR 
Z2BX(I)=(SUMX-SUMXVAR)/(SUMCT-SUMCTVAR) 
A=SUMCTVAR* Z1BX(I)*Z1BX(I) 
B=(SUMCT-SUMCTVAR)*Z2BX(I)*Z2BX(I) 
T(I)=A+B 
IF(T(I).GE.TTEST)INH0M0=1 
WRITE(6,111)lYR(I),Z1BX(I),Z2BX(I),T(I),ISTID(M) 
111 FORMAT(' ',I5,3F9.2,I5) 
40 CONTINUE 
C 
C 
C IF THE "T" STATISTIC IS LESS THAN THE 
C CRITICAL VALUE, GO TO THE NEXT STATION 
C 
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C 
IF(INHOMO.EQ.0) GO TO 70 
TMAX=-99.00 
DO 80 I=1,IYRCT 
IF(ACT(M,I).EQ.-99.0)GO TO 80 
IF(TMAX.GE.T(I))G0 TO 80 
IYRINHO=I 
TMAX=T(I) 
80 CONTINUE 
C 
C 
C WRITE THE RESULTS OF A INHOMOGENEITY IDENTIFICATION 
C TO A DATA FILE TO BE USED LATER 
C 
C 
BXL0W=(Z1BX(IYRINH0)*SD)+BX 
BXUP=(Z2BX(lYRINHO)*SD)+BX 
ADJ=BXUP-BXLOW 
WRITE (98,999)ISTID(M),IYR(lYRINHO),BXUP,BXLOW,ADJ,ZIBX(lYRINH 
O) , 
1Z2BX(lYRINHO),BX,SD,VARNAME 
999 FORMAT(2I5,3F8.1,4F8.2,A10) 
C 
C 
C ADJUST THE DATA USING ALEXANDERSSON'S METHOD 
C 
C 
DO 90 1=1,lYRINHO 
DF(I)=DF(I)+ADJ 
90 CONTINUE 
DO 457 IB=1,lYRINHO 
IF(ACT(M,IB).EQ.-99.0) GO TO 457 
ACT(M,IB)=ACT(M,IB)+ADJ 
457 CONTINUE 
C 
C 
C IF THE STATISTIC WAS SIGNIFICANT, LOOP 
C THRU THE ADJUSTED DATA FOR FURTHER 
C INHOMOGENEITY IDENTIFICATION 
C 
C 
GO TO 16 
70 CONTINUE 
C 
C 
C WRITE THE RESULTS OF ADJUSTMENTS TO A DATA FILE 
C 
C 
DO 110 I=1,IYRCT 
109 
WRITE(97,334)lYR(I),ORIG(M,I),DF(I),ACT(M,I),ISTID(M), 
IBASE(I),(ORIG(M,I)-BASE(I)),VARNAME 
110 CONTINUE 
334 FORMAT(I5,3F9.1,I5,2F8.2,A10) 
210 CONTINUE 
C 
C 
C YOU HAVE DONE A GOOD JOB, NOW YOU CAN REST!! 
C 
C 
CLOSE(UNIT=91) 
CLOSE(UNIT=92) 
CLOSE(UNIT=93) 
CLOSE(UNIT=94) 
CLOSE(UNIT=99) 
CLOSE(UNIT=98) 
CL0SE(UNIT=97) 
CLOSE(UNIT=96) 
STOP 
END 
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133 
157 
200 
213 
241 
364 
385 
576 
600 
608 
753 
923 
1233 
1257 
1277 
1319 
1354 
1394 
1402 
1442 
1533 
1541 
1635 
1731 
1833 
1848 
1954 
2110 
2171 
2364 
2689 
D. CORRELATION BETWEEN THE OBSERVED AND INTERPOLATED VALUE, BY VARIABLE AND 
STATION 
MAX MIN GDD GS HS HDD ODD SP FA 
0 .9565 0 .9271 0 .9447 0 .7875 0. 9581 0 .9667 0 .9391 0. 7992 0. 8740 
0 .9448 0 .9136 0 .9416 0 .8962 0. 8922 0 .9678 0 .9424 0. 9573 0. 8759 
0 .9648 0 .9422 0 .9404 0 .9043 0. 9462 0 .9752 0 .9394 0. 9094 0. 9539 
0 .9856 0 .9848 0 .9805 0 .8894 0. 9695 0 .9936 0 .9831 0. 8595 0. 9567 
0 .9711 0 .8928 0 .9486 0 .7908 0. 9718 0 .9603 0 .9550 0. 7871 0. 8801 
0 .9235 0 .8826 0 .8634 0 .8933 0. 9566 0 .9308 0 .9273 0. 8993 0. 9642 
0 .9698 0 .9386 0 .9400 0 .7521 0. 9224 0 .9723 0 .9192 0. 8110 0. 8307 
0 .9637 0 .9100 0 .9096 0 .8820 0. 9198 0 .9526 0 .9137 0. 9487 0. 8693 
0 .9468 0 .9443 0 .9458 0 .7283 0. 9452 0 .9674 0 .9580 0. 7431 0. 8380 
0 .9869 0 .9755 0 .9803 0 .8788 0. 9880 0 .9917 0 .9874 0. 9017 0. 9504 
0 .9660 0 .8550 0 .8887 0 .8303 0. 9810 0 .9346 0 .9341 0. 8689 0. 9102 
0 .9589 0 .9158 0 .9202 0 .6851 0. 9823 0 .9578 0 .9405 0. 7519 0. 8112 
0 .9556 0 .9363 0 .9313 0 .8966 0. 9210 0 .9767 0 .9463 0. 8634 0. 8975 
0 .9318 0 .9292 0 .9187 0 .7606 0. 8560 0 .9443 0 .9267 0. 7908 0. 8026 
0 .9758 0 .9210 0 .9300 0 .7901 0. 9741 0 .9662 0 .9453 0. 8704 0. 8712 
0 .9563 0 .9566 0 .9476 0 .9203 0. 9506 0 .9771 0 .9516 0. 9525 0. 9312 
0 .9750 0 .9767 0 .9736 0 .8573 0. 9725 0 .9875 0 .9828 0. 8603 0. 9651 
0 .9642 0 .9448 0 .9543 0 .8508 0. 9414 0 .9776 0 .9465 0. 7755 0. 8915 
0 .9622 0 .9409 0 .9546 0 .8445 0. 9737 0 .9654 0 .9627 0. 8622 0. 8943 
0 .9725 0 .9308 0 .9635 0 .9256 0. 9814 0 .9729 0 .9765 0. 9305 0. 9165 
0 .9656 0 .9276 0 .9557 0 .7461 0. 9301 0 .9625 0 .9620 0. 8277 0. 8305 
0 .9715 0 .8815 0 .9522 0 .7895 0. 9647 0 .9537 0 .9651 0. 8334 0. 7673 
0 .9620 0 .9581 0 .9473 0 .8196 0. 9693 0 .9726 0 .9752 0. 9586 0. 7734 
0 .9458 0 .9207 0 .9598 0 .6919 0. 9525 0 .9259 0 .9696 0. 8578 0. 7345 
0 .9462 0 .8996 0 .9047 0 .6978 0. 9572 0 .9666 0 .9276 0. 8479 0. 7730 
0 .9708 0 .9228 0 .9490 0 .8369 0. 9368 0 .9608 0 .9515 0. 8277 0. 8915 
0 .8397 0 .8046 0 .8331 0 .7452 0. 9121 0 .8148 0 .8186 0. 7653 0. 8619 
0 .9565 0 .9162 0 .9330 0 .7950 0. 9272 0 .9397 0 .9179 0. 8188 0. 8690 
0 .8976 0 .9409 0 .9081 0 .7485 0. 9330 0 .9500 0 .9455 0. 7410 0. 7754 
0 .9716 0 .9287 0 .9421 0 .8676 0. 9360 0 .9676 0 .9327 0. 9262 0. 9034 
0 .9041 0 .9231 0 .9098 0 .6455 0. 9242 0 .9722 0 .9318 0. 7855 0. 4889 
0 .9713 0 .9545 0 .9510 0 .9261 0. 9460 0 .9803 0 .9478 0. 9411 0. 9680 
STAT MAX MIN GDD 
2724 0 .9338 0. 9344 0. 9025 
2789 0 .9100 0. 9428 0. 9129 
2864 0 .9579 0. 9350 0. 9190 
2977 0 .9647 0. 9043 0. 9323 
2999 0 .9504 0. 9158 0. 9065 
3007 0 .9358 0. 8848 0. 9172 
3290 0 .9353 0. 8796 0. 9465 
3438 0 .9630 0. 9743 0. 9511 
3473 0 .9715 0. 9075 0. 9275 
3487 0 .9729 0. 9199 0. 9680 
3509 0 .9223 0. 9160 0. 8964 
3517 0 .9781 0. 8813 0. 9196 
3584 0 .9889 0. 9176 0. 9782 
3632 0 .9776 0. 9549 0. 9765 
3718 0 -9675 0. 9527 0. 9746 
3985 0 .9641 0. 9365 0. 9394 
4038 0 .9314 0. 9452 0. 9234 
4052 0 .9237 0. 9273 0. 9312 
4063 0 .9556 0. 9027 0. 9079 
4101 0 .9838 0. 8915 0. 9241 
4142 0 .9842 0. 9662 0. 9689 
4228 0 .9374 0. 9651 0. 9292 
4389 0 .9682 0. 8642 0. 9187 
4502 0 .9680 0. 9407 0. 9399 
4735 0 .9076 0. 8725 0. 8876 
4894 0 .9317 0. 9205 0. 9322 
5086 0 .9287 0. 9035 0. 9112 
5131 0 .8433 0. 8330 0. 7526 
5198 0 .9862 0. 9349 0. 9624 
5230 0 .9332 0. 9227 0. 9353 
5493 0 .9709 0. 9309 0. 9222 
5769 0 .9401 0. 9101 0. 9187 
5796 0 .9325 0. 9013 0-9033 
GS HS HDD CDD SP FA 
0. 9057 0. 9144 0. 9550 0. 9194 0. 9268 0. 8441 
0. 8145 0. 9663 0. 9455 0. 9423 0. 7270 0. 8469 
0. 8144 0. 9548 0. 9766 0. 9352 0. 8237 0. 7857 
0. 8582 0. 9317 0. 9570 0. 9338 0. 9162 0. 8294 
0. 8339 0. 9546 0. 9495 0. 9381 0. 9637 0. 8437 
0. 4920 0. 9404 0. 9441 0. 9259 0. 7250 0. 5981 
0. 6522 0. 9508 0. 9312 0. 9562 0. 7011 0. 7238 
0. 8895 0. 9409 0. 9779 0. 9578 0. 9064 0. 9185 
0. 7404 0. 9639 0. 9419 0. 9163 0. 7770 0. 7163 
0. 8235 0. 9687 0. 9714 0. 9714 0. 8719 0. 9437 
0. 8302 0. 8797 0. 9440 0. 8838 0. 8818 0. 9118 
0. 6654 0. 9805 0. 9548 0. 9492 0. 8386 0. 6205 
0. 7122 0. 9694 0. 9739 0. 9864 0. 8490 0. 7131 
0. 9010 0. 9339 0. 9801 0. 9792 0. 9173 0. 9522 
0. 7490 0. 9356 0. 9789 0. 9625 0. 8418 0. 7597 
0. 8740 0. 9658 0. 9642 0. 9516 0. 9625 0. 8981 
0. 8085 0. 8756 0. 9523 0. 9328 0. 8624 0. 9001 
0. 8481 0. 9573 0. 9172 0. 9431 0. 8795 0. 8742 
0. 8596 0. 9684 0. 9718 0. 9109 0. 8348 0. 8816 
0. 7624 0. 9690 0. 9641 0. 9367 0. 7889 0. 8146 
0. 8901 0. 9668 0. 9831 0. 9737 0. 8828 0. 8289 
0. 9230 0. 8985 0. 9846 0. 9463 0. 9609 0. 9414 
0. 8207 0. 9761 0. 9413 0. 9268 0. 8300 0. 8446 
0. 7441 0. 9510 0. 9707 0. 9508 0. 7908 0. 8277 
0. 8318 0. 8980 0. 9401 0. 8919 0. 8980 0. 8658 
0. 9114 0. 8474 0. 9602 0. 9405 0. 8833 0. 9536 
0. 8065 0. 9824 0, 9241 0. 9569 0. 8450 0. 8923 
0. 6825 0. 9078 0. 9006 0. 7897 0. 7433 0. 8709 
0. 8335 0. 9838 0. 9694 0. 9736 0. 8325 0. 9322 
0. 8450 0. 9510 0. 9678 0. 9434 0. 9380 0. 8025 
0. 7488 0. 9340 0. 9834 0. 9152 0. 8538 0. 6934 
0. 7558 0. 9471 0. 9450 0. 9099 0. 8358 0. 8626 
0. 8238 0. 9457 0. 9228 0. 9276 0. 8465 0. 9016 
STAT MAX MIN GDD GS 
5837 0. 9673 0 
5952 0. 9553 0 
5992 0. 9469 0 
6103 0. 9529 0 
6151 0. 9683 0 
6200 0. 9517 0 
6243 0. 9694 0 
6305 0. 9698 0 
6316 0. 9346 0 
6327 0. 9424 0 
6566 0. 9847 0 
6719 0. 9675 0 
6800 0. 9673 0 
6940 0. 9544 0 
7147 0. 9581 0 
7161 0. 9886 0 
7312 0. 9434 0 
7613 0. 9552 0 
7664 0. 8693 0 
7669 0. 9533 0 
7678 0. 9551 0 
7708 0. 9513 0 
7726 0. 9481 0 
7979 0. 9609 0 
8266 0. 9074 0 
8296 0. 9476 0 
8339 0. 9346 0 
8568 0. 9667 0 
8688 0. 9843 0 
8704 0. 6954 0 
8755 0. 9620 0 
0. 9675 0. 8365 
0. 9134 0. 8410 
0. 9222 0. 6772 
0. 9237 0. 9245 
0. 9800 0. 7601 
0. 9127 0. 7910 
0. 9605 0. 8686 
0. 9531 0. 8806 
0. 9256 0. 8061 
0. 9014 0. 7737 
0-9672 0. 8339 
0. 9494 0. 8906 
0. 9246 0. 8126 
0. 9296 0. 8022 
0. 9429 0. 8363 
0. 9784 0. 9379 
0. 8819 0. 8383 
0. 9387 0. 8101 
0. 8289 0. 7072 
0. 9556 0. 6254 
0. 9408 0. 6907 
0. 9434 0. 8294 
0. 9254 0. 9058 
0. 9065 0. 8244 
0. 8865 0. 8363 
0. 9249 0. 8264 
0. 8937 0. 8198 
0. 9590 0. 7884 
0. 9690 0. 7220 
0. 8011 0. 7925 
0. 9412 0. 7908 
9301 
9352 
8882 
9280 
9451 
9242 
9397 
9432 
8953 
9037 
9632 
9219 
9275 
8909 
9269 
9684 
9277 
8370 
8295 
9427 
9445 
9418 
9586 
8947 
9163 
9160 
8963 
9341 
9726 
7491 
9144 
HS HDD CDD SP FA 
0. 9462 0. 9669 0. 9579 0. 7540 0. 8755 
0. 9462 0. 9559 0. 9466 0. 8989 0. 9192 
0. 9392 0. 9552 0. 9067 0. 8521 0. 7402 
0. 9513 0. 9548 0. 9306 0. 9661 0. 9348 
0. 9468 0. 9849 0. 9721 0. 8010 0. 6873 
0. 9700 0. 9560 0. 9506 0. 8304 0. 8096 
0. 9437 0. 9754 0. 9479 0. 8808 0. 9212 
0. 9593 0. 9670 0. 9574 0. 9179 0. 9657 
0. 9001 0. 9311 0. 9207 0. 8387 0. 7752 
0. 9601 0. 9629 0. 9227 0. 8175 0. 8827 
0. 9632 0. 9743 0. 9700 0. 9017 0. 9423 
0. 9402 0. 9626 0. 9497 0. 9387 0. 8728 
0. 9560 0. 9693 0. 9261 0. 8393 0. 8831 
0. 9396 0. 9607 0. 9424 0. 8874 0. 7629 
0. 8755 0. 9539 0. 9506 0. 8598 0. 8871 
0. 9551 0. 9912 0. 9693 0. 9625 0. 9426 
0. 9248 0. 9443 0. 8755 0. 8573 0. 9310 
0. 9091 0. 9476 0. 9451 0. 8272 0. 8583 
0. 8778 0. 8735 0. 8183 0. 7468 0. 7656 
0. 9216 0. 9499 0. 9425 0. 6782 0. 7162 
0. 9794 0. 9665 0. 9586 0. 8188 0. 7045 
0. 9229 0, 9746 0. 9509 0. 8555 0. 9096 
0. 9328 0. 9661 0. 9263 0. 9635 0. 9222 
0. 8743 0. 9471 0. 8826 0. 8574 0. 8283 
0. 9367 0. 9433 0. 9094 0. 7889 0. 9329 
0. 9481 0. 9422 0. 9586 0. 8980 0. 9045 
0. 9555 0. 9232 0. 9057 0. 8309 0. 8712 
0. 9545 0. 9800 0. 9588 0. 9013 0. 8729 
0. 9850 0. 9864 0. 9766 0. 8061 0. 8315 
0. 9248 0. 9068 0. 8568 0. 8421 0. 8863 
0. 9394 0. 9579 0. 9436 0. 7472 0. 8296 
STAT MAX MIN GDD GS HS HDD CDD SP FA 
8806 0.9851 0.9785 0.9860 0.8241 0 .9699 0.9940 0.9820 0. 8631 0. 8940 
9067 0.9622 0.9509 0.9384 0.8561 0 .9561 0.9781 0.9492 0. 8774 0. 9546 
9132 0.9393 0.8936 0.8849 0.6545 0 .9656 0.9223 0.9240 0. 7947 0. 8170 
Min r 0.6954 0.7491 0.4526 0.4920 0 .8474 0.8148 0.7897 0. 6782 0. 4889 
N" r<0. 80 1 1 1 38 0 0 1 22 21 
n'' r<0. 90 5 22 12 88 10 2 8 75 68 
a Number of stations with estimated correlation coefficient r<0.80 
b Number of stations with estimated correlation coefficient r<0.90 
