ABSTRACT. We find necessary and sufficient conditions for a separable metric space Y to possess the property that for any measurable space (X, A) and probability measure P on X X Y, P can be factored.
Introduction.
We characterize separable metric spaces Y which have the following property: for any measurable space (X, A) and any probability measure P on the product space (XxY,Ax B(Y)), where S(Z) will denote the Borel c-field of a metric space Z, P can be factored: P -QxT, where Q. is a probability measure on (X, The factorability of P is of obvious interest to the Bayesian statistician.
For, imagine that (Y, B(Y)) is the parameter space and that (X, A) is the sample space. A prior on (Y, B(Y)) together with a model (that is, a S(F)-measurable transition function T: Yx A -► [0,1]) determine a probability measure P on (XxY, AxB(Y)). The Bayesian bases his inference on the posterior distribution of the parameter given the sample, so he needs to factor P as above.
The main result of the paper is as follows.
THEOREM. Let Y be a separable metric space. Then the following conditions on Y are equivalent.
(a) Y is absolutely measurable, i.e., if Y is a metric completion of Y and A is a probability measure on the Borel o-field ofY, then Y is X-measurable.
(b) For any measurable space (X, A) and any probability measure P on (X x Y,Ax B(Y)), P can be factored.
(c) For any Polish space X and any probability measure P on (X xY,B (X) x B(Y)), P can be factored.
The above result gives a new characterization of absolutely measurable sets. Using the theory of compact measures developed by Marczewski [3] , one can deduce the implication (a)-»(b) from a result of Jirina [1] and the implication (b)->(a) from a result of Pachl [4] . The implication (c)->(a) is new. Our proofs, however, are direct and elementary in nature and do not use the somewhat elaborate machinery of compact measures.
The proofs will be given in §3. §2 explains the notation to be used.
Notation.
If (X, A) is a measurable space, M(X, A) will denote the set of probability measures on (X,A). If (Z, C) is another measurable space, a function T: X x C -► [0,1] is said to be a (X, A) -(Z, C) transition function if, for each x G X, T(-\x) is a probability measure on (Z, C), and for each C G C, T(C\-) is an Ameasurable function on X. The set of (X, A) -(Z, C) transition functions is denoted by M(Z, C\X, A). If X, Z are metric spaces, we write M(X) for M(X, B(X)) and M(Z\X) for M(Z, B(Z)\X, B(X)).
We denote by 2^ the set of infinite sequences of 0's and l's and by S the set of finite sequences of 0's and l's of positive length. For each s G S, L(s) will denote the set of elements of 2N that begin with s. The sets L(s), s G S, form a base for a topology on 2N. Endowed with this topology, 2N is a homeomorph of the Cantor ternary set.
If Z is a metric space and A G M(Z), A* and A, denote, respectively, the outer measure and inner measure induced by A.
Proofs.
We begin with two lemmas, both of which are well known, and only the second will be proved here. It is easy to verify using the properties of conditional probabilities that there is a set H G A with P'(H x2JV)=0 such that whenever x £ H, h(0, x) + h(l, x) = 1 and h(sO, x) + h(sl,x) = h(s,x) for s G S. Redefine h (s, x) to be P'(X x L(s)) for
x G H and s G S. Then, for each x G X, the function h(-, x) satisfies the hypotheses of Lemma 1, so that there is a unique probability measure T'(|x) on 3(2^) such that T'(L(s)|x) = h(s,x) for all s G 5. Since h(s, •) is ¿i-measurable on X, so is T'(L(s)|-) for each s G S, whence, by a routine measure-theoretic argument, T'(B\-) is ^-measurable for every B G 5(2^). Denoting by Q the marginal of P' on X, we have for each s G S and A G A, 
