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Abstract
This dissertation describes the design and implementation of a microwave level mea-
surement instrument for sensing the level of a substance inside a tank up to 10 m in
height. A radar transceiver had to be designed to replace an acoustic sensor on an
existing 4-20 mA loop powered ultrasonic instrument and had to be compatible with
its on-board acoustic signal processing hardware. Specifications are developed for a
pulsed radar architecture operating at 5.8 GHz with a bandwidth around 1 GHz and
at a repetition frequency of 3.58 MHz. A Venier time stretching technique is used to
perform the distance measurements by cross-correlating the transmit pulse train with
a separate but similar reference pulse train operating at a slightly lower repetition fre-
quency, setting up an output range profile with ultrasonic time interval measurement
parameters. Demonstration hardware operating at 580 MHz with 100 MHz bandwidth
and at a repetition frequency of 3.58 MHz is designed and built. Short pulses (< 1 ns)
with rise-times in the order of hundreds of picoseconds are generated and shaped into
12 ns RF pulses using bandpass filtering. Tests are performed to measure the time in-
terval between the transmitted pulse and echo at several ranges, which show an overall
accuracy of less than the required 2 cm can be achieved using the proposed system.
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List of Symbols
A complete list of symbols for the readers convenience.
%BW — percent fractional bandwidth
Ae — effective aperture area
B — RF bandwidth
c — speed of propagation
c0 — speed of light in a vacuum
Da — diameter of the antenna aperture
eap — aperture efficiency
Fb — diameter of the footprint of the antenna beam
Fp — diameter of the pulse footprint
fprf — pulse repetition frequency
fs,eff — effective sampling rate
G — gain
H — height above the target surface
P — process pressure in bar absolute
PN — pressure under normal conditions (1 bar)
Pr — received power
Pt — transmitted power
Rmax — maximum unambiguous range
SNR — Signal-to-noise Ratio
Te — equivalent system noise temperature
Tn — pulse repetition interval
Trep — time expanded repetition interval
tds — time expanded delay / interval
td — time delay / time interval
tr — pulse rise-time
TSF — time stretching factor
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δ () — Dirac delta function
εr — relative permittivity
εrr relative permittivity of DR
εrN — dielectric constant under normal conditions (1)
θ — process temperature in Kelvin
θN — temperature under normal conditions (273K)
λ — wavelength
σ — standard deviation
τ — pulse width
ωn — angular frequency
Γ — return loss
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Nomenclature
Beamwidth—The angular width of a slice through the main lobe of the radiation
pattern of an antenna in the horizontal, vertical or other plane.
BJT—Bipolar Junction Transistor.
CAD—Computer Aided Design.
COTS—Commercial Off The Shelf.
DPO—Digital Phosphor Oscilloscope.
Dielectric Constant—The ratio of the permittivity of the material to the permittivity
of free space.
DR—Dielectic Resonator.
Echo—A portion of the energy of the transmitted signal that is reflected of the target.
EIRP—Effective Isostropic Radiated Power.
ESR—Equivalent Series Resistance.
FFT—Fast Fourier Transform.
FT—Fourier Transform.
FM-CW—Frequency-Modulated Continuous-Wave.
FWHM—Full Width Half Maximum.
ITU—International Telecommunications Union. It is the leading United Nations agency
for information and communication technologies. The ITU-R fulfils the role of standar-
dising the international RF spectrum.
ISM Band —Industrial, Scientific and Medical radio bands defined by the ITU-R. Re-
served internationally for the use of RF electromagnetic fields for industrial, scientific
and medical purposes other than communications. Communication equipment operat-
ing in the ISM bands must be tolerant of interference from other ISM equipment.
Microstrip–A type of electrical transmission line which can be fabricated on a printed
circuit board. It consists of a conducting strip separated from a ground plane by a
dielectric layer known as the substrate.
Modulation—The process of varying the amplitude, frequency, or phase of an RF car-
rier wave.
PCB—Printed Circuit Board.
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PRF—Pulse repetition frequency.
PRI—Pulse repetition interval.
Radar—A method of estimating the distance of an object by bouncing high frequency
signals off the object and measuring the reflected signal. RADAR = Radio Detection
And Ranging.
Range—The distance from a radar to a target.
Resolution—The degree of detail. The smallest amount that can be measured.
Sampling—The process of encoding an analog signal in digital form by reading (sam-
pling) its level at precisely spaced intervals of time.
SMPS—Switch-mode Power supply.
SRD—Step-Recovery Diode.
TI—Time interval.
TIM—Time-interval-measurement.
TSF—Time stretching factor
TOF—Time-of-flight.
VCO—Voltage Controlled Oscillator.
VNA—Vector Network Analyser.
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Chapter 1
Introduction
1.1 Project Background
This dissertation describes the design, implementation and testing of a microwave level
measurement instrument for sensing the level of a substance inside a tank of defined
size. Many applications in industry require the use of large tanks for storage, which can
include the chemical, food, oil, mining, water supply and beverage industries. Accurate
level data of the contents of every tank is vital where inventories, batching and process
efficiency are critical measurements. Due to the large surface areas of these industrial
storage tanks, a small change in level can correspond to a large change in volume.
Most contact (mechanical) level measurement devices are not very accurate and are
often prone to problems due to the hazardous internal environment of the tanks. They
are particularly susceptible to corrosion and parallax errors.
KAB Instruments in Johannesburg, the sponsor for this project, manufacture ultra-
sonic level measurement instruments. As shown in Figure 1.1, these instruments are
placed atop a large industrial storage tank and monitor the level of the inventory inside
the tank. This can be very important in an industry where an inventory level has to
be tightly controlled or monitored and requires, in certain cases, a very high accuracy
height measurement .
Ultrasonic level measurement is a well established technology and is used widely
across the aforementioned industries. But there are certain limitations to it in terms of
accuracy. For example, the speed of sound in air can vary by more than 10% in environ-
ments with changing temperature [see section 2.4.1]. Harsher environments, in which
there is dust, vapour or foam, also inhibit the functionality of ultrasonic devices. They
are also more prone to noise from external acoustic sources. The low cost, however,
has made it a very popular choice. Some of the benefits that radar has over compet-
ing non-contact technologies, amongst which include ultrasonic as well as capacitive,
hydrostatic pressure and radiometric sensors, to name but a few, are [48, 25, 17, Chp7]:
• Higher accuracy
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Figure 1.1: A diagram of a typical industrial storage tank. By determining the range
(H) to the surface by the pulsed time-of-flight of sound, the level (L) can be calculated
by subtracting this distance from the known full-scale distance (E). Therefore L = (E -
H).
• No moving parts
• Unaffected by powders, heavy vapours, turbulence and foam
• Operation largely unaffected by wide temperature and pressure ranges
• Low power
• Low maintenance
• Low operating costs
These benefits have led to radar-based sensors gaining a large market share at the
expense of these competing technologies and has also led to significant investments
by commercial manufactures into proprietary radar-based level sensor technology [28].
Since KAB Instruments have all of their expertise in ultrasonic systems, they have had
to procure radar instruments for their clients from overseas competitors at great cost.
They suggested a collaboration between KAB and UCT to develop an entry level radar-
based sensor that they could use to replace their ultrasonic transceiver. They also
wished for the radar technology to co-exist with their timing and power management
hardware while being small enough to fit in the same enclosure.
The most important specification of both the existing ultrasonic sensor and the desired
radar sensor is that the instrument be compatible with the industry standard two-
wire 4-20 mA current loop [4, 13]. This standard allows the sensors to both run and
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communicate over two wires. The measurement data is represented on the loop as a
linear analogue current between 4 mA and 20 mA. Multiple devices using this same
standard, even different sensor types, can therefore be gathered to operate on a bus
with a single data acquisition point as shown in Figure 1.2. As long as the operator
knows what type of sensor the data is coming from, it can be displayed correctly using
a 4-20 mA indicator. Instructions can also be modulated and sent over the loop to the
instrument using special communications protocols. One popular analogue example of
this is called HART1. The disadvantage of this configuration is that two-wire sensors
have to draw all their supply current from the loop, which means that only the first 4
mA is available for use by the instrument itself. Instruments that require more than
4 mA of current require an additional pair of wires for power and are called four-wire
sensors.
Bus Controller PC
Tank 1 Tank 2 Tank 3 Tank 4
Figure 1.2: A diagram of several level sensors connected to a bus using the 4-20 mA
standard. The current on each loop is monitored by the bus controller and sent to
a remote terminal for display. 4 mA would represent an empty level and 20 mA a
maximum level. All other levels would be scaled linearly to a current in between these
values.
1.2 User Requirements
The project is heavily constrained by the user requirements of the sponsor:
• A measurement range of up to 10 m.
• A measurement accuracy of 2 cm.
1http://www.hartcomm.org/protocol/about/aboutprotocol_what.html
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• A measurement display resolution of 2 cm.
• A measurement update rate of 1 Hz.
• Operate from a 24 V DC 4-20 mA two-wire loop power supply (instrument supply
current less than 4 mA).
• Operate over a wide range of temperature (-40 C to +80 C) and pressure (-100 kPa
to 300kP).
• Compact design.
• Comparable in cost to an ultrasonic level measurement instrument.
• Frequency of operation must be within an unlicensed band (5.8 GHz or 24 GHz)
and emissions must be within the standard guidelines of the regulator.
• Output range profile signal should be compatible with the existing on-board ul-
trasonic signal processor.
Additional optional user requirements include:
• Variable gain and variable output power (if necessary)
• A changeable sampling time
1.3 Requirements Analysis and Review
The following conclusions were drawn based on the user requirements and in consul-
tation with KAB Instruments:
• The range of the measurement must be up to 10 metres: This means that the
maximum empty distance of the vessel will be 10 m. The signal will have to travel
a maximum return distance of 20 m. This parameter would effect the maximum
unambiguous range of the instrument. For example, in pulsed radar waveforms,
the pulse repetition frequency would have to be below 15 MHz, in order for an
echo to return to the receiver from the full scale distance before the next pulse is
transmitted. In the same way, this would effect the sweep time or dwell time for
any frequency domain methods.
This maximum range parameter is also important in determining the lowest
received signal strength and hence the required minimum signal-to-noise ratio
(SNR). The received echo signal power of the level measurement instrument can-
not be calculated by the conventional radar equation. With a few assumptions
the inverse-square law for received power can be ignored, since all of the trans-
mitted power is going hit the target surface. This theory is used in airborne and
space-borne altimeters [18, 19, 71].
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• A measurement accuracy of 2 cm: By definition, the accuracy requirement of a
measurement instrument is the maximum deviation of a sequence of measured
values from the known reference values over the entire measuring range. In sim-
pler terms, this means that the measured value should not be more than 2 cm
from the true value for any range. The accuracy is specified after any averaging
and calibration has been performed. Accuracy in a radar level measurement sys-
tem can be affected by a number of factors, which could include the interaction of
the microwaves with the tank itself.
• A measurement display resolution of 2 cm2: This is the smallest change in the
measured value that the instrument will display. This requirement is separate
from the accuracy requirement because it only refers to the current that is to be
set on the loop and displayed. The level, which is calculated to the required accu-
racy, is brought to the nearest 2 cm and the corresponding loop current between
4 mA and 20 mA is then set. Any further change smaller than 2 cm in level will
not update the loop current or the display. This means that there will be 500 pos-
sible readings on the display. The loop current will change in steps of 32µA. This
is a function of the current loop controller and measurement processor, which is
already present on the existing ultrasonic sensor.
• A measurement update rate of 1 Hz: This requirement means that the instrument
should output a level measurement every second. This would include the time
taken to acquire the measurement and any calculation or processing time. In the
case of a pulse-echo radar, at distances of less than 10 m, the time for a single
pulse-echo is in the order of several nanoseconds, which indicates that there is
sufficient time for many pulse-echo measurements to be taken between update
periods. This means that several pulse-echoes could be integrated together to
form a single level measurement and would also result in an improvement to ac-
curacy and an increased signal-to-noise ratio. A lower transmit power could then
be used while maintaining the accuracy requirement. In the same way, this fairly
long update interval can be exploited in the FFT process by frequency domain
methods.
• Operate from a 24 V DC 4-20 mA two-wire loop power supply: This is the most cru-
cial limitation and has been previously introduced. The sensor has only the first
4 mA to power all its circuitry. This means that low-power design is critical in
the project as there can be no additional source of power. This requirement places
restrictions on the complexity of the technology used in the instrument as power-
hungry components will have to be kept to a minimum. This requirement alone
2This should not be confused with the range resolution requirement which is found in many conven-
tional radars. In this application, only the level of the closest target surface is important. This would
only be applicable if there were two liquids floating on one another and one wished to differentiate
between the two layers.
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greatly steers the design towards a pulse radar architecture, since frequency do-
main architectures would require frequency domain processors to perform FFT
calculations which will draw several mini-amperes more supply current. The 4-
20 mA circuitry in the existing ultrasonic instrument should be reused for this
purpose.
• Operate over a wide range of temperature and pressure: This means that the ef-
fects of varying the temperature and pressure need to be taken into account. As
already mentioned, electromagnetic signals are relatively immune to changes in
temperature and pressure, but the effect on propagation velocity should never-
theless be considered. The electronic components used in the design must be
tolerable to these ranges as well. This is not to say that the instrument should
be able to tolerate drastically changing temperatures. It is more application spe-
cific. Careful mounting and heat-sinking methods could be applied in applications
which require very high temperatures or the device could be mounted externally
and transmit through a window in the vessel if the pressure is too high. The tem-
perature can affect the stable operation of the microwave circuits and could lead
to drift in the oscillators or shifts in centre frequency of the distributed microwave
circuits. The design should incorporate some tuning options to account for this.
• The instrument should have a compact design: While not a critical requirement
for prototyping, this means the design should be kept as compact as possible so
that it can go into the existing enclosure of an ultrasonic instrument. Careful,
professional, multilayer PCB layout could reduce the size of any prototype hard-
ware that is too large to fit into the enclosure. After discussion with KAB it was
decided that the radar transceiver should ideally occupy around 5 cm x 6 cm of
PCB real-estate.
• Comparable in cost to an ultrasonic level measurement instrument: This means
that careful consideration should be given to cost during the design of the in-
strument. Once again this requirement may place an additional constraint on the
technology used in the instrument as the number of components and the complex-
ity of the circuit layout will push the cost of the device higher. Prohibitively expen-
sive off-the-shelf components and manufacturing techniques should be avoided.
After discussion with the sponsor it was decided that the cost per sensor should
be less than R1000 in addition to any existing ultrasonic hardware.
• Frequency of operation must be within an unlicensed band (5.8 GHz or 24 GHz)
and emissions must be within the standard guidelines of the regulator: This re-
quirement is pretty straight forward. It means that the device must not operate
at frequencies that are reserved for other applications and the emissions must be
at a level that is compliant with those set by regulatory bodies. After discussion
with the sponsor, it was decided that the instrument should use either 5.8 GHz or
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24 GHz, which lie in unlicensed ISM bands. These bands are mostly unlicensed
worldwide so it makes sense to stick within these bands so that sales could be
made to many countries without having to apply and pay for licensing.
• Output range profile signal should be compatible with the existing on-board ul-
trasonic signal processor: This means that the signal processing hardware on the
ultrasonic instrument must be reused. This requirement, once again, steers the
architecture towards a time domain process. The obvious drawback in this re-
quirement is that radar signals propagate nearly six orders of magnitude faster
than acoustic signals, which means that direct time-interval-measurement (TIM)
will not be possible without first modifying the signal.
1.4 Project Outline
To avoid confusion on the reader’s part, the terms microwave and radar, which will be
used throughout this dissertation, are defined as follows. The term microwave refers to
electromagnetic waves, the signal, in a specific part of the frequency spectrum (usually
around 300 MHz to 30 GHz) but this often varies from reference to reference. A more
general way of describing the term microwave is when the length of the transmission
lines of the circuitry become comparable to the wavelength of the signals in that cir-
cuit and special design and layout techniques should be employed to ensure maximum
power is transferred between nodes in the circuit. The term radar refers to the actual
device that use the microwaves to perform various detection and ranging functions.
During the dissertation the two terms are often used interchangeably.
This dissertation is structured around the four project objectives laid out by the spon-
sor, namely:
• Investigate a suitable radar technology to use in the instrument and en-
sure that it can be adapted for use with some of the existing ultrasonic
hardware
– Chapter 2 begins with a more detailed description of how level sensors func-
tion. Both time and frequency domain methods are discussed as possible
candidates for the radar technology but pulsed radar is highly favoured be-
cause of its compatibility with the time domain ultrasonic system and the
fact that it is likely to draw less supply current.
– The architecture of the ultrasonic instrument is then examined in Section
2.2. The sub-systems which will need to be modified for radar operation are
then highlighted.
– The important physical properties which effect the electromagnetic signals
of these systems are then discussed in Section 2.4.
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– The power supply constraints are then discussed in more detail in Section
2.3. The operation and the components that make up the 4-20 mA loop are
then described and reasons behind the use of the standard are highlighted.
– Some of the more notable manufacturers of radar level measurement instru-
ments are then introduced in Section 2.6.
• A suitable operating frequency within an unlicensed band should be se-
lected.
– Sections 2.5.1-2.5.3 discuss the important considerations for the antenna of
the instrument such as centre frequency selection, RF emission regulations
as well as cost of implementation. An operating frequency is finally chosen in
Section 3.5, which also discusses the types of antennas that are well suited
for level sensing as well as specifications for the antenna beamwidth. A de-
scription of a 5.8 GHz horn antenna that was provided by the sponsor is also
given.
• Calculations should be done to determine whether the approach is able
to meet the user requirements, particularly in terms of accuracy, cost
and power consumption. An instrument architecture with desired spec-
ifications should be presented.
– Chapter 3 begins with the selection of pulse radar technology for the instru-
ment. Calculations are then performed in Sections 3.2-3.6 in order to derive
specifications for the SNR, pulse rise-time and pulse-width.
– The timing constraints are then examined in Sections 3.7-3.10 and a tech-
nique for time interval measurement by Vernier time-stretching will be pro-
posed. The radar transceiver output will then be compatible with the exist-
ing ultrasonic instrument’s timing hardware and produce a time expanded
range profile. Simulations in both Matlab and SystemView are presented to
illustrate the concept.
– The specifications for the instrument, including the time expansion, are then
summarised in Section 3.11.
• Suitable demonstration hardware should be designed, constructed and
tested.
– Chapter 4 describes the architecture of the instrument and identifies the
sub-systems. The individual requirements for each of the sub-systems is
then addressed and hardware options for meeting these requirements are
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presented. Where appropriate, real components are selected and their prop-
erties simulated using programmes which include SystemView, Matlab, LT-
Spice/SwitcherCAD and Genesys. In some cases simple prototypes are con-
structed. Each hardware option is then carefully considered and accepted or
rejected.
– Chapter 5 then focuses on improving and implementing the hardware that
met the acceptance criteria in Chapter 4. Layout issues and component
choices are discussed in more detail as well as the choice of substrate. The
generation of the short pulses is a crucial step in the design and this chap-
ter presents two candidate methods, namely the MIR pulse driver and the
avalanche pulse driver. All of the sub-systems are individually tested to en-
sure that they meet the desired specifications.
– Chapter 6 then discusses the integration and testing of the complete sys-
tem. Firstly, tests are carried out on the complete transmitter using both the
avalanche and MIR pulse driver circuitry. The final pulse driver technique is
then chosen, after which the proposed time interval measurement technique
using time stretching is demonstrated. The compliance of the system to the
set of desired specifications is then reviewed.
– Chapter 7 ultimately summarises the important results and findings of this
project. Some future work is then recommended.
1.5 Project Scope
This dissertation describes the design and implementation of a microwave level mea-
surement instrument. Only microwave techniques have been investigated. All the
other numerous level measurement techniques are beyond the scope of the project. The
objective is to only demonstrate the technology and provide an output measurement
signal that is compatible with the time domain processor of an ultrasonic instrument,
so it is beyond the scope of this project to produce a working, commercially viable de-
vice. The aim is to set up a platform for further development. Measurement software,
casing/packaging and antenna design is also beyond the scope of the project. Due to
time constraints it was assumed that the instrument would be operating at room tem-
perature and nominal atmospheric pressure. The target surface is also assumed to be
flat and the level to be static during all measurements.
1.6 Summary
In this chapter the plan of development for this project was laid out and the user re-
quirements for the instrument were specified. Power consumption, accuracy and cost
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were identified in an initial requirements analysis as being critical parameters. Due
to the limited supply current and the fact that the research is aimed at replacing the
transceiver for a pulsed ultrasonic instrument, it heavily suggests that a pulsed radar
architecture would be the most likely candidate to pursue.
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Chapter 2
Background
This chapter begins with a brief introduction of radar level sensors. Radar architec-
tures operating in both the time and frequency domain are then discussed as possible
candidates and some examples from industry are presented. The architectures are
not only compared to each other in terms of their ability to meet the stringent user
requirements but also for compatibility with any of the existing ultrasonic hardware.
The architecture of an ultrasonic level measurement instrument is then introduced and
the sub-systems that will be replaced or augmented with microwave technology will be
highlighted. The important physical properties of the environment and its effects on
the electromagnetic signals of the instrument will then be discussed. The two wire 4-20
mA loop power supply will then be described in some detail. The frequency of operation
of the instrument is then discussed based on the emission regulations as well as the
cost of implementation.
2.1 Introduction to Radar Level Measurement
Radar level measurement instruments work in a similar way to the ultrasonic level
sensors which were introduced in Chapter 1. They are usually located at the top of
a vessel containing the substance that the user wishes to monitor. High frequency
electromagnetic waves are transmitted down toward the surface of the material. Some
of the energy that is transmitted is reflected off the target surface and received by the
instrument. Since electromagnetic waves travel at the speed of light, the time-of-flight
(TOF) of the transmitted and reflected signal can be used to determine the range of the
target surface from the radar. The level is then found by subtracting this range from
the known full-scale height of the tank.
As mentioned in Chapter 1, radar technology allows for the creation of an extremely re-
liable measurement device and lists several advantages over other competing technologies[25,
48, 17]. Radar level measurement can be executed in a wide variety of techniques, how-
ever, the sponsor decided that the research should focus only on the two most widely
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used techniques, pulsed radar and FMCW radar. The operation of both these tech-
niques is covered very thoroughly in the literature [78, Chps 12,14][74, pg 195]. The
pulse radar is the more similar of the two to an ultrasonic instrument because they
both determine the level using pulse-delay ranging, in which the time delay between a
transmitted pulse and a received echo is measured and used to calculate the distance
to the target surface by using the propagation speed of the signal. FMCW radars use
a waveform that is swept in frequency at a fixed rate. The frequency of the reflected
signal is compared to that of the signal being transmitted. The result of this process is
called the beat frequency, which is directly proportional to the distance that the signal
has travelled [37].
While both techniques have similar requirements for bandwidth and SNR to meet a re-
quired accuracy, the pulsed radar has the advantage in that it has lower power supply
requirements and its architecture is much simpler. Unlike the FMCW radar, the pulse
radar does not transmit continuously, which means that energy can be stored up in
between pulses. This makes it an ideal choice for two-wire loop operation. The pulsed
radar also does not require any power hungry frequency domain signal processors and
does not suffer as much from processing delays. For example, a good commercial off
the shelf (COTS), low power, FMCW transceiver operating at 5 GHz requires approxi-
mately 100 mA of supply current [73]. In applications like level sensing, where space
requirements make it necessary to use a single antenna for transmitting and receiving,
pulsed radar has another benefit in that it transmits and receives at different times and
there is no interference between the two circuits. In FMCW systems isolation would
have to be provided, since the transmitter is is always on [78]. It is also unlikely that
any frequency domain technique could compete cost-wise to a pulsed system as FMCW
systems have at least 30% more components [33].
2.2 Existing Ultrasonic Instrument Specifications
Figure 2.1 shows a block diagram of a typical ultrasonic level measurement instrument.
The loop-power supply provides the instrument with power as well as controlling the
current flowing to represent the measurement level; a microprocessor calculates the
time interval between each transmitted pulse and its corresponding echo and calcu-
lates the level measurement; software can be used to train the instrument to reject
false echoes caused by reflections from the tank walls; the transmitter is responsible
for generating an electrical pulse when triggered; a transducer converts the electrical
energy from the transmitter into acoustic energy and back into electrical energy for the
receiver; the receiver is responsible for the detection of the reflected echos. The goal for
this project is that the transmitter, transducer and receiver (bounded in the red box) be
replaced by electromagnetic equivalents in order that microwaves can be used in the
place of sound waves but that the remaining timing microprocessor and power supplies
12
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
remain the same.
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Figure 2.1: Simplified block diagram showing how the sub-systems of an ultrasonic
instrument are interconnected.
2.3 4-20 mA Loop Power Supplies
A 24 V supply is used because it is the most common supply voltage for sensing in-
struments. The use of the 4-20 mA standard helps to satisfy the requirements to make
the instrument intrinsically safe, a necessity in many process applications [3]. Intrin-
sically safe means that the instrument is incapable of causing explosions with the heat
or spark energy inside it. This means that the instrument can be opened while it is
operating on site if necessary.
The operation of the current loop is very straightforward and is described in detail in
the literature [4, 13, 14, 40]. Figures 2.2 and 2.3 illustrate the operation of a typical
4-20 mA sensor. In the case of a level measurement instrument, the detected level is
converted to a proportional current, with 4 mA representing the zero or lowest-level
output and 20 mA representing the full-scale output. This current is maintained in the
loop where a receiver at a remote end can convert the 4-20 mA current into a voltage
that can then be processed and displayed by a computer. This method is particularly
useful when level measurement information has to be transmitted over a long distance.
The advantage of using current to convey this information is that voltages tend to be-
come attenuated due to the long resistive pathway between the instrument and the
remote monitor. Signal carrying conductors are also susceptible to noise pickup from
other conductors. Sending a current over long distances produces voltage losses pro-
portional to the length of the wiring. But these voltage losses do not reduce the 4-20
mA current as long as the transmitter and loop supply can compensate for these drops.
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Figure 2.2: Components in a loop power system. The sensor, voltage to current con-
verter, the loop power supply and the process monitor are all connected in a closed
series loop configuration. The sum of the voltages around the loop must also not ex-
ceed the total supply voltage when the current in the loop is at its maximum. Vs- the
minimum operating voltage of the instrument, Vm - the voltage drop due to the burden
of the resistance of the process monitor and VR2 and VR1 - the voltage drop due to the
resistance of the wires.
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Figure 2.3: Block diagram showing the flow of current in the sensor. The voltage reg-
ulator ensures that exactly 4 mA of current is drawn to power the radar and provides
the appropriate supply voltages. An optional storage element could be added to provide
temporary storage and then supply higher current surges to power the instrument on
a reduced duty cycle such that the average current remains 4 mA at the regulator. An
analogue current proportional to the measured level is adjusted to modify the total
current flowing in the loop to between 4 mA and 20 mA.
2.4 Important Properties of Microwave Signals
This section describes important physical properties that affect microwave systems.
The properties of the environment in which the instrument is placed, as well as the
properties of the medium, can affect the level measurement results. Although it was
mentioned earlier that microwave techniques were relatively immune to most condi-
tions, this section describes in more detail the effects of temperature, pressure and
dielectric constant on the measurement result.
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2.4.1 Effects on Propagation Speed
The electromagnetic waves from a radar propagate at close to the speed of light by the
well-known equation:
c =
c0√
µrεr
(2.1)
Where µr and εr are the relative permeability and the relative permitivity of the me-
dium respectively. Although the frequency is not influenced by changes in the propa-
gation medium, the wavelength (λ) and the velocity of propagation (c) can be slightly
affected in certain level applications. Temperature, pressure and composition of the air
inside the vessel have an effect on the dielectric constant of the propagation medium.
Free space (air) has a dielectric constant close to one. A slight variation in the dielec-
tric constant will affect the propagation speed of the wave and therefore the distance
calculation. The dielectric constant of the propagation medium can be calculated from
[17, Page 18]:
εr = 1 + (εrN − 1)
(
θNP
θPN
)
(2.2)
Table 2.1: Variables for Equation 2.2
Variable Description
εr - calculated dielectric constant
εrN - dielectric constant under normal conditions (1)
θN - temperature under normal conditions (273K)
PN - pressure under normal conditions (1 bar)
θ - process temperature in Kelvin
P - process pressure in bar absolute
The error caused by variations in temperature, pressure and dielectric constant can
be calculated by using equation 2.1 and equation 2.2. Figures 2.4 and 2.5 show the
percentage error against temperature and pressure1 respectively. Note that the error
in propagation velocity for the microwaves is very small over the entire range of opera-
ting temperatures specified by the user requirements. On the other hand the acoustic
waveform propagation error is very large by comparison. The pressure has a more si-
gnificant effect on the microwave signals, however, it is still extremely small over the
entire operating range. Acoustic signals in air at a constant temperature are not affec-
ted by changes in the pressure. The maximum overall error that can occur, based on
both graphs, is 0.134%.
1Note: to convert Bar into Pa multiply by 1× 105
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Figure 2.4: The graph shows the effects of temperature on the propagation velocity. The
error in the electromagnetic propagation velocity is shown by the red curve while the
error in acoustic propagation velocity is shown in blue for comparison. The pressure is
held constant at 1 Bar.
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Figure 2.5: The graph shows the effects of pressure on the EM propagation velocity.
The temperature is held constant at 273 K.
2.4.2 Reflection from the Surface Medium
When the instrument transmits a wave, a portion of the energy must be reflected back
off the surface of the target medium for the instrument to calculate the level. This
reflected wave is referred to as the echo. If the surface is conductive, the wave will
readily reflect and produce a large echo. If the surface is a dielectric, then the amount
of reflected energy depends on the contrast between its dielectric constant and that of
the propagation medium, which for all cases will be assumed to be air.
It must be noted that a dielectric material is characterised by both its permittivity, ε,
and conductivity, σ. It is a complex quantity as shown in Equation 2.3[39]:
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εc =
σ + jωε
jω
= ε′ + jε′′ (2.3)
In a loss-less dielectric σ = 0. In this case εc is real and equal to ε′ = ε′rε0. Here, ε′r
is described as the relative real permittivity. The imaginary part, ε′′, of the complex
permittivity is associated with losses. In the case of a lossy dielectric, the real and
imaginary parts are generally measurable and the ratio between them is called the
loss tangent as seen in,
tan θloss =
ε′′
ε′
=
σ
ωε′
(2.4)
where ′′ = σ/ω. This leads to a relationship between relative imaginary permittivity (or
relative loss factor ε′′r ), also dimensionless, and conductivity as given by,
ε′′r =
σ
ωε0
(2.5)
A low-loss dielectric material is defined as a material that has small loss tangent, na-
mely σ/ωε  1. Or, equivalently, the imaginary part of the complex permittivity (2.3)
is small compared to the real part.
Equation 2.6 [17, page 23] below describes the relationship between the percentage
reflected power and the dielectric constant of the surface, assuming loss-less dielectrics.
Figure 2.6 shows this relationship graphically.
Γ = 1− 4
√
εr
(1 +
√
εr)2
(2.6)
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Figure 2.6: The graph shows the reflection coefficient and the reflection loss from loss-
less materials with different dielectric constants.
To put these figures into perspective, water has a high dielectric constant at approxi-
mately 80, while liquid butane at the other end of the scale has a low dielectric constant
of approximately 1.4. As can be seen, the larger the contrast, the larger the amount of
reflected power. At dielectric constants of less than 5, the amount of reflected power is
critically small.
2.5 Operating Frequency
The choice of operating frequency must be made from licensing considerations, cost and
availability of microwave components and the technical advantages brought about by
the wavelength of signal. Level measurement instruments typically operate at micro-
wave frequencies between 5 GHz and 26 GHz, but there is no single frequency that is
ideally suited for every application [17, Pages 62-67]. As was mentioned earlier in Sec-
tion 1.3, due to licensing constraints, most radar level manufacturers are forced to use
frequencies in the unlicensed ISM bands. 5.8 GHz and 24 GHz are the most common
centre frequencies. The sponsor of the project insisted that the instrument use one of
these frequencies. This section begins by describing some of the advantages or disad-
vantages offered by both high and low frequency radar. The cost of implementation is
then addressed and regulation guidelines are further discussed.
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2.5.1 Advantages and Disadvantages of High and Low Frequency
Operation
Higher frequencies, which have shorter wavelengths, will reflect off small objects or
scatter off agitated surfaces, which have areas comparable to these wavelengths. These
reflections can cause false echos. Larger wavelengths simply ignore these small objects
or surface disturbances.
In terms of the antenna, gain is inversly proportional to λ2 and directly proportional
to aperture area. Although gain also depends on the aperture efficiency, the highter
the frequency of the radar, the higher the gain, all other factors being equal. Another
attractive feature of an operating frequency of 24 GHz is that the wavelength is of the
same order of magnitude as that of an ultrasonic signal, which means that the acoustic
transducer and the microwave antenna can be comparable in size. This is illustrated
in Figure 2.7.
Higher frequency radar suffers more signal attenuation caused by condensation and
material buildup as well as by steam and dust. This results in the receiver having
to be able to cope with smaller echo signals. Lower frequencies perform better than
higher frequencies when there is foam present. Although, it also depends on the type
of foam and how dense it is. Higher frequencies also tend to have a shorter minimum
distance because the rise times are shorter.
Figure 2.7: Photo showing (from left to right) a 5.8 GHz horn antenna (Tokimec MRG-
10), an ultrasonic transducer (KAB SHORTI LP) and a 24 GHz antenna (Vegapuls 61)
connected to their respective sensors. The size of the ultrasonic transducer is compa-
rable to the 24 GHz antenna, while the 5.8 GHz antenna is much larger.
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2.5.2 Cost of Implementation
Unfortunately it is difficult to implement 24 GHz in low cost surface mount techno-
logy. A quarter wavelength at 24 GHz is roughly 3 mm, which is of the same order of
magnitude as the dimensions of many surface mount components. This means that wa-
velength effects will be a severe limitation and special design care and complex layout
and assembly techniques will have to be employed on expensive substrates. This in-
creases the cost of manufacturing considerably.
To counter the effect of diminishing wavelength, the component size can be reduced
by designing with a monolithic technology such as MMIC’s (monolithic microwave in-
tegrated circuits). But this would also put up the cost of the instrument so that it
is no longer competitive with an ultrasonic instrument, which could be manufactured
on silicon chips. Clearly a 5.8 GHz system would be much cheaper to implement and
will not suffer too much from wavelength effects when implemented in surface mount
technology. The downside is that the antenna would have to be much larger.
2.5.3 Regulations
In Chapter 3, it will be shown that radars that have a high accuracy requirement
need a large signal bandwidth. If the fractional bandwidth is greater than 20% of the
centre frequency, the instrument is classified as Ultra-wideband (UWB). The fractional
bandwidth or percentage bandwidth is defined in equation 2.7 from [80, pg 12], where
fH and fL are the upper and lower band edges of the signal. Since UWB transmissions
can extend over a very large band of frequencies, this band may include frequencies on
which other types of services are running and may interfere with their operation.
%BW =
2 (fH − fL)
fH + fL
× 100 (2.7)
The International Telecommunications Union (ITU) is responsible for establishing an
international standard to regulate the emissions of devices incorporating UWB techno-
logy. In 2006 the ITU published a recommended framework for the regulation of UWB
devices based on the regulations imposed by the FCC (United States), CEPT (Europe)
and Japan [41]. As of 2007 the ITU-R has been in the process of establishing standard
emission masks for UWB devices but have not yet come to a final resolution.
UWB systems are classified according to application. Radar level measurement ins-
truments are classified as short-range indoor devices, as long as they are pointing to-
wards the ground. Different emission limits exist for different classifications, which
include Ground Penetrating Radar (GPR), imaging systems, surveillance systems, me-
dical imaging systems, vehicular radar systems as well as indoor and outdoor commu-
nications systems. Currently, the ITU-R has assigned frequency bands at 5.725–5.875
GHz (centre frequency 5.8 GHz) and at 24–24.25 GHz (centre frequency 24.125 GHz),
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for industrial use. Centre frequencies of 5.8 GHz and 24 GHz fall within these emission
guidelines as long as the maximum EIRP is -41 dBm/MHz.
2.6 Existing Radar Level Measurement Technology
and Intellectual Property
As mentioned earlier, there are several commercial manufacturers that have radar
level measurement instruments on the market. In this section some of the more notable
manufacturers will be introduced and some of the pioneers of intellectual property and
proprietary technology in the field will be presented.
2.6.1 VEGA Controls Ltd.
VEGA2 are a well established manufacturer of a wide variety of instrumentation for
level measurement and are considered to be market leader in the field of radar le-
vel measurement. In 1975 VEGA produced their first ultrasonic level measurement
instrument for measuring solid and liquid levels. Beginning in 1989 they started expe-
rimenting in radar level measurement and decided to concentrate on the development
of pulse radars because of their low power consumption and reduced reliance on pro-
cessing power and frequency domain hardware. In 1991 they produced their first pulse
radar product but it was not until 1997 that they completed their first two-wire, loop
powered, 4-20mA sensor, the VEGAPULS 50 [17, pg 263]. VEGA currently hold over
50 patents for proprietary technology developed in the field of radar level sensors in
the United States alone.
2.6.2 Other Manufacturers
In addition to Vega, the other noteworthy manufacturers of level measurement equip-
ment are:
• Siemens
• Endress & Hauser
• Omega
2.6.3 McEwan Technologies
McEwan Technologies3 is a company that was founded in 1996 by Tom McEwan. The
company does not sell any instruments but licenses patents for the manufacturing
2http://www.vega.com/
3http://www.getradar.com/
21
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
and sale of radar based sensors. Tom McEwan is most well-known for inventing the
Micropower Impulse Radar (MIR) [82], while he was working for Lawrence Livermore
National Laboratories. McEwan now boasts the worlds largest radar sensor patent
portfolio with over 50 patents in the United States alone.
2.7 Summary
2.7.1 Introduction to Radar Level Measurement
Radar technology allows for the creation of an extremely reliable measurement device.
Commercially the two most popular techniques for level measurement are pulsed ra-
dar and FM-CW radar. The pulsed radar is the more similar of the two to an ultrasonic
instrument because they both determine the level using pulse-delay ranging. In addi-
tion, the pulsed radar has the advantage of lower power operation, a lower component
cost and less prone to interference between the transmitter and receiver circuitry.
2.7.2 Existing Ultrasonic Instrument Specifications
A block diagram of the existing ultrasonic instrument architecture has been described.
In order to incorporate the existing hardware into the radar instrument, it was shown
that the acoustic transceiver sub-systems would have to be replaced with microwave
equivalents.
2.7.3 Power Supply
It was noted that 4-20 mA loop power supplies are the standard for process monitoring
applications. The configuration requires that only two wires need to be connected to the
instrument. Care must be taken in the design process to ensure that the instrument
draws less than 4 mA of continuous current but the 4-20 mA current controller and
voltage regulators from the existing ultrasonic instrument can be reused.
2.7.4 Physical Properties
It was shown that temperature and pressure could have an effect on the propagation ve-
locity of the signal, degrading instrument accuracy. But these errors have been shown
to be sufficiently small for microwaves over the temperature and pressure ranges re-
quired. It was also shown that the temperature greatly affected the propagation of
acoustic waveforms, highlighting one of the advantages of changing to electromagne-
tics. If the temperature and pressure are known to the user, the instrument could be
calibrated for the new velocity of propagation. If the temperature and pressure are
22
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
varying substantially with time, a temperature or pressure sensor should be included
for real time adjustments.
It was also noted that the dielectric constant of non-conductive surface mediums affec-
ted the amount of energy that is reflected toward the instrument. This is an important
property to bear in mind when considering potential applications. Level measurements
at dielectric constants less than 5 are not recommended since the amount of reflected
power is critically small [17, pg 24].
2.7.5 Operating Frequency
Frequency selection is usually based purely on application, but both high and low fre-
quencies seem to have individual advantages. High frequency transmitters tend to
have more focused beams at smaller aperture dimensions, but the reflected power can
be lower because of scattering. 24 GHz has the advantage of reduced antenna size but
the circuit design and layout is far more complex and expensive.
2.7.6 Existing Technology
Vega is the leading manufacturer in field of radar based level sensors but there are
also several other competitors in the market. Vega and McEwan Technologies hold the
most patents in the field of radar sensors.
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Chapter 3
Technology Selection & Instrument
Specifications
This chapter begins with the final choice of radar technology for the instrument as
well as the operating frequency. Calculations are then performed in order to derive the
important instrument specifications. The timing constraints are then examined and
a technique for time interval measurement is introduced that will enable the radar
transceiver output to be compatible with the existing ultrasonic instrument’s timing
hardware.
3.1 Instrument Architecture Selection
After comparing time domain and frequency domain techniques in Section 2.1, there
was no candidate that offered a clear advantage in terms of accuracy. Any technology
would indeed be capable of meeting this requirement given sufficient bandwidth. Ho-
wever, when comparing them on the basis of cost, complexity and power consumption,
the conclusion was that a pulsed radar would be a better candidate to meet these re-
quirements. In addition it made more sense to focus on a time domain system since
the existing acoustic sensor already operated using time domain analysis and it would
be a much simpler task to integrate a new pulsed radar transceiver in the place of the
existing pulsed acoustic transceiver.
3.2 Theory of Operation
The sensor functions like a short-range altimeter, the details of which can be found in
the literature [19, 18, 71]. The sensor is situated at a height, H, above the target sur-
face. A short pulse is transmitted towards the surface at time, t1. The pulse propagates
at close to the speed of light, c and is reflected by the surface. The leading edge of the
echo, which corresponds to the surface nearest to the sensor is received at time, t2. The
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primary variable of interest in a pulse radar level sensor is, therefore, the time delay
td = t2 − t1. The height can then be calculated by:
H =
ctd
2
(3.1)
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Figure 3.1: Diagram of pulse radar for level measurement
3.3 Pulse Specifications
The range measurement accuracy of the instrument is related to the time delay mea-
surement accuracy, δtd. The timing accuracy in an ideal system is proportional to the
“sharpness” of the pulse [79, Page 394], therefore, a faster rise-time, tr, would mean
a better timing accuracy. However, in the presence of additive white Gaussian noise
(AWGN) and when the signal-to-noise ratio (SNR) is relatively good, it is more appro-
priate to write the timing accuracy in the form [74, page 319]:
δtd =
tr√
2SNR
(3.2)
From equation 3.1, the range measurement accuracy is then:
δH =
ctr
2
√
2SNR
(3.3)
Sources of error include: [71, 33, 19, Page 177]
• Pulse dispersion as it is scattered from a rough surface
• Clock accuracy & period jitter
• Speed of propagation to the target surface
• Multi-path
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As can be seen in table 3.1, a fast rise-time and a high SNR are necessary to achieve
the time interval measurement accuracy. A rise-time tr < 1ns and SNR > 13dB are
good target specifications. The minimum distance is also effected by the pulse-width.
Narrower pulses give the radar a better ability to detect close targets since echoes
cannot be received while the instrument is transmitting. So in addition to a fast rise-
time, the pulse should be as short as possible, ≈ 1ns
Table 3.1: A table showing the single-shot range measurement accuracy [cm] at dif-
ferent rise-times [ps] and SNR [dB]. Faster rise-times and higher SNR result in better
range accuracy.
SNR tr = 500ps tr = 800ps tr = 1000ps tr = 1500ps
10 1.68 2.68 3.35 5.03
11 1.49 2.39 2.99 4.48
12 1.33 2.13 2.66 4.00
13 1.19 1.90 2.37 3.56
14 1.06 1.69 2.12 3.17
15 0.94 1.51 1.89 2.83
16 0.84 1.34 1.68 2.52
17 0.75 1.20 1.50 2.25
18 0.67 1.07 1.34 2.00
19 0.60 0.95 1.19 1.79
20 0.53 0.85 1.06 1.59
3.4 Dispersion
Dispersion is a phenomenon, in which the group velocity of a signal is dependent on
frequency as it propagates through a medium. Dispersion is, therefore, a problem for
multi-band and wide-band systems because the different frequency components of the
signal propagate at different speeds through the dispersive medium, which can result
in a large change between the input and output as the different components arrive
at the output at different times. This can lead to a variety of effects, which include
distortion, broadening of the pulse and chirping [1], all of which can limit the spectral
content of the signal.
One of the causes of dispersion in this type of system is likely to be the transmission
line media. Another source of dispersion will be the antenna, although its design is
not considered in this study. The group delay of any microwave components, such as
transmission lines, filters, couplers and antennas should be carefully analysed to avoid
large dispersive effects.
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3.5 Choice of Operating Frequency and Antenna
The choice of operating frequency can be based on the findings of section 2.5. Having
weighed the advantages and disadvantages of using an operating frequency of 5.8 GHz
or 24 GHz, it was decided that 5.8 GHz would be more suitable for this project as
it would be easier and less expensive to implement prototype hardware at the lower
frequency. Although there are some nice advantages of the 24 GHz frequency, it was
decided that that should be the focus of future work.
3.5.1 Antenna Specifications
Horn antennas and dielectric rod antennas are the best suited for level measurement
applications [17, Page 77]. Since the function of the antenna is to direct the maximum
amount of energy towards the target surface, it makes sense that very directive an-
tennas such as these are used as it is inefficient and undesirable for any energy to be
radiated in any direction other than downwards. Antennas such as parabolic dishes
and planar arrays are less common because, although they can be very directive, they
are rather bulky and expensive.
The leading edge of the echo signal corresponds to the surface nearest to the sensor.
This may not necessarily be directly below. Since it is not possible to unambiguously
determine the exact location of the reflecting area within the illuminated footprint of
the antenna beam, it is desirable to have as narrow a beam-pattern as possible. The
illumination footprint of the antenna must also be considered. Since the instrument
is a pulsed radar, there are two situations which can occur. The illumination foot-
print of the antenna beam, Fb, could be smaller than the illumination footprint of the
pulse, Fp, in which case the antenna is called beam-limited. If the situation is reversed
then the antenna is called pulse-limited [19]. In this situation we would like all of the
transmitted power to be contained in the antenna beam so a beam-limited setup would
be the most appropriate. Care must therefore be taken when choosing the operating
frequency and the antenna dimension.
The 5.8 GHz horn, which is shown in Figure 2.7, was provided by KAB Instruments
as a possible antenna. Table 3.2 shows whether the antenna is beam-limited when
the pulse length, τ , is 1 ns. As can be seen, the horn provided will not result in a
beam-limited footprint over the entire measurement range. It was calculated that a
minimum antenna aperture of 15 cm or a beam angle of 20◦ at 5.8 GHz is needed to
meet this requirement.
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Table 3.2: 3.2a shows that the antenna is only beam-limited for the first 3 m of range
for the provided 5.8 GHz horn. 3.2b shows that, if the aperture, Da , is increased to 15
cm, the antenna is beam-limited for the entire range.
(a) Footprint diameter [m] for Da = 0.09m, τ = 1ns
Range Fb ≈ λHDa Fp ≈ 2
√
cτH Fb ≤ Fp
1 0.57 1.10
√
2 1.15 1.55
√
3 1.72 1.90
√
4 2.30 2.19 x
5 2.87 2.45 x
6 3.45 2.68 x
7 4.02 2.90 x
8 4.60 3.10 x
9 5.17 3.29 x
10 5.75 3.46 x
(b) Footprint diameter [m] for Da = 0.15m, τ = 1ns
Range Fb ≈ λHDa Fp ≈ 2
√
cτH Fb ≤ Fp
1 0.34 1.10
√
2 0.69 1.55
√
3 1.03 1.90
√
4 1.38 2.19
√
5 1.72 2.45
√
6 2.07 2.68
√
7 2.41 2.90
√
8 2.76 3.10
√
9 3.10 3.29
√
10 3.45 3.46
√
3.6 SNR and Transmitted Power Specifications
As was mentioned earlier, altimeters have a different derivation for the received SNR
than conventional radars, since all of the transmitted power is contained within the
illumination footprint and hits the target surface. The total reflected power is, there-
fore, the transmitted power less the reflection loss of Figure 2.6. Assuming that the
target surface is flat and that the energy is re-radiated with a spherical expansion, the
received SNR can be written as [19, Page 180]:
SNR =
ΓPtAe
4piH2kTeB
(3.4)
To illustrate, if we take the SNR from Section 3.3 as 13 dB, a bandwidth of B = 1
τ
=
1 GHz, an effective aperture area of Ae = eap
[
pi
(
Da
2
)2] ,where antenna diameter Da =
0.15 m and aperture efficiency eap = 0.6, with a return loss Γ = 0.2. And we assume
an equivalent noise temperature Te = 1000 K and height H = 10 m. Then the peak
transmitted power, Pt, requirement can be calculated as 163µW.
3.7 Initial Simulation
Figure 3.2 shows the result of a SystemView simulation of a transmitted pulse and its
corresponding echo. The pulse is assumed to have a Gaussian shape because the rise
and fall times are comparable to the pulse width. The time delay between the trans-
mitted signal and the echo can be observed to be in the order of several nanoseconds.
The maximum round trip time delay for 10 m can be calculated using equation 3.1 at
approximately 67 ns. This is nearly six orders of magnitude faster than an acoustic
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pulse, which would take approximately 58 ms1 to cover 10 m and back. The time in-
terval measurement capabilities of the existing ultrasonic instrument will therefore be
insufficient and will not be able to measure such short delays. Clearly an alternative
approach is required in order to meet the accuracy requirement.
Figure 3.2: Plot of the transmitted signal and the received echo at 5.8 GHz. The pulse
width is approximately 1 ns.
3.8 Time Interval Measurement
The requirements for the pulse waveform have already been discussed in Sections 3.2-
3.6 and specifications have been suggested. The need for a fast and accurate time inter-
val measurement (TIM) procedure now becomes the important requirement. Clearly
there is a practical problem with sampling a short pulse at 5.8 GHz. The sample in-
terval would have to be a few picoseconds to obtain the required accuracy and a large
amount of memory would be required. But since we are only interested in the leading
edge of the received echo, this can be used to trigger an event timer.
There are several techniques described in the literature that could be used to measure
the time interval with sub-nanosecond accuracy between a start and a stop trigger. Ka-
lisz provides a good review of analogue as well as digital methods in his 2004 paper [43].
In addition, TIM could be performed by using a COTS device called a time-to-digital
conversion (TDC) chip [2]. Examples are shown in Table 3.3. These chips directly
convert a measured time interval between a start and stop trigger into a digital value,
which can be processed on a microcontroller. The chips can also be operated on a duty
cycle to reduce the average current consumption and boast impressive timing accuracy
and resolution. The implementation of such chips can, however, be very complex, re-
quire several additional components, professional multi-layered PCB design and dras-
tically increase the cost of the instrument. The disadvantage of these methods is that
1with the speed of sound being 343m/s at room temperature
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substantial modification of the existing ultrasonic timing hardware will be required to
implement TIM with sub-nanosecond accuracy.
Table 3.3: Table of available TDC chips
Part no. Resolution [ps] Supply Current
TDC-GP1 125 20 mA /s
TDC-GP2 50 15 mA / s
TDC-GPX 10 (M-mode) 45 mA / s
3.9 A Vernier Time Stretching Approach
The user requirements stipulate that a distance measurement has only got to be com-
puted every second. Since a single pulse-echo run-time is in the order of nanoseconds,
the remaining time can be used to incorporate more pulse-echoes into a single distance
measurement.
The pulse radar has a regularly repeating signal and if the PRF is high enough there
can be thousands of pulses produced every second. This regularity can be exploited and
used in a sequential sampling scheme. When using sequential sampling, the range
profile is built up over a longer time period or “expanded time”. Instead of taking
a sample twice per period, as required by the Nyquist theorem, the sampling period
is made longer. Since the period of the signal and sample are not the same, each
successive pulse is sampled at a slightly different point and over a long enough time
period the entire signal can reproduced on a time expanded axis. The relationship
between the expanded and original time scale, therefore, depends on the difference in
the two time periods. A common example of this principal is a stroboscope used to
slow down fast periodic movements of machinery [17, Page 55]. The term stroboscopic
sampling is derived from this. This approach was first noticed in the literature for TIM
in some digital circuits [5].
A slightly different approach is taken in [17, Page 58], in which a sequential sam-
pling scheme is combined with a cross-correlation procedure (matched filter). Instead
of using a rapid sampler, an exact copy vr(t) of the original transmitted pulse train vt(t)
is made but it is given a slightly longer time period between the pulses. So instead
of taking a short voltage sample, the cross-correlation procedure multiplies a point of
the transmitted pulse or echo by the corresponding point on the sampling or reference
pulse. This corresponding “multiplication” pulse is then integrated to form a point on a
time expanded curve which corresponds to the position of the transmit pulse relative to
the reference pulse. After many pulses have been multiplied these points form the time
expanded pulse. This process is illustrated by the block diagram of Figure 3.3 with the
corresponding waveforms in Figure 3.4.
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Figure 3.3: Block diagram of time expansion implementation. The envelope of the
transmitted pulse train vt(t) and the envelope of the reference pulse train vr(t) are
identical except that the pulse repetition intervals (PRI’s) T1 and T2 differ slightly.
Figure 3.4: Cross correlation of the transmitted/received signal vt(t) and the reference
vr(t). The product [vt(t)vr(t)] is then integrated to produce the expanded time curve
vout (n). The technique builds a complete picture of the echo curve [17].
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3.9.1 Mathematical Analysis
It must be noted that the PRI T1 can refer to the transmitted pulses or the received
echoes. Assuming that the pulses are Gaussian in shape, we can write the transmitted
and reference pulse trains as:
vt (t) =
∞∑
n=−∞
exp
[
− (t− nT1)2
2σ2
]
(3.5)
vr (t) =
∞∑
n=−∞
exp
[
− (t− nT2)2
2σ2
]
(3.6)
It can be shown that the output voltage for the nth pulse , n = 0, 1, 2, ...positive interger,
is:
vout (n) =
∞∑
n=−∞
√
piσexp
[
−n2 (T2 − 1)2
4σ2
]
(3.7)
It can also be shown that the Fourier transform of vout can be written as equation 3.8,
where ω1 and ω2 are the angular frequencies of the transmit and reference frequencies
and δ is the Dirac delta function:
Vout (ω) =
ω1ω2
2pi
∞∑
n=−∞
Vt (nω1)Vr (nω2) δ (ω − n [ω2 − ω1]) (3.8)
In the frequency domain we note that the spectral content is now spaced at the diffe-
rence of the two PRF’s. In the time domain, the time expanded pulse repetition interval
becomes:
Trep =
T1T2
T2 − T1 [s] (3.9)
This is when the rising edge of the transmitted pulse train and the reference pulse train
once again coincide. This corresponds to the time stretching factor, shown in equation
3.10 and the equivalent sampling rate shown in equation 3.11.
TSF =
T1
T2 − T1 (3.10)
fs,eff =
1
T2 − T1 (3.11)
This concept might seem very complicated mathematically but it is relatively simple
to achieve in analogue circuitry. Referring back to Figure 3.3, it is shown that the
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multiplication is achieved using a mixer while the integration can be performed using
a capacitor.
Another advantage of this TIM scheme is that since many pulses are integrated to form
the range profile, the SNR of the time expanded signal can be orders of magnitude
better than that of a single pulse. The time expansion factor can also be chosen such
that the output waveform is comparable to the range profile of an acoustic waveform,
which means that the timing circuitry on the existing acoustic instrument can remain
unmodified. To illustrate, an ultrasonic transducer transmits at a frequency of about
70 kHz. In order to expand a 5.8 GHz frequency to 70 kHz, a time expansion factor of
approximately 82000 is required. This can be achieved by taking:
T1 =
1
3.58 MHz
= 279.32961 ns
T2 =
1
3.58 MHz− 43.7 Hz = 279.33302 ns
TSF = 81920
fs,eff = 293.25 GSa/s
3.9.2 PRI Jitter and TSF Stability
As can be seen from the mathematical analysis above, the TSF relies on the stability of
the PRI’s of the transmit and reference pulse trains. Consequently To ensure good TSF
stability, the PRI’s must also be stable. Referring back to Figure 3.4, it can be seen that
the multiplication pulse amplitude relies on the relative positioning of the transmitted
pulse and the reference pulse in time. If the transmitted signal is not correctly aligned
to the reference signal due to PRI jitter at a particular point in time, an error is intro-
duced into the amplitude of the resulting multiplication pulse. Fortunately, the output
waveform is the result of integrating a very large number of these pulses so any errors
to due this jitter will average out over the duration of the expanded pulse. According to
McEwan [57], preventing distortion of the time stretched waveform requires that the
period jitter must be kept below one-quarter of the RF carrier cycle (43 ps or less for
5.8 GHz).
The difference between the PRI’s in the time stretching procedure needs to be accura-
tely maintained to achieve a stable TSF. This means that the two timing sources should
be phase-locked to this fixed offset. The effects of the PRI jitter should average to zero
during the integration stage, which means that the TSF stability relies solely on the
quality of the phase-locking mechanism. If the timing sources are not locked they will
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drift slowly apart and the TSF will change. The required tolerance of the TSF depends
on the range that is being measured. This is illustrated in Figure 3.5, which shows that
a tolerance of 0.2% or better is required in order to maintain the accuracy requirement
over the entire measurement range.
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Figure 3.5: The required tolerance of the TSF changes depending on the range being
measured. Long range requires a better tolerance.
3.10 Time Stretching Simulation and Timing Strategy
Figures 3.6-3.8 illustrate the concept of time stretching in Matlab and SystemView
using the parameters in the example above. The first step in the height measurement
is to determine the time stretching factor from the PRI’s of the transmit and reference
signals. This can be achieved by calculation or by measurement/calibration, since the
clock frequency is unlikely to be exactly the intended value due to manufacturing tole-
rance.
Once this has been determined the system can be left to run. The TIM, tds, is performed
using a simple, low frequency sampler on the time stretched output signal, shown in
Figure 3.7, between the leading edges of the transmitted pulse and the received echo.
In the example in Section 3.9.2, the centre frequency of the time expanded output would
be 70 kHz with a bandwidth of about 12 kHz. The sampling frequency of the ultrasonic
instrument well exceeds the required Nquist sampling rate of 152 kHz for this signal.
The time expanded time interval is then divided by the known TSF to determine
the real-time interval and the true height measurement, as shown in Equation 3.12.
Height accuracy is, therefore, determined by the accuracy of the time interval measu-
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rement, δtds, and the TSF. The specifications in Section 3.11 should be used to achieve
the required height accuracy.
H =
c (T2 − T1) tds
2T1
(3.12)
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Figure 3.6: The transmitted signal and a corresponding echo is generated from equa-
tion 3.5. The distance, H, from the transmitter to the target interface can be calculated
by measuring the time interval. τ = 1 ns.
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Figure 3.7: The transmitted pulse train with echo is then multiplied with a reference
pulse train containing the same waveform but having a slightly different PRF. The
result of the multiplication shows two distinct pulses on a time expanded axis. The
true time interval is found by dividing the measured time expanded interval by the
time expansion factor.
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Figure 3.8: A graph showing the output of the integrator in SystemView.
3.11 Instrument Specifications
Based on the findings of this chapter, the hardware should be designed to meet the
specifications summarised in Table 3.4 to fulfil the user requirements.
Table 3.4: Instrument specifications
Specification Value
Type Pulsed radar
Operating frequency 5.8 GHz
SNR ≥ 13 dB
Pt ≥ 165µW
Te ≤ 1000 K
Rise-time ≤ 800 ps
Bandwidth ≥ 1 GHz
Pulse width ≤ 1 ns
PRF Tx 3.58 MHz
PRF ref 3.58 MHz - 43.7 Hz
PRF jitter ≤ 43 ps
TSF 82000± 0.2%
Antenna Beam-limited
Antenna Beam-width ≤ 20◦
Power supply 24 V @ < 4 mA
3.12 Summary
A pulse radar architecture was chosen for the instrument due to its compatibility with
the existing ultrasonic hardware and its low cost and low power consumption when
compared to frequency domain techniques. An operating frequency of 5.8 GHz was
36
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
chosen because it would be easier and cheaper to implement in the demonstration
hardware.
The TIM between the leading edges of the transmitted pulse and the received echo
was then identified as the next crucial stage. Although the literature points to several
techniques, which are capable of accurate TIM, few of the techniques researched could
be used without modifying the existing timing hardware of the ultrasonic instrument.
A time expansion technique, which is based on a Vernier principal, was then introduced
and it was shown that if the time stretching factor is adjusted correctly, an output
profile can be produced that is both comparable to an acoustic range profile and also
compatible with the existing timing hardware of the instrument.
Specifications for the SNR, pulse rise-time, pulse-width and antenna beam-width were
then estimated or calculated from the relevant theory. It was shown that, along with
these waveform and antenna specifications, a time expansion factor of approximately
82000 would be required.
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Chapter 4
Hardware Analysis & Review
Options
This chapter and the subsequent chapters focus on the design and implementation of
the demonstration hardware of the radar transceiver. As discussed in section 2.2, the
goal is to replace the existing acoustic transceiver with an equivalent radar transceiver,
which can produce an output range profile that be can processed by the original timing
hardware of the instrument. In chapter 3, the issue of TIM was addressed and it was
decided that Vernier time-stretching would be the best technique to utilise. Modifica-
tions to the timing hardware, which is incompatible with the fast propagation speed of
radar, could then be avoided.
Firstly, the architecture of the instrument and its sub-systems is described. The re-
quirements for each individual sub-system are then generated. Suitable candidate
hardware options are then proposed and discussed. Where appropriate, some quick
prototypes are shown and simulations are performed with the aid of CAD software,
which includes LTSpice, a SPICE-based simulator; Ansoft Designer, a simulator for
microwave circuits and Genesys, an EM analysis and optimisation tool.
4.1 Sub-system Analysis
Figure 4.1 illustrates the proposed architecture of the radar transceiver for the level
measurement instrument in block diagram form. Note that the original power supplies,
microprocessor and timing hardware are not shown because they will not be modified.
The components of the pulse train generator, specifically the PRF generator, the pulse
driver and the pulse shaper will be discussed separately in the subsequent sections
followed by the description of the directional coupler, cross-correlator and amplifier.
38
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
A
nt
en
na
Tx
Rx
Integrator
Transmitted pulse train
Reference / sampling pulse train
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Ref Pulse Driver 
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Ref Pulse Shaper 
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Radar Echo Range Profile
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Figure 4.1: The architecture of the radar transceiver requires two pulse train genera-
tors, a mixer (multiplication) and an integrator (integration) for cross-correlation and
an amplifier. This architecture allows for the transmitted signal to resemble the profile
of a radar signal, while the output after time-stretching resembles that of an acoustic
profile. The TSF is set by controlling the difference in PRF between the transmit and
reference pulse trains.
4.2 PRF Generator
The PRF generator sets the pulse repetition frequency for the system. The waveform
required is a simple square-wave clock signal. A fast rise-time is favoured to provide a
rapid trigger for the pulse driver. Since the architecture of the instrument implements
Vernier time-stretching, the PRF generators will also set the time expansion factor
by equation 3.10. High TSF linearity is needed in order to meet the measurement
accuracy requirement. This means that both PRF generators have to be stable so that
the frequency difference is constant during a measurement. The PRF generators will
also have to be tunable so that the frequency can be adjusted either manually or via
a feedback circuit to compensate for any medium or long term drift. Unfortunately,
due to time constraints, it was decided that a phase-locking mechanism for the PRF
generators would be part of a future study.
Simple relaxation oscillators and timer IC’s are a poor choice for this application. Since
they rely on charging a capacitor through a resistor and then discharging it rapidly
when the voltage reaches a certain threshold, the values of the components become
critically small when one approaches the required 3.58 MHz. Component tolerances
also affect the predicted frequency and fine tuning is almost always necessary. Adding
tunable elements also adds circuit noise and short term instability [38, pg 285]. Some
more noteworthy techniques of generating the required waveform are mentioned below.
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Co-incidence ΔT=n(T2-T1)
n=0 n=1 n=2 n=3
Figure 4.2: Theoretical signals from the PRF generator.
4.2.1 Crystal Oscillator
Crystal oscillators are very good when it comes to stability. Crystals can be combined
with low-power CMOS to create a very stable, low power, square-wave oscillator as
shown in Figure 4.3 [38, pg 302]. The down-side is that they have very little tuneabi-
lity. During prototyping one would have to replace the crystal to get a different clock
frequency. Another disadvantage for prototyping is that there are only a few values of
COTS crystals available. Although one can order a crystal for a certain frequency, they
are not available in small quantities. This would make a crystal oscillator ideal for a
final product but prototyping would be rather tedious.
74AC07
10MΩ
3.579545 MHz
18 pF 18 pF
Output
(a) Circuit diagram and photo of a simple, low power
crystal oscillator.
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(b) Output waveform of circuit 4.3a.
Figure 4.3: A test circuit to illustrate how a simple crystal oscillator was constructed
with low power CMOS. A trimmable capacitor or a varicap diode can be added but can
only provide a small amount of tuning capability to this circuit. The crystal is stable
in frequency to around 50 ppm but more expensive crystals could provide even better
short term stability.
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4.2.2 Silicon Oscillator
Silicon oscillators offer a good compromise between stability and flexibility for prototy-
ping. The LTC6907 silicon oscillator from Linear Technology is a good example of a low
power, tunable square-wave oscillator. It is programmed by selecting a single resistor
and has an initial accuracy better than 0.5%. While its stability is not as good as a
crystal, it can span a frequency range between 4 kHz and 4 MHz while consuming less
than 300 uA [84]. Figure 4.5 illustrates the operation of this device with a Spice simu-
lation. Unfortunately the short term stability or period jitter could not be quantified
by a simple simulation.
The chip is programmed by the following formula [84, pg 7]:
fOUT =
4MHz
N
(
50kΩ
RSET
)
(4.1)
LTC6907
1
6907fa
      , LT, LTC and LTM are registered trademarks of Linear Technology Corporation.
ThinSOT is a trademark of Linear Technology Corporation.
All other trademarks are the property of their respective owners.
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■ Supply Current: 36µA at 400kHz
■ 1% Frequency Accuracy (from 0°C to 70°C)
■ Frequency Range: 40kHz to 4MHz
■ One Resistor Sets the Oscillator Frequency
■ –40°C to 125°C Operating Temperature Range
■ Start-Up Time Under 200µs at 4MHz
■ First Cycle After Power-Up is Accurate
■ 150Ω CMOS Output Driver
■ Low Profile (1mm) SOT-23 (ThinSOTTM) Package
Micropower, 40kHz to 4MHz
Resistor Set Oscillator
in SOT-23
■ Low Cost Precision Programmable Oscillator
■ Rugged, Compact Micropower Replacement for
Crystal and Ceramic Oscillators
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■ Portable and Battery-Powered Equipment
■ PDAs and Cellular Phones
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The LTC®6907 is a precision programmable oscillator that
is versatile, compact and easy to use. Micropower opera-
tion benefits portable and battery-powered equipment. At
400kHz, the LTC6907 consumes 36µA on a 3V supply.
A single resistor programs the oscillator frequency over a
10:1 range with better than 0.65% initial accuracy. The
output frequency can be divided by 1, 3 or 10 to span a
100:1 total frequency range, 40kHz to 4MHz.
The LTC6907 is easily programmed according to this
simple formula:
ƒOUT
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=
=
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The LTC6907 is available in the 6-lead SOT-23 (ThinSOT)
package.
Contact LTC Marketing for a version of the part with a
shutdown feature or lower frequency operation.
Figure 4.4: Circuit diagram for the recommended connection of the LTC6907. N can
be set to 10, 3 or 1 so that the highest value resistor can be used, which results in
the smallest current being drawn. The desired frequency can easily be changed by
re-soldering one resistor [84, pg 1].
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 ---  C:\Users\Jon\Documents\Thesis material\Spice\Draft3.raw  --- 
(a) RSET = 1 MΩ, fout = 200 kHz.
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 ---  Z:\Thesis\Spice\Draft3.raw  --- 
(b) RSET = 55.8 kΩ, fout = 3.58 MHz.
Figure 4.5: Spice simulations of the LTC6907 silicon oscillator.
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4.3 Pulse Driver
The pulse driver is responsible for generating short pulses. It is triggered by the leading
edge of the output waveform of the PRF generator. According to the specifications in
Section 3.11, the pulses should be around 1 ns in width with rise-times less than 800ps
to achieve the accuracy requirement. The generation of these pulses usually requires
complex techniques and often expensive equipment and components are utilised. In
order to achieve the user requirement of low cost, the search was limited to include
only techniques that could be implemented with readily available components. Some
of these techniques are discussed further below.
4.3.1 Step-Recovery Diodes
A step-recovery diode (SRD), or snap-off diode is a type of diode that has the ability to
generate very short pulses. When the diode switches from forward bias to reverse bias,
only the charge which is stored in the junction still flows. When all this charge is remo-
ved the diode switches very abruptly, typically in the order of hundreds of picoseconds,
from a low impedance to a high impedance. This characteristic has been exploited
in the literature to generate pulse trains [42, 31, 72] and to improve the rise-time of
existing pulses [36, 70].
It follows that the operating frequency of such a diode is determined by the amount of
charge that is stored in the junction. The stored charge, in turn, is proportional to the
minority carrier lifetime, τ , of the diode and the charging current. Typical values of τ
range from 10 ns - 1 us in silicon. In order to produce efficient, high amplitude pulses,
the minority carrier lifetime has to be sufficiently long so that there is no recombination
before the diode snaps. Therefore, the parameter τ should be chosen to be at least 10x
the period of the input signal [36, Section 3d]. This means that the PRF of SRD pulses
is typically 10 MHz to 1000 MHz in silicon [46, Chp 5]. Unfortunately the desired PRF
of 3.58 MHz is well outside the lower frequency limit.
4.3.2 Fast Transistor Switch (MIR)
Transistors can be used to generate the short UWB pulses. This is done by rapidly
switching the transistor from an “off” state to an “on” state and discharging a stored
charge through a load. A good example of this is the impulse generator from the Micro-
Impulse Radar (MIR) [57]. This is illustrated in Figure 4.6, which shows a MIR impulse
generator that has been slightly modified [77, 8] and uses low cost components. The in-
put square-wave clock signal from the PRF generators goes through a pulse shortening
stage, consisting of 74HC04 inverters, to produce a 20 ns pulse to trigger the BRF91A
transistor base on the rising edge. When the transistor switches, the charge in capaci-
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tor C4 discharges and produces a negative pulse at the output, as shown in Figure 4.7.
The BAT81 diode, D1, prevents the capacitor from re-charging from the output.
Q1
BFR91A74AC04 74AC0474AC04
C1
39p
R1
180
C2
24p
R2
1.2K
V1
PULSE(0 5 0 10n 10n 139.5n 279n)
R3
6.8K
C3
0.1µ
V2
15
C4
1.2p
R4
2.2K
R5
50
D1
Bat81
.tran 0 0.001 0 100p
 C:\Users\Jon\Documents\Thesis material\Spice\Alvin's_pulse_driver.asc  
Figure 4.6: Circuit diagram of the impulse generator from the MIR.
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(a) Simulated pulse into 50Ω.
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(b) Simulated pulse train into 50Ω.
Figure 4.7: A Spice simulation showing that a short, negative pulse of approximately 1
ns can be generated. The circuit is also able to achieve the required PRF of 3.58 MHz,
however, the amplitude of the pulses is less than 1 V.
4.3.3 Avalanche Breakdown
An abnormal mode of transistor operation called avalanche breakdown can be a very
useful and simple technique for achieving this requirement. The concept, which is well
covered in greater detail in the literature [35, 34, 30, 51], will be described in this
section.
During avalanche breakdown the collector voltage of a BJT is made high enough so that
electrons in the heavily reverse biased collector-base junction gain sufficient energy to
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rip apart and form mobile hole-electron pairs. Electrons accelerate towards the collec-
tor and the holes accelerate towards the base. While these charge carriers accelerate
they bash into other atoms and may generate additional pairs. This process is called
avalanche multiplication. Once avalanche breakdown occurs, the collector current in-
creases rapidly. This is caused by the electron multiplication in the collector as well as
the increased base current produced by the holes. The increase in base current causes
an increase in collector current by normal transistor action. An impedance is used to
bias the base and raise the base voltage as the current following through it increases.
This causes the resistance between the collector and the emitter to rapidly go very low.
The transistor remains in this state until collector current drops sufficiently to cut off
conduction.
Figure 4.8 shows a simple pulse generator which exploits the transistor’s avalanche
behaviour. The pulse shape and width is determined by the storage element and the
characteristics of the transistor. More specifically, the leading edge of the pulse is
effected by the trigger pulse and the trailing edge is determined by the discharge time
of the storage element. [51, 35, 24].
Charging 
Network
Vcc
Storage
Q1
RLRB RLRB
Q1
Vcc
Trigger Trigger
Out
Out
Rc
C
Figure 4.8: Schematic and design of basic avalanche pulse generator. The storage ele-
ment is charged via the charging network between pulses to a critical level just before
breakdown occurs. When a short triggering pulse is applied to the base through a
small capacitor, the transistor is pushed over the edge, avalanche breakdown is ini-
tiated, and the storage element discharges through the load, RL. Following turn-off
renewed charging of the storage element through Rc takes place before the arrival of
the next triggering pulse.
The advantages of avalanche circuitry include [34]:
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• Economy of circuit components
• Minimum temperature sensitivity
• Extremely fast action time
• Short propagation delay
Disadvantages include:
• Limited repetition rate or low duty cycle
• Large ratio of recovery time to action time
• Propagation delay is dependent upon the input trigger
• Possibility of failure of the transistor
Understanding the effects of stray reactance in avalanche transistor circuits is critical
to achieving good operation. Figure 4.9 shows a spice model of an avalanche pulser
based on that shown by Kilpela [45]. It is illustrated in figure 4.10 that the stray
inductance should be kept to a minimum in order to obtain a higher amplitude pulse.
Additionally the stray capacitance should be kept low as any additional capacitance
other than the storage element itself will result in a broader pulse.
V1
160
PULSE(0 3 0 400p 400p 200p 5u)
V2
S1
MYSW
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50
L1
0.8n
R2
1.8
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R3
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2p
.model MYSW SW(Ron=1m Roff=10Meg Vt=.1 Vh=0
.tran 0.2
 ---  Z:\Thesis\Spice\Avalanche.asc  --- 
Figure 4.9: The avalanche transistor is modelled by a voltage controlled switch with
an off resistance of 10 MΩ and an on resistance of 10 mΩ in series with resistor R2. The
switch is controlled by an ideal pulse generator. L1 represents the stray inductance of
the leads, L2 represents the inductance of the transistor’s package and L3 represents
the inductance of the PCB.
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(a) Output measured across R1. L1 = 0.8nH.
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(b) Output measured across R1. L1 = 3nH.
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(c) Output measured across R1. C1 = 2pF.
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(d) Output measured across R1. C1 = 4pF.
Figure 4.10: 4.10a-4.10d show the effects of stray inductance and capacitance in this
circuit, which are caused by poor circuit construction. 4.10a and 4.10b show that if the
length of the leads of the transistor package are too long, pulse amplitude is sacrificed.
Almost a 5 V drop for an increase of 2.2 NH. Similarly, 4.10c and 4.10d show that an
undesired increase in the storage capacitance C1, causes the pulse width to increase.
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The disadvantage of slow recovery time in this circuit is primarily due to the charging
time associated with the storage capacitor C1. The charge time to 60% of maximum
is given by the product of R3 and C1. In order to allow the storage element to fully
recharge, the maximum PRF has to be well below 250 kHz. In order to meet to desired
specification of a 3.58 MHz PRF, this obstacle has to be overcome. A special charging
network can be added to circuit to achieve this. This is illustrated Figure 4.11, which
shows the output of the pulse generator with different PRF settings.
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(a) Output of the pulse generator with PRF=20
kHz.
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(b) Output of the pulse generator with PRF = 3.5
MHz.
V1
150
PULSE(0 3 0 800p 800p 400p 279n)
V2
S1
MYSW
R1
50
L1
0.8n
R2
1.8
L2
4n
R3
500k
L3
0.1n
C1
2p
Q2
2N5550
D1
1N4148
.model MYSW SW(Ron=10m Roff=10Meg Vt=.1 Vh=0
.tran 0.2
 ---  Z:\Thesis\Spice\Avalanche_2.asc  --- (c) Spice model of the avalanche pulse generator
with a charging network.
0.0µs 0.9µs 1.8µs 2.7µs 3.6µs 4.5µs 5.4µs 6.3µs 7.2µs 8.1µs 9.0µs
-20V
-10V
0V
10V
20V
30V
40V
50V
60V
70V
80V
90V
100V
V(n010)
 ---  Z:\Thesis\Spice\Avalanche_2.raw  --- 
(d) Output of pulse generator with charging net-
work with PRF=3.5MHz.
Figure 4.11: 4.11a and 4.11b illustrate the loss of pulse amplitude as the PRF is increa-
sed. A charging circuit to increase the PRF by bypassing R3 and allow C1 to charge
through a smaller resistance is shown in 4.11c [35]. When S1 is off, C1 charges through
R4. When S1 avalanches, the transistor Q1 turns off due to the voltage drop across D1
and the collector of S1 connects to the supply via R3. 4.11d shows the output of 4.11c
at 3.58 MHz. Note the pulse amplitude has been restored.
The selection of D1 in figure 4.11c is critical. It needs to be able to switch very fast
but it also needs to be able to handle a large amount of current. Assuming that the
resistance of the output load and the internal resistance of the transistor when on is
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RL + RR ≈ 50 Ω, then the peak current through D1 can reach nearly 2.5 A. Although it
is only for a very short duration, care must be taken to ensure that the diode is capable
of dissipating the heat. A PIN diode is a good choice because of its fast switching time,
low capacitance, high breakdown voltage and robustness towards large peak currents.
4.4 Pulse Shaper
The pulse shaper is required to take in the baseband pulses from the output of the
pulse driver and modulate them into short RF pulses at 5.8 GHz. The duration of the
RF pulses should be comparable to the duration of the baseband pulses. Conventional
switched CW microwave oscillators are a poor choice as they consume a comparatively
large amount of current and are not suited to the generation coherent pulse trains [22].
Each RF pulse must start with the same initial phase. Since these oscillators generally
have a large Q factor, the start up and settling time of the oscillations is also generally
very long. Consequently, the methods examined in this section focus on utilising the
very broad spectrum of the baseband pulse and filtering out the desired frequencies.
4.4.1 Dielectric Resonator Filter
Dielectric Resonators (DR) coupled to microstrip lines, as shown in figure 4.13a, are
widely used as microwave filters because of the low loss, temperature stable properties
of the materials, small size and low cost [68, 29]. Figures 4.13 and 4.14 illustrate the
implementation of a simple, low cost DR filter on microstrip [68]. 4.14b shows the S-
parameters of the filter. The initial observation is that the bandwidth of the filter is
very narrow due to the very high Q-factor of the resonator. The insertion loss is also
relatively high. However, it was seen that decreasing the gap between the transmission
lines and having the resonator sitting on top of the transmission lines increased the
bandwidth and improved the insertion loss, which warranted further investigation.
4.4.2 Transmission Line Filter
It is also possible, with the help of CAD filter software, to synthesise planar microstrip
filters at the required frequency and bandwidth. The theory behind these microwave
filters is well understood but can be mathematically and computationally intensive,
which makes the CAD software a very attractive option to speed up the design process.
Planar microstrip filters also have the benefit of small size and a low fabrication cost.
The design of a hairpin filter, as illustrated in figure 4.15, is accomplished using Gene-
sys to achieve a centre frequency of 5.6 GHz and a bandwidth of 2 GHz. After synthesis,
a linear optimiser is run on the filter parameters so that the result matches the desired
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(a) Coupling on microstrip.
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(b) Equivalent circuit.
Figure 4.12: 4.12a shows the coupling between a DR and a microstrip line [15]. The DR
resonates at a certain frequency determined by its relative permittivity εrr, diameter
and height.4.12b shows the equivalent circuit [29, 47].
θ1
θ
θ1
θ
w
Port 1
Port 2
(a) Configuration for the dielectric resonator filter.
|S
21
|
θ [rad] 
0 ππ/2 3π/2 2π
1
(b) Transmission coefficient magnitude as a function
of DR position θ.[68]
Figure 4.13: The value of θ is chosen so that the transmission coefficient magnitude
between the two transmission lines is maximum. As can be seen from the plot in
Figure 4.13b, the best transmission occurs when θ =
pi
2
rad or quarter of a wavelength.
The maximum value depends on the coupling factor between the resonator and the
transmission lines which is related to its proximity to the lines.
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(b) Plot of the S-parameters of the first dielectric reso-
nator filter.
Figure 4.14: 4.14a shows a photo of a prototype filter at 5.8 GHz. Transmission lines
initially made of adhesive copper foil tape were stuck onto FR4 substrate to produce the
filter. Corrections to the dielectric resonator placement could then be done relatively
easily by removing the foil tape and sticking down a replacement.
response. The hairpin filter topology was chosen because it was able to realise the de-
sired frequency and bandwidth with practically realisable microstrip dimensions [51,
pg 838].
4.5 Directional Coupler
This component must allow the instrument to operate with a single antenna. It must
operate over a relatively wide bandwidth and have low loss for the signal passing
through it. Passive, planar microstrip circuits are favoured as they are relatively cheap
to construct and can provide the necessary bandwidth.
4.5.1 Circulators
Circulators are passive three or four port ferrite devices. The ports are non-reciprocal,
which means that energy only travels in one direction and enters and exists the ports
in a predictable pattern. They are, therefore, a good way for interfacing a transmitter
and receiver with a single antenna. The advantage of circulators is that they can have
very low loss between the ports and can handle very high powers (not applicable this
application). The disadvantage is that they are expensive and relatively difficult to
design, layout and fabricate [6, 21, 86]. The best option would be to procure a drop-in
circulator from a reputable circulator manufacturer. This expense is, however, only
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(a) Synthesised Layout.
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(b) optimised linear response.
Figure 4.15: 4.15a and 4.15b show the layout and result of a linear synthesis and op-
timisation. In practise, the filter should not perform as well as the ideal linear design
suggests, which is why the filter parameters have been over designed. This is because
linear synthesis models do not take the effects of the material, discontinuities and cou-
pling between non-adjacent lines into account. The results of this simulation, however,
indicate that a practical filter is realisable in this way with some careful analysis and
adjustments.
recommended if other design options prove fruitless and will not be considered further
here.
4.5.2 Branch-line Coupler
A branch-line coupler, also know as a quadrature hybrid [51, pg 196], is shown in Fi-
gure 4.16. It is four port device with each side of the central box being λ
4
in length. The
impedance of the branches can be chosen to specify the desired ratio of powers to be
delivered to the two output ports, while having decent isolation to the remaining port.
This imperfect isolation can be exploited in this case to allow a portion of the trans-
mitted pulse to enter the receiver and undergo time stretching to provide a reference
of the transmitted pulse in the output. There are other planar structures, which are
suitable for directional couplers, such as the parallel-coupled line coupler and the rat-
race hybrid, but the parallel-coupled line coupler has the disadvantage in that the gaps
between the microstrips become too narrow for tight coupling and the rat-race hybrid
has the disadvantage in that its ports are not adjacent and cross-over connections are
often required [64]. This makes the branch-line coupler the most suitable choice.
Ansoft Designer was used to simulate a branch-line coupler at 5.8 GHz. Figure 4.17
shows the theoretical S-parameters in which port 1 has been used as the input port. As
can be seen, the signal is equally split between ports 3 and 4 at the centre frequency,
while port 2 remains well isolated from port 1. Since the circuit is symmetrical we can
expect the same behaviour if the input is from any of the other three ports.
The main disadvantage of this circuit is the large 6 dB loss between the transmitted
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Figure 4.16: 4.16a shows a 3 dB branch-line coupler layout [51, pg 199]. 4.16b shows
the path of the signal from the transmitter as it is split between the antenna and its
adjacent port, which is terminated. The received signal splits again but the signal of
interest is at the receiver. The signal at the transmitter will terminate into its 50 Ω
load. Due to the imperfect isolation a small portion of the transmitted pulse is able to
leak through to the receiver to provide the reference.
and received signal in the coupler itself. It must also be noted that due to the wave-
length criteria of the design, it is not useful for signals which have fractional band-
widths higher than 15% [51]. A method of increasing the bandwidth of this circuit is
needed if it is to meet the acceptance criteria.
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Figure 4.17: Simulated S-parameters of a 3 dB branch-line coupler.
4.6 Cross-correlator
The mixer and the integrator make up the components for the receiver of the instru-
ment. A diode-mixer would be suitable for the multiplication. The integration can be
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performed by a resistor and capacitor with an integration time long enough to produce
a smooth output curve.
4.6.1 Integrator Circuit
R
CVin V
50Ω
100nF
Figure 4.18: RC Integrator circuit [38, pg 26].
Figure 4.18 shows a circuit that performs integration over time of an input signal. The
voltage across the resistance, R, is Vin − V . Therefore, the current is:
I =
Vin − V
R
= C
dV
dt
If V  Vin, then
C
dV
dt
≈ Vin
R
or V (t) =
1
RC
t∫
Vin (t) dt+ C
In order to keep V  Vin, the integration time (here RC = 5µs) must be kept long.
This restriction means that the amplitude of the output signal is small and requires
amplification.
4.6.2 Amplifier
The requirements for the receiver amplifier are good gain, high stability and linea-
rity as well as a low noise figure. Voltage amplification can be performed with an
operational amplifier but these components can have high noise and high cost. The
gain-bandwidth product can also be very low, which would require some sort of cascade
arrangement. This would impact negatively on the power budget for the instrument.
A simple common-emitter amplifier can be designed that would have high gain and low
noise figure, while requiring a very low supply current. This is illustrated in Figure
4.19 [38, pg 76]. A Spice simulation of this amplifier is shown in Figure 4.20. Multiple
stages can be cascaded together to increase the overall gain.
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Figure 4.19: An AC common-emitter voltage amplifier with high stability, linearity and
gain. The capacitors Cb and Cc pass AC signals nd block any DC signal at the input
and output. The quiescent current of the amplifier is set by the base bias (R1, R2)
and emitter resistor Re. The DC emitter resistance (Re1 + Re2) can be set to 0.1Rc for
ease of biasing. The value of Ce should be set so that its impedance at the frequency of
operation is very low. The AC signal will then bypass Re2. The gain for the AC signal
can then be set by Re1, which can be made a small value.
Q1
2N5109
R1
240K
R2
100K
R3
15.4K
C1
1nC2
220n
C3
220n
R4
316
R5
1.21K
V1
3
V2
SINE(0 10m 70000 0)
in
out
.tran 0.1
 ---  C:\Users\Jon\Documents\Draft1.asc  --- (a) Spice circuit setup
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(b) Simulation at 70 kHz
Figure 4.20: A Spice simulation of a common-emitter voltage amplifier. The gain is
approximately 28 at 70 kHz. The quiescent current is less than 100 uA.
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4.7 Additional Power Supplies
The circuitry may require additional power supplies to those already available on the
instrument. The instrument can only provide regulated voltages at ±9V and ±5V.
The avalanche pulse driver, for example, would require the voltage to be stepped-up
to approximately 150V to operate. Some circuitry such as the silicon oscillator and
amplifier may require a lower voltage at approximately 3V.
The LT1073 is a good choice as it can be made into both a step-up or step-down conver-
ter and requires only a few external components. The switching current can also be
controlled by a resistor. This is illustrated in figure 4.21. The output voltage is set
according to the following formula [83]:
VOUT = (212mV)
(
R2
R1
+ 1
)
(4.2)
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14k
.tran 10
 ---  C:\Users\Jon\Documents\9-160.asc  --- 
(a) 9 V to 150 V converter.
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(b) Simulated output of the 9 V to 150 V converter.
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(c) 9 V to 3 V converter.
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(d) Simulated output of the 9 V to 3 V converter.
Figure 4.21: 4.21a-4.21d show how the LT1073 is configured for step-up and step-down
conversion.
55
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
4.8 Summary
In this chapter, several hardware options for the various sub-systems of the instrument
were reviewed. The proposed architecture was shown to include two pulse generators,
which are made up of a PRF generator, a pulse driver and a pulse shaper. Vernier
time-stretching is achieved by a cross-correlation procedure, which consists of a mixer
and an integrator followed by an amplifier.
4.8.1 PRF Generator
Relaxation oscillators and timing IC’s do not meet the acceptance criteria for the design
as they are not sufficiently stable and require tuning to operate at the correct frequency.
Crystals are the favoured choice for the PRF generator as they are very stable and can
operate with low power CMOS circuitry. A silicon oscillator is also favoured for initial
prototyping as they have a much larger frequency tuning range. The stability of the
silicon oscillator, however, is not as good as the crystal oscillator.
4.8.2 Pulse Driver
Step recovery diodes did not meet the acceptance criteria as they demand a high bias
current and are more suited to operating at PRF’s over 10 MHz. This approaches the
maximum unambiguous range of the instrument. A pulse driver from a MIR was also
presented, which showed good promise. Short pulses at high PRF’s could be genera-
ted but their amplitude was very low. The avalanche pulse driver, on the other hand,
produced much higher amplitude pulses but suffered from long recovery times, which
limited the maximum PRF. Some circuitry was, however, suggested to overcome this
limitation. The effects of stray reactance in the pulse driver circuitry was also exami-
ned and it was shown that poor circuit layout can easily result in broad pulses with low
amplitude.
4.8.3 Pulse Shaper
Passive filters were favoured for this sub-system as any active CW oscillator would
impact negatively on the power budget. Two different filters were examined. A dielec-
tric resonator (DR) filter was constructed and it was observed that only a very narrow
bandwidth could be achieved. It was noticed, however, that careful manipulation of
the resonator improved the operating bandwidth, which warranted further research.
A hairpin filter was also proposed and it was shown that a very good response could be
achieved with careful optimisation. Both these filters also had the advantages of small
size and low cost.
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4.8.4 Directional Coupler
A passive microstrip branch-line coupler was the favoured circuit for this sub-system.
A simulation showed that the coupler was able to perform the function of a duplexer
but the operating bandwidth was not sufficient for a UWB signal. The disadvantage
of high loss in the coupler was also noted. A ferrite circulator could be used as an
alternative, but was not considered because of the complicated fabrication and high
cost associated with the device. A drop-in COTS circulator would be the best option to
use as a substitute.
4.8.5 Cross-correlator
A COTS mixer can be selected to perform the multiplication while a simple RC integra-
tor and amplifier can carry out integration. The design for a common-emitter amplifier
is presented and simulated, in which good gain, low noise and low power consumption
are achieved.
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Chapter 5
Hardware Construction & Testing
This chapter focuses on the PCB design, construction and testing of the various sub-
systems discussed in Chapter 4. The schematics were captured using EagleCAD and
the boards were laid out using the built-in board editor. The Gerber files were gene-
rated by Samuel Ginsberg and the boards fabricated and tested in the Department of
Electrical Engineering at UCT. The waveforms captured by the measurement instru-
ments such as the oscilloscope and network analyser have been exported to Microsoft
Excel.
5.1 Hardware Suppliers
The components for the project were selected by an extensive search of several com-
pany’s websites and by consulting application notes and books. Components were se-
lected based on cost and the user requirements. The silicon oscillator, the LTC6907,
used in the reference clock circuit was sourced form Linear Technology. The dielectric
resonators at 5.8 GHz were supplied, with the author’s gratitude, by Zhejiang Jiakang
Electronics Co.Ltd. Most of the components were given as samples by the various ma-
nufacturers, free of charge. The switching regulator for the step-up high voltage supply
was constructed using a LT1073 IC from Linear Technology. Various inductors used in
the switching power supply were supplied from Gowanda and NIC Components Corp.
Additional COTS components came from local distributors, RS Components and Com-
munica.
5.2 Choice of substrate and Board Layout
Firstly, the substrate on which the circuit will be laid out was considered. FR4 was
used to construct most of the circuits, but when used at higher frequencies the losses
and dispersion became too high and an alternative substrate was investigated. It was
discovered that the FR4’s poor performance was due to the fact that at high frequencies
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its dielectric loss dominates over its conductor loss [51, Chapter 7]. This is because it
has a relatively high dielectric constant which varies between 4.2 and 4.7, which causes
a large amount of flux to be absorbed. Signals propagate slower and the transmission
lines become dispersive. This can cause problems with broadband signals. Rogers
4003C substrate was selected as a replacement for FR4. The dielectric constant of the
Rogers boards was given as 3.38 and loss was quoted as being only 25% of the losses
experienced when using FR4 [12].
Although stripline transmission lines are less dispersive, microstrip transmission lines
were still chosen for the design because they are not buried between the substrate and
are easily accessible. To avoid the dispersive effects of the microstrip, the transmission
lines were made as short as possible. Adhesive copper foil tape was purchased for a
quick method of laying down microstrip lines and to reduce the need for making several
prototype printed circuit boards.
5.3 PRF Generator
Both the crystal and silicon oscillator circuits that were described in the previous chap-
ter were fabricated. The construction of both circuits was very straight forward. The
crystal oscillator, shown in Figure 5.1a, was constructed on double-sided Rogers 4003C
according to the schematic in Figure 4.3a. A crystal at 3.579 MHz is used to generate
the output as shown in Figure 5.1b. Unfortunately there were no crystals available in
small quantities at frequencies below 1 MHz, which made the silicon oscillator neces-
sary for testing the avalanche pulse driver.
The silicon oscillator shown in Figure 5.2, was constructed on double-sided FR4 ac-
cording to the schematic in Figure 5.2a. R2 and C3 were added to the initial silicon
oscillator circuit, as recommended by the manufacturer, to form a 100 Hz low pass
filter so that periodic noise generated by the switching power supply would not inter-
fere with the oscillator. The voltage drop across R2 is negligible because of the low
supply current. The measured outputs for PRF frequencies of 250 kHz and 3.58 MHz
are shown in Figure 5.3. Table 5.1 summarises the performance of both circuits. As
expected the crystal was more stable and had a better rise-time.
Table 5.1: Table showing the measured rise-time (tr) of the oscillators.
Type Measured tr [ns] Predicted tr [ns] Predicted stability
Crystal 6.6 7 50 ppm
Silicon 9.5 10 0.28 %
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(a) Photo of constructed crystal oscillator.
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(b) Measured output at 3.58 MHz of Crystal Oscillator.
Figure 5.1: Photo of the crystal oscillator and corresponding output waveform at 3.58
MHz.
2010/09/02 10:59:04  C:\Users\Jon\Documents\eagle\ref_clock.sch (Sheet: 1/1)
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(a) Schematic of the PRF generator.
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(b) Photo of the constructed PRF generator.
Figure 5.2: 5.2a) The schematic of the silicon PRF generator. 5.2b) The finished
construction. A 10 kΩ potentiometer was added in series with R1 so that the frequency
could be fine-tuned. Jumpers were added at pin 3 so that the full output frequency
range could be used without having to rebuild the board.
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Figure 5.3: 5.3a) The measured output waveform with a 200 kHz PRF, which closely re-
sembles the simulated waveform in Figure 4.5a. 5.3b) The measured output waveform
at 3.58 MHz, which resembles the simulation in Figure 4.5b.
5.4 Pulse Driver
Both the MIR and the avalanche pulse driver circuits presented in Chapter 4 showed
good promise in simulation and it was decided that both should initially be fabricated
and tested. The PCB’s were made on high frequency Rogers 4003C substrate.
5.4.1 MIR Pulse Driver
The construction of the MIR is well documented by Staderini [77] and in a previous
UWB project at the University of Cape Town by Chang [8]. A two-channel version
of the original MIR circuit, shown in Figure 5.4, was designed and constructed with
surface mount components for this application. The resulting pulse train, illustrated
in Figure 5.5, was able to meet the requirements in terms of PRF and pulse-width,
however, the amplitude of the pulses was low and could not be improved any further.
It must be noted that the oscilloscope that was used was limited to a bandwidth of 1
GHz, so the actual pulse is likely to have better rise-times.
Since a resonant circuit was being used as the pulse shaper, it was decided to focus
on the avalanche pulse driver as the amplitude of the pulses was much higher, which
would lead to higher amplitude shaped pulses. This presented quite a challenge, which
is documented in the subsequent sections.
5.4.2 Which Transistors Give the Best Avalanche Behaviour?
Not all transistors are suitable for avalanche circuits. It must also be noted that tran-
sistors of the same type may not avalanche similarly. Transistors that have been de-
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Figure 5.4: A two-channel MIR transmitter. The input from the PRF generators is
via the SMA connectors on the left side of the circuit board and the output pulse is
measured from the SMA connectors on the right side of the board. A 5 V power supply
(blue) for the logic and a 15 V power supply (red) is required.
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(a) A single output pulse of the MIR.
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(b) Pulse train output of the MIR.
Figure 5.5: 5.5a) A view of a single, negative pulse output from the MIR circuit. The
pulse width is measured to be 650 ps while the rise-time and fall-time are measured to
be 260 ps and 565 ps respectively. It is noted that the amplitude of the negative pulse
is around 850 mV and that there is an overshoot of 300 mV on the rising edge. 5.5b)
The repetition of the MIR pulse train is at 3.58 MHz. An artifact can also be observed
21 ns from each pulse, which is caused by the falling edge of the trigger pulse.
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signed for fast switching circuits are usually the most promising [51]. Nevertheless
some hand selection is usually necessary. Transistors that come in the metal-can pa-
ckage usually work the best and are able to dissipate heat faster. Some transistors
also come in surface mount packages and this can be favourable due to the shorter lead
lengths and the lower inductance of the package compared to the metal-can package.
There are also transistors which are specifically sold for their avalanche function such
as the Zetex 413-417 series but they are significantly more expensive than regular swit-
ching transistors. A test circuit was built to test the avalanche behaviour of a handful
of products.
Equipment Used
• Sampling oscilloscope (TSD5052B)
• 20dB attenuator
• Camera charger
• Pulse driver test circuit
Method
In order to test the avalanche transistors, the charging circuit for the flash was taken
out of a disposable camera. The circuit was able to charge up to nearly 330 V, which
was suitable for avalanching almost any transistor. Figures 5.6a and 5.6b show the
schematic and the test setup with the constructed circuit. The camera flash charger
was connected to the supply V+. The charge button was held down, increasing the
supply voltage with time, while the output at X2 was monitored on the oscilloscope. A
20 dB attenuator was placed on the input channel so that the maximum input voltage of
the oscilloscope was not exceeded and the input impedance was set to 50 Ω. This means
that the recorded voltage had to be multiplied by 10 to obtain the actual voltage. When
the transistor avalanched, a pulse triggered the oscilloscope and the supply voltage
was recorded. The results are tabled below. All transistors are NPN.
Results
The results show that it is possible to achieve the required pulse-width and very fast
rise-time with low cost, switching transistors operating in avalanche mode. As can
be seen in Table 5.2 and Figure 5.7, the high cost, avalanche transistor (FMMT413)
did not stand out in this experiment. The 2N3904 was chosen as the best candidate
because it produced the highest pulse amplitude when compared with supply voltage.
One limitation of this test procedure is that the pulses were captured using a Tektronix
TDS5052B sampling oscilloscope, since a better scope was not available at the time.
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Figure 5.6: 5.6a) The circuit that was used for the avalanche test. Each different tran-
sistor is placed in the same circuit. 5.6b) shows how the equipment has been setup and
shows one of the transistors under test.
The Tektronix scope only has 500 MHz single-shot bandwidth and a maximum effective
sampling rate of 5 GSa/s. Since the signals are band-limited to 500 MHz, the actual
pulse should have better rise and fall times than the measured pulse.
Table 5.2: The parameters of pulses produced by various avalanching transistors.
Pulse-width and rise-times are very similar due to the identical charge storage element
and circuit layout. Note-worthy parameters are the pulse amplitude and the required
supply voltage to achieve avalanche breakdown.
Part No. Supply Required [V] FWHM [ns] Rise Time [ps] Amplitude [V]
2N2369A ≈108 1.3 930 11
2N3904 ≈110 1.15 915 33
2N2219A ≈165 1.2 900 36
MMBT2222 ≈160 1.1 812 35
FMMT413 ≈180 1.2 930 33
2N3019 ≈260 1.2 980 50
5.4.3 Charge storage elements
It was decided that an open circuit transmission line, which behaves like a capacitor,
would be used as the charge storage element. The amount of charge stored is, therefore,
dependent on the length of the line. The line could then be trimmed until a suitable
pulse shape had been achieved. Discrete capacitors could also be used, but in practise
yielded poor results.
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Figure 5.7: Graph of the output pulses generated by each transistor under test.
5.4.4 Layout
As mentioned in Section 4.3.3, inductance’s have a big effect on the output pulse. When
laying out the circuit, the best results were achieved when the leads were kept as short
as possible, since even short conductors act like transmission lines when high frequen-
cies or fast pulses are propagating which results in reduced bandwidth, signal attenua-
tion and slower rise and fall times [44]. Surface mount resistors are also recommended
for their small size and mounting the transistor on the other side of the board then
allows the connecting lead lengths to be kept to a minimum.
Figures 5.8 and 5.10 show the evolution of the avalanche pulse driver circuits. Earlier
versions were built on FR4 substrate and the more recent versions are on the Rogers
4003C.
Figure 5.8: Earlier test versions of the avalanche pulser built on single-sided FR4 with
leaded components yielded inferior results because of the extra inductance.
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Figure 5.9: Careful layout with surface mount components was able to improve the
pulse amplitude.
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Figure 5.10: Output pulse of the pulse driver when PRF = 20 kHz. Increasing the PRF
leads to a drop in pulse amplitude, as predicted in the simulations. The pulse generator
stops working when the frequency is increased to 50 kHz. Ripple on the trailing edge
of the pulse can be seen, which is due to the mismatch between the 50 Ω charge storage
element and the load resistor plus the internal resistance of the transistor.
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In an attempt to improve the PRF of the avalanche pulse driver, a charging network,
which was described in Section 4.3.3, was added. In practise, the PRF could only be
improved to a maximum of 400 kHz, which was well below the 3.58 MHz predicted, a
shortcoming of the simulation. Figure 5.13b shows that the poor repetition frequency
is caused by a delay in the re-charging of the storage element. The power supply requi-
rements were also a severe limitation, which meant that a PRF of only 250 kHz, shown
in Figure 5.13a could be obtained.
It must be noted the the amplitude of the pulses is lower than in the simulations. In
addition to the losses caused by additional stray inductance, the voltage drop across
the load resistor is, in practise, limited to approximately VCBO(BR) − VCEO(BR), which is
a property of the individual transistor according to Herden [35].
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Figure 5.11: Schematic of the pulse driver with the charging network.
5.5 RF Pulse Shaper
5.5.1 DR Filter
In order to improve on the earlier DR filter design and achieve a wider bandwidth, the
Q-factor of the resonator has to be reduced. It was found that this could be done by
closing the gap between the transmission lines and by having the resonator sitting on
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(a) Photo of the pulse driver with a charging network.
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Figure 5.12: 5.12a) A photo of the fabricated pulse driver with the charging network.
5.12b) A single output pulse which shows a pulse-width of 1.05 ns, rise and fall times
of 700 ps and 535 ps respectively and an amplitude of 21 V.
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(a) Output pulse of the pulse driver with a charging
network and PRF = 250 kHz.
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Figure 5.13: The results of adding a charging network show an increase in the
achievable PRF from 20 kHz to 400 kHz without sacrificing pulse amplitude. Power
constraints, however, prevent the circuit from being used at over 250 kHz. One pos-
sible limitation of PRF is the recovery time of 0.5µs before the storage element begins
to charge, most likely linked to the recovery of the diode D1.
68
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
top of the transmission lines so that it became saturated with flux. This would also
improved the coupling and result in a better insertion loss.
Equipment Used
• Vector Network Analyser (Agilent E5071B)
• Dielectric Resonator Filters
Method
The six filters shown in Figure 5.14 were constructed to test which one would give
the best response. Three different widths between the transmission lines were set to
determine how much the Q-factor of the filter was reduced and whether it would allow
a pulse with a bandwidth of around 1 GHz to pass. The lengths of the transmission
lines were also decreased to determine if the insertion loss could be improved.
Figure 5.14: Photo of the filters to be tested.
The resonator was carefully placed at the centre of the PCB, one-quarter wavelengths
of the centre frequency away from the ends of the transmission lines. The S11 and S21
parameters were measured on the network analyser and the results of each filter were
compared.
Results
Figures 5.16a and 5.16b show the S21 plots of each of the six filters. The filters are
labelled I to III, I being the largest gap between the transmission lines and III being
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Figure 5.15: Photo of the filter test setup.
the shortest gap. Versions of these filters with shorter transmission line lengths are
then labelled Ib to IIIb.
Ultimately it was found that, although the bandwidth could be increased by careful
placement of the DR and adjustment of the gap in the transmission lines, the out of
band rejection of the filter became worse. A significant amount of energy at lower
frequencies was able to pass through the filter which would lead to distortion of the
5.8 GHz signal because of the high level of low frequency components in the baseband
signal. For this reason, the DR filter failed to meet the acceptance criteria. The hairpin
filter then became the best option.
5.5.2 Transmission line filter
In order to overcome the limitations of a simulation performed with linear models, it
was necessary to design a planar layout of the hairpin filter and apply an EM analysis
and optimisation to the problem. The EM analysis is the best way to predict the res-
ponse of the filters before fabrication and allows one to make small adjustments in the
parameters to achieve the best possible end result.
Method
This evolution is illustrated in Figure 5.18 after the optimiser was allowed to run for
72 hours. Each iteration of the optimiser takes approximately 5 minutes. As can be
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Figure 5.16: Filters II and III, show that the bandwidth of the filter has increased. The
shorter the gap, the wider the bandwidth becomes. The shorter microstrip lines also
have a small effect on the insertion loss. It was also noted that the centre frequency of
the filter was not 5.8 GHz, as expected, but rather 6.17 GHz. One explanation could
be the mismatch in the dielectric mediums of the resonator and substrate leading to a
different resonant frequency.
seen in Figure 5.17, which shows a diagram of the first 2 poles of the seven-pole hairin
filter that was designed, there are several variables that control the response of the
filter. The optimiser tracks the value of each variable and changes these variables by
a small amount each iteration. It then compares each result with that of the previous
iteration and with the desired optimum filter response. If the new iteration has a
result which is closer to the desired response than that of the previous iteration, the
values of the variables are kept. The process continues until the optimiser converges
on the desired filter response. To speed up the optimisation process, a range for each
variable is entered manually, thus eliminating any invalid values or values that cannot
be physically realisable by the fabrication equipment.
Results
Fabrication of the filter was fairly difficult because the gap between some of the lines
was very narrow (approximately 5 mil). This approached the limitations of the PCB
milling machine and as can be seen in Figure 5.19, which shows the narrow gap under
a microscope, the drill leaves rough edges which, in such a small gap, cause a slight
deviation from the desired outcome in filter response.
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Figure 5.17: A diagram showing the large number of varibles that need to be optimised.
This large number of variables can only be optimised using sophisticated computer
algorithms available in Genesys and would be impossible to do manually.
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(b) Optimised response.
Figure 5.18: 5.18a and 5.18b illustrate how the hairpin filter design evolves from a
theoretical linear model to an EM optimised circuit. Note the reduction in bandwidth
and shift in centre frequency between that of Figure 4.15b and Figure 5.18a, which is
why the initial bandwidth is made much higher than actually needed. After optimisa-
tion, the correct passband, 5.8 GHz± 500 MHz, and good matching, ≤ 20 dB, is achieved.
72
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
(b)
(a) Fabricated hairpin filter.
1 mm
0.127 mm
(b) Microscope view.
Figure 5.19: 5.19a shows the fabricated hairpin filter. The area surrounded in red is
a microscope view of the very narrow gap which separates two microstrip lines and
shown in 5.19b.
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Figure 5.20: 5.20a shows the S11 and S21 parameters of the hairpin filter. When com-
pared to the simulated design, it can be seen that the passband is centred on 5.8 GHz
with 1 GHz bandwidth. Matching is also good with a return loss of less than 15 dB over
the passband. 5.20b shows a group delay plot of S21 which indicates that there some
concern for dispersion around the 3 dB cut-off points of the filter.
5.6 Branch-Line Coupler
As discussed in Section 4.5, the branch-line coupler is a suitable device to be used as
a duplexer but the standard “two-branch” coupler described and simulated in Section
4.5.2 has the disadvantage of being very narrowband and not useful for such wideband
signals. This disadvantage can be overcome by adding supplementary sections to the
structure to increase the usable bandwidth [53, 52, 50, 51, pg 226].
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In practise, however, it can be very difficult to implement more sections in microstrip
because the outside branches usually require very high impedance’s, which can exceed
the limits of ones fabrication capabilities. In addition, the line-widths required by the
lower impedance lines create an undesirable aspect ratio, which affects the lengths
of the quarter-wavelength sections [64]. CAD software is ideal for solving this issue
because the impedance range can be specified before synthesis and optimisation to
ensure that the circuit can be physically constructed.
Method
Using the properties of the dielectric material such as the substrate thickness and the
minimum line-width that could be fabricated on the PCB machine, it was determined
that the usable microstrip impedance range on Rogers 4003C was 35Ω− 120Ω. Genesys
does not have a synthesis tool for multi-branchline couplers so a three-branch Cheby-
shev coupler from [64] was used as a starting point. An EM simulation was run on
the microstrip layout shown in Figure 5.21. The optimiser was run without any res-
trictions on the line impedance’s but the results exceeded the upper frequency limit of
120Ω on the outer-most branches. The impedance of the outer branches was then held
constant at 120Ω and the optimiser was run again. The final results of the optimisation
are shown in Figure 5.22.
Figure 5.21: Layout of multi-branchline coupler.
Results
After being satisfied with the simulation results, the coupler was fabricated, as shown
in Figure 5.23. The results of the measurements are shown in Figure 5.24, which show
that the bandwidth of the coupler was able to be increased to allow a signal with 1
GHz of bandwidth centred on 5.8 GHz to pass. A small amplitude imbalance is noted
between the two output ports due the limitation in achievable line impedance’s and
fabrication tolerance. It is, however, within acceptable limits.
74
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
120Ω on the outer-most branches. The impedance of the outer branches was then held
constant at 120Ω and the optimiser was run again. The final results of the optimisation
are shown in Figure 5.21.
Figure 5.20: Layout of multi-branch-line coupler
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Figure 5.21: The results of the EM simulation after final optimisation. S-parameter
data shows good constancy to the requirements. It is desired that the group delay is
constant within the passband, as shown in Figure 5.21b, to minimise dispersion
Results
After being satisfied with the simulation results the coupler was fabricated as shown
in Figure 5.22. The results of the measurements are shown in Figure 5.23, which show
that the bandwidth of the coupler was able to be increased to allow a signal with 1
GHz of bandwidth centred on 5.8 GHz to pass. A small amplitude imbalance is noted
between the two output ports due the limitation in achievable line impedance’s and
fabrication tolerance. It is, however, within acceptable limits.
5.7 Integrator and Amplifier
Figure 5.24 shows the circuit for the receiver voltage amplifier. Three stages of the
common-emitter amplifier discussed in section 4.6.2 have been cascaded. The transis-
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5.7 Integrator and Amplifier
Figure 5.24 shows the circuit for the receiver voltage amplifier. Three stages of the
common-emitter amplifier discussed in section 4.6.2 have been cascaded. The transis-
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Figure 5.23: Photo of the fabricated multi-branchline coupler. SMA connectors are
added to the ports for connection to the measurement equipment.
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(a) S-parameter measurement results.
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Figure 5.24: Results of measurements taken on the Agilent E5071B VNA. The S-
parameters, in Figure 5.24a, show a vast improvement in usable bandwidth centred
on 5.8 GHz. The group delay, shown in 5.24b, is is also relatively consistent at 400 ps,
which means that there would be little dispersion in the signal while it is propagating
through the coupler. Isolation is more than 20 dB over most of the desired bandwidth.
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5.7 Integrator and Amplifier
Figure 5.25 shows the circuit for the receiver voltage amplifier. Three stages of the
common-emitter amplifier discussed in Section 4.6.2 have been cascaded. The transis-
tor used was the 2N5109, an RF transistor with a gain bandwidth product of 1 GHz
and a noise figure of 3dB. The gain of each stage is 28 (14.5 dB), which gives a total
gain of around 43 dB. Quiescent current is chosen at 100µA for each stage. Ultimately
the total gain, measured with a continuous sinusoidal signal at 70 kHz, was 40.5 dB. In
order to bias the output DC level for maximum AC signal swing, potentiometers were
added to the biasing networks for fine tuning. Very little modification was necessary as
the circuit performed as predicted by the Spice simulations. Figure shows the response
of the intergrator together with the amplifier up to 1 MHz. Since the integrator circuit
behaves like a low-pass filter at 32 kHz, the test signal at 70 kHz is attenuated to 31
dB.
2010/09/02 05:16:33  G:\Boards\receiver.sch (Sheet: 1/1)
43
0k
10
0k
24
.9
k
51
1
1.
96
k
43
0k
10
0k 51
1
24
.9
k
1n
1n
2N5109
GND
GND
GND GND
GND
10
k
330n 330n
2N5109
10
k
1.
96
k
2N5109
43
0k
10
0k 51
1
1.
96
k
24
.9
k
330n
1n
10
k
GND
1n
50
100n
GND
+5V
R1
R2
R3
R4
R5
R6
R7 R8
R9
C1
C2
Q1
R1
0
C3 C4
Q2
R1
1
R1
2
Q3
R1
3
R1
4
R1
5
R1
6
R1
7
C5
C6 R1
8
C7
X1 R19
C8
Figure 5.25: Schematic of the integrator and voltage amplifier.
5.8 Additional Power Supply
The schematic of the step-up DC-DC converter is shown in Figures 4.21a. R1 is selected
to limit the switching current of the device. C1, C2 and C3 form voltage doublers with
the diodes, MUR120 fast switching, to keep the voltage at pin SW1 below its maximum
of 50 V. The input is the regulated 9 V from the original ultrasonic instrument.
Figure 5.28 shows the constructed circuit built on double sided FR4. The output wave-
form is shown in Figure 5.29 and compares well with Figure 4.21b. Low ESR (Equiva-
lent Series Resistance) capacitors were used, which improved the output ripple to that
shown in the initial simulation. The circuit can easily be modified to output a voltage
of 15 V for use in the MIR pulse driver.
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Figure 5.26: Photo of the constructed integrator and amplifier circuits.
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Figure 5.27: Plot of the gain versus frequency for the intergrator/amplifier circuit. The
gain is very good at low frequency below 30 kHz at 36.5 dB.
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A step-down converter was not required since all the low voltage circuitry could use the
regulated 5 V already available on the instrument.
L1
LT1073
MURS120
Vin = 9V
GND
Vout = 150VLow ESR
Figure 5.28: Photo of the constructed step-up DC-DC converter.
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Figure 5.29: Measured output of the step-up converter with low ESR capacitors. Vol-
tage ripple is less than 2 V.
5.9 Summary
The various sub-systems have been constructed and the measured waveforms have
been compared to the predicted waveforms and instrument specifications.
5.9.1 PRF Generator
It was determined that crystal based oscillators would be the best option for generating
the trigger signals for the pulse drivers due to their superior stability. A simple, low
cost, low power circuit utilising CMOS logic was constructed to produce a 3.58 MHz
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square-wave with a rise-time of less then 7 ns. Better, more expensive crystals can be
used to further improve the stability of the output. This met the acceptance criteria for
the sub-system.
In order to simplify the prototyping of the pulse driver, a silicon oscillator was also
constructed that could provide a tunable square-wave with a rise-time of less than 10
ns. Although it was useful in the design process, it was determined that the stability of
the silicon oscillator would not be sufficient to implement the Vernier time stretching in
the final system integration as maintaining a constant TSF relies on low trigger period
jitter.
5.9.2 Pulse Driver
Both the MIR and the avalanche transistor circuits were seen as good candidates for
the pulse driver. From the simulations, it was seen that both circuits were able to
produce pulses with a pulse-width of 1 ns and fast rise-times less than 800 ps. The
MIR had the advantage of a high PRF but the disadvantage of a low output pulse
amplitude. The avalanche transistor had the advantage of a high pulse amplitude but
a low PRF. Both circuits were initially constructed but it was ultimately decided, due
to time constraints, that the focus would be on the avalanche transistor pulse driver.
Various transistors were tested for good avalanche behaviour. It was determined that
the best option was the 2N3904. The FMMT413, a transistor made specifically for ava-
lanche use, did not show any clear advantages over the regular transistors that were
tested. It was decided that a transmission line should be used to store the charge for
the avalanche transistor as most small packaged capacitors were not able to withstand
the high supply voltage required to bias the transistors. Layout also proved to be a si-
gnificant challenge. Earlier constructions used ordinary leaded components, however,
the stray inductance and capacitance proved to be too high and small surface mount
versions had to be constructed.
Measurement of the pulse-width and rise-time was limited by the one-shot bandwidth
the oscilloscope. An oscilloscope with a better one-shot bandwidth would likely indicate
narrower pulse-width and faster rise-times. Ultimately the pulse driver was able to
produce short, 1 ns pulses with amplitudes of 21 V. The PRF was increased, with the
addition of a charging network, to a maximum of 400 kHz. A PRF of 250 kHz was
deemed more appropriate because the higher PRF exceeded the supply current limit.
5.9.3 Pulse Shaper
The dielectric resonator filter was initially the favoured choice for the pulse shaper.
Careful placement of the resonator and readjusting the microstrip lines enabled pro-
totype filters to be constructed onto PCB with improved bandwidth and insertion loss
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over initial designs. Several dielectric resonator filters were fabricated but in the end
it was found that by increasing the bandwidth, the out of band rejection of the filter
decreased such that low frequencies were able to pass through the filter. Due to the
high energy of the low frequency spectral components of the base-band signal, it was
determined that there was insufficient isolation in the filter and that the desired signal
at 5.8 GHz would become severely distorted.
The DR filter was abandoned in favour of a microstrip hairpin filter. The use of EM
simulation and optimisation software was crucial in the design. A filter was fabricated
that had a bandwidth of over 1 GHz at a centre frequency of 5.8 GHz. There was good
matching with return losses less than 15 dB the passband. This met the requirements
for the sub-system.
5.9.4 Branch-line Coupler
It was determined that the bandwidth of a regular, two-stage branchline coupler could
be improved by adding more stages. A three-stage branchline coupler was designed by
utilising EM simulation and optimisation software. The practical range of microstrip
impedance’s that could be fabricated was limited by the substrate material and the
capabilities of the PCB milling machine, making a CAD approach very useful. After
fabrication, it was seen that the bandwidth was indeed improved to around 1 GHz,
centred at 5.8 GHz and that the isolation was more than 20 dB over most of the desired
bandwidth. It is likely that the response could be improved if the board is professionally
fabricated as outside manufacturers are able to achieve better tolerances. The sub-
system, therefore, did meet the acceptance criteria.
5.9.5 Cross-correlator
A connectorised double-balanced mixer was used for the multiplication. The integrator
circuitry and the voltage amplifier were then constructed together on one PCB. Three
common-emitter amplifiers were cascaded to achieve a voltage gain of at least 40 dB.
This corresponded very closely with the simulations and met the acceptance criteria.
5.9.6 Power Supply
It was determined that a single power supply was required to step-up the regulated 9
V on the instrument to a suitable high voltage to bias the avalanche transistor pulse
driver or the MIR. The LT1073 was chosen because the output voltage could easily
be set by changing two resistors and the switching current could also be limited for
compatibility with the power supply constraints. Low ESR capacitors were used to
reduce the high output voltage ripple that was seen in the simulations.
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Chapter 6
System Testing
Chapter 5 focused on the fabrication and evaluation of the various individual sub-
systems. In this chapter, these sub-systems are brought together and tested for their
combined performance. Firstly the TSF is derived from measurements on the PRF ge-
nerators. The three sub-systems of the transmitter are then connected to evaluate the
shaped RF output pulses in the frequency and time domain. Tests are then performed
on the entire system to evaluate the time stretching technique and achievable accu-
racy. The compliance of the system to the rest of the desired specifications is then also
discussed.
6.1 Testing of PRF Generator
Equipment Used
• Universal counter (HP 53131A)
• 2 x PRF generators
PRF 1
PRF 2 
Frequency Counter
Ch 1
Ch 2
Figure 6.1: Diagram of the equipment setup for testing the PRF generators.
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Method
Two PRF generators from Figure 5.1 were constructed. A small tuning capacitor was
added to one of the PRF generators to pull the frequency by a small amount. The output
frequencies of both PRF generators were then measured and compared on a Universal
Frequency Counter as shown in Figure 6.1. The tuning capacitor was turned until
the difference between the PRF’s was approximately 43.7 Hz as per the requirement.
Unfortunately, adding a tunable element degraded the stability of the output signal so
the tunable capacitor was replaced with the closest fixed capacitor value. The resulting
measured frequencies and estimated TSF is shown in Table 6.1.
The procedure was repeated with the output of the crystal connected to a 74HC4040
ripple counter, in order to divide the frequency by 16. This would allow for the crystal
PRF generator to be used as the trigger to the avalanche pulse driver, which only has
a maximum achievable PRF of 250 kHz. These results are shown in Table 6.2.
Results
Table 6.1: Table showing the measured PRF and calculated time stretched repetition
rate of the crystal PRF generators. The calculated TSF is 92820.
Frequency [Hz] Period [s]
1 3580111.75 279.3208899× 10−9
2 3580073.28 279.3238992× 10−9
Trep 38.57 2.59269× 10−2
Table 6.2: Table showing the measured PRF and calculated time stretched repetition
rate of the crystal PRF generators with frequency division. The calculated TSF is 9965.
Frequency [Hz] Period [s]
1 223808.52 4.4681051× 10−6
2 223786.06 4.468554× 10−6
Trep 22.46 4.45236× 10−2
Table 6.3: Table showing the calculated TSF and effective sampling rate, fs,eff , for the
avalanche pulse driver and the MIR based on the measured PRF’s.
TSF =
T1
T2 − T1 fs,eff =
1
T2 − T1
MIR (3.58 MHz) 92820 332.3 GSa/s
Avalanche (223 kHz) 9965 2.2303 GSa/s
As can be seen, the closest difference between the PRF’s was 38.57 and 22.46 for the
3.58 MHz and the 223.8 kHz signals respectively. This corresponded to a TSF of 92820
for the MIR and 9965 for the avalanche pulse generator. The effective, real-time, sam-
pling rate after time expansion was calculated to be 2.23 GSa/s for the avalanche and
332.3 GSa/s for the MIR.
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These results indicate a problem with the PRF of the avalanche pulse driver method.
The Nyquist sampling rate for a 5.8 GHz signal is at 11.6 GSa/s, which is much higher
than the achieved 2.23 GSa/s. The difference between the transmit and reference PRF’s
at 223 kHz would have to be in the order of 2 Hz to achieve a more suitable effective
sampling rate but attempts to do this were unsuccessful. This failure was most likely
due to the period jitter of the avalanche pulse driver, which will be discussed further
later.
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6.2 Testing of Power Spectrum
Equipment Used
• Spectrum analyser (Agilent E4407B)
• PRF generator + avalanche pulse driver
• PRF generator + MIR pulse driver
• RF pulse shaper (5.8 GHz)
PRF Generator Avalanche / MIR 
Pulse Driver
RF Pulse Shaper Spectrum Analyser
Figure 6.2: Diagram of the equipment setup for testing the power spectrum of the
transmitted pulse train.
Method
The power spectrum of the transmitter was tested using a spectrum analyser as shown
in Figure 6.2. Firstly, the power spectrum of the baseband pulses was measured, which
requires a DC block to be placed on the input of the spectrum analyser for protection.
Secondly, the DC block was removed and replaced with the 5.8 GHz hairpin filter shown
in Section 5.5.2. Since there is no direct dc path through the filter, the DC block is
unnecessary. The test was initially run with the avalanche pulse driver and then with
the MIR pulse driver. The resulting spectra are illustrated in Figure 6.3
Results
It was seen that the spectrum of the baseband pulses is indeed very wide as expected.
Unfortunately, it was also observed that there was no measurable power in the 5.8 GHz
band. The signal levels in the band of interest are likely very weak and possibly well
below the noise floor. This means that the chosen method of pulse shaping using a filter
is too inefficient to demonstrate a shaped RF pulse. However, it was noted that there
was sufficient energy at lower frequencies in the spectrum to produce a measurable
result.
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The likely reasons for the failure of these waveforms to exhibit sufficient power in the
band of interest are discussed below:
• Insufficient pulse width and rise-time - the bandwidth of the waveform is determi-
ned by the rise-time and pulse width. As discussed earlier, faster rise-times and
narrower pulse widths give increased bandwidth. Consequently, the rise-time and
pulse width of these pulse generators need to be improved to obtain a wider band-
width signal. Likely causes of the limited rise-time are the sharpness of the base
trigger and the characteristics of the switching transistor itself, such as feedback
capacitance, and the characteristics of the charge storage element, such as stray
inductance.
• Pulse shape - The pulse shape resembles that of a Gaussian-like function, which
has a very large portion of its spectral content close to DC, as can be seen in Figure
6.3. Unfortunately, due to time constraints, suitable alter ative pulse shapes,
such as first-derivative Gaussian monopulses and Gaussian doublets, could not
be investigated. Monopulse and doublet waveforms exhibit a shifted spectrum
centred at high frequency with much lower power at and around DC [27]. This
means that more energy should be available at the desired band after filtering .
• Dispersion effects - The dispersion in the microstrip transmission lines as well as
the planar microwave components could also result in distortion and the widening
of the pulses, leading to a decrease in achievable bandwidth.
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Figure 6.3: 6.3a) Shows the spectrum of the baseband avalanche pulses. There are
measurable spectral components up to 2 GHz. The spectral lines cannot been seen due
to the limited number discrete frequency points that can be displayed (max. 8192).
The shape of the spectrum is also not Gaussian as expected, so there is concern that
the pulse train is not coherent. 6.3b) Shows the spectrum of the baseband MIR pulses.
Measurable spectral components up to 3 GHz are observed due to the faster rise-time
of the MIR pulses. The spectral lines spaced at the PRF are also seen as well as a close
to Gaussian shape.
85
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
Another filter was designed and fabricated in the same fashion as the previous filter to
demonstrate a shaped output pulse. The centre frequency was chosen at 580 MHz with
a bandwidth of 100 MHz, i.e. the same fractional bandwidth as the original 5.8 GHz
filter. The response of this filter is illustrated in Figure 6.4.
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(a) S-parameters of the filter.
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Figure 6.4: 6.4a) Shows the S-parameters of the filter. The centre frequency is observed
at 580 MHz and the 3 dB bandwidth is slightly over 100 MHz. Insertion loss is around
1.8 dB. 6.4b) Shows the group delay of the filter. It is observed that the delay at the
3dB points is nearly twice the delay over the rest of the pass-band.
Once the RF pulse shaper had been replaced, the output spectrum was measured with
both the avalanche pulse driver and the MIR pulse driver. As shown in Figure 6.5, there
was sufficient energy in this frequency band to produce a measurable output. A low
pass filter with a cut-off frequency of 900 MHz was added to reject spectral components
in higher frequency pass-bands caused by the periodic nature of the distributed circuit
elements of the hairpin filter. The mean output power over the band was also measured
to be -29 dBm or 1.26 uW.
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(a) Shaped avalanche pulse spectrum.
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(b) Shaped MIR pulse spectrum.
Figure 6.5: 6.5a & 6.5b) Show the spectra of the shaped pulses from the avalanche and
MIR circuits respectively. The total band power of the shaped output signal is very
similar for both circuits. This can be explained by the fact that although the MIR has
lower amplitude pulses, its higher PRF allows it to contribute the same amount of total
energy over the band.
6.3 Time Domain Testing of RF Pulse Shaper
Equipment Used
• Sampling oscilloscope (Agilent 54833A)
• PRF generator + avalanche pulse driver + pulse shaper (580 MHz BPF & 900
MHz LPF)
• PRF generator + MIR pulse driver + pulse shaper (580 MHz BPF & 900 MHz
LPF)
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Figure 6.6: Diagram of the equipment setup for testing the output of the transmitter
in the time domain.
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6.3.1 Shaped Output Pulse Train
Method
The transmitter was connected directly to the input port of the sampling oscilloscope, as
shown in Figure 6.6, for a time-domain analysis of the shaped output pulses. The input
impedance of the scope was set to 50Ω. The 580 MHz RF pulse shaper, discussed in the
previous section, was once again used in place of the 5.8 GHz shaper. The resulting
time-domain waveforms are shown in Figure 6.7.
Results
It was seen that the pulse width had broadened from 1 ns at the input to around 12 ns
at the output. This was expected because the 580 MHz filter only had a bandwidth of
100 MHz, while the input pulse had a bandwidth of 1 GHz. It was also noted that there
were several delayed pulses trailing the main pulse. This can be explained by Figure
6.4b, in which it was shown that the frequencies at the 3 dB cut-off points of the filter
took nearly twice as long to propagate, a phenomenon known as dispersion.
In order to remove the dispersive effects of the filter, a dispersion equaliser would have
to be added to the design. Figure 6.8 shows a somewhat ideal dispersion equaliser,
designed in Genesys using the Equaliser Tool. Unfortunately, due to time constraints,
the design could not be fabricated but is nevertheless shown for illustrative purposes.
The peak power of the pulse, Pt, into 50Ω can also be calculated from the time domain
voltage plots:
Pt,av =
V 2peak
R
=
(600× 10−3)2
50
= 7.2 mW (6.1)
Pt,MIR =
(75× 10−3)2
50
= 112.5µW (6.2)
6.3.2 Period Jitter
Method
The transmitter circuit is connected directly to the sampling oscilloscope with the input
impedance set to 50Ω. The display persistence of the oscilloscope is then set to infinite.
This means that every time the scope is triggered the resulting pulse is held on the
screen, allowing one to observe if there is any period jitter. The results are shown in
Figure 6.9 below.
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(a) shaped output pulse of avalanche pulse driver.
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(b) Shaped avalanche pulse train.
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(c) Shaped output pulse of MIR.
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(d) Shaped output pulse train of MIR.
Figure 6.7: The time domain plot of 6.7a) a shaped pulse from the avalanche driver,
6.7b) a shaped avalanche pulse train at 223 kHz, 6.7c) a shaped pulse from the MIR
driver & 6.7d) a shaped MIR pulse train at 3.58 MHz. It can be seen that the ampli-
tude of the MIR pulses is about an order of magnitude less than the avalanche pulses.
Delayed pulses caused by the dispersive nature of the filter are also observed.
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Figure 6.8: Shows how an equaliser is able to be synthesised to allow constant group
delay and minimise dispersive effects. 6.8a) Shows a circuit for a suitable three-section
equaliser. 6.8b) Shows the delay as a function of frequency both before and after equa-
lisation.
89
Un
ive
rsi
ty 
Of
 C
ap
e T
ow
n
Results
The avalanche pulse driver has a peak-to-peak jitter of about 300 ps while the MIR
has a peak-to-peak jitter of less 100 ps. Although it is likely that the scope does in-
troduce some jitter due to its own noise, one can clearly see that the avalanche circuit
produces significantly more period jitter than the MIR circuit even though they both
use the same crystal source in their PRF generator. This is likely the consequence of
noise being fed-back into the collector bias of the avalanche circuit during the switching
action, which results in inconsistencies in the point of breakdown between pulses.
This does not pose as much of a problem in this demonstration at 580 MHz because the
period of the signal is at 1.72 ns and much greater than the period jitter. However, the
period of the target carrier frequency of 5.8 GHz, is at 172 ps, which means that the
phase of the avalanche pulse could vary by over 360 degrees from one pulse to the next.
This will give rise to severe distortion in the output waveform and lead to a decrease in
accuracy, since the cross-correlation sampling technique in the time stretching process
requires strong stability. A better crystal source would likely allow for the MIR pulse
driver to meet the required 50 ps specification.
 < 300 ps
(a) Avalanche pulse driver period jitter.
 < 100 ps
(b) MIR pulse period jitter.
Figure 6.9: Screen shots of the pulse period jitter captured over a 5 s interval for the
avalanche and MIR pulse drivers.
6.3.3 Time to Failure of Avalanche Transistor
Transistors operating in avalanche mode are prone to failure. The circuit was left to
run continuously for 150 hours while the output pulses were monitored to determine if
and when failure occurred. The primary reason for the failure of transistors operating
in avalanche mode is overheating. If the PRF is too high then the heating caused by
the avalanche current may exceed the maximum heat dissipation of the transistor.
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It was noted that the circuit was able to run without failure for the entire duration
of the test. Therefore, it can be assumed that the maximum heat dissipation of the
package is not being exceeded. The effects of longer operation times are still unknown.
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6.4 Testing of Time Stretched Output
Equipment Used
• Sampling oscilloscope (Agilent 54833A)
• All transceiver sub-systems
Integrator
Transmitter
Reference
AmplifierTFM-2
Figure 6.10: Diagram of the equipment setup for testing the time stretched output.
The mixer that was used is the TFM-2 from Minicircuits.
Method
The sub-systems of the instrument are connected as shown in Figure 6.10 to demons-
trate the time stretching. As mentioned in section 6.1 above, the predicted time stret-
ching factors are 92820 for the MIR and 9965 for the avalanche pulse generator. The
new PRF for the time stretched output should, according to calculation be at 38.57 Hz
for the MIR and 22.46 Hz for the avalanche pulse. First, the real time waveform is
captured on the oscilloscope. Next, the time stretched output is captured. The data is
then compared with the theoretical results.
Results
It was observed on the oscilloscope, as shown in Figure 6.11, that the PRF of the ava-
lanche transmit pulse train was 223 kHz but that the PRF of the time expanded pulse
train was 22.65 Hz, which was slightly off from the predicted 22.46 Hz. On closer exa-
mination it was noticed that the TSF was not very stable and that the PRF in fact
drifted between 20.8 Hz and 23.4 Hz over a relatively short period of time. This was
confirmation that the low effective sampling rate and high period jitter, discussed in
Sections 6.1 and 6.3.2, had a very negative effect on the TSF stability. At this point it
was decided that the avalanche pulse driver method should be abandoned as it would
not be able to meet the acceptance criteria for the instrument hardware.
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The MIR, however, yielded much better results. It was observed on the oscilloscope,
as shown in Figure 6.12, that the PRF of the transmit pulse train was 3.58 MHz and
that the PRF of the time expanded pulse train was 38.57 Hz as predicted by the cal-
culated TSF. The time expanded PRF was also very stable over the short term with no
noticeable drift or instability.
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(b) Time stretched PRF output with TSF = 9665.
Figure 6.11: A comparison between 6.11a) the real-time pulse train and 6.11b) the time
stretched pulse train generated with the avalanche pulse driver. The time expanded
PRF showed a drift of approximately 2.4 Hz, which indicates TSF instability.
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(b) Time stretched PRF output with TSF = 92820.
Figure 6.12: A comparison between 6.12a) the real-time pulse train and 6.12b) the time
stretched pulse train generated with the MIR pulse driver.
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6.5 Testing the Time Interval Measurement on an Echo
Pulse
Equipment Used
• Sampling oscilloscope (Agilent 54833A)
• All transceiver sub-systems
• Splitter
• Various lengths of transmission line
Integrator
Transmitter
Reference
Delay Line
Amplifier
Splitter
6m..7m..15m
TFM-2
Figure 6.13: Diagram of the equipment setup for testing the time interval measure-
ment between a transmitted pulse and a received echo using a time stretching tech-
nique.
Method
Unfortunately, there was no suitable antenna available at the time of the testing, since
a lower frequency at 580 MHz was used. The branch-line coupler and 5.8 GHz horn
antenna could, therefore, not be integrated into the final demonstration. The setup
from Section 6.4 was modified to include a splitter and delay line, as shown in Figure
6.13, to simulate an echo pulse from a surface at different distances from the transmit-
ter. One output port of the splitter is connected to the mixer and the other output is
connected to one side of the transmission line. The other side of the transmission line
is left open-circuit so that the portion of the signal that travels down will reflect back
towards the mixer.
Known lengths of transmission line that represented delays of 6 m up to 15 m in steps
of 1 m were cut. Distances at less than 6 m could not be effectively tested as these
echos could not be differentiated from the long, 12 ns transmit pulse plus the dispersion
from the filter, which was causing a large unwanted blind zone. The real-time pulse-
echo time interval for each distance was measured on the scope and recorded as the
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actual time interval. The time expanded interval was then measured and recorded as
the expanded time interval. The expanded time interval was then divided by the TSF
calculated in Section 6.1 and this result, recorded as the calculated time interval, was
then compared to the actual measurement to calculate the distance error. Table 6.4
shows a summary of the results and Figure 6.14 shows an example of a measurement
with an echo at a range of 10 m.
Results
The results for the MIR show that each measurement is within 1 cm of the actual value
except for at 14 m. This is because there was an error in the initial measurement and
it had to be re-done at a later stage. It is likely that the TSF had drifted to a slightly
different value in the several hours between which the measurements occurred. Since
the measured distances are within 2 cm of the actual value for a wide range of measu-
rements, it can be assumed that the measurement process is accurate to the required
2 cm.
There is also sufficient time to capture up to 25 individual time-expanded distance
measurements between the measurement update rate of 1 Hz. Averaging several mea-
surements will result in a further improvement in the achievable accuracy.
Table 6.4: Table showing the results of the time interval measurements of distances 6
m to 15m using the MIR. TSF = 92820.
Dist. [m] Actual TI [ns] Exp. TI [ms] Calc.TI [ns] Dist. Error [cm]
6 41.2721 3.836405 41.33166 -0.89
7 47.2722 4.381865 47.2082 0.96
8 53.2721 4.945508 53.28063 -0.13
9 61.6345 5.727334 61.70367 -1.04
10 67.2725 6.236429 67.18842 1.26
11 73.0905 6.781891 73.06498 0.38
12 79.3616 7.372807 79.43123 -1.04
13 87.6263 8.12736 87.56044 0.99
14 93.0918 8.657547 93.27243 -2.71
15 99.3221 9.213373 99.26064 0.92
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(b) Time expanded transmitted pulse and correspon-
ding echo signal at 10 m, TSF=92820
Figure 6.14: An example of a time expanded output with an echo signal at a range of 10
m. This output range profile resembles that of an acoustic system and can can be pro-
cessed using the same techniques as those on board an ultrasonic level measurement
instrument.
6.6 Current Consumption
Table 6.15 shows a breakdown of the average current consumption of the active compo-
nents in the radar transceiver. In most cases the supply current has been over-stated
to ensure that the system is compatible with the existing power supply limitations. As
can be seen, the total average current is at 2.8 mA. The remaining current is for use
by the existing microprocessor and power supply hardware on the original ultrasonic
instrument.
Figure 6.15: Table showing the current consumption of the various transceiver compo-
nents.
Sub-system Avg supply current
2 x Crystal PRF generator 2 x 400 uA
2 x MIR Pulse driver 2 x 850 uA
Amplifier (3-stage) 3 x 100 uA
Total 2.8 mA
6.7 Cost of Components
Table 6.5 shows a breakdown of the costs of the components. As can be seen, the design
is very economical with the total cost coming in at about R450, which is below the user
requirement of R1000. This does not include the costs of the RF antenna, which is
likely to be a major contributor to the overall cost. It is likely that the component costs
will come down further if ordered in larger quantities. These prices were quoted for the
minimum order quantity.
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Table 6.5: Table showing the cost of the components for the radar transceiver.
Component Cost
Rogers substrate R234
74HC04 R4
BRF91A R7
Crystals R12
TFM-2 Mixer R120
BAT81 R2
2N5109 R42
Passives R25
Total R446
6.8 Specifications Achieved
Table 6.6 compares the desired instrument specifications, developed in Chapter 3, with
the actual specifications obtained in the final demonstration hardware. As can be seen,
the instrument was able to meet most of the desired specifications. As mentioned be-
fore, one of the shortcomings of the design was its inability to demonstrate at the ope-
rating frequency and bandwidth specifications due to the lack of spectral energy in
the region of 5.8 GHz produced by the short baseband pulses. This meant that the
constructed filter could not be used and had to be replaced by a filter at a lower centre
frequency.
In addition to the instrument specifications it was also shown that the instrument could
meet the following user requirements:
• Accuracy of 2 cm - It was demonstrated that the measured range was within 2 cm
of the actual range over 10 different ranges. There is also sufficient time in the
time expansion procedure to average several measurements to further improve
the overall accuracy.
• Low cost - An audit of the component costs for the demonstration hardware sho-
wed that total cost was well below R1000, although the cost of the antenna was
not included.
• Compliance with 4-20 mA loop power supply - An audit of the current consump-
tion showed that the instrument required an average current of 2.8 mA and could
indeed be loop powered.
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Table 6.6: Consistency with the desired instrument specifications.
Specification Desired Value Obtained Value
Type Pulsed radar
√
Operating frequency 5.8 GHz 580 MHz
SNR ≥ 13 dB √, with integration gain
Pt ≥ 165µW 113µW
Te ≤ 1000 K √
Rise-time ≤ 800 ps √
Bandwidth ≥ 1 GHz 100 MHz
Pulse width ≤ 1 ns √
PRF Tx 3.58 MHz
√
PRF ref 3.58 MHz - 43.7 Hz 3.58 MHz - 38.57 Hz
PRF jitter ≤ 43 ps ≤ 100 ps peak to peak
TSF 82000 92820
Antenna Beam-limited n/a
Antenna Beam-width ≤ 20◦ n/a
Power supply 24 V @ < 4 mA
√
6.9 Summary
Final testing of the complete transceiver revealed some shortcomings of the avalanche
pulse driver. Firstly, it was seen that the low PRF resulted in a poor effective sampling
rate and TSF, which meant that the time stretching technique could not be applied
satisfactorily. It was observed that the resulting TSF was unstable and varied conside-
rably over time and from pulse to pulse.
Secondly, it was noticed that there was a much higher period jitter associated with the
avalanche pulse driver when compared to the MIR pulse driver, both of which utilised
the same crystal PRF generator circuit. This high period jitter combined with the low
effective sample rate also resulted in severe distortion of the time expanded output
signal.
It was ultimately decided that the MIR pulse driver would be the best choice to use
in the final design. The high PRF resulted in a very favourable TSF and a very high
effective sampling rate. In addition, the low period jitter resulted in a very stable TSF
and a reliable time expanded output, although for a 5.8 GHz carrier this would have to
be slightly improved with a better crystal source.
Final integration of the sub-systems also revealed that using a filter to separate the
desired frequency components at 5.8 GHz was far too inefficient to produce any kind
of measurable result. It was seen that the frequency spectrum of the baseband pulses
lacked sufficient energy at frequencies higher than 3 GHz. Insufficient rise-times of
the pulses, pulse shape choice and dispersion were highlighted as the likely reasons for
the waveform to have failed to exhibit sufficient power at 5.8 GHz.
It was, however, shown that the time expansion could indeed be demonstrated at a
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lower frequency of 580 MHz and bandwidth of 100 MHz. Tests were performed with
echo pulses from 10 different ranges using a delay line. The results showed that the
range error in all of the measurements was within 1 cm of the actual range, which
means that the overall accuracy of the technique is within the required 2 cm.
Time domain analysis of the RF pulses also revealed the presence of dispersion which
caused unwanted signals close to the transmitted pulse. These signals were also trans-
ferred to the output in the time expansion process which resulted in an increased
blind-zone in which close targets could not be detected. A dispersion equaliser was
recommended to correct the group delay of the filter to minimise the dispersion.
Ultimately it was shown that the demonstration hardware showed good compliance to
the desired specifications as well as the power and cost user requirements. Although
not all the specifications were met, a good platform for further development has been
created. Some recommendations for future design revisions will be discussed in the
next chapter.
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Chapter 7
Conclusions and Recommendations
for Future Work
This chapter highlights the important findings presented in this dissertation. Recom-
mendations are then given for possible future work.
7.1 Conclusions
7.1.1 Instrument Specifications
• A pulsed radar should be used in the transceiver because it is the most compatible
with the pulsed TOF technique utilised in the existing ultrasonic instrument. In
addition, the pulsed radar has the advantage of lower power operation, a lower
component cost and less prone to interference between the transmitter and recei-
ver circuitry.
• The operating temperature and pressure ranges can be achieved by using radar
because electromagnetic wave propagation velocity is barely effected by changes
in these parameters. A maximum error of only 0.134% is expected, which can be
calibrated into the distance measurement.
• An operating frequency of 5.8 GHz would be used because it complies with the
industry regulations and will be easier and cheaper to implement in first genera-
tion hardware than 24 GHz. It was, however, noted that there are many technical
advantages of using an operating frequency of 24 GHz.
• The timing hardware on the existing acoustic sensor is not compatible with the re-
quirements for TIM on radar signals. A Vernier time expansion technique should
be used to expand the output time domain profile to a suitable scale so that the
existing ultrasonic instrument can be used to calculate the level measurement
as per the requirement. A time stretching factor of at least 82000 is required to
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expand a frequency of 5.8 GHz to a frequency in the same order as an acoustic
signal.
• To achieve the accuracy requirements the instrument should be designed accor-
ding to the specifications in Table 3.4.
7.1.2 Demonstration Hardware
• The architecture of the instrument should follow the design in Figure 4.1, which
requires two pulse train generators consisting of a PRF generator; a pulse driver;
an RF frequency shaper; a frequency mixer along with an integrator and ampli-
fier.
• Although silicon square-wave oscillators were useful in the prototyping stages, a
crystal, CMOS based, square-wave oscillator should be used in the PRF generator
because crystals present the best overall stability. Better, more expensive crystals
can ultimately be used to further improve the stability of the PRF generator out-
put.
• The MIR and the avalanche transistor were seen as the two best candidates for
the instruments pulse driver. Both circuits were able to produce pulses with a
pulse-width of 1 ns and fast rise-times less than 800 ps. The MIR had the advan-
tage of a high PRF but the disadvantage of a low output pulse amplitude. The
avalanche transistor had the advantage of a high pulse amplitude but a low PRF.
While both circuits were cons ructed, it was decided that the focus should be put
on the avalanche pulse driver to try and improve its PRF as previous work on the
MIR had already been documented. Unfortunately these attempts were unsuc-
cessful, which resulted in the avalanche method failing to meet the acceptance
criteria.
• The MIR pulse driver should be used because the avalanche pulse driver was
unable to meet the PRF specifications and exhibited increased period jitter toge-
ther which resulted in an unsatisfactory time expansion. The MIR, however, was
able to meet all of the pulse specifications. A PRF of 3.58 MHz was achieved and
resulted in a TSF of 92820 when combined with a reference pulse train. An effec-
tive sample rate of 332 GSa/s was also achieved which meets the Nquist criteria
for 5.8 GHz and above.
• Using a filter to separate the desired frequency components at 5.8 GHz was far
too inefficient to produce any kind of measurable result. It was seen that the fre-
quency spectrum of the baseband pulses lacked sufficient energy at frequencies
higher than 3 GHz. Time domain analysis of the RF pulses at a lower frequency
of 580 MHz also revealed the presence of dispersion caused by the non-constant
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group delay of the bandpass filter, especially around the 3 dB points. Either the
rise-time of the pulses has to be improved, to increase higher frequency spectral
energy, along with the implementation of a dispersion equaliser, to correct the
group delay, or a different method of generating the RF carrier should be conside-
red.
• The branch-line coupler could not be integrated into the final system due to the
fact that the system could not be tested at the designed operating frequency.
• The mixer, integrator and amplifier performed well as predicted.
• Testing performed on the complete system with a carrier frequency of 580 MHz
and 100 MHz of bandwidth showed that an accuracy of 2 cm could be achieved
along with sufficient time to perform averaging to further improve the accuracy if
necessary.
• Average current consumption was 2.8 mA, which was belo the user requirement
of 4 mA. The instrument will be able to meet the requirement to operate off a 4-20
mA current loop.
• The cost of the components was kept very low. The total cost excluding an antenna
was well below the required R1000.
• The design is considered very compact but it exceeded the size requirements due
to its modular design. A new, single board layout should be done to reduce the
circuit size.
7.2 Recommendations for Future Work
• A better quality crystal should be used to improve the trigger period jitter.
• A circuit to lock the PRF generators to a fixed difference frequency should be im-
plemented. This will ensure that any medium to long term drift between the two
output frequencies can be corrected so that the TSF remains stable. One tech-
nique, used by McEwan [58], is illustrated in Figure 7.1. The system consists of
two crystal controlled square-wave generators. The Tx generator is a stand-alone
free-running XO (crystal oscillator) and the Ref Generator is a VCXO (voltage
controlled crystal oscillator). The system maintains the TSF by comparing the
period of the time stretched output, ∆, with that of a preset reference period,
∆ref , which is set to the desired TSF. The controller generates a voltage propor-
tional to the error between the measured time stretched period and the reference
period and adjusts the voltage to the VCXO to compensate for any change. A
constant time stretched period at ∆ref is , therefore, maintained. The advantage
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of this setup is that there is no interference between the two oscillators as they
are completely separated.
Transmitter
Circuit
Reference
Circuit
Tx PRF Generator
Ref PRF Generator
Cross-Correlator
Baseband ProcessorControl
Detected time stretched 
pulses
Δref
1/Δ
Figure 7.1: Block diagram of a dual clock locking system. The baseband processor
detects the time stretched transmitted pulses. The period between the time stretched
pulses is then compared to the reference period and the frequency of the VCXO is
adjusted to compensate for any drift between the two oscillators.
• The technique of generating the RF pulse should be reconsidered. It is recommen-
ded that an active up-conversion stage is added since it is unlikely that sufficient
energy can be filtered from wideband baseband pulses, especially if one wants to
go to 24 GHz in future designs. McEwan [59] and Fehrenbach [22] show circuits
for the implementation of a low-Q oscillator. The oscillator is also powered com-
pletely by the driving pulse from the pulse generator on its input terminal. Due
to the low Q-factor the oscillations start and die very quickly and the envelope of
RF output pulse resembles that of the driving pulse.
• Integration of the transceiver with the existing ultrasonic platform should be per-
formed.
• A suitable wide-band antenna should be designed according to the specifications
in Table 3.4.
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Appendix A
Matlab Code
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