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“Lo mismo que el hierro se oxida por falta de uso y el agua estancada se vuelve putrefacta, la
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Resumen
Este trabajo de fin de master tiene por objetivo la reconstrucción 3D de sólidos deformables mediante la
utilización de redes neuronales convolucionales, en este caso con una arquitectura encoder-decoder.Dicha




This master thesis aims to achieve 3D reconstruction of deformable solids through the use of convolutional
neural networks, in this case with an encoder-decoder architecture. This work looks for a future application
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Capítulo 1
Introducción
La vida es y siempre será una ecuación imposible de
resolver, pero tiene ciertos factores que conocemos.
Nikola Tesla
1.1 Introduccion
El objetivo de este Trabajo de fin de máster es la implementación y validación de un sistema para la
reconstrucción y registro de objetos que sufren deformaciones a partir de la información proporcionada
por una cámara de color convencional.
A día de hoy, un reto importante en la visión computacional consiste en la recuperación de la infor-
mación 3D de la escena a partir de imágenes capturadas por una cámara convencional. Este problema en
concreto se conoce como reconstrucción 3D. En la actualidad existen sensores de profundidad tales como
Kinect [6], mediante los cuales se puede obtener directamente un mapa de profundidad de la escena. Sin
embargo, el problema de la reconstrucción 3D a partir de cámaras convencionales sigue siendo un tema
de gran interés. Esto es debido principalmente a las limitaciones de los sensores de profundidad, ya sea
en costes, exactitud, tamaños o sus dependencias de las condiciones de luz, texturizado y movimiento en
la escena.
Los objetos que se encuentran en la naturaleza se pueden dividir a grosso modo en rígidos y no rígidos.
En el caso de los objetos rígidos, la reconstrucción tridimensional a partir de múltiples vistas se conoce
como SfM [7] y se ha estudiado en profundidad en las últimas décadas. A día de hoy existen soluciones
para SfM estables y exactas y se integra en numerosos productos y sistemas industriales. En SfM se parte
de un conjunto de fotos 2D tomadas de un objeto desde diferentes vistas. Gracias a la suposición de
rigidez, es posible expresar el movimiento entre imágenes como rotaciones y traslaciones de la cámara
con respecto a la escena. Un ejemplo de SfM se observa en la figura 1.1
Figura 1.1: Ejemplo de reconstrucción rígida mediante SfM www.cs.cornell.edu/ snavely/bundler
2 Capítulo 1. Introducción
En el caso de los objetos no rígidos o deformables, los métodos SfM convencionales no funcionan
correctamente. Dichos objetos pueden sufrir cambios y deformaciones entre imágenes y, por lo tanto, no
es posible expresar el movimiento entre imágenes exclusivamente con rotaciones y traslaciones de cámara.
En esta última década se ha estudiado ampliamente el problema de la reconstrucción deformable 3D
en más de 100 artículos de investigación. Algunos de estos métodos emplean restricciones de movimiento
combinadas con otras restricciones visuales para condicionar correctamente el problema de reconstrucción.
Por ejemplo, [8] combinan el movimiento con los cambios de luz, [9, 10] combinan cambios de luz,
movimiento y características de bordes y [11, 12] combinan cambios de luz y texturas. Dichas soluciones
no son comparables con SfM en términos de exactitud o estabilidad. La reconstrucción deformable es
además un problema de considerable importancia dadas sus aplicaciones científicas y tecnológicas. Un
ejemplo de reconstrucción deformable se observa en la figura 1.2.
Figura 1.2: Ejemplo de reconstrucción no rígida del trabajo [1]
La reconstrucción de objetos deformables se aplica a diferentes disciplinas. A continuación se muestran
algunos ejemplos:
1. Estudios de impactos: Dentro de este ejemplo se encuentra [13] que estudia la deformación
producida por el impacto de pelotas blandas en superficies, lo cual puede ser aplicado en el mundo
del deporte y la fabricación industrial. Un ejemplo de dicha aplicación se observa en la figura 1.3.
Figura 1.3: Ejemplo de estudio de impacto
2. Recuperación de deformación objetos en tiempo real: En este caso destaca [14], el cual
recupera la deformación de objetos en tiempo real, permitiendo su uso en diferentes industrias,
como la de la moda para probar prendas virtualmente o la realidad aumentada. Un ejemplo de
dicha aplicación se observa en la figura 1.4.
3. Realidad aumentada en cirugía mínimamente invasiva: En este caso la aplicación de la
reconstrucción deformable consiste en crear ayudas visuales en operaciones por laparoscopia me-
diante realidad aumentada. Mediante estas técnicas se combina información obtenida durante el
preoperatorio del paciente (principalmente imagen 3D por resonancia magnética) con la información
capturada por una cámara de laparoscopia. Dentro de este campo existen numerosas publicaciones
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Figura 1.4: Ejemplo de estudio reconstrucciones
entre las que destacan [2–4,15]. En las figuras 1.5, 1.6 y 1.7 se muestran algunos resultados de estos
métodos.
Figura 1.5: [2] Imagen laparoscópica del hígado aumentada con información 3D obtenida mediante
resonancia magnética. Se muestran estructuras internas del hígado como pueden ser los tumores y vasos
sanguíneos.
Figura 1.6: [3] Imagen laparoscópica del hígado aumentada con información 3D obtenida mediante
resonancia magnética. Se muestran los ligamentos, tumores y bordes de oclusión del hígado.
Los ejemplos anteriormente mencionados constituyen aplicaciones reales y funcionales de la reconstrucción
tridimensional de objetos deformables a partir de imágenes convencionales. Sin embargo, muchos de estos
ejemplos requieren un alto nivel de preparación experimental e intervención humana. Las técnicas actuales
de reconstrucción deformable no permiten funcionar en entornos sin restricciones, como puede ser una
mesa de quirófano.
Esta Tesis de máster se centra en resolver el problema de reconstrucción deformable conocido como
Shape-from-Template (SfT). Esta técnica en concreto trata de obtener la forma tridimensional de un
objeto mediante el registro entre una imagen y una plantilla, que se compone de una forma de referencia
del objeto y su correspondiente apariencia o mapa de textura. Un ejemplo de plantilla se contempla en
la figura 1.8.
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Figura 1.7: [4] Imagen laparoscópica ex-vivo de un riñón de cerdo aumentada con información 3D
obtenida mediante resonancia magnética. Se muestran los tumores internos y los límites de corte de los
mismos sobre la superficie del riñón.
Figura 1.8: Ejemplo de SfT
A continuación se explicarán brevemente cada uno de los elementos involucrados en SfT, los cuáles se
observan en la figura 1.8.
1. Plantilla: La plantilla esta constituida por una malla tridimensional del objeto de interés y un mapa
de textura del mismo. Este mapa de textura bidimensional puede ser una imagen tomada del objeto
donde se visualize su apariencia externa. En general la plantilla suele mostrar la forma del objeto
en su estado natural sin deformación pero no es condición fundamental para el método propuesto.
La forma o malla tridimensional de la plantilla y su apariencia están relacionados mediante una
función que mapea las coordenadas de la textura sobre la malla tridimensional.
2. Imagen con deformación: Se trata de la imagen de entrada en la que se visualiza el objeto
deformado. El objetivo de SfT es obtener la forma tridimensional del objeto deformado que se
corresponde a la proyección en la imagen.
3. Priors o restricciones: Las restricciones constituyen un factor clave en los algoritmos de SfT. El
problema SfT es de naturaleza ambigua y requiere de modelos de deformación y otras condiciones
“a priori” que actúen como restricciones en el proceso de reconstrucción. En el caso de este trabajo
se explorarán aquellos objetos que sufren deformaciones que se aproximan a una isometría, donde
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las distancias geodésicas del objeto se mantienen invariantes a la deformación. Como se comentará
en el Capítulo 2 de este trabajo, la isometría permite que el problema SfT esté bien condicionado
y por tanto asegura que existe en general una única deformación posible que es compatible con su
proyección en la imagen.
4. Algoritmo SfT: Dicho algoritmo será el encargado de relacionar las restricciones, la plantilla y la
información 2D de la imagen de entrada para obtener la reconstrucción tridimensional y la relación
con la plantilla.
Es importante resaltar que el algoritmo SfT requiere resolver al mismo tiempo un problema de registro
deformable entre la plantilla y el objeto deformado (por ejemplo a que punto de la plantilla o su textura
corresponde cada píxel de la imagen con deformación) y un problema de reconstrucción, que permite
obtener la forma tridimensional del objeto deformado. En este sentido, la información obtenida en SfT
de la imagen deformada no puede obtenerse con sensores de profundidad directamente ya que éstos no
realizan un proceso de registro. Éste es, además, fundamental para muchas aplicaciones como la realidad
aumentada.
Este trabajo explora el uso de las redes neuronales convolucionales o CNN para que, a partir de datos
de entrenamiento, se relacione directamente la información contenida en una imagen de color con la
deformación sufrida por la plantilla del objeto. La solución propuesta permite obtener una solución densa
a la reconstrucción y registro del objeto, en tiempo real y sin necesidad de disponer de una secuencia
de vídeo. En este trabajo se demuestra experimentalmente que el sistema propuesto permite resolver un
problema de considerable complejidad, mejorando significativamente la calidad de la reconstrucción y el
registro con respecto a los métodos del estado del arte actual.
Los sistemas basados en CNN se nutren de bases de datos de gran extensión. Sin embargo, las bases
de datos de SfT son escasas y requieren de equipamiento no estandar de reconstrucción y registro, como
pueden ser marcas artificiales en espectro no visible. Para abordar este problema se ha optado por la
creación de una base de datos de imágenes generadas por ordenador mediante el programa de diseño
gráfico Blender [16]. Este software permite simular deformaciones elásticas e inelásticas que imitan las
deformaciones sufridas por objetos comunes como ropa o tejidos y componer la imagen tomada por una
cámara del objeto, incluyendo efectos de sombreado de la luz, interacción con el material y los efectos de
proyección. Se han generado imágenes sintéticas a partir de dos plantillas de objeto de tipo “thin-shell”,
como podría ser una hoja de papel o tejido, que difieren en la riqueza de la textura que forma su apariencia
en la imagen.
Se propone también el reentrenamiento o fine-tunning de la red CNN propuesta con una base de
datos de menor tamaño y en la que se utiliza un sensor de profundidad para obtener datos reales de
entrenamiento para la red. Este paso permite mejorar considerablemente la calidad de la reconstrucción
en imágenes reales. Dentro de las alternativas actuales de sensores de profundidad destacan las cámaras de
TOF como la Kinect v2 [6], StarForm 3D [17], Baxler ToF Camera[18] y las cámaras de luz estructurada
como Kinect v1 [19], Astra Pro [20], Xtion Pro [21], etc.. En el caso de este trabajo, para la obtención
de las medidas de profundidad, ha sido utilizada una cámara TOF Kinect v2 debido principalmente a su
alta resolución de imagen de profundidad (512x424 píxeles) y su coste inferior al de otras alternativas.
El presente trabajo se enmarca dentro de las líneas de investigación del grupo de investigación GEIN-
TRA de la Universidad de Alcalá y dentro del proyecto ARTEMISA financiado por el programa Retos
de la Sociedad 2016 del MINECO.
6 Capítulo 1. Introducción
1.2 Sistema propuesto
Para llevar a cabo los objetivos previamente propuestos, se ha planteado una estructura de trabajo como
la que se describe en el diagrama de la figura 1.9.
Figura 1.9: Sistema Propuesto
A continuación se comentarán y explicarán brevemente cada una de las fases reflejadas en la figura
1.9:
1. Grabación y creación de la base de datos: En esta etapa se realiza la creación de la base de
datos, dicha base de datos se puede dividir en dos tramos bien definidos.
(a) Creación de una plantilla: En este paso se definirán las plantillas utilizadas a lo largo de
este trabajo y que consistirán en objetos planos definidos por una malla tridimensional y una
textura asociada.
(b) Base de datos sintética: Para crear una base de datos sintética de deformaciones y registro
se emplea el software de simulación Blender [16] a partir de la plantilla previamente definida.
Dicho uso del programa Blender requerirá la creación de una cámara virtual similar al sensor
RGB incluido en Kinect v2 y mediante la cual se obtendrán las imágenes de color y los mapas
de profundidad del objeto. Mediante Blender se simularán deformaciones cuasiométricas en el
objeto. Por último se utilizarán funciones de interpolación basadas en funciones spline bicúbicas
BBS para la generación de las funciones de registro entre la textura de la plantilla y la imagen de
entrada. Dichas imágenes de registro o “warps” serán, junto con las imágenes de profundidad,
los elementos necesarios para realizar el aprendizaje supervisado de la red.
(c) Base de datos real: Una vez entrenada la CNN sobre la base de datos sintética, se empleará
la segmentación que realiza la misma, sobre grabaciones reales de la plantilla para crear una
pequeña base de datos real que permita realizar una etapa de reentrenamiento o FT sobre la
misma y así adaptar la red a datos reales.
2. Entrenamiento de la CNN: esta fase constituye un hito crucial para el correcto funcionamiento
del sistema completo. En ella se realiza el entrenamiento del sistema de reconstrucción y registro,
representado por la CNN, este entrenamiento se puede dividir a su vez en dos subfases:
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(a) Entrenamiento sintético: En esta primera fase se entrenará la CNN sobre la base de datos
sintética previamente creada en Blender. Dicho entrenamiento se realizará sobre unas 23400
imágenes sintéticas que mostrarán diferentes tipos de deformaciones y movimientos, de tal
manera que se favorezca la generalización de la red. Se emplearán dos salidas bien definidas,
en las cuales la función de pérdidas empleada, será el MSE.
(b) Entrenamiento real: Una vez entrenada la CNN sobre la base de datos sintética, se proce-
derá a realizar un reentrenamiento sobre datos reales (FT). Este reeentramiento se realizará
únicamente sobre la estimación de profundidad, de tal manera que las salidas de registro se
congelarán para no alterarse con respecto al entrenamiento previo.
3. Reconstrucción y Registro: Una vez entrenada la CNN obtenida permite realizar reconstrucción
y registro de imágenes fuera del conjunto de entrenamiento.
4. Evaluación de resultados: esta última fase consiste en un proceso de optimización y compara-
ción de los resultados del algoritmo con los datos etiquetados utilizando métricas que evalúen el
desempeño y capacidad de generalización de la misma. Además, se obtendrán los resultados de
reconstrucción obtenidos por otros algoritmos del estado del arte que realicen dichas tareas, de tal
manera que se pueda comparar con sistemas actuales y medir en que cuantitativamente la mejora
que ofrece el algoritmo propuesto con respecto al estado del arte actual.










Figura 1.10: Arquitectura propuesta
a la red propuesta consiste en la imagen RGB convencional de la superficie deformada. Se plantea una
arquitectura de red de tipo “fully convolutional” formada por sistemas basados en encoder-decoder.
Este trabajo demuestra que este tipo de arquitectura es muy adecuada para resolver el problema SfT
de manera densa. En concreto esta red basó parte de sus bloques de codificación-decodificación en los
bloques convolucionales de la red del estado del arte Resnet [22]. Esta red emplea bloques residuales con
normalización de batch [23], que permiten un entrenamiento más rápido y con una pérdida de información
menor tras las convoluciones dada la recirculación de residuos. Las salidas de la red consisten en las
siguientes imágenes:
1. Imagen de profundidad: La primera salida estará constituida por la estimación de una imagen de
profundidad correspondiente a la superficie deformada y donde el fondo se debe suprimir, asignando
un valor constante a todos los píxeles que corresponden al mismo. Esta salida por tanto representa
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la reconstrucción tridimensional y además la detección y segmentación de la superficie de interés
con respecto al fondo.
Figura 1.11: Ejemplo de mapa de profundidad de salida, expresado en milímetros
2. Warp o función de registro de la imagen de la plantilla con la imagen de la superficie
deformada: La función de warp o función de registro dentro del contexto de SfT corresponde al
mapa o función que relaciona cada píxel de la imagen de entrada y la textura de la plantilla. En la
figura 1.12 se muestra un ejemplo de función de warp.








Figura 1.12: Imagen esquemática de la función de warp
En la figura representada anteriormente se observa la imagen de la plantilla plana T y la imagen de la
superficie deformada I. La función de registro o warp se representa mediante la función η : R2 → R2.
Es decir, esta función es aquella que permite trasladar todos aquellos puntos qi = (u′v′) de la
imagen deformada I a sus correspondientes puntos pi = (u, v) en la imagen de la plantilla plana.
La función de registro η se obtiene directamente por la CNN en forma de dos funciones escalares
que la componen η(u′, v′) = [ηu(u′, v′), ηv(u′, v′)] y que representan las coordenadas horizontales y
verticales de la función de registro en el sistema de referencia de la plantilla plana T .
(a) Warp de la coordenada u: La segunda salida de la red consiste en una discretización por
cada píxel de la función ηu, componente de la función de warp η. Es decir, el valor de cada
pixel (u′, v′) de esta salida corresponde con el valor de la coordenada u correspondiente en la
plantilla.
(b) Warp de la coordenada v: La segunda salida de la red consiste en una discretización por
cada píxel de la función ηv, componente del warp η. Es decir, el valor de cada pixel (u′, v′) de
esta salida corresponde con el valor de la coordenada v correspondiente en la plantilla.
.
La topología y arquitectura completa de la red propuesta se detallará en el capítulo 4.
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Figura 1.13: Ejemplo de subcomponente ηu de la función de registro η. La intensidad de la imagen
corresponde al desplazamiento en píxeles de la coordenada u
Figura 1.14: Ejemplo de subcomponente ηv de la función de registro η. La intensidad de la imagen





En las últimas décadas, la reconstrucción de objetos rígidos ha sido estudiada con profundidad y se
considera un problema principalmente resuelto. Las técnicas SfM permiten reconstruir una escena a partir
de un conjunto de imágenes. La condición de rigidez asegura que el problema está bien condicionado y por
tanto tiene una solución única salvo un factor de escala global. Este trabajo estudia la reconstrucción de
objetos que se deforman y donde las soluciones de SfM no obtienen buenos resultados. La reconstrucción
de objetos deformables ha sido estudiada de forma muy activa en los últimos años en más de 100 articulos
científicos. Cuenta además con importantes aplicaciones en el mundo industrial y la medicina. Dentro de
la reconstrucción deformable destacan dos problemas fundamentales: Non-Rigid Structure-from-Motion
NrSfM [24,25] y Shape-from-Template SfT [26–40].
2.2 Non-Rigid Structure From Motion
En NrSfM, se extiende SfM al campo deformable. Se trata de encontrar la forma tridimensional de un
objeto deformado a partir de un conjunto de imágenes. Al contrario que en SfT, no se dispone de una
plantilla tridimensional del objeto, pero sí de imágenes de la superficie deformada. Esto convierte a NrSfM
en un problema considerablemente más complejo que SfT. Una descripción general de este problema se
muestra en la figura 2.1.
El problema NrSfM esta mal condicionado debido a que muchas deformaciones diferentes pueden
dar lugar a las mismas imágenes. Debido a estos problemas de condicionamiento, es necesario imponer
restricciones que desambigüen la forma tridimensional del objeto que se busca obtener y que puede ser
diferente en cada imagen de entrada.
En las últimas décadas se han propuesto gran variedad de métodos para aportar una resolución a
NrSfM, empleando diferentes restriciones de deformación. Dentro de estos métodos se destacan princi-
palmente dos categorías:
1. Métodos basados en modelos estadísticos: En esta primera categoría se asume que el espacio de
deformaciones de interés es de baja dimensionalidad. Estos métodos corresponden con los primeros
trabajos en NrSfM y siguen siendo hoy en día los más numerosos en la literatura. Los modelos
estadísticos permiten recuperar gestos corporales, expresiones faciales y en general deformaciones
suaves y simples. Una vez se emplean en objetos con deformaciones de alta frecuencia o atípicas
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Figura 2.1: Ejemplo de NrSfM.
se obtienen reconstrucciones muy pobres. Por último, es necesario destacar que también sufren
problemas frente a oclusiones. Algunos ejemplos representativos de estos trabajos se encuentran [41–
43].
2. Métodos basados en modelos físicos: Al igual que en SfT, el modelo isométrico es especialmente
interesante y preciso para una gran cantidad de objetos reales. En los últimos años se han propuesto
trabajos que tratan de resolver NrSfM imponiendo isometría en las deformaciones. Estos trabajos
recientes demuestran que la isometría también hace que NrSfM sea un problema bien condicionado
en general. Sin embargo, son costosos computacionalmente y presentan problemas a la hora de
reconstruir objetos en entornos reales sin restricciones. Dentro de esta categoría se destacan los
trabajos [44–46].
2.3 Shape From Template
En SfT se trata de obtener la forma del objeto mediante el registro entre una imagen y una plantilla,
que se compone de un mapa de textura y una forma de referencia del objeto. La figura 2.2 muestra un
ejemplo de plantilla para la reconstrucción en SfT.
Al igual que en NrSfM, en SfT se deben imponer restricciones a la deformación para encontrar una
solución única al problema. En la literatura se han propuesto métodos de reconstrucción basados en
modelos estadísticos de deformación [41–43] y métodos basados en modelos físicos de deformación [44–46].
En este último grupo, que agrupa la mayoría del estado del arte en SfT, destacan los métodos que
restringen las deformaciones con el modelo isométrico [28]. La isometría preserva las distancias geodésicas
de la superficie del objeto y son eficaces para modelar las deformaciones de objetos tales como papeles,
tejido o ropa.
Recientemente se ha demostrado en [28] que el modelo de deformación isométrico es suficiente para
hacer de SfT un problema bien condicionado. Los métodos SfT isométricos han sido muy estudiados en los
últimos años y cuentan con sistemas robustos que funcionan en tiempo real [29] en entornos controlados.
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Figura 2.2: Ejemplo de SfT
La organización de los métodos que resuelven SfT isométrico se comentan a continuación y se dividen en
función de las restricciones empleadas y el tipo de optimización utilizada:
1. Métodos de orden cero basados en inextensibilidad [47, 48].
2. Métodos estadísticos de refinado de coste óptimo [49, 50].
3. Ecuaciones diferenciales parciales cuadráticas [27, 29].
2.3.1 Métodos de orden cero basados en inextensibilidad
Este tipo de métodos representan la superficie como un conjunto de puntos o una malla tridimensional.
Dentro de este tipo de sistemas se pueden encontrar por ejemplo [47],[48] que resuelven SfT mediante
la maximización de la profundidad (Maximum Depth Heuristic) mientras imponen un límite superior a
la distancia entre los puntos vecinos entre sí (modelo de inextensibilidad). La inextensibilidad se emplea
como una relajación de la restricción isométrica. Estos métodos, en general, se basan en resolver un
problema de optimización convexa [51], reformulando el problema MDH como un programa convexo de
tipo "Second-Order Cone Programming"(SOCP) para calcular la profundidad de los puntos de la malla.
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donde la zi es la profundidad del punto indexado por i y qi es la correspondencia normalizada del punto




















En este caso ℵ(i) se refiere al conjunto de índices j para los cuales Qj esta en el vecindario de un punto
Qi. En este caso se maximiza la suma de todas las profundidades y se restringen las distancias entre
vértices vecinos de la malla con la condición de inextensibilidad. En la figura 2.3 muestra un esquema de
funcionamiento del algoritmo.
Figura 2.3: Ejemplo de funcionamiento del algoritmo
El principal problema de este tipo de métodos es que imponen isometría de forma aproximada y pueden
producir reconstrucciones erróneas. Esto es especialmente problemático cuando la malla tridimensional
tiene un número pequeño de vértices. Además, estos métodos son complejos computacionalmente y es-
pecialmente sensibles a las condiciones de proyección, siendo muy inestables cuando la imagen muestra
poca perspectiva.
2.3.2 Métodos estadísticos de refinado de coste óptimo
En el caso de los métodos estadísticos [49], se optimiza una función de coste de máxima verosimilitud
que incluye:
• La restricción de la ecuación diferencial isométrica
• La restricción de la reproyección
• La restricción de suavidad
La función de coste a minimizar se compone de los siguientes términos aditivos:
minimize
φP
Edata + lisoEiso + lisoEsmooth, (2.3)
La función de reconstrucción se define como ϕ(p) ∈ C2(R2, R3). Dicha función se parametriza mediante
una función BBS y donde el dominio de la misma corresponde a la textura objeto en la plantilla. EData
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representa el error de reproyección y generalmente se basa en la extracción de características entre la
textura de la plantilla y la imagen de entrada . EIso es mínimo cuando la función ϕ cumple las restricciones
diferenciales de la isometría. ESmooth impone que la superficie sea suave, forzando a que las segundas
derivadas de ϕ(p) sean pequeñas. Este funcional se basa en la conocida como "Bending Energy.o energía
de flexión de la BBS que representa ϕ. Estos términos de error se ponderan mediante el uso de los
hiperparámetros liso y lsmooth.
Por un lado, optimizar la ecuación 2.3 es un problema de optimización no convexa y requiere de
métodos iterativos de optimización. Generalmente se utilizan algoritmos derivados de Gauss-Newton
como el algortimo de descenso de Levenberg-Marquardt. Este tipo de refinado requiere de un buen
punto de inicialización y un gran numero de iteraciones para converger al mínimo de la función deseado.
Además de eso, la optimización requiere una ponderación de las tres restricciones con los hiperparámetros
antes citados. Esta ponderación deberá ser optimizada mediante experimentación para obtener buenos
resultados. El método de [50] sigue el mismo principio que [49] pero está diseñado para funcionar en
tiempo real y resuelve simultáneamente el problema del registro entre la plantilla y la imagen de entrada.
La única restricción es que se tome una secuencia de vídeo, donde la diferencia entre imágenes consecutivas
sea pequeña, lo que permite mantener el registro. Existen otros métodos en la literatura como [52–54] que
operan de forma parecida a [50] y que incluyen mejoras en la función de optimización o el registro. Estos
métodos en general requieren que el objeto tenga una textura suficientemente rica como para asegurar el
registro. Además, están sujetos a la pérdida de tracking debido a oclusiones parciales o totales del objeto.
2.3.3 Ecuaciones diferenciales parciales cuadráticas
Los métodos en esta categoría se conocen como métodos analíticos de reconstrucción y cuyo principal
exponente lo componen los métodos propuestos por [27, 55]. Estos métodos asumen que la función de
warp entre la plantilla y la imagen de entrada es conocida y es una función diferenciable. A partir
de dicha función, y las condiciones diferenciales de isometría, expresan SfT como un sistema no lineal
de ecuaciones diferenciales parciales en función de la profundidad de la superficie y sus derivadas. Dicho
sistema es redundante y permite calcular la profundidad de forma analítica por cada punto de la superficie.
Esta solución se conoce como la solución no holonómica del sistema de ecuaciones diferenciales parciales.
Estos métodos requieren por tanto conocer la función de warp.
La naturaleza local de estas soluciones implica que estos métodos son muy rápidos y pueden ser para-
lelizados eficientemente, dado que la solución de cada punto puede ser encontrada independientemente.
Además, estos métodos son una potente herramienta para analizar las propiedades del problema SfT y
demostrar que está bien condicionado mediante isometría. Estos trabajos son actualmente los algoritmos
más precisos para resolver SfT.
En este trabajo se utilizarán los algoritmos propuestos en [55] para comparar la precisión en la
reconstrucción de superficies del método propuesto. Por último se mostrará una imagen ejemplificativa
de reconstrucciones llevadas a cabo por este algoritmo, la misma se podrá observar en la figura 2.4.
2.3.4 Métodos basados en redes convolucionales
A día de hoy existen muy pocos métodos que utilicen CNNs para resolver la reconstrucción deformable.
El más relevante [56] emplea una CNN que se divide en 3 grandes bloques, mediante los cuales estiman
un registro en dos dimensiones y una predicción de la profundidad . Dichos bloques son:
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Figura 2.4: Ejemplo de funcionamiento
• 2D Detection Branch: Este bloque es el encargado de estimar cada una de las posiciones en dos
dimensiones de los vertices de la malla del objeto cuya deformacion se quiere estimar. En este caso
sus bloques estan basados en las Pose machines [57].
• Depth Branch: Por otro lado este bloque se alimentará con la información de entrada y ademas
empleará la estimación 2D de cada uno de los vertices de la malla para obtener una regresión de la
profundidad de la malla que se emplea.
• Shape Branch: Por último se emplea el bloque de shape que es el encargado de emplear la
información del mapa de profundidad estimado y del registro de los puntos de la malla para hacer
una regresión 3D de los vertices de la malla en el espacio.
Por contra este método emplea una arquitectura muy compleja que no funciona en tiempo real. Además
de ello, esta limitado por la estimación y número de vertices de la malla, mostrando resultados para
objetos con un máximo de 15x15 vértices.
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2.4 Métodos de registro deformable
La mayor parte de los algoritmos que solucionan SfT que se han comentado anteriormente asumen que
la función de registro entre la plantilla y la imagen es conocida. Existen diversos métodos para realizar
el registro deformable. Se pueden dividir en:
• Métodos basados en características: Dentro de los mismos se encuentran por ejemplo [58] y
[59]. En los primeros se extraen características invariantes entre la plantilla y la imagen, como los
populares SIFT [60], SURF [61], KAZE [62], ORB [63]...etc. Dichas características son filtradas de
correspondencias erróneas y utilizadas para calcular una función de warp. Estos métodos tienen
problemas para capturar el detalle de deformaciones de alta frecuencia pero permiten trabajar en
condiciones “wide-baseline”.
• Métodos densos: Dentro de los mismos se encuentran por ejemplo [64] que se basa en flujo óptico.
En este grupo, su uso para SfT requiere contar con una secuencia de vídeo que parta de la plantilla
y termine en la imagen de la deformación. Estos métodos son densos ya que permiten capturar miles
de correspondencias entre imágenes de la secuencia y generar “tracks” de puntos entre la plantilla
y la imagen. Estos métodos se conocen como métodos de flujo óptico denso.
En esta Tesis de máster se utiliza un algoritmo de registro denso [64] basado en flujo óptico como base
para obtener el registro deformable necesario en los algoritmos del estado del arte. Sin embargo, hay que
destacar que nuestro sistema es capaz de trabajar en condiciones de “wide-baseline” ya que se aplica a
imágenes independientes y obtiene tanto el registro deformable como la reconstrucción de manera densa.
2.4.1 Flujo óptico denso de gran desplazamiento
La técnica LDOF de resolución del flujo óptico, es una técnica variacional que integra la asociación discreta
de regiones alrededor de puntos entre imágenes dentro de una formulación basada en minimización de
una función de energía.
Dicha asociación de regiones puede ser sustituida por otros descriptores tales como HOG. Estas
características más sencillas de encontrar permiten implementar el sistema de resolución variacional y el
sistema de correspondencias sobre una GPU de forma eficiente. El funcional de energía que se pretende
minimizar consiste en la siguiente función de energía:
(2.4)





> 0. En la resolución del flujo óptico, los dos puntos clave son la precisión y la velocidad de
la resolución. Dado que uno de los puntos claves es la velocidad, se puede sacar gran partido de los
potentes procesados que existen hoy en día, en particular de la paralelización de los mismos en sistemas
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GPU. Dicha paralelización no es sencilla dado que requiere el empleo de algoritmos capaces de funcionar
simultáneamente y que son de naturaleza secuencial.
En este caso la paralelización de la búsqueda y asociación de características se puede implementar
fácilmente, dado que los puntos característicos pueden ser buscados en paralelo sin dependencia entre
ellos. La tarea que parece más complicada en dicha paralelización es la de la implementación de un sistema
de resolución variacional en paralelo, que es lo que se tratará a continuación.
La resolución variacional se realizará minimizando el funcional 2.4 y escribiendo las ecuaciones de
Euler-Lagrange para poder resolverlas de forma iterativa. De ello resultan una secuencia de resoluciones
de sistemas lineales donde cada píxel corresponde a dos ecuaciones acopladas en el sistema lineal.
En CPU se suelen resolver los sistemas mediante la relajación de Gauss-Seidel que garantiza conver-
gencia, pero esta técnica es secuencial y no puede ser paralelizada facilmente GPU.
Por ello se recurre al método del gradiente conjugado, que requiere como condición matrices simétricas
definidas positivas para poder funcionar correctamente. La convergencia de dicho método depende fuer-
temente del numero de condición de la matriz k = λmaxλmin . En este caso los números de condición obtenidos
de las matrices de flujo óptico son grandes y complican la convergencia, por lo cual para mejorar esta
situación se trata de precondicionar dichas matrices para reducir el numero de condición de la matriz.
2.4.1.1 Seguimiento de Puntos con el Flujo óptico de gran desplazamiento
El sistema de flujo óptico variacional se puede utilizar para obtener trayectorias de puntos a lo largo de la
secuencia de imágenes. Lo primero que es necesario comentar de este método, con respecto a los clásicos
métodos de KLT, es que el flujo óptico variacional tiene restricciones de suavidad globales. Esto permite
el seguimiento de un numero de puntos mucho mayor y no se restringe solo a unos pocos. Además, permite
el seguimiento de objetos rápidos con respecto a los métodos convencionales.
Inicialmente un conjunto de puntos es inicializado en el primer frame con todos los píxeles disponibles,
eliminando aquello puntos que no muestren ninguna estructura o textura en su vecindad. Dependiendo
de la aplicación de interés pueden buscarse más o menos trayectorias seguidas, de tal manera que este
algoritmo incorpora la posibilidad de un “subsampling” espacial que reparta uniformemente los puntos
en una rejilla a lo largo de la imagen.
Cada uno de los puntos puede ser seguido durante el siguiente frame gracias al campo de flujo óptico
w = (u w)T :
(xt+1, yt+1)T = (xt, yt)T + (ut(xt, yt), vt(xt, yt))T (2.5)
Dado que el flujo óptico tiene precisión subpixélica, sus coordenadas x e y posiblemente tendrán valores
entre los puntos de la rejilla. Para poder inferir el flujo en estos puntos se emplea la interpolación bilineal.
El seguimiento finalizará tan pronto como el punto seguido se ocluya. Dicha oclusión se detecta
mediante un análisis de la consistencia del flujo óptico entre frames consecutivos. Dado que siempre
existen pequeños errores de estimación en el flujo óptico, se permite un intervalo de tolerancia que
permite el incremento lineal de los mismos con respecto a la cantidad de movimiento, tal y como se define
en la siguiente expresión:
|w + ŵ|2 < 0,01(|w|2 + |ŵ|2) + 0,5 (2.6)
Otra condición de parada del seguimiento de los puntos serán unos límites de movimiento. Dado que
la localización exacta del flujo óptico fluctúa un poco, esto puede producir el mismo efecto que el de
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las oclusiones y causar un deslizamiento en los puntos seguidos. Para evitar este efecto se parará el
seguimiento acorde a la condicion siguiente:
|∇u|2 + |∇v|2 > 0,01|w|2 + 0,002 (2.7)
Por último, para llenar las áreas que queden vacías a causa de la pérdida de esos puntos, en cada frame se
inicializan nuevas trayectorias en las áreas vacías. Finalmente se observa un ejemplo del funcionamiento
del algoritmo, en el cual se ha realizado un subsampling de 8 píxeles, creando una rejilla homogénea 2.5.




Sin sacrificio no hay victoria.
Eva Avilés Cerviño
3.1 Introducción
En este apartado del trabajo de fin de máster se explican en profundidad los fundamentos teóricos
necesarios para su elaboración. Así, en los siguientes apartados se detallan el modelo de cámara en
perspectiva, a continuación las deformaciones isométricas y por último fundamentos y artículos más
relevantes de las redes Convolucionales profundas 3.4
3.2 El modelo de cámara de perspectiva
A día de hoy los sistemas de lentes de las cámaras son sumamente complejos, pero en la gran mayoría de
los casos se pueden modelar mediante el llamado modelo de cámara “pinhole” o cámara de perspectiva.
En este modelo se supone que la cámara tiene por lente una apertura infinitesimal por la que entra la
luz, tal y como se observa en la figura 3.1. El modelo de cámara de perspectiva es el modelo de cámara
más usado, debido a que describe con gran exactitud las proyecciones de la imagen a partir de pocos
parámetros.
Considerando que un punto 3D Q = [Qx Qy Qz]T ∈ R3 es proyectado en el plano imagen. Si se
asume que la distancia entre el centro de la cámara y el sensor (distancia focal) es la unidad y que el eje
de coordenadas de la imagen esta centrado en el centro físico de la pantalla, el punto proyectado vendrá
dado por q = [qu qv]T = 1Qz [Qx Qy]
T .
El modelo “pin-hole” simplificado con distancia focal unitaria se completa con los siguientes paráme-
tros de cámara:
1. Parámetros intrínsecos: La proyección de los puntos tridimensionales puede diferir dependiendo
del posicionado relativo del plano imagen, centro de la cámara y de la forma del plano imagen. Dicho
posicionamiento relativo se define mediante cinco parámetros intrínsecos de la cámara: distancia
focal en la dirección del eje horizontal fx en píxeles, distancia focal en la dirección del eje vertical
fy en píxeles, punto principal pc = [cx cy]T de la imagen y el parámetro llamado "skew"sk, que
es importante si los ejes sobre el plano imagen no son exactamente perpendiculares. Estos son los
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Figura 3.1: Ejemplo de modelo pinhole y su modelado matemático
parámetros que se buscan cuando se realiza una calibración de una cámara convencional. Dichos
parámetros se componen en una matriz de 3x3 tal como se observa en la ecuación 3.1. Es necesario
comentar que existen otros parámetros importantes no reflejados en la matriz K que tratan de
modelar la distorsión de la lente y resultan de gran importancia a la hora de utilizar lentes con gran
ángulo de apertura.
K =
fx sk cx0 fy cy
0 0 1
 (3.1)
2. Parámetros extrínsecos: Para poder definir matemáticamente la proyección 3D de un punto
en el plano imagen es necesario que las coordenadas tridimensionales estén en el mismo sistema
de coordenadas que el de la cámara. El sistema de coordenadas del objeto se llama el sistema
de coordenadas del mundo mientras que por otro lado se tiene el sistema de coordenadas de la
cámara. Cuando dichos sistemas no están alineados es necesario alinearlos mediante rotaciones y
traslaciones del punto previas a la proyección. Dichos parámetros de rotación y traslación son los
parámetros extrínsecos y son los parámetros necesarios para alinear los sistemas de coordenadas.
Estos se componen de 6 parámetros que componen una transformación rígida.
Matemáticamente una cámara de perspectiva se define por una matriz de 3x4 que actúa sobre un












La ecuación 3.2 describe la proyección de perspectiva en coordenadas homogeneas para el punto 3D e
imagen. El escalar s ∈ R(0) se introduce debido a que un punto en un sistema de coordenadas homogeneo
permanece igual despues de multiplicarlo por un escalar no nulo. La matriz de proyección codifica los
parámetros intrínsecos y extrínsecos de la cámara como:
M = K[R t] (3.3)
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Cuando se consideran superficies no rígidas, a veces, es útil expresar los puntos 3D en el sistema de


























La ecuación anterior describe la relación entre las coordenadas normalizadas de los puntos de imagen
qn o puntos en coordenadas de retina. En estas coordenadas, la distancia focal es 1 y el centro físico
de la imagen p = [0 0 1]>. La ecuación 3.5 se puede reescribir de manera que se observe mejor la
parametrización de un punto 3D tal como se observa a continuación:QxQy
Qz
 = Qz [qn1
]
(3.6)
La ecuación 3.6 implica esencialmente que un punto 3D expresado en el sistema de la cámara puede ser
parametrizado por la profundidad y la imagen de retina. Todas las propiedades de este modelo serán
importantes recursos a la hora de realizar la reconstrucción 3D aquí propuesta.
3.3 Modelo de deformación isométrica
La reconstrucción de objetos deformables a partir de imágenes es un problema mal condicionado, debido
a que diferentes deformaciones pueden resultar en las mismas proyecciones. Para poder eliminar estas
ambigüedades es necesario emplear ciertas restricciones de deformación, como puede ser la rigidez en el
caso de SfM. Una restricción muy utilizada en los métodos de reconstrucción deformable es la isometría.
La restricción de deformación isométrica impone que todas las distancias geodésicas entre puntos de
la superficie se mantengan inalteradas con la deformación. Esto implica que la superficie se deforma sin
experimentar estiramientos o compresiones.
Dado que muchas superficies naturales se deforman de manera isométrica o cercana a la misma,
dicha restricción ha permitido resolver la reconstrucción no-rígida en muchos problemas prácticos. Cabe
destacar que la rigidez es un caso particular de las deformaciones isométricas. De hecho, la isometría se
puede entender como una rigidez infinitesimal. Sin embargo, la restricción de isometría es mucho más
débil que la rigidez.
De forma matemática, se tiene una superficie T que sufre una deformación isométrica para dar lugar
a la superficie S. Dados dos puntos P Ti y QTj que pertenecen a T y sus correspondientes puntos PSi y


















) son las distancias geodésicas en la plantilla 3D de la superficie y en la
superficie deformada respectivamente. La figura 3.2 muestra gráficamente la deformación isométrica de
una superficie plana.
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Figura 3.2: Ejemplo de aplicación de la isometría
En general, las distancias geodésicas en superficies son difíciles de calcular y por tanto la ecuación 3.7
no se suele utilizar directamente para resolver SfT. De manera alternativa, la isometría se puede modelar
con facilidad utilizando herramientas de la geometría diferencial y da lugar a ecuaciones en derivadas
parciales no lineales; utilizadas y estudiadas en los métodos SfT diferenciales comentados en el capítulo
anterior. Por otro lado, en los métodos de orden cero o basados en mallas tridimensionales, la isometría
se aproxima mediante la conservación de las distancias entre vértices vecinos.
3.4 Redes Neuronales Convolucionales
En esta sección se va a proceder a hablar de los modelos de redes neuronales convolucionales más utilizados
y de las principales herramientas que emplean para su entrenamiento y validación.
Las CNN son un tipo de redes neuronales artificiales diseñadas para funcionar de forma muy similar
a las neuronas de la corteza visual primaria de un cerebro humano. Estas han resultado ser ampliamente
eficaces en tareas fundamentales de la visión artificial como la clasificación y la segmentación de imágenes.
Dichas redes están formadas por múltiples capas de filtros convolucionales de una o más dimensiones,
tras las cuales se insertan funciones no lineales de activación. Por ejemplo, en el caso de una clasificación
clásica mediante una red convolucional, es posible encontrar dos fases bien delimitadas:
1. Extracción de características: Esta es la fase inicial y esta compuesta principalmente por neu-
ronas convolucionales que asemejan su procesado al de la corteza visual humana. Cuanto mas se
avanza a traves del número de capas convolucionales menos reaccionan estas ante la variación de
los datos de entrada y mayor es la abstracción alcanzada por las mismas para reconocer formas mas
complejas.
2. Clasificación: Se basan en la utilización de capas “Densas” formadas por neuronas convencionales,
similares a las utilizadas por los modelos de tipo “perceptron”.
3.4.1 Fundamentos y capas más importantes
A continuación se explicarán los tipos de capas de neuronas empleados en este tipo de redes neuronales
y las partes más importante de las mismas:
• Capas convolucionales: Las capas convolucionales operan sobre los datos de entrada mediante
el cálculo de convoluciones discretas con bancos de filtros finitos, tal y como se ve en la figura 3.3.
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Figura 3.3: Ejemplo de convolucion
En este tipo de capas, las operaciones de convolución permiten obtener características dominantes
de la imagen de entrada relacionadas con los objetivos de entrenamiento. De forma experimental se
observa que las primeras capas en redes de convolucionales se centran en la búsqueda de caracte-
rísticas simples, como podrían ser bordes, esquinas o regiones. A medida que se avanza hacia capas
más profundas, se aumenta el nivel de abstracción del contenido de la imagen al que se muestran
sensibles, tal y como se observa en la figura 3.4.
Figura 3.4: Ejemplo de filtros a diferentes niveles de abstracion
• Densas o Fully Connected: Este tipo de capas están representadas por las neuronas clásicas
empleadas en los ya conocidos perceptrones, tal como se observa en la figura 3.5. Su función suele
ser principalmente la de completar el clasificador final, que será el encargado de pasar de mapas de
características a valores concretos en función del objetivo de la red (clasificación o regresión).
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Figura 3.5: Ejemplo de capas Densa
• Capas de activación: Estas capas son las encargadas de aportar no linealidad a las funciones
generadas por las redes neuronales y de agregar las activaciones de múltiples capas en la salida de
la red.
– Lineal: La función lineal es bastante conocida por ser empleada en problemas de regresión y
se encuentran generalmente en la salida de la red. Un ejemplo de función de activación lineal
se muestra en la imagen 3.6.
Figura 3.6: Ejemplo de activación lineal
– Unidad Lineal Rectificada o Relu: La función Relu es una función de activación muy utili-
zada en las redes neuronales actuales. Esto es debido a que se demuestra experimentalmente [65]
que dicho tipo de activaciones permiten redes mas profundas y facilitan el entrenamiento de
las mismas. La función Relu se muestra en la figura 3.7.
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Figura 3.7: Ejemplo de activación relu
Las funcion de activación Relu presenta una serie de ventajas frente a otro tipo de función de
activación:
∗ Tiene menor numero de problemas de desvanecimiento de gradiente: la ausencia
de saturaciones en la función Relu permite mitigar el problema del desvanecimiento del
gradiente que tienen otras funciones (por ejemplo la activación sigmoidal).
∗ Tiene una mayor eficiencia computacional: Esto es debido principalmente a que no
requiere operaciones complejas para calcular la función y sus derivadas.
∗ Invariante a escala: Un cambio de escala en la entrada se ve reflejado en un cambio de
escala en la parte lineal de la función.
– Sigmoidal: La función sigmoidal o funcion de activación logística es la función de activación
clásica en las redes neuronales. Es una función diferenciable, monótona y se utiliza especial-
mente en problemas de clasificacion binaria dado que ofrece valores entre 0 y 1. Un ejemplo
de la misma se observa en la figura 3.8.
Figura 3.8: Ejemplo de función sigmoidal
– Softmax: La funcion softmax es una extensión de la clásica función logística, empleada prin-
cipalmente para clasificación multiclase.
– Tangente Hiperbólica: La tangente hiperbólica es bastante parecida a la funcion sigmoidal
pero permite activaciones en el rango -1 y 1. Es una funcion diferenciable y monotona.
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Figura 3.9: Ejemplo de activación de tangente hiperbólica.
3.4.2 Capas y Operaciones Adicionales
Las CNN cuentan con capas especiales, algunas de las cuales se activan sólo durante la fase de entrena-
miento. Destacan las siguientes:
• Max-Pooling: El filtro max-pooling es una forma de reducción del volumen de salida de las capas
convolucionales de la CNN y que permite además incrementar el campo de percepción de la red.
Su acción sobre el resultado de las capas convolucionales se observa en las figuras 3.10 y 3.11.
Figura 3.10: Ejemplo de matriz 4x4 en la cual se realiza un maxpooling de 2x2 con un stride de 2 para
evitar solapamiento de regiones
• Dropout: La capa de Dropout es una capa de regularización muy empleada para evitar el overfit-
ting o sobreentrenamiento en las CNN. Este termino se refiere a la eliminación de las contribuciones
de ciertas neuronas junto a sus conexiones de entrada y salida. Dicha eliminación se realiza de forma
aleatoria con una probabilidad de eliminación definida previamente. Los efectos del Dropout se estu-
dian ampliamente y se demuestran en el articulo [66]. En la figura 3.12 se muestra el funcionamiento
del mismo.
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Figura 3.11: Ejemplo real de maxpooling
Figura 3.12: Ejemplo de apliación de Dropout
• Batch Normalization: La capa de normalización de batch tiene por objetivo aumentar la estabi-
lidad del entrenamiento de la CNN. Esta capa tiene un efecto de regularización en la red mediante
la normalización de las salidas de las capas de activación anteriores. Actúa restando a estas la media
del batch y dividiendo por su desviación típica. Esta capa requiere de dos parámetros entrenables,
de tal manera que los datos normalizados son multiplicados por un parámetro de desviación típica
y un parámetro de media. De esta manera, el optimizador puede deshacer la normalización previa-
mente comentada para así asegurar la estabilidad del entrenamiento del sistema. El funcionamiento
de dicha capa y los resultados que prueban su eficacia, se estudiaran en mayor profundidad en [23].
3.4.3 Optimizadores mas importantes
En el marco de los optimizadores más importantes orientados a las CNN, encontramos una gran variedad
de ellos y que derivan del algoritmo de descenso por gradiente estocástico SGD [67]. En este algoritmo
se seleccionan conjuntos de entrenamiento de pequeño tamaño de forma aleatoria, también conocidos
como “batches” de datos. Estos son utilizados para realizar una iteración de descenso por gradiente para
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minimizar la función de pérdidas del entrenamiento. El algoritmo SGD tiene como principal parámetro
a ajustar la magnitud del descenso o “learning rate”.
A partir de SGD se han desarrollado otros métodos que varían dinámicamente el parámetro “learning
rate” durante el entrenamiento. Dentro de los optimizadores adaptativos clásicos encontramos los dos
principales: Adagrad [68] y RMSprop [69], que a posteriori derivaron en el caso de Adagrad en Adadelta
[70] y Adam [71] y, en el caso de RMSprop, en en Nadam [72].
En este trabajo el optimizador prioritario será el optimizador adaptativo Adam, ya que sus caracterís-
ticas adaptativas y los resultados reportados por diferentes benchmarks de optimización lo sitúan como
un buen candidato para el entrenamiento de redes neuronales.
3.4.3.1 ADAM
El optimizador Adam es un algoritmo basado en optimización de primer orden de los gradientes de las
funciones objetivo. Este algoritmo se encarga de estimar de forma adaptativa los momentos de ordenes
bajos, en este caso primer y segundo orden. Las ventajas de este algoritmo yacen en la simplicidad de su
implementación, su eficiencia computacional y su buen funcionamiento en problemas con gran numero
de datos y parámetros. Su nombre es derivado de la estimación de momentos adaptativa. Este método
solo requiere los gradientes de primer orden y determina el ratio de entrenamiento adaptativo mediante
el primer y segundo momento de dichos gradientes. Adam esta diseñado para combinar las ventajas de
RMSprop y Adagrad.
Para poder poner en funcionamiento este algoritmo de optimización solo es necesario aportarle 4
datos iniciales, que corresponderían con lr o “learning rate”, β1 o ratio de caída del primer momento, β2
o ratio de caída del segundo momento y θ0 o vector de parámetros iniciales. A continuación se muestra
un pequeño pseudocódigo ejemplificando el funcionamiento de Adam 3.13:
Figura 3.13: Pseudocódigo de Adam
Por último, en las figuras 3.14 y 3.15 se muestran comparaciones de Adam con otros optimizadores
similares donde se evalúa el entrenamiento de redes neuronales para los challenges Cifar10 [73] y Mnist [74].
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Figura 3.14: Comparativa Mnist
Figura 3.15: Comparativa CIFAR-10
Se observa que Adam es aparentemente el mejor algoritmo, dado que consigue minimizar la función
de pérdidas de forma mas eficiente que sus competidores. Cabe destacar que el clásico SGD+Nesterov
lo sigue bastante de cerca en el caso de Cifar-10. En todo caso los resultados empíricos aportados sitúan
a Adam como un gran candidato para optimizar el problema a tratar en este trabajo. Para una mayor
información sobre Adam se deberá remitir al articulo [71].
3.4.4 Arquitecturas mas importantes de CNN
Existen determinadas arquitecturas de redes CNN que han sido ampliamente utilizadas en visión arti-
ficial como componentes principales en multitud de aplicaciones. Las primeras redes utilizadas fueron
la arquitectura Alexnet [75] y las redes Vgg16 y la Vgg19 [76], ya consideradas como redes clásicas. En
la actualidad destacan la arquitectura ResNet [22], las redes con convoluciones multiescala Inception v1
[77], v2 [78] y v4 [79] y la red Xception [80] que incluye convoluciones separables.
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Se describe a continuación la arquitectura ResNet [22], cuyos bloques residuales serán utilizados en
este trabajo para crear la arquitectura de la red propuesta:
• ResNet: La arquitectura ResNet [22] es una de las arquitecturas más conocidas a día de hoy debido
a sus propiedades residuales. Este tipo de redes residuales permiten un entrenamiento más rápido y
estable que las redes clásicas, debido principalmente a que emplean una recirculación de residuos en
sus capas. Estos bloques específicos consiguen aumentar en gran medida la profundidad de las redes
sin desestabilizarlas. Es necesario comentar que una gran característica de esta red que tambien
influye en gran medida en la velocidad de entrenamiento y estabilidad del mismo, es la inclusión de
la normalizacion del batch [23]. Tal y como se comento previamente, esta técnica permite normalizar
las salidas y tiene un impacto considerable en el entrenamiento de la red.
A continuación se muestran los bloques que componen las capas ResNet:
– Bloques identidad: El bloque identidad incluye 3 capas convolucionales con filtros de 1x1,3x3
y 1x1. Tras dichas capas se sitúan capas de normalización de batch y por último activaciones
de tipo ReLu. Este tipo de bloques permiten procesar la información de entrada y sumarla a
la información de salida. El nombre de dichos bloque es identidad dado que en su conjunto las
dimensiones de entrada y las de salida serán las mismas, tal y como se observa en la imagen
3.16.
Figura 3.16: Bloque residual de tipo identidad
– Bloques convolucionales: Los bloques convolucionales de la ResNet actúan, en cuanto a ta-
maños de entrada y salida, como una capa convolucional. Estos bloques incluyen, al igual que
los anteriores, una rama con 3 convoluciones de 1x1,3x3 y 1x1, junto a capas de normalización
de batch y activaciones ReLu. Estos bloques incluyen una la rama paralela, que en este caso
se llama acceso directo, que incluye otra capa convolucional de 1x1. De esta manera, la infor-
mación recirculada y sumada a la salida no es exactamente la de la entrada, sino que modifica
los tamaños como si de una capa convolucional convencional se tratase. Este tipo de bloques
permiten el procesado de la información de entrada a diferentes escalas convolucionales, de tal
manera que la salida estara compuesta por un conjunto de salidas filtradas a diferentes niveles
tal y como se observa en la figura 3.17.
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La ciencia puede divertirnos y fascinarnos, pero es la
ingeniería la que cambia el mundo.
Isaac Asimov
4.1 Definicion del problema
A continuación se realizará una pequeña introducción del problema a resolver, su interés científico y como
sería posible realizarlo.
1. Reconstrucción tridimensional: La mayor parte de los métodos del estado del arte en SfT
proponen resoluciones iterativas o que dificilmente funcionarían en tiempo real. Además funcionan
mediante la aplicación de modelos bastante restrictivos que les permiten condicionar bien el pro-
blema. Uno de los grandes problemas de dichos métodos es que algunos de ellos requieren de un
registro previo de la plantilla con respecto a la superficie ya deformada.
2. Registro: El segundo problema a resolver abarca el registro de una plantilla de referencia con
respecto a la superficie deformada, de tal manera que se pueda corresponder cualquier punto de la
plantilla con su respectiva correspondencia en el frame deformado. La mayor parte de los métodos
del estado del arte requieren de una secuencia de video en la cual la variación de movimiento de
unos frames a otros sea suave. Las grandes lacras de dichos métodos son:
• La necesidad de una secuencia de video: La gran mayoría de los métodos de registro
denso requieren de una secuencia de video en la cual no haya grandes variaciones entre la
plantilla y el frame deformado.
• Problemas de correspondencia: En muchos casos surgen grandes problemas que invalidan
los métodos existentes, como el "motion blur", los grandes cambios de luz y perspectiva, las
oclusiones y auto-oclusiones y otros similares.
El problema aqui planteado busca poder realizar una reconstrucción tridimensional densa al mismo
tiempo que un registro denso de la imagen deformada con respecto a una plantilla de referencia. El
algoritmo propuesto se basa en el uso de una arquitectura CNN que permita trabajar con deformaciones
cuasisométricas y que funcione a una velocidad cercana al tiempo real.
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4.2 Modelado Matemático
En este apartado se va a proceder a explicar el modelado matemático del problema SfT. La figura



















Figura 4.1: Figura de modelado
Dentro del problema SfT los datos que son conocidos para su uso son:
1. Plantilla 3D: La plantilla tridimensional T ⊂ R3 es conocida como un dato inicial del algoritmo.
Normalmente se representa como una malla tridimensional.
2. Plantilla Plana: La plantilla plana se obtiene mediante la función de aplanado 4−1 de la plantilla
tridimensional, cuyo dominio Ω ⊂ R2 se obtiene de T y se parametriza con 4 ∈ C1(Ω,R3).
3. Plano de retina de la imagen de entrada: El plano de retina de la imagen de entrada se obtiene
de la propia imagen de entrada I y los parámetros intrínsecos de la cámara fx, fy, cx, cy.
Es necesario destacar que dichas plantillas en la práctica se obtienen mediante el mapeo de texturas en
mallas o simplemente capturando imagenes de los objetos tridimensionales. En este trabajo la función de
reconstrucción ψ ∈ C1(I,R3) tiene como dominio la imagen de entrada I y permite obtener la superficie
ya deformada S ⊂ R3. De manera inversa, mediante los parámetros intrínsecos de la cámara fx, fy, cx, cy
se modela la proyección de S ⊂ R3 con la función de proyección de cámara Π.
La función de registro η, al contrario que en el SfT convencional, no se asume previamente conocida,
sino que se hallará internamente por la CNN, pudiendo así registrar Ω y I como η ∈ C1(Ω,R2).
La plantilla 3D T y la imagen de la plantilla Ω serán aprendidas de forma interna por la CNN a
través del entrenamiento, permitiendo así eliminar la necesidad de introducir un mayor flujo de datos.
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Por último la función de registro o Warp η entre las imágenes Ω y I no será previamente conocida sino
que será estimada por la CNN junto con la reconstrucción.
En este caso las funciones de restricción impuestas al algoritmo para condicionar bien el problema de
SfT se introducirán de formas algo diferentes a las convencionales:
1. Restricción de Deformación: La restricción de deformación aquí expuesta vendrá dada por el
entrenamiento realizado por la CNN con objetos que sufren deformaciones cuasi isométricas.
2. Restricción de Sombreado: Durante el entrenamiento se han incluido diferentes tipos de ilumi-
naciones y sombras que provocarán que la CNN aprenda a lidiar con los cambios de luz suaves y
a utilizar esa información para obtener reconstrucciones en caso de falta de textura en el objeto
.Ejemplos de dichos cambios de luz y sombreados, son la eliminación de la componente difusa,
luces rotatorias a lo largo de las simulaciones, la eliminación de la componente especular y las
deformaciones con oclusiones con respecto al foco.
3. Restricción de Reproyección: La restricción de reproyección se impondrá en este caso mediante
la función de coste empleada en el entrenamiento. Dicha función de coste será MSE, la cual mini-
mizará el error tridimensional de la salida de la CNN, lo cual está intimamente relacionado con la
proyección dado el modelo de perspectiva de la cámara.
4. Restricción de Suavizado: La restricción de suavizado se impondrá en este caso mediante la
función de coste durante el entrenamiento con superficies que sufren deformaciones suaves.
Mediante la unión de todas estas restricciones aplicadas aunque de forma indirecta, se condicionará
mejor el problema de SfT y se favorecerá que la CNN pueda aprender de forma mas eficaz a representar
la superficie deformada S y el registro entre Ω y I.
Una vez definidas las restricciones, se definirá matematicamente el formato de las salidas.
1. Superficie deformada: La superficie deformada S, que puede ser expresada como S = [Sx,Sy,Sz],
será obtenida en forma de un mapa de profundidad P ∈ RWxH cuyas dimensiones H y W serán
idénticas a las de la imagen de entrada I. Cada uno de los píxeles P (ui, vi), cuyo valor no sea nulo,
representará la componente Sz de uno de los puntos de la superficie deformada S. De esta manera,
las componentes Sx y Sy se hallarán mediante los parámetros de cámara fx, fy, cx, cy utilizando la
expresión Sx = (u−cxfx )Sz, Sy = (
v−cy
fy
)Sz. Una vez halladas las tres componentes que conforman la
superficie deformada S, se puede recuperar la misma.
2. Función de registro o Warp: La función de registro η será hallada directamente por la CNN en
forma de dos subcomponentes de la función de warp η = [ηu, ηv]. Estas se expresan en forma de
mapas Mu ∈ RWxH y Mv ∈ RWxH cuyas dimensiones de altura H y anchura W serán las de la
imagen de entrada I.
4.3 Arquitectura Propuesta
En este trabajo se proponen dos arquitectura CNN para resolver el problema SfT. En la primera, de-
nominada arquitectura clásica, se utilizará una arquitectura de Convolucionales+Densas utilizada am-
pliamente en clasificación [22, 75, 76]. La segunda arquitectura propuesta estará basada en arquitecturas
encoder-decoder “fully convolutional”. Se demostrará que esta última arquitectura permite mejorar sus-
tancialmente a los métodos del estado del arte en SfT.
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4.3.1 Arquitectura clásica
La arquitectura clásica previamente comentada ha sido ampliamente empleada para labores de clasi-
ficación y determinación de mapas de probabilidad como por ejemplo en los trabajos [22, 75, 76] Esta
arquitectura se compone de dos fases bien diferenciadas, como las mostradas en la siguiente figura 4.2:
Figura 4.2: Esquema de Arquitectura clásica
En la figura anterior se pueden observar dichas fases, las cuales son:
1. Fase convolucional: En esta fase se someterá a la imagen de entrada a un conjunto de capas
convolucionales conectadas de manera secuencial. Estas capas convolucionales serán las encargadas
de extraer las características principales de la imagen de entrada y permitirán clasificar o realizar
una regresión de las salidas indicadas. Esta extracción de características aumentará el nivel de
abstracción de las características a medida que aumente la profundidad de la red.
2. Fase Densa: en esta fase se utilizarán capas de neuronas “Fully connected” o densas. Estas capas
se componen de neuronas clásicas y permiten establecer una relación entre dichas características
convolucionales y la salida de la red.
En este caso, para la fase convolucional, se emplearán capas residuales basadas en los bloques de la
arquitectura ResNet [22]. Dichos bloques se muestran en la figura 4.3.
Figura 4.3: Ejemplo de arquitectura residual
Tal como se comento en el capítulo 3, los bloques residuales favorecerán la velocidad de aprendizaje y
su convergencia en el entrenamiento, además de permitir añadir mayor profundidad a la red con menor
coste computacional.
No obstante se demuestra en este trabajo que la arquitectura clásica compuesta por capas convolu-
cionales+fully connected no es la arquitectura adecuada. Esto es debido a que el numero de parámetros
requeridos es mayor y la capacidad de generalización de la misma es mucho más pobre. En este trabajo se
ha empleado una configuración de red clásica similar a la de [22] con la excepción de que se empleará una
capa fully connected de 200 neuronas y una capa de salida compuesta por la dimensiones de los mapas
de registro y profundidad, es decir (480x270x3).
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4.3.2 Arquitectura propuesta
En este apartado se va a proceder a comentar la arquitectura de red propuesta. Dicha arquitectura se ha
















Figura 4.4: Arquitectura propuesta
En la figura anterior se pueden observar dos bloques bien diferenciados: el bloque principal o “Main
Block” y el bloque de Refinado o “Refinement Block”.
4.3.2.1 ¿Que aporta esta arquitectura?
A continuación se discuten las características más destacables de la arquitectura propuesta:
• Configuración Encoder-Decoder: Con respecto a la arquitectura clásica de [22], esta arquitec-
tura trata de emplear una arquitectura más eficiente en número de parámetros y mejor que las
clásicas. La arquitectura Encoder-Decoder cumple dicho requisito y en este caso es bastante útil
dada la relación espacial entre la entrada a la CNN y las salidas propuestas, que en este caso vienen
representadas por los warps u,v y el mapa de profundidad de la superficie deformada.
• Configuraciones residuales: Tal y como se ha demostrado a lo largo del tiempo sobre el campo de
las CNN, arquitecturas residuales tales como [22], [77] han batido a las clásicas redes no residuales
tales como [75] o [76]. La causa de esto proviene de varias ramificaciones destacables.
– Pérdida de información: Por una parte es bastante destacable el hecho de que a medida
que se somete a la entrada a diferentes capas convolucionales, estas pierden cierta cantidad de
información que aún podría ser de utilidad a la red. El hecho de recuperar la misma permite a
la red disponer de una mayor cantidad de datos que le pueden ser útil a la hora de aprender.
– Normalización de Batch: Tal como demuestra el artículo [23], la normalización de los
batches empleados durante el entrenamiento permiten a las redes entrenar mucho más rapido,
aplicar una pequeña regularización y mejorar los problemas de desvanecimiento de gradiente
o saturaciones.
– Mayor número de parámetros: Este tipo de configuraciones residuales permiten que las
redes convolucionales dispongan de una mayor cantidad de parámetros entrenables con un
menor coste computacional que el obtenido en otras arquitecturas [76].
• Bloque de refinado: El bloque de refinado incluido en esta arquitectura permite reutilizar la
información expedida por el bloque principal y, además, reutilizar los datos de entrada para poder
refinar la estimación del mapa de profundidad. Los bloques de refinado no son algo nuevo en las
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redes convolucionales. Diferentes configuraciones de refinado han sido empleadas en ejemplos de
redes convolucionales tales como [81], [82] y [83]. En este caso el refinado esta justificado dado
que la combinación principalmente de las tres salidas expedidas por el bloque principal puede ser
combinada para mejorar el mapa de profundidad obtenido. Ello puede ser reflejado en los métodos
del estado del arte que emplean exclusivamente los warps para obtener el mapa de profundidad
tales como [55]. En este caso la combinación de dichos warps, el mapa de profundidad expedido por
la red y además la entrada de nuevo, pueden ayudar a que la información se complemente entre
sí. Esto permite obtener así un mapa de profundidad que se ciña mejor a las deformaciones más
complejas, como aquellas que son de alta frecuencia.
4.3.2.2 Main Block
A continuación se va a proceder a hablar del Bloque principal que compone dicha arquitectura. Este
bloque está compuesto por un Encoder-Decoder residual basado, tal y como se comentó anteriormente,
en los bloques residuales de tipo [22]. A continuación se explicarán en detalle dichos bloques incluyendo
diagramas de los mismos.
• Bloque de Codificación Convolucional o Encoding Convolutional Block: Este bloque está
representado por 2 ramificaciones de cálculo, tal y como se muestra en la figura 3.17. Este bloque
expide una salida con un tamaño similar al de una convolución clásica en función del tamaño
de los filtros elegidos. Sin embargo, dentro de este bloque se realizan operaciones más complejas.
En el caso del Bloque de codificación, se busca que cada uno de los subbloques convolucionales
empleados procesen la información y aumenten la profundidad de la red. De esta manera, la segunda
ramificación, llamada “shortcut” o acceso directo, emplea un solo subbloque convolucional sobre
la entrada y se suma a la información ya procesada de salida. Este tipo de bloques permiten un
filtrado de la información a diferentes escalas, una utilización más eficiente de los parámetros y una
recirculación de los residuos e información que se puedan haber pérdido en la rama de procesado
convolucional, tal y como se observa en la figura 4.5.
Figura 4.5: Bloque convolucional de codificación empleado
• Bloque de Decodificación Convolucional o Decoding Convolutional Block: Este bloque
está representado por 2 ramificaciones de cálculo, tal y como se muestra en la figura 4.6. Su actuación
es similar a la de el bloque de codificación, pero en este caso tiene un funcionamiento en modo
deconvolución. Dado que en este tipo de librerías de redes convolucionales no suele emplear la
operación de deconvolución como tal, se empleará en este caso una operación equivalente en tamaños
4.3 Arquitectura Propuesta 41
de salida, como puede ser Upsampling+Convolución 2D con un padding que compense la pérdida
de tamaño. Esto se puede observar en la imagen 4.6.
Figura 4.6: Bloque deconvolucional empleado en decodificación
• Bloque Identidad: Este bloque presenta 2 ramificaciones de cálculo, tal y como se muestra en
la figura 3.16. La función de este bloque será la de procesar toda la información de entrada y
recircular la entrada sin procesado. Esto resulta en la obtención de información filtrada junto con
la información inicial, enriqueciendo así la entrada a la siguiente capa y evitando la pérdida de
información debido a convoluciones. El esquema de dicho bloque se encuentra en la figura 4.6.
Figura 4.7: Bloque identidad empleado en codificación y decodificación
A continuación, en la tabla 4.3.2.2, se observa la transición del flujo de información a lo largo de las
capas.
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Numero Tipo Tamaño de salida Kernel or Activation
1 Input (270,480,3) –
2 Convolution 2D (135,240,64) (7,7)
3 Batch Normalization (135,240,64) –
4 Activation (135,240,64) Relu
5 MaxPooling 2D (45,80,64) (3,3)
6 Encoding Convolutional Block (45,80,256) (3,3)
7 Encoding identity Block (45,80,256) (3,3)
8 Encoding identity Block (45,80,256) (3,3)
9 Encoding Convolutional Block (23,40,512) (3,3)
10 Encoding identity Block (23,40,512) (3,3)
11 Encoding identity Block (23,40,512) (3,3)
12 Encoding identity Block (23,40,512) (3,3)
13 Encoding Convolutional Block (12,20,1024) (3,3)
10 Encoding identity Block (12,20,1024) (3,3)
11 Encoding identity Block (12,20,1024) (3,3)
12 Encoding identity Block (12,20,1024) (3,3)
13 Encoding identity Block (12,20,1024) (3,3)
14 Encoding identity Block (12,20,1024) (3,3)
Numero Tipo Tamaño de salida Kernel or Activation
15 Decoding Convolutional Block (12,20,256) (3,3)
16 Encoding identity Block (12,20,256) (3,3)
17 Encoding identity Block (12,20,256) (3,3)
18 Encoding identity Block (12,20,256) (3,3)
19 Encoding identity Block (12,20,256) (3,3)
20 Encoding identity Block (12,20,256) (3,3)
21 Decoding Convolutional Block (24,40,128) (3,3)
22 Cropping 2D (23,39,128) (1,1)
23 Encoding identity Block (23,39,128) (3,3)
24 Encoding identity Block (23,39,128) (3,3)
25 Encoding identity Block (23,39,128) (3,3)
26 Decoding Convolutional Block (46,78,64) (3,3)
27 Zero Padding (46,80,64) (0,1)
28 Encoding identity Block (46,80,64) (3,3)
29 Encoding identity Block (46,80,64) (3,3)
30 Upsampling (138,240,64) (3,3)
31 Cropping 2D (136,240,64) (2,0)
32 Convolution 2D (272,480,64) (7,7)
33 Cropping 2D (270,480,64) (2,0)
34 Activation (270,480,64) Relu
35 Convolution 2D (272,480,3) (3,3)
36 Activation (270,480,64) Linear
Tabla 4.1: Tabla de arquitectura de bloque principal
En la tabla anterior se muestra la arquitectura del bloque principal. Este emplea kernels de 7x7
coeficientes en las primeras capas. Esto reduce la cantidad de información tras obtener las activaciones
máximas mediante un Maxpooling de (3,3). A partir de ese punto no se volverá a emplear un Maxpooling,
dado que no es necesario segmentar más la información. A continuación del Maxpooling se utilizan
bloques convolucionales e identidad, que provocarán una reducción de tamaño, hasta obtener tensores
de un tamaño (12,20,256). Se puede observar que, a medida que se aumenta la profundidad, se añaden
más bloques identidad. La causa de esto es que permite aumentar aún más el nivel de abstracción que
las propias redes de por sí ofrecen. Esto es debido a que procesan aún más la información, obteniendo
características más profundas y complejas.
Una vez termina la etapa de codificación, se procede a realizar los pasos inversos mediante bloques de
decodificación. En este caso, dado que no modifican los tamaños de salida, los bloques identidad continúan
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siendo los mismos. De esta manera se provoca de nuevo que el tamaño de las salidas aumente hasta las
originales y se realiza un procesado mayor mediante bloques identidad.
Dado que estos tamaños pueden no ajustarse perfectamente, se aumentarán y disminuirán unidades
de dimensión mediante las capas de “Cropping” y “Zero Padding”.
Una vez se llega a las capas finales de salida, se llevará la profundidad de la salida a 3, dado que se
buscan 3 mapas de salida diferentes. Además de ello se les aplicará una activación lineal, dado que en
este caso se busca una regresión, siendo esta la mejor activación para dichos casos.
Es necesario apuntar que se emplearán continuamente normalizaciones de batch, que permitan au-
mentar la velocidad de entrenamiento y mejorar la estabilidad de la arquitectura. Por otro lado, las
activaciones que se utilizan una y otra vez serán las llamadas Relu explicadas en el capítulo 3, excepto
en la activación final.
4.3.2.3 Refinement Block
A continuación se hablará del bloque de refinado situado posteriormente al bloque principal. Dicho bloque
será el encargado de mejorar el mapa de profundidad obtenido. Esto lo hará gracias al empleo de la
información predicha previamente y la recirculación de la información de entrada. La información del
registro, junto a la información de profundidad, imponen ciertas restricciones de proyección que permiten
la obtención de un mapa de profundidad más fiable. El hecho de recircular la información de entrada
permite que la red de refinado se especialice más en hallar las deformaciones de alta frecuencia, dado que
el bloque principal hallará el grueso de la información. En la tabla 4.2, se muestran cada una de las capas
de la red de refinado.
Numero Tipo Tamaño de salida Kernel or Activation
1 Input (270,480,3) –
2 Convolution 2D (135,240,64) (7,7)
3 Batch Normalization (135,240,64) –
4 Activation (135,240,64) Relu
5 MaxPooling 2D (45,80,64) (3,3)
6 Encoding Convolutional Block (45,80,256) (3,3)
7 Encoding identity Block (45,80,256) (3,3)
8 Encoding identity Block (45,80,256) (3,3)
9 Encoding Convolutional Block (23,40,512) (3,3)
10 Encoding identity Block (23,40,512) (3,3)
11 Encoding identity Block (23,40,512) (3,3)
12 Encoding identity Block (23,40,512) (3,3)
13 Decoding Convolutional Block (46,80,128) (3,3)
14 Encoding identity Block (46,80,128) (3,3)
15 Encoding identity Block (46,80,128) (3,3)
16 Encoding identity Block (46,80,128) (3,3)
17 Decoding Convolutional Block (92,160,64) (3,3)
18 Cropping 2D (90,160,64) (2,0)
19 Encoding identity Block (90,160,64) (3,3)
20 Encoding identity Block (90,160,64) (3,3)
21 Upsampling (270,480,64) (3,3)
22 Convolution 2D (270,480,1) (3,3)
23 Activation (270,480,64) Linear
Tabla 4.2: Tabla de arquitectura de bloque de refinado
Esta red de refinado es bastante similar a la previamente empleada en el bloque principal pero,
a diferencia de la misma, es bastante más simple. Esto se lleva a cabo mediante la reducción de la
profundidad de la red. De esta manera el bloque de refinado será mucho menos complejo que el principal,
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dado que este se encargará de recoger la información procesada por el bloque principal y reutilizarla para
mejorar el mapa final de profundidad.
4.4 Condiciones de entrenamiento
En esta sección se procederá a esclarecer y comentar todos aquellos puntos concernientes al entrenamiento
de la red previamente propuesta. Para ello se empleará una enumeración en la cual, punto por punto, se
pueda explicar cada uno de los parámetros empleados y la causa del empleo de los mismos.
1. Optimizador: El optimizador que se empleará en este caso será el optimizador adaptativo Adam,
tal como se comentó previamente en la subsección 3.4.3. Esto es debido principalmente a que el
tamaño de batch posible es lo suficientemente grande como para que un optimizador adaptativo
funcione bien y, además, Adam ha demostrado que puede realizar entrenamientos mucho más rápidos
y estables que el [67]. Recientemente se ha descubierto que Adam es ideal para un entrenamiento
inicial, mientras que SGD permite realizar el reentrenamiento final de forma más estable [84].
2. Función de pérdidas: En este caso la función de pérdidas empleada es el MSE, que es una
función adecuada para regresiones como las de este problema en concreto. Es necesario destacar
que el problema de dicha función de pérdidas es que predomina la tendencia hacia la deformación
media, y no penaliza los grandes errores en deformaciones, como podría realizar una función de





‖yreal − ypredicha‖2 (4.1)
Donde ‖x‖ denota la norma L2 del vector x. Es importante destacar que, a la hora de mostrar los
resultados, se empleará la raiz de la función MSE para mostrar el error en unidades métricas, tal






‖yreal − ypredicha‖2 (4.2)
3. Preprocesado de información: En el caso del preprocesado de la información de entrenamiento,
se hará un preprocesado convencional de la misma. Este preprocesado se realiza llevando su media
a un valor de cero y su desviación típica a un valor de uno, de tal manera que la misma oscile entre
1 y -1. Es necesario para evitar saturaciones en la red y pesos excesivos que la desequilibren.
4. Tamaño de Batch: El tamaño de batch empleado ha sido de 15 imágenes por batch. Esto repre-
senta un batch con un tamaño medio-alto. De esta manera es posible generalizar correctamente y
entrenar lo suficientemente rápido.




La evolucion forjo toda vida consciente en este planeta
con una sola herramienta: el error .
Robert Ford
5.1 Introducción
A continuación se explican los diferentes resultados del trabajo de fin de master aquí expuesto. Inicial-
mente se comenta el entorno de experimentación empleado, para posteriormente proceder a la explicación
de las bases de datos empleadas y su origen. Por último se explican las métricas de calidad que se em-
plean en este trabajo y los resultados experimentales sobre cada una de las bases de datos. En las dichas
bases de datos se compara el método aquí propuesto con un método clásico del estado del arte y con una
arquitectura clásica de CNN.
5.1.1 Bases de datos utilizadas
A continuación se va a proceder a hablar de las bases de datos empleadas en este trabajo de fin de
máster. En este caso las bases de datos han sido creadas especificamente para el trabajo aqui mencionado,
pudiendo dividir las mismas en dos fases diferentes, necesarias para poder llegar al resultado final del
trabajo.
5.1.1.1 Bases de datos sintetica
En primer lugar se va a comentar como se dio lugar la creación de una base de datos sintética de
deformaciones para este trabajo.
Dada la gran complejidad para la creación de bases de datos reales en el campo de SfT, se propuso
la creación de una base de datos fotorrealista, que permitiera realizar un primer entrenamiento de la red
neuronal, para a posteriori realizar un pequeño reentrenamiento sobre una base de datos real mucho más
pequeña que la anterior.
Dicha base de datos se crea mediante el programa Blender [16]. Dicho programa es muy empleado
en diseño gráfico para realizar animaciones y simulaciones por ordenador. Dado que permite realizar
simulaciones de cámaras, modelos de luz y sólidos deformables, encaja perfectamente en el trabajo aquí
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expuesto. Mediante este programa se crean entornos virtuales tridimensionales, en los cuales se aplican
restricciones a los sólidos de interés, en este caso un póster, que cumplirán modelos cuasisométricos.
Dichos sólidos de interés serán sometidos a diferentes fuerzas que imiten el estiramiento de una tela, el
ondeo de una bandera, o deformaciones similares. De esta manera se logran resultados como los expuestos
en la figura 5.1.
Figura 5.1: Ejemplos de imágenes generadas con el software Blender
Se puede observar en la figura 5.1 que el entorno
3D reproduce fielmente las deformaciones del póster al caer sobre una superficie cilíndrica a causa de la
gravedad. Dicha deformación parte del reposo, de tal manera que se renderiza una secuencia entera. A lo
largo de esta secuencia, el póster va deformándose poco a poco sobre la superficie. De esta manera, las
renderizaciones tendrán como resultado tres salidas principales:
• Malla: Con el objetivo de poder hallar a posteriori los warps suavizados, se exportarán las mallas
deformadas y sin deformar en formato .obj.
• Imagen de color: La imagen de color será renderizada y se le aplicará un modelo de iluminación
para lograr un mayor realismo.
• Imagen de profundidad: La imagen de profundidad será a su vez renderizada por el buffer de
profundidad de Blender y, una vez procesada, representará una de las salidas de la CNN.
Tras la definición de las salidas anteriores, la salida en formato de la imagen de color y la imagen de
profundidad tendran un aspecto como el de la figura 5.2.
Figura 5.2: Ejemplo de la salida de Blender
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Además de lo comentado anteriormente, es necesario comentar que dicha base de datos será creada
con dos texturas diferentes. Esta condición será debida a que se buscará comprobar la eficacia de la CNN
para funcionar con objetos con diferentes grados de riqueza en textura. Se utilizará una textura muy rica
en características y mostrada en la figura 5.3 y una textura repetitiva y pobre en características como la
representada en la figura 5.4.
Figura 5.3: Textura rica en características
Figura 5.4: Textura pobre en características
A continuación se van a describir y explicar cada una de las secuencias creadas en la base de datos
sintética. Esta base de datos cubrirá un pequeño set de las infinitas deformaciones posibles. En los
experiemntos mostraremos que la CNN propuesta tiene capacidad de reproducir deformaciones nunca
vistas en el entrenamiento, siempre que éstas no difieran en exceso de las utilizadas en el entrenamiento.
Tal como se comentó anteriormente, a pesar de ser las imágenes de mucha textura las representadas en la
tabla, la base de datos será creada en las condiciones de poca 5.4 y alta textura 5.3. En la tabla siguiente
se explican cada una de dichas secuencias en la tabla 5.1.
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Secuencias Imagenes Descripcion Frames
1
Planos en diferentes posi-





restringido por un prisma
rectangular derecho y que





restringido por un pris-
ma rectangular izquierdo




Poster con zona central en
el eje x restringida por
dos prismas rectangulares




Poster cuya zona central
a lo largo del eje x esta
restringida y se le somete
a fuerzas que provocan su
ondeo y lo deforman
1200
6
Poster cuya diagonal esta
restringida y se le somete
a fuerzas que provocan su
ondeo y lo deforman
1200
7
Poster cuya zona central
a lo largo del eje x esta
restringida y se le somete
a fuerzas que provocan su
ondeo y lo deforman
1200
8
Poster cuya diagonal esta
restringida y se le somete
a fuerzas que provocan su




restringido por un prisma
rectangular inferior y que





restringido por un prisma
rectangular en los extre-
mos izquierdo y derecho,




Poster cuyas 4 esquinas es-
tan restringidas en movi-
miento, y se somete a fuer-
zas que provocan su de-





restringido por un prisma
rectangular en los extre-
mos izquierdo y derecho,




Secuencias Imagenes Descripcion Frames
13
Poster cuyo movimiento
esta restringido por un
prisma rectangular supe-
rior y que es sometido a
fuerzas similares a las del





to esta restringido por ex-
tremo izquierdo y derecho
y sometido a fuerzas que




esta restringido por extre-
mo izquierdo y derecho y
sometido a fuerzas que es-






esta restringido por extre-
mo izquierdo y derecho y
sometido a fuerzas simila-





esta restringido por extre-
mo izquierdo y derecho y
sometido a fuerzas simila-






esta restringido por extre-
mo izquierdo y derecho y
sometido a fuerzas simila-
res a las del viento en la




esta restringido por extre-
mo izquierdo y derecho y
una esfera y una superficie




Poster cayendo sobre una
superficie cilíndrica con
una restriccion de movi-
miento en el extremo iz-
quierdo creando deforma-
ciones que se ajustan a la




Poster cayendo sobre una
superficie toroidal con una
restriccion de movimien-
to en el extremo izquier-
do creando deformaciones
que se ajustan a la misma
300
Tabla 5.1: Secuencias empleadas para el entrenamiento de los algoritmos
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Una vez explicadas cada una de las secuencias, queda comentar un último detalle acerca del fondo
utilizado para la escena. Dado que se busca que la CNN pueda segmentar el objeto de interés del fondo,
las imágenes sintéticas emplean fondos naturales aleatorios obtenidos de [85], resultando en figuras como
las de 5.5:
Figura 5.5: Ejemplos de imágenes con fondos naturales
5.1.1.2 Bases de datos real
A continuación se comenta como se creó la base de datos real de deformaciones. Las imágenes obtenidos
del simulador Blender [16] se ajustan a la realidad en gran medida, pero no cuentan con las imperfecciones
que se pueden dar en la realidad, tales como tolerancias en la deformación, imperfecciones, etc. Es, por
tanto, necesario realizar un rentrenamiento sobre una base de datos real, que contenga datos directamente
obtenidos desde el sensor, en este caso la cámara RGB de [6]. La base de datos presentada a continuación
se ha creado mediante un póster de tamaño similar al simulado en blender e impreso con la temperatura
de color más cercana a la plantilla ideal, de tal manera que se acerque lo máximo posible a las condiciones
ideales.
La base de datos real consta de una secuencia de 4000 frames, en los cuales se realizan deformaciones
que se parecen a simple vista a las entrenadas sintéticamente. Ae incluirán oclusiones y deformaciones a
diferentes distancias y con diferentes incidencias de luz para probar la robustez ante los cambios de la
misma. Unas imágenes ejemplo de esta base de datos se muestran en la tabla 5.2.
Tabla 5.2: Imágenes de la base de datos real
Tal como se observa anteriormente, la base de datos posee diferentes tipos de deformaciones en entorno
real. Para realizar el rentrenamiento de dicha base de datos se emplearán una vez más las imágenes de
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color reales cuyo fondo sera sustituido por fondos aleatorios de nuevo, quedando de la manera siguiente
en la figura 5.6.
Figura 5.6: blender
5.1.2 Métricas de calidad
A continuación se definirán las métricas de calidad empleadas para evaluar los resultados del trabajo de
fin de máster aquí presentado.
En este caso se empleará una única métrica, que estará representada por la raiz del error cuadrático
medio o RMSE. Esto es debido a que este error nos permitirá representar directamente el error en unidades






‖yreal − ypredicha‖2, (5.1)
donde n representa el número de puntos mientras que yreal y ypredicha son el valor de GT y la predicción
de la CNN respectivamente. La norma ‖x‖ representa la norma L2 del vector x.
Una vez definido el RMSE es necesario comentar que su empleo derivará en dos ramificaciones de
error correspondientes a las diferentes salidas de la CNN propuesta:
• Error de profundidad: Se expresa mediante el RMSE directamente en unidades métricas, que en
este caso serán milimetros.
• Error de registro: En el caso del error de registro, el mismo se expresará al igual que el anterior
mediante RMSE, pero en unidades de imagen, es decir píxeles.
5.1.3 Estrategia y metodología de experimentación
A continuación se procederá a comentar la estrategia de evaluación que se seguirá. Dicho punto es im-
portante dado que marca la calidad de la evaluación empleada y la rigurosidad de la misma.
La evaluación que se va a llevar a cabo se realizará por separado en cada base de datos y sobre los
datos de test reservados para la misma. A continuación se define en mayor profundidad las condiciones
de esta evaluación:
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• Base de datos sintética: Se emplean cinco secuencias diferentes que abarcarán datos corres-
pondientes a diferentes casos de deformaciones y a planos rígidos en movimiento. Estos datos son
diferentes a los del set de entrenamiento. Dichos datos constituirán alrededor de un diez por ciento
del total de la base de datos.
• Base de datos real: En la base de datos real y, al igual que en la sintética, se empleará un set de
test que constituirá un diez por ciento de la base de datos real. A pesar de ser mucho más pequeña
que la base de datos sintética, dicho set de test incluirá bastantes tipos de deformaciones diferentes
que permitirán confirmar la generalización de la CNN.
Una vez definida la forma de proceder en cuanto a los datos de test, se procederá a hablar de los algoritmos
rivales con los cuales se comparará la CNN aquí propuesta, de tal manera que ofrezca comparativas
ricas en datos con respecto a algoritmos del estado del arte. Los ámbitos de comparación se detallan a
continuación:
1. Registro: En este ámbito se utilizarán dos algoritmos del estado del arte con los que se comparará
la CNN aqui propuesta:
• Dense Optical Flow with point trajectories o OFR: Este es un método de OF denso con
el que se obtienen trayectorias de puntos a través de una secuencia de video. Dicho método es
un método robusto de registro de puntos que pertenece al estado del arte y cuyas características
se describen en el artículo [5].
• Resnet50+Fully Connected o R50F: Este metodo emplea una CNN residual tradicional,
basada en la arquitectura ResNet [22] convolucional y capas densas, tal y como se ha descrito
en el capítulo anterior. Esta arquitectura realizará tanto la reconstrucción como el registro,
de tal manera que se pueda probar su eficacia en ambos ámbitos y compararla con la red
propuesta en este trabajo.
2. Reconstrucción tridimensional: En este ámbito será posible encontrar tres algoritmos diferentes
con los cuales se comparará la CNN aqui propuesta:
• Chhatkuli17 o CH17: Este método de reconstrucción isométrica [55] se servirá de los datos
de la plantilla plana en coordenadas métricas y de sus correspondencias en coordenadas de
imagen, tanto en el frame de la plantilla como en el frame de la superficie deformada. Es
necesario comentar que dicho metodo empleará una malla. Este metodo requiere el registro
entre la imagen deformada y sin deformar mediante una función de warp diferenciable. Se
evaluará este algoritmo con los datos de registro de GT, en el caso de imagen sintética, y con
los datos expedidos por el método de OF denso en el caso de datos reales.
• Chhatkuli17+Refinado o CH17R: Este método es similar al anterior, a excepción de la
inclusión de una etapa de refinado basada en optimización de una función de coste.
• Resnet50+Fully Connected o R50F: Este metodo emplea una CNN residual tradicional,
basada en la arquitectura ResNet [22] convolucional y capas densas, tal y como se ha descrito
en el capítulo anterior. Esta arquitectura realizará tanto la reconstrucción como el registro,
de tal manera que se pueda probar su eficacia en ambos ámbitos y compararla con la red
propuesta en este trabajo.
Por último, es necesario comentar que la información de GT para reconstrucción tridimensional sera
expedida directamente por la Kinect v2 [6] en el caso de imagen real. Sin embargo, no se dispone de
datos de registro, dada su alta dificultad técnica. En ese caso se empleará el metodo de OF [5] explicado
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previamente como un baseline para comparar el registro de la CNN clásica y la CNN aqui propuesta.
Cabe destacar que la red propuesta no necesita la secuencia de video para obtener el registro mientras
que el método OF requiere que la plantilla y la imagen de entrada estén conectadas por dicha secuencia.
5.2 Resultados experimentales
5.2.1 Resultados de Reconstruccion 3D Densa
A continuación se va a proceder a presentar los resultados experimentales de la reconstrucción tridimen-
sional. En los mismos se comenzará por las tablas con los resultados de la reconstrucción en la base de
datos sintética, para posteriormente comentar las tablas de los resultados de la base de datos real.
5.2.1.1 Evaluacion Base de datos sintetica
A continuacion se muestra la tabla de resultados de la reconstrucción sintética en un entorno rico en
características 5.3.
Secuencias Imagen Descripción Frames CH17+GTR CH17+OFR CH17R+GTR CH17R+OFR R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones





600 1.6327 58.76 1.2396 59.72 12.25 1.6245
Seq3
Poster restringido en mo-
vimiento que sufre defor-
macion sobre todo en la
zona central por causa de
un objeto esferico que tira
del mismo hacia fuera
400 12.69 11.57 12.38 12.03 5.1403 1.4896
Seq4
Poster retenido por un ca-
ño en el extremo izquier-
do que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
1200 8.1546 34.18 11.78 31.79 7.0634 1.5798
Tabla 5.3: Resultados experimentales sobre base de datos sintética, empleando como metrica
RMSE(mm) en un entorno rico en características.
A continuación se muestra la tabla de resultados de la reconstrucción sintética en un entorno pobre
en características 5.4.
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Secuencias Imagen Descripción Frames CH17+GTR CH17+OFR CH17R+GTR CH17R+OFR R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones





600 1.6327 16.4259 1.2396 14.5054 12,8265 1,8969
Seq3
Poster restringido en mo-
vimiento que sufre defor-
macion sobre todo en la
zona central por causa de
un objeto esferico que tira
del mismo hacia fuera
400 12.69 7.08 12.38 8.6062 5,5299 1,3057
Seq4
Poster retenido por un ca-
ño en el extremo izquier-
do que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
1200 8.1546 17.60 11.78 18.35 6,9891 1,8506
Tabla 5.4: Resultados experimentales sobre base de datos sintética, empleando como metrica
RMSE(mm) en un entorno pobre en características.
Tal y como se puede observar en las tablas 5.3 y 5.4, los algoritmos basados en CH17 [55], y en los
casos en los que disponen de datos de registro perfectos, muestran errores que no superan el centimetro.
Sin embargo, en los casos en los que el registro es suministrado por OF [5], el error de reconstrucción
crece considerablemente, por encima de los dos centimetros en algunos casos. Otro hecho destacable es
que el refinado isométrico empeora en la gran mayoria de los casos. Esto puede ser debido a que las
deformaciones generadas por Blender no son puramente isométricas en todos los casos. En cuanto a los
métodos basados en CNN, se puede observar como la red clásica tiene errores mayores o similares a los
de CH17 [55], mientras que la red propuesta tiene el error mas bajo, que no supera los 2 milímetros.
5.2.1.2 Evaluacion Base de datos real
A continuación se mostrarán los resultados reales de reconstrucción tridimensional. En este caso se em-
pleará una secuencia de testeo que representará el diez por ciento de las secuencias reales. En la siguiente
tabla 5.5 se mostrarán las comparativas entre los métodos clásicos y el método aqui propuesto.
Secuencias Imagen Descripción Frames CH17+OFR CH17R+OFR R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
211 38.1230 34.2527 17.5372 9.5185
Tabla 5.5: Resultados de reconstrucción 3D sobre la base de datos real.
En la comparativa anterior se puede observar la comparación entre los métodos del estado del arte
[55] contra los métodos basados en redes convolucionales profundas; en este caso la arquitectura clásica
[22] y la arquitectura aquí propuesta. Tal como se puede observar, los métodos del estado del arte rondan
los 3,4 cm de error, mientras que la CNN clásica tiene 1,7 cm de error y la CNN propuesta tiene 0,94 cm
de error. En este caso la CNN propuesta es mucho mejor que los métodos del estado del arte.
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5.2.2 Resultados de Registro
A continuación se va a proceder a presentar los resultados experimentales del registro. En los mismos se
comenzará por las tablas con los resultados del registro en la base de datos sintética, para posteriormente
comentar las tablas de los resultados de la base de datos real.
5.2.2.1 Evaluación Base de datos sintetica
A continuación se muestra la tabla de resultados de la reconstrucción sintética en un entorno rico en
características 5.6.
Secuencias Imagen Descripción Frames OFR R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones





600 8.2314 7.7607 1.2295
Seq3
Poster restringido en mo-
vimiento que sufre defor-
macion sobre todo en la
zona central por causa de
un objeto esferico que tira
del mismo hacia fuera
400 1.9034 5.1290 1.0668
Seq4
Poster retenido por un ca-
ño en el extremo izquier-
do que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
1200 6.548 5.8933 1.5356
Tabla 5.6: Resultados experimentales sobre base de datos sintetica con muchas características,
empleando como metrica RMSE(px)
A continuación se muestra la tabla de resultados de la reconstrucción sintética en un entorno pobre
en características 5.7.
56 Capítulo 5. Resultados
Secuencias Imagen Descripción Frames OFR R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones





600 2.6509 8.2290 1.8095
Seq3
Poster restringido en mo-
vimiento que sufre defor-
macion sobre todo en la
zona central por causa de
un objeto esferico que tira
del mismo hacia fuera
400 2.0850 6.3235 1.6288
Seq4
Poster retenido por un ca-
ño en el extremo izquier-
do que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
1200 6.2140 6.0678 1.9591
Tabla 5.7: Resultados experimentales sobre base de datos sintetica con pocas características, empleando
como metrica RMSE(px)
Tal y como se puede observar en las tablas 5.6 y 5.7, los algoritmos del estado del arte [5] tienen
resultados de registro comparables o mejores que los proporcionados por la arquitectura clásica de CNN.
Sin embargo, la arquitectura aquí propuesta obtiene mejores resultados que los métodos de flujo óptico en
todos los caso. Es muy importante destacar de nuevo que los algoritmos de registro deformable basados en
flujo óptico requieren secuencias de video y se basan en variaciones pequeñas entre los diferentes frames
mientras que, en el caso de la red convolucional aquí propuesta, se realiza un registro denso con respecto
a una plantilla, sin necesidad de secuencia de video. El error obtenido por la arquitectura propuesta no
supera los 2 pixeles de RMSE.
5.2.2.2 Evaluación Base de datos real
A continuación se mostrarán las comparaciones de registro con respecto al set de testeo real, que representa
un diez por ciento de la base de datos. Es muy importante destacar que, dado que en este caso se carece de
GT real para el registro, se empleará como algoritmo de baseline [5]. El baseline utilizado pierde muchos
puntos a lo largo de la secuencia y, por tanto, únicamente se podrán evaluar los 100 primeros frames
de testeo de los 210 frames posibles. La imagen 5.7 muestra la densidad de puntos cuyo seguimiento
sobrevive hasta el frame 100 de la secuencia de test.
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Figura 5.7: Imagen con puntos registrados correctamente a través de la deformación por [5]
En la tabla siguiente se observarán las comparativas entre la red CNN clásica y la aqui propuesta 5.8.
Secuencias Imagen Descripción Frames R50F CNNP
Seq1
Poster retenido por un ca-
ño en el extremo dere-
cho que sufre deformacio-
nes por la fuerza del viento
en diferentes direcciones
100 5.0210 2.3201
Tabla 5.8: Resultados de registro sobre la base de datos real.
5.2.3 Temporización de algoritmos
En el apartado siguiente se aborda la temporización de cada uno de los algoritmos aquí planteados, y de
aquellos con los cuales estos se van a comparar. El el gráfico de la figura 5.8 se expondrán cada una de
las temporizaciones de los algoritmos en unidades de fps o frames por segundo.
Figura 5.8: Temporizacion de los diferentes algoritmos empleados en este trabajo
En la tabla anterior se puede observar que los métodos del estado del arte no se acercan al tiempo real.
Mientras tanto los métodos basados en CNN lo alcanzan o incluso lo superan. Es de destacar que R50F
es más rápido a la hora de predecir que el método aquí propuesto CNNP, pero por contra sus errores
tanto de registro como de reconstrucción son mucho mayores y no alcanza una buena generalización. Por
lo cual se puede concluir que el método CNNP es mejor.
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5.3 Conclusiones
Tras observar los resultados previamente mostrados se puede observar que CNNP es un método com-
parable con los existentes a día de hoy en el estado del arte. A continuación se realizará una pequeña
comparativa en los diferentes ámbitos de comparación.
1. Reconstrucción tridimensional:Los resultados obtenidos por la misma igualan o superan a los
de CH17 [55]. Esto puede ser debido a que la CNN no esta ligada al cien por cien a un modelo físico,
como es el caso de este método. Por ello, especialmente en las deformaciones cuasisométricas de
los experimentos aquí presentados, este método obtiene peores resultados pero consigue ajustarse
aproximadamente. Por otro lado es de importancia destacar que CH17 [55] requiere un registro
previo de los puntos de la malla a través de las imágenes. Una tarea que puede ser muy dificil en
los casos reales, dado que presentan grandes casos de cambios de luz y perspectiva. En el caso de la
arquitectura R50F, es posible observar que es mucho menos eficiente y no consigue generalizar las
deformaciones, unicamente aproximar el plano de menor error. La arquitectura propuesta obtiene
menores errores ya que se ajusta a dicha deformación en cierta medida.
2. Registro: En cuanto a los resultados de registro, el método propuesto no requiere una secuencia de
video para hacer un registro con respecto a la plantilla. Mientras tanto, gran parte de los métodos
del estado del arte requieren pequeñas variaciones entre frames para hacer el registro a través de
una secuencia. A pesar de no requerir una secuencia de video, obtiene resultados de registro más
precisos que los métodos basados en flujo óptico. Este es un resultado muy prometedor del método
propuesto. Además, la arquitectura CNNP aqui propuesta muestra ser bastante mejor que la R50F
clásica.
En definitiva, y a falta de un análisis experimental más extenso, se puede concluir que el método
propuesto representa una solución competitiva con el estado del arte actual en SfT, solucionando parale-
lamente además el problema del registro deformable.
Capítulo 6
Conclusiones y líneas futuras
En este apartado se detallan y explican cada una de las conclusiones y lineas futuras sobre el trabajo de
fin de master aquí realizado. Dentro de las lineas futuras se explican algunas líneas que posiblemente el
día de la presentación de este trabajo se estén llevando a cabo.
6.1 Conclusiones
Una vez acabada la explicación y las comparativas del trabajo expuesto, es posible concluir que las redes
convolucionales pueden ser una opción más en la técnica SfT. Esto abre una posible veta de investigación
de cara al futuro, en el caso del contexto de este trabajo con fines de realidad aumentada. A continuación
se puntualizan las posibles conclusiones más remarcables en cuanto a este trabajo.
• Reconstrucción y registro denso: Este trabajo de fin de master demuestra la posibilidad de realizar
una reconstrucción 3D y a su vez la obtención del registro de dicha reconstrucción con respecto a una
plantilla. Dado que dicho proceso se realiza mediante mapas densos de profundidad y seguimiento,
se eliminan los problemas tradiccionales de la discretización de mallas, que resultaban en una
problemática de procesado y aprovechamiento de la información espacial.
• Arquitectura Encoder-Decoder VS Encoder-Densas: A través de este proyecto se visualiza una
comparación entre una estructura clásica bastante usada en el campo de las CNN y la estructura
aquí propuesta. Esto se realiza así para probar que una estructura convencional no fue suficiente
para realizar una reconstrucción lo suficientemente buena. En los resultados se puede observar como
la estructura propuesta es mejor y más eficiente que la clásica.
• Ruptura del paradigma iterativo: En este trabajo se comparan las diferentes CNN con métodos
iterativos clásicos. Pero, ¿Por que la CNN deberían ser mejor que dichos métodos?. El primer
problema de dichos métodos es la reconstrucción discretizada de sólidos. Debido a la gran carga
computacional que sufren tienen limitaciones de tamaño de malla de reconstrucción, lo cual se
soluciona mediante dichas CNN. Esto permite que la solución sea un mapa denso sin limitación
de tamaño, excepto el tamaño de la imagen de entrada. Por otro lado destacar que estas CNN
funcionan en tiempo real, mientras que dichos métodos en su gran mayoría no funcionan en tiempo
real, requieren un X de iteraciones bastante alto para alcanzar buenas reconstrucciones.
• Problemas de Hardware: Las CNN por contra suelen requerir bastante más hardware que cualquier
otro método, aunque a día de hoy cada vez son más eficientes. De las redes propuestas aquí se
propondrá una red convolucional que funcionará en tiempo real en GPU .
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6.2 Líneas futuras
Por último se presentarán las lineas futuras propuestas para este trabajo de fin de master, dado que podrá
ser ampliado y del mismo podrán partir ciertas lineas de investigación interesantes.
• Reconstrucción de sólidos elásticos: Este trabajo propone la reconstrucción de sólidos deformables
pero cuasisómetricos. Por lo cual una posible linea de investigación interesante sería portar dichas
reconstrucciones a sólidos elásticos deformables que se ajusten al modelo de equiárea, por ejemplo.
Este es un modelo que se acerca más a los problemas reales, dado que casos como el de los organos
del cuerpo humano se ajustan mejor a dicho modelo, o al menos la mayoría de ellos, como el riñon,
por ejemplo.
• Reconstrucción de objetos volumétricos: Este trabajo ha sido realizado en el entorno de reconstruc-
ción de objetos no volumétricos tales como pósters y folios, objetos cuyo modelo físico y comporta-
miento es más sencillo que el de otros tales como peluches, camisetas o incluso órganos.
• Empleo de funciones de coste nuevas: La función de coste empleada en este trabajo es una función
genérica empleada para regresión, pero lo ideal sería emplear una función de pérdidas que incluyerá
características del tipo de objeto, como restricciones físicas o características del sensor empleado
como pueden ser las restricciones de proyección.
• Creación de nuevas capas propias: En este caso se han empleado capas genéricas de Keras/Ten-
sorflow, pero sería posible crear capas propias del problema que se abarca en este trabajo. Estas
posiblemente facilitarían el entrenamiento y mejorarían los resultados aquí obtenidos.
Capítulo 7
Presupuesto
7.1 Costes de equipamiento
7.1.1 Equipamiento hardware utilizado:
Concepto Cantidad Coste unitario Subtotal(euros)
Ordenador I7(3700Mhz)+NVIDIA GTX1080 1 2000 2000
Camara Tof Kinect v2 1 176,71 176,71
Coste Total 2176,71
7.1.2 Recursos software utilizados:
Concepto Cantidad Coste unitario Subtotal(euros)
Ubuntu 14.04.1 LTS 1 0 0
Librerias Opencv Python 3.1.0 1 0 0
Librerias Libfreenect 2 1 0 0
Librerias Tensorflow 1.4.0 1 0 0
Librerias Keras 2.1.0 1 0 0
Matlab 1 2000 2000
Image Proccesing Toolbox for Matlab 1 1000 1000
Computer Vision Toolbox for Matlab 1 1250 1250
Image Adquisition Toolbox for Matlab 1 1000 1000
Texstudio 1 0 0
Cuda Libraries 1 0 0
Total 5250
7.2 Costes Mano de obra
Concepto Cantidad Coste unitario Subtotal(euros)
Montaje y fijacion cenital de la cámara 10 15 euros/hora 150
Programacion y Desarrollo de Software 287 60euros/hora 17220
Mecanografiado de documentacion,manuales y tutoriales 65 15 euros/hora 975
Total 18345





Mano de obra 18345
Total 25771,7
El importe total del presupuesto asciende a la cantidad de: VEINTICINCOMIL SETECIENTOS
SETENTA Y UN EUROS.
En Alcalá de Henares, a de septiembre de 2018. David Fuentes Jiménez ,Master en Ingeniería Indus-
trial.
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Apéndice A
Herramientas y recursos
Para poder un correcto funcionamiento del sistema descrito en este trabajo es necesario cumplir unos
requisitos de hardware y software mínimos en los equipos que se van a utilizar
A.1 Requisitos de Hardware
• 16 Gb de Ram DDR2 a 800Mhz o superior
• Procesador de 64 bits OctaCore 3 Ghz o superior
• Al menos 15 Gb de memoria libre en el disco duro o superior para la instalación de las librerías
requeridas, Matlab y sus respectivas Toolbox
A.2 Requisitos de Software
• Sistema operativo Ubuntu 14.04
• Pycharm Comunity
• Keras 2.1.2
• Tensorflow 1.4.0 [35]
• Python 3.5
• Matlab 2018
• Procesador de Latex

