The parametric bootstrap tests and the asymptotic or approximate tests for detecting difference of two Poisson means are compared. The test statistics used are the Wald statistics with and without log-transformation, the Cox F statistic and the likelihood ratio statistic. It is found that the type I error rate of an asymptotic/approximate test may deviate too much from the nominal significance level α under some situations. It is recommended that we should use the parametric bootstrap tests, under which the four test statistics are similarly powerful and their type I error rates are all close to α.
Introduction
Count data on the numbers of occurrences often arise in retrospective public health studies in such a way that the cumulative total number is observed at one time point but no information is available on the exact time points of the individual occurrences. In spatial epidemiology [10] , we may have count data on the numbers of cases in a politically defined administrative region but the exact locations of the individual cases have not been recorded.
With complete information on the exact time points or exact spatial locations, the data could be modelled by a counting process [1] or a spatial point process [5] , respectively. Without the detailed temporal or spatial information, such count data are typically modelled by the Poisson distribution. One question we often encounter in the latter scenario is that given two independent counts observed from two time intervals or spatial regions with fixed but not necessarily equal length or size, whether the rate or the intensity, i.e. the number of occurrences per unit time or area, of the two underlying temporal or spatial processes are the same or not.
For example, in a study of the risk of motor vehicle crashes in elderly drivers, Ray et al. [16] found that in a sample of 16,262 drivers aged 65-84 years, there were 175 injurious crashes in 17.3 thousand person-years at risk among women whilst there were 320 in 21.4 thousand person-years at risk among men. Another example can be found in the study by Boice and Monson [2] , who compared the breast cancer rate in women with tuberculosis after repeated fluoroscopic examinations of the chest with a control group; they observed 41 cases of breast cancer in 28,010 person-years at risk among women repeatedly exposed to multiple X-ray fluoroscopies and 15 cases in 19,017 person-years at risk among unexposed women. In each of the above examples we have two count data (175 and 320; 41 and 15) coming from two time intervals of unequal length (17.3 and 21.4; 28,010 and 19,017, respectively).
To compare two independent Poisson rates for the breast cancer data in Boice and Monson [2] , Greenland and Rothman [7] used the large-sample Wald confidence limits for the logarithm of the rate ratio, whilst Graham et al. [6] proposed the use of the likelihood scores to construct large-sample confidence limits for the rate ratio. Note that by saying asymptotic or large-sample we consider the limiting scenario that the means of the Poisson distributions go to infinity, because in our context a large sample (of the point process) comes from a long observation period, leading to a large Poisson mean; if we consider fixed length observation periods, the limiting scenario is then equivalent to the one in which the rates go to infinity. Liu et al. [11] compared the coverage of confidence intervals constructed by four different methods. Ng and Tang [14] and Ng et al. [13] carried out extensive simulation studies to compare the type I error rates and the powers of Wald, likelihood ratio and score statistics using the asymptotic normality and the numerical approximation for the p-value.
However, these comparisons have overlooked a popular approximate test developed by Cox [3] , which has been cited, up to the end of August 2008, over one hundred and forty times, mostly in medical research articles. These papers also have not mentioned the possibility of using parametric bootstrap. Krishnamoorthy and Thomson [9] remarked that their ad hoc approach to estimate the p-value for the test statistic T 1 (to be introduced in Section 2) is equivalent to the parametric bootstrap approach in an exact manner and they found that their approach is better than the conditional test introduced by Przyborowski and Wilenski [15] . This paper reports a power comparison for the statistics recommended in Cox [3] , Ng et al. [13] and Ng and Tang [14] , using the asymptotic/approximate distributions as well as the parametric bootstrap tests [4] . Section 2 introduces the test statistics for detecting difference between the rates of two Poisson variates. Section 3 explains how the parametric bootstrap tests would be carried out in our context and then Monte-Carlo simulation results are reported and discussed in Section 4. Finally, in Section 5 we apply the tests to the above two examples.
Test statistics and their asymptotic distributions
Suppose X 1 and X 2 are two independent random variables coming from two Poisson distributions with means λ 1 t 1 and λ 2 t 2 , respectively. That is to say, X i is the observed number of occurrences of a temporal or spatial Poisson process with rate or intensity λ i in a sampling frame of length or size t i , i = 1 and 2. Denote by ρ the rate ratio λ 2 /λ 1 , and let t 2 /t 1 = d.
Let us consider a one-sided test here, and so the hypotheses of interest are
Cox [3] argued that approximately
has an F -distribution with (2X 1 + 1, 2X 2 + 1) degrees of freedom, which, he said, "may lead to accurate results even in very small samples". Ng and Tang [14] considered four Wald statistics, two of which are obtained after taking logarithmic transformation for skewness correction and variance stabilization. They are:
where for W 1 and W 2 , we use the convention that 0/0 = 0, whilst for W 3 and W 4 , we set X i = 0.5 whenever X i = 0, i = 1, 2. Under the null hypothesis, W j follows the standard normal distribution asymptotically, j = 1, 2, 3, 4. The simulation results in Ng and Tang [14] suggest that we should use either W 2 and W 3 , and so in this paper we do not consider
Ng et al. [13] considered the difference, instead of the ratio, of the two rates:
and their test statistics include
which are equivalent to W 1 and W 2 , respectively, if δ = 0. Note also that the statistic T 1 with its asymptotic normality is the one recommended by Liu et al. [11] to construct confidence intervals. Ng et al. [13] 's another statistic T 3
where λ * i are the constrained maximum likelihood estimates of λ i under the null hypothesis
is also equivalent to W 2 when δ = 0. Because the null hypothesis of interest here is that ρ = 1 or δ = 0, we do not have to consider T j , j = 1, 2, 3, for non-zero δ in this paper.
They also had the one-sided likelihood ratio statistic:
with the convention that 0 0 = 1. Under the null hypothesis, asymptotically L is zero with probability 0.5 and follows a χ 2 -distribution with one degree of freedom with probability 0.5.
Generically, denote by τ any one of the statistics above. For the one-sided alternative
the critical regions of these test statistics are all in the form {τ ≥ τ 0 } for some τ 0 .
Parametric bootstrap tests
The normal, χ 2 -and F -distributions of W j 's (and T j 's), L and F , respectively, are largesample approximation only. Ng et al. [13] expressed the p-value of each T j as a double infinite sum (see also Krishnamoorthy and Thomson [9] ) but their approach cannot be applied to L and F . In this paper, we estimate the p-values via parametric bootstrapping [4, pp. 140-148].
More precisely, under the null hypothesis that ρ = 0 or δ = 0, the maximum likelihood
We then generate R pairs of independent Poisson variates with meansλt 1 andλt 2 , respectively. Thus, in total we have R + 1 pairs of data, namely, the observed counts (X 1 , X 2 ) and the counts (X * 
To be conservative, we take the upper bound
The null hypothesis will be rejected if p boot is less than or equal to the significance level α.
Such a parametric bootstrap test is a straightforward generalization of a Monte-Carlo test, which is the same procedure as above except that for a Monte-Carlo test we do not have any nuisance parameters, such as λ, to estimate. Hope [8] showed that the power loss, compared with the corresponding uniformly most powerful test, resulting from using
Monte-Carlo tests is slight and so R is not necessary to be large. Marriott [12] suggested that for α = 0.05, R = 99 is adequate, whilst Davison and Hinkley [4] , p. 156, suggested, for α ≥ 0.05, that the loss of power with R = 99 is not serious and R = 999 should generally be safe. Note that in either a Monte-Carlo test or a parametric bootstrap test, it is the rank of τ , and not the value of τ itself, which determines that p-value.
Simulation results
In this section, α = 0.05 and R = 999 will be used. Without loss of generality, we set t 1 = 1 and so t 2 = d. Tables 1 and 2 show the rejection rates estimated by 10,000 simulations for Naturally, the price for a low type I error rate is the loss in power; a more powerful test is accompanied by a higher type I error rate, but the gain in power is not remarkable here.
Thus, the main issue in this comparison is the type I error rate.
Although the Monte-Carlo tests with continuously distributed statistic are exact in their own right, the parametric bootstrap tests adopted here are not, because the test statistics are discrete and a nuisance parameter λ 1 = λ 2 = λ has to be estimated. Since the upper bound of p boot was used, the discreteness of the statistics would lead to conservative tests. On the other hand, the estimation of the nuisance parameter might lead to a type I error rate that is higher or lower than the nominal significance level α. From our simulation (including those not reported here), in 102 out of the 120 cases considered, the simulated type I error rates of the parametric bootstrap tests are less than α. For λ 1 ≥ 5, the Cox F statistic always gives the lowest simulated type I error rates among the four statistics, using the parametric bootstrap. However, even though it is desirable to control the type I error rate to be below the nominal significance level α, it is unnecessarily conservative to choose a statistic that would give the lowest type I error rate; this rate should be as close to α as possible. 
Real data
As we mentioned in Section 1, Boice and Monson [2] observed 41 cases of breast cancer in 28,010 person-years at risk among women repeatedly exposed to multiple X-ray fluoroscopies and 15 cases in 19,017 person-years at risk among unexposed women, and Ray et al. [16] reported 175 injurious crashes in 17.3 thousand person-years at risk among women whilst there were 320 in 21.4 thousand person-years at risk among men.
The p-values of the four statistics calculated from the asymptotic/approximate distributions and estimated by using parametric bootstrapping are shown in Table 3 ; note that when R = 999, the value of p boot is at least 0.001. We have strong evidence to reject the equal rate null hypothesis at the 0.05 significance level and conclude that (1) the incidence rate of breast cancer for women who had been exposed repeatedly to X-ray fluoroscopy is higher than that for those who had not and (2) the incidence rate of injurious crashes for men drivers is higher than that for women.
Since the differences are significant, the powers of the tests are irrelevant and the concern is the possibility of committing a type I error. If we rescale the time axis so that the length of the sampling frame of the first sample t 1 is one unit time in each example, then the maximum likelihood estimatorλ 1 = X 1 and the constrained maximum likelihood estimator under the null hypothesisλ 1 =λ 2 = (X 1 + X 2 )/(1 + d) are large, suggesting that the true λ 1 is likely to be large in each example. Moreover, d's are greater than 1 (1.47 and 1.27). An inspection of Table 2 suggests that the type I error rates would not be substantially greater than the nominal level α = 0.05 for large λ 1 and d ≈ 1.5 and so none of these tests is overly liberal. 
