Singular value decomposition (SVD) of the matrix of normal equations is used here both passively to assess numerical stability, and actively to troubleshoot problem refinements, singular or not. Such systems can then either be cured by rank reduction or solved with arbitrary-precision arithmetic carrying a number of digits known to be sufficient. SVD analysis provides objective information about such required rank reduction or number of digits. Pre-conditioning of the normal matrix is seen to decrease its condition number by many orders of magnitude in actual cases, illustrating its great practical usefulness. The methods and tools developed here have general applicability to diagnose problems with least squares, in particular ill-conditioned Rietveld refinements. Crystalchemical and standard refinements described in the work by Mercier et al. 
Introduction
Within the scope of a continuing study involving parameterization of the apatite structure type (Mercier et al., 2005 (Mercier et al., , 2006 , we needed to assess the relative numerical stability of crystallographic versus crystal-chemical least-squares Rietveld refinements. The corresponding undertaking turned out to be 'the tip of the iceberg' with respect to numerical analysis in relation to inversion of square, symmetrical crystallographic least-squares matrices. We ended up with a logically disjoint manuscript that one of the referees wisely suggested be split into two homogeneous parts referring to each other. In this part, we lay the mathematical base for evaluation of numerical stability by singular value decomposition (SVD) in x2, implement it in x3, discuss it in x4 and draw conclusions in x5.
Numerical stability for matrix inversion
Authoritative literature about the analysis of numerical stability in matrix inversion based on SVD exists in books about numerical analysis, but we found very little crystallographic work where SVD is used, in line with remarks about SVD by Watkin (1994) . Consequently, we developed the corresponding tools needed for assessing the conditioning of crystallographic least-squares matrices by SVD. The development below may seem too detailed to mathematically versed experts because the corresponding items are well known to mathematicians specialized in least squares. Our goal here is mostly to inform Rietveld practitioners and fellow crystallographers in a selfcontained way on an apparently neglected topic of utmost importance for their everyday work, without being overly complex.
Condition number and error propagation in matrix inversion
Round-off error, truncation error, error propagation and numerical stability are standard topics in numerical analysis, discussed for example in ch. 1 of Numerical Recipes in Fortran: the Art of Scientific Computing (Press et al., 1994) , and references therein. 'Round-off error' relates to the limited number of bits in the representation of the mantissa of real numbers in a computer. 'Truncation error' refers to the effect of the round-off error on the sum of two numbers A and B with widely different magnitudes: the significant digits of the small number B trail those of the large number A and become chopped by the round-off. If, after the above truncation of A + B, a number with value close to A is subtracted from A + B, the result will be wrong by significantly more than the round-off error. Re-use of this imprecise number in further calculations causes 'error propagation'. 'Numerically stable' algorithms avoid as much as possible the creation, and especially re-use of such imprecise numbers.
Inversion of square matrices can be performed in a number of ways. The most popular methods are Gauss elimination, LU decomposition, Cholesky decomposition, conjugate gradients, eigen decomposition, etc. The inverse of a non-singular matrix is unique. Those derivations are mathematically exact, meaning that elements of M À1 are calculable from the elements of M through a pre-defined sequence of additions, subtractions, multiplications and divisions with no iterations-until-convergence required in the extraction of an element of M
À1
. All those methods should therefore give identical results for M
, but in fact they don't, mostly because they are affected differently by error propagation. The severity of the differences between the results of the various methods is due to the 'conditioning' of the matrix, characterized by its 'condition number', CN, which is defined as the ratio of its largest over its smallest eigenvalue. Standard textbooks on numerical analysis (e.g. Press et al., 1994) consider that the minimum number of decimal digits to be carried for 'safe' matrix inversion is log 10 (CN). Popular routines implementing the above inversion methods in fact considerably outperform this requirement in actual cases because they rearrange the matrix ahead of the decomposition, they process matrix elements in an order dictated by their magnitudes, or they 'pre-condition' the matrix prior to inversion. The effect of those precautions is to minimize error propagation very effectively in actual cases, but there is no guarantee that this will work in all cases. In order to be safe, we therefore discuss the numerical stability of least squares in terms of the conditioning number of the matrix of normal equations and the corresponding minimum number of digits to be carried in calculations.
Singular value decomposition of the matrix of normal equations
In its general form, SVD expresses any M Â N matrix A, M ! N, as
The columns of U are N orthogonal vectors with M components, each vector having length 1. W is a diagonal matrix of non-negative numbers. V T is an orthonormal N Â N matrix, meaning that its columns are orthogonal vectors, each with length 1, while its determinant is 1. It is a theorem (see Strang, 1980 ) that the decomposition is always possible, even if matrix A is singular. The decomposition is unique if the diagonal terms of W can be ranked in decreasing order. Mostly trivial permutations or linear combinations of rows or columns can appear when two or more diagonal terms of W are exactly equal or zero.
Applied to a symmetric matrix A, SVD performs its decomposition into
which amounts to the eigen decomposition of A. The practical interest of SVD stems from the fact that it computes, in a numerically stable way, the 'bits and pieces' that are required to perform the inversion of matrix A in the simplest possible way, but without performing the inversion itself. Cases involving singularity or quasisingularity are then diagnosed easily in an objective way. Quite often, the diagnostic itself constitutes a straightforward suggestion for a cure. 2.2.1. Interpretation of SVD for normal equations. The leastsquares solution of an over-determined linear system of weighted observations
The square and symmetrical matrix C = A T Á A is called the matrix of normal equations. Solutions are obtained as
Numerical problems associated with quasi-singularity of C can be discussed in terms of matrix C
À1
, called the variance-covariance matrix, as well as the correlation matrix derived from C À1 , but this is a very complex topic that can be simplified as follows.
A rotation matrix R transforms the Euclidian reference system of axes constituted by refinement variables x into an orthonormal linear combination of them, x 0 . The elements of R are the direction cosines of the new axes in the old axes, where an individual element R ij is the projection of unit vector u 0 i onto u j . Rotation thus transforms the numerical description of a linear system of equations A Á x while retaining its physical meaning:
Therefore the rotation operates on the transposed system as:
As a consequence, matrix C of normal equations transforms as
As R À1 = R T for orthonormal transformations, the inverse of C transforms as
In conclusion, rotation of both C and C À1 is performed through the same expression M 0 = R Á M Á R T . SVD then provides both D and R for the diagonal expression D that C takes under the very special rotation R of the reference system made of the variables of the problem. It then becomes straightforward to compute D À1 and rotate it into C À1 through the opposite rotation R , then presents no special numerical problem for 64-bit real arithmetic. Numerical problems analogous to those that plague LU decomposition of quasi-singular systems in fact arise during rotation by
If implemented in this way, inversion through SVD is just as prone to numerical problems as if it were performed by LU decomposition, for example. The main difference arises from the fact that SVD provides a diagnostic for potential problems. This diagnostic often hints at a cure.
A somewhat better way to proceed would be to rotate the normal
which is a numerically stable calculation in the diagonal reference system as long as D ii is in the range 10 AE1000 . Back-rotation of x 0 into x with x = R T Á x 0 is not quite as prone to error propagation as calculation of C
. This approach may give numerically better solutions x, but determining the variance/covariance of x requires knowledge of C À1 anyway. 2.2.3. SVD diagnostic with the condition number. A diagnostic is always possible. Error propagation occurs during the reverse rotation to obtain C À1 from D À1 when log 10 of ratios of diagonal values in D
approach the number of digits carried by the computer. The condition number of the system is in wide use to discuss the numerical stability of solutions to specific least-squares problems, but to our knowledge it does not seem to have been applied to the discussion of the numerical stability of Rietveld refinements. 2.2.4. Rank-reduction cure. Singular vectors (eigenvectors), i.e. the unit vectors along the new axes that diagonalize matrix C in the Euclidian space defined by the variables used for stating the leastsquares problem, are the columns of matrix R. In the case of a zero singular value (zero eigenvalue), the corresponding column of R then spells out the relationship that is identically zero in terms of the variables for the problem. The easy cure for this is called 'rank reduction'. The inverse of the zero singular value, which should then be infinite at face value, is instead set to zero and the user then proceeds with rotation of D À1 back into C À1 , calculated in the regular way. The effect of rank reduction is to withdraw the corresponding linear combination of variables from the least-squares process. Values and estimated standard deviations (e.s.d.'s) will nevertheless be obtained for all variables in the formulation of the problem because back-rotation of D with R T populates all elements in matrix C À1 , unless the corresponding singular vector had only one non-zero component. In that case, rank reduction corresponds to elimination of a variable in the formulation of the problem. Rank reduction applied to SVD results then allows solution without reformulation of systems with zero determinants, i.e. singular systems. The extracted values and e.s.d.'s are correlated according to the linear relationship defined by the components of the singular vector with zero singular value.
The same treatment is applied to singular values with condition numbers that exceed the number of digits carried by the computer. Their corresponding values extracted by least squares would be meaningless anyway. Borderline cases where the conditioning ratio is only just poor require judgment, for instance, assignment of a sensible but somewhat arbitrary value to a variable whose refinement is then subsequently halted. In all cases, SVD is invaluable as a tool to point out objectively to the user what exact problems the least squares is facing, as shown in x4.1 below with examples.
Deciding whether a variable is superfluous or not requires a degree of judgment. The 'red flag' is that the ratio of the value for that variable divided by its e.s.d. is less than say 2 or 3, possibly indicating an insignificant numerical value, but that is not the whole story. The real criterion is that the 'physically sensible range' for the value divided by that e.s.d. must be quite small, say less than 0.5. The implication of such a fact is that, whatever the value might be within its physically meaningful range, its contribution to observations would be swamped by the noise in measurements anyway. It is then advisable to eliminate that variable from the model because its inclusion decreases the degree of over-determination of the system without a possibility to clarify any issue. Such tests of value divided by the e.s.d. are straightforward to implement, either with SVD or with the inverse of the normal matrix, but require knowledge of the normal vector. Unfortunately, not all Rietveld programs currently allow printing of the normal vector.
2.2.5. Byte-flooding cure. The conditioning number obtained from SVD tells us the minimum number of decimal digits required to solve the least-squares system without spoiling numerical results through error propagation. The brute-force byte-flooding cure then consists of implementing matrix inversion and matrix multiplication by a vector using arbitrary-precision arithmetic, carrying far more than that minimum number of digits.
2.2.6. Matrix pre-conditioning. Pre-conditioning normal matrices is a very simple but effective manipulation used by most inversion algorithms, those in TOPAS (Bruker AXS, 2005) and GSAS (Larson & Von Dreele, 2004) included. It can take several forms (see e.g. Hendrickson & Konnert, 1980; Guillot et al., 2001) , one of which is as follows.
Suppose that we can write C = P Á B Á P, where C = A T Á A is the matrix of normal equations and P is an arbitrary matrix. We can then write
If we choose P to be the diagonal matrix with element P ii = (C ii ) 1/2 , it follows that P À1 is the diagonal matrix with element P À1 ii = (C ii ) À1/2 . We accordingly have
. It is not immediately clear that anything has been gained by the above manipulation. Instead of inverting matrix C, we calculate matrix B from C, invert B and calculate C À1 from B
. For reasons for which no rigorous general justification seems to exist, the condition number for matrix B is often many orders of magnitude lower than that for matrix C for actual least-squares problems, structure refinement in particular. Calculation of B À1 is then numerically much more stable than that of C
. Calculation of P À1 gives rise to no error propagation. Calculation of C À1 in this indirect way is then numerically far more stable than if performed directly on C, but again there is no firm proof that this will always be the case.
Implementation of tools for SVD analysis and accurate inversion
We have developed a program called SVDdiagnostic (distributed freely at http://www.tothcanada.com), under Microsoft Windows, that can read the matrix of normal equations from pristine TOPAS (V3.0; Bruker AXS, 2005) or GSAS (Larson & Von Dreele, 2004 ) output files. From this input, SVDdiagnostic computes the SVD of the matrix using an adaptation of the routine SVDcmp from Press et al. (1994) , and produces two diagnostics from it. The first diagnostic is the condition number accompanied by its interpretation as good/fair/ poor/borderline/ill conditioning of the matrix for 'safe' doubleprecision processing of the matrix. The second diagnostic is an output of the m largest and n smallest singular values for the matrix accompanied by the direction cosines of the corresponding singular vectors, each component labelled with the name of the corresponding refinement variable. The values of m and n are user-supplied via a dialog, together with input and output file names. With minimal practice, users quickly become adept at reading those direction cosines that indicate mutually perpendicular unit vectors in the Euclidian space of the refinement variables and that are best and worst determined by the least-squares processing of the observations supplied. In the case of zero or very small singular values, those direction cosines are the coefficients of the linear relation between the refinement variables that is exactly or approximately obeyed. If desired, SVDdiagnostic can also pre-condition the normal matrix according to the scheme in x2.2.6 and process it in the above way.
In a different program, we performed LU decomposition and solution of the linear system made from the matrix of normal equations and the vector using arbitrary-precision arithmetic for comparison with printed refinement results. Actual Rietveld problems are not singular, but they are routinely so ill-conditioned that the reliability of double-precision matrix inversion is in doubt. Use of standard inversion algorithms with 16-byte arithmetic would reliably solve most Rietveld systems, but most Fortran Windows compilers allow double, but not quadruple precision. We then adapted arbitrary-precision arithmetic routines from ch. 20 in Numerical Recipes in Fortran (Press et al., 1994) and assembled a library to perform addition, subtraction, multiplication, division and square-root calculation for arbitrary-precision real numbers. We then modified the routines ludcmp and lubksb from ch. 2 in Numerical Recipes in Fortran (Press et al., 1994) to link with that library, thus performing LU decomposition and matrix inversion while carrying any desired number of digits. Using 36-byte (equivalent to 86 decimal digits) representation for the mantissa and 4-byte integers for the exponent, allowing exponents up to a billion if needed, this gave printouts of reliable values for the elements of the inverse matrix C À1 , as well as for the solution vector x derived from the vector printout by the Rietveld package. In its current implementation, that library can perform the five basic operations on real numbers with up to 255 bytes in their mantissa, i.e. more than 600 significant decimal digits. Today's PCs are so fast that unoptimized 36-byte inversion of a 33 Â 33 matrix takes about 4 s on a 3 GHz AMD Athlon64 processor operated in 32-bit mode, including the ASCII input, as well as the conversion and output of the results.
Results and discussion
The reason why we undertook the present study is the comparison of the numerical stability of the standard crystallographic refinement from Mercier et al. (2006) with its crystal-chemical counterpart. We computer programs also practiced on a variety of recent Rietveld cases as tests, but we only report on the above item.
Evaluation of numerical stability using SVD
Examples of the output of SVDdiagnostic for problematic cases of crystallographic or crystal-chemical refinements are given in Table 1 . The global diagnostic is given numerically in the form of the condition number (which dictates the number of decimal digits required for safe inversion of the least-squares matrix) and in a brief sentence. The smallest eigenvalues at the bottom right of the printouts in Tables 1(a)-1(c) are the main culprit for the poor conditioning. The column of numbers above the 21st largest eigenvalue in Table 1 (a) is the corresponding eigenvector whose modulus must be 1 by definition. The value of essentially 1 in front of variable beqF in that column tells us that this column is mostly about beqF. The $10 10 ratio of the first eigenvalue to the 21st eigenvalue tells us that this is a weak, but by no means redundant refinement variable. Similar remarks also apply to the column above the 17th eigenvalue in Table 1 (b), which shows variable phiO3A2O3 (i.e ' O3-AII-O3 ; see Table 1 of Mercier et al., 2006) to be the main component of this eigenvector.
The significant components for eigenvectors giving rise to low eigenvalues in TOPAS, from the 22nd to 32nd eigenvalues in Table 1 (a) and from the 18th to 28th eigenvalues in Table 1(b), tell us that these eigenvalues are all concerned with linear combinations of variables having labels starting with bkg. These are the coefficients of a Chebyshev polynomial expansion of the background with a userdefined number of terms refined by TOPAS, all together or not at all. Being unable to sort out those parameters, most of them redundant or insignificant, we then accepted a given set of their numerical values and did not perform further refinement on them for both kinds of refinement. Variables describing profiles were also found to give rise to small eigenvalues (Table 2 ) and were thus also fixed. In the same way, occupancy factors and corresponding isotropic thermal parameters were read to be redundant on eigenvectors. We accordingly fixed occupancies to full occupancy in both refinements, while refining only the isotropic thermal factors. This did not alter the values of the agreement factors (R wp ) and goodness-of-fit (GOF), or the refined values, but it brought the condition number for both kinds of refinement close to the limit between good and fair conditioning of the matrix (Table 3 ). This shows that both approaches are similarly conditioned, with an apparent slight advantage with the standard refinement. As argued by Mercier et al. (2006) , the latter advantage is clearly reversed by the much lower e.s.d.'s of the crystal-chemical refinement.
As the least squares is ill-conditioned but not singular, another way to proceed would have been to use more digits than the minimum of 13-17 digits required (Tables 2 and 3 ) in the derivation of the solution for these particular cases (as implemented and discussed in xx4.2-4.3), but we could not do that because there is currently no provision to print the normal equations vector in TOPAS.
Actual numerical stability of the Rietveld procedure
This item should be examined from two perspectives: with and without pre-conditioning. The information derived is different and useful in each case. , which is reassuring. It tells us that double-precision arithmetic is sufficient for numerically stable inversion of B, and therefore of C in this indirect way. A condition number with value greater than 10 10 -10 12 would be abnormally high, indicating inversion trouble ahead. It could indicate that pre-conditioning did not perform well on this problem, but most likely it would point to a suspicious model with e.g. pseudo-translations in it, making it singular or quasi-singular. In this case where the condition number of matrix B would be greater than 10 10 , the singular vectors defining the linear combination of variables that is identically zero should be read from the SVD analysis of the normal matrix C. This is because the variables of C are the variables of the problem, while those of the pre-conditioned matrix B are rescaled variables, each with its own scaling factor. Table 2 Examples of ill-conditioned Rietveld refinements. 4.2.2. Diagnostic on normal matrix. From printouts of SVD decompositions of Rietveld refinements for a variety of problems, we have observed that they are rarely well conditioned over the range of crystallographic variables. The cell data variables and especially the scale factor contribute overwhelmingly to the normal equations, creating huge eigenvalues with TOPAS (see Table 1b ). Structural variables (i.e. atomic positions and thermal factors) affect integrated intensities. They then affect profile points through combination with profile-fitting variables. At SVD time, the eigenvalues for structure variables then appear as midgets in front of the heavy-weight variables such as scale factor and cell data. Variables describing profiles and backgrounds can give rise to even smaller eigenvalues (Tables 1-3 ). In itself, this does not constitute a problem because the systems are not singular. The problem is that this large range of eigenvalues is not matched by a sufficient number of digits in the arithmetic. Some inversion algorithms are remarkably stable and are more tolerant of large condition numbers. The first 8 digits of large and small elements of the inverse matrix for a 33-variable problem with 2 Â 10 17 condition number processed with the double-precision ludcmp/ lubksb pair of routines from Numerical Recipes in Fortran (Press et al., 1994) were correct when compared with results using 36-byte arithmetic. Surprisingly, the worst offender was not among the smallest elements and its symmetrical equivalent computed with 10 correct digits. This numerical feat is probably due to the line swapping Table 3 Final refinements obtained after diagnostic by SVD.
All background and profile parameters needed to be fixed. (a) Standard crystallographic refinement with TOPAS; R wp = 8.695%, GOF = 1.553.
(b) Crystal-chemical refinement with TOPAS; R wp = 9.231%, GOF = 1.648.
feature combined with a form of preconditioning ahead of the LU decomposition by Crout's method in this well tuned algorithm. The astonishing stability of this and similar inversion algorithms is the likely reason why most Rietveld refinements do not misbehave in spite of their poor condition numbers, but trusting that they will never misbehave would be a dangerous assumption to make, hence the usefulness of SVDdiagnostic.
Suggestion to developers of Rietveld packages
Our SVDdiagnostic program processes output files from two widespread Rietveld packages, GSAS and TOPAS (V3.0). With minimal work, it could also process output from any other powder or single-crystal package, in fact any least-squares program that prints the matrix of normal equations. Provided that the matrix and the vector could be given with sufficient precision, it would become possible to solve externally the system of equations, and either confirm independently the convergence of the solution, or derive the input for the next cycle using an 'overkill' number of digits in calculating the solution. All that is needed is the optional ASCII output of the matrix and vector with a format giving access to all significant digits, like D22.14 or E21.13 in Fortran. As that moderately voluminous output is not intended for printing but for re-reading, its actual size does not matter much. Such an output would give users the possibility to assess the convergence, diagnose convergence problems or produce a truly converged solution even in ill-conditioned cases.
Conclusions
The present analysis contains important general considerations for objective diagnostics of ill-conditioned least squares, allowing their recovery by rank reduction or numerical overkill. The program SVDdiagnostic that resulted from those considerations is available for free distribution at http://www.tothcanada.com. In this analysis, singular value decomposition was found to be of invaluable help.
SVD analyses of the initial matrix and its pre-conditioned equivalent each contain important hints about numerical stability of the inversion itself and about redundant variables which somehow spoil the e.s.d.'s without possibly contributing any useful information about the model.
