Electric Network Frequency (ENF) fluctuations constitute a powerful tool in multimedia forensics. An efficient approach for ENF estimation is introduced with temporal windowing based on the filter-bank Capon spectral estimator. A type of Gohberg-Semencul factorization of the model covariance matrix is used due to the Toeplitz structure of the covariance matrix. Moreover, this approach uses, for the first time in the field of ENF, a temporal window, not necessarily the rectangular one, at the stage preceding spectral estimation. Krylov matrices are employed for fast implementation of matrix inversions. The proposed approach outperforms the state-of-the-art methods in ENF estimation, when a short time window of 1 second is employed in power recordings. In speech recordings, the proposed approach yields highly accurate results with respect to both time complexity and accuracy. Moreover, the impact of different temporal windows is studied. The results show that even the most trivial methods for ENF estimation, such as the Short-Time Fourier Transform, can provide better results than the most recent state-of-the-art methods, when a temporal window is employed. The correlation coefficient is used to measure the ENF estimation accuracy.
INTRODUCTION
Multimedia content is present in all aspects of everyday life, containing citizens' sensitive information. Audio, image, and video recordings are vulnerable to editings, alterations, and all kind of attacks trying to modify their content. It is evident that accurate methods in the field of multimedia forensics are necessary to confront such criminal actions and at the same time to authenticate the content itself.
A ground-breaking tool for multimedia authentication was introduced in [1] . The so-called Electric Network Frequency (ENF) criterion takes advantage of the fact that the power grid acts as a digital watermark in multimedia recordings. ENF fluctuations are embedded in audio, images, and video signals. They are generated by the instantaneous difference between the produced and the demanded power supply. The nominal value of ENF is 60 Hz in the U.S. and 50 Hz in Europe. Instantaneous value varies in time, depending on consumers' behavior. ENF behaves as a fingerprint for digital recordings due to its properties, as presented in [1] .
An abundance of ENF studies focus on extracting the ENF signal in order to verify the authenticity, time, and location of recordings [2] . A non-parametric adaptive method based on dynamic programming is presented in [3] . It overcomes the interference present within signals and the drawbacks arisen from the periodogram-based methods. An efficient Maximum-Likelihood Estimation approach is presented in [4] , which takes into account the higher harmonics of the signal in addition to the fundamental frequency. The Cramer-Rao bound is employed in order to point out the best expected performance in ENF extraction. An approach, which combines multiple harmonics of ENF, adopting a local signal-tonoise ratio (SNR) for each harmonic is presented in [5] . A Discrete Fourier Transform based algorithm is presented in [6] , where ENF is extracted by specific spectral lines instead of the conventional entire frequency band. A weighted linear prediction approach followed by a rank reduction method for de-noising power or speech recordings and accurate ENF estimation is introduced in [7] . A systematic study of parametric and non-parametric methods for ENF extraction is presented in [8] , where it is shown that fine tuning of signal filtering is of crucial importance for accurate frequency estimation. Moreover, efficient parametrization of extraction methods is found to affect critically ENF estimation.
ENF fluctuations are detected also in video recordings captured in indoor environments where fluorescent light is present. This can lead to accurate timestamp verification and blaze a trail for more real world applications, such as child pornography and terrorism [9] . The rolling shutter mechanism can be used in order to effectively extract ENF from video recordings [10] . Recently, ENF fingerprint is demonstrated to exist in a single image and was exploited both for image authentication and geo-location estimation [11] .
Apart from authenticating multimedia content, ENF can be exploited for audio and video synchronization [12] . The region of multimedia recordings can be determined by ma-chine learning systems without the need of a reference signal [13] . Edit detection in multimedia recordings can be achieved by exploiting ENF variations, as done in [14] .
Moreover, spectral distances as linear predictors and phase change analysis are exploited in order to justify whether multimedia content has been tampered [15] . Timestamp verification and tampering detection are handled by employing absolute-error-maps in a couple of methods for exhaustive point search and image erosion, as presented in [16] . Classification schemes using machine learning algorithms for tampering detection employing an Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT)based method are presented in [17] . A systematic study on factors affecting ENF in audio recordings is presented in [18] .
In this study, motivated by [19, 20] , we introduce a Capon-based approach for ENF estimation. The proposed scheme employs a temporal window and exploits the Toeplitz structure of the covariance matrix. Together with Krylov matrices and Gohberg-Semencul (GS) factorization derives a fast and effective approach for ENF estimation. A Parzen window is employed as a temporal window, which is shown to yield accurate ENF estimation. Having seen the boost that ENF estimation gains due to the proper temporal window selection, we examine various windows of different lengths. In parallel, we explore the effect of window selection on the ENF extraction, using Short-Time Fourier Transform (STFT).
WINDOW SELECTION AND ESTIMATION PROCEDURE
Window selection was not thoroughly investigated within ENF estimation. The rectangular window has been used exclusively as a temporal window [3] . Temporal windowing denotes the multiplication of the time-series with a window prior to spectral analysis. On the contrary, a lag window denotes the multiplication of the sequence of autocovariances for various lags with a window [21] . In this study, we employ temporal windowing. It is shown through extensive experiments that the selection of window function pays off. Proper window selection is able to provide finer spectral resolution and boost the accuracy of frequency estimation. For example, the N -point Parzen window [22, 23] is defined as:
Along with the Parzen window, we also employ Kaizer, Hamming, and rectangular windows [24] . In order to estimate the ENF embedded in audio/power recordings, we followed the general scheme proposed in [25] and the parametrization suggested in [8] . The first step includes the proper filtering of the raw signal. A sharp zerophase band-pass FIR filter with C 1 = 1001 and C 2 = 4801 coefficients was applied around the 3rd harmonic of the signal recorded from power mains and around the 2nd harmonic of the speech signal, respectively. A more detailed description of the dataset is presented in Sec. 4.1. In both cases, a tight band-pass frequency range of 0.1 Hz is employed. The frequency is estimated per frame. Between consecutive frames, there exists 1 second shift, which is translated to 441 samples for the downsampled sampling frequency of 441 Hz. Each frame is then multiplied by a temporal window. Afterwards, the maximum periodogram value of each frame, which corresponds to an approximate ENF estimation ω qmax , is derived. In order to obtain a more precise estimation of ENF, we employ a quadratic interpolation, as done in [3, 26] . A quadratic model is fit to the logarithm of the estimated power spectrum [3] .
After periodogram-based ENF estimation, in order to evaluate the results of the estimated frequencies, one employs the maximum correlation coefficient, as proposed in [27] . Using the notation introduced in [ 
gK]
T forK > K be the reference ground truth ENF and g(l) = [g l , g l+1 , . . . , g l+K−1 ] T be a segment of g starting at l. One is seeking for
where l = 1, 2, . . . ,K − K + 1 and c(l) is the sample correlation coefficient between f andg(l) defined as:
That is, ENF estimation is cast as a maximum correlation matching between sequences f and g. In the next section, we propose a data-driven approach for estimating f based on a fast Capon method. Moreover, in Section 4.2, we study whether pairwise differences between the maximum correlation coefficient delivered by proposed fast Capon ENF estimation method employing temporal windows and that of other state-of-the-art ENF estimation methods are statistically significant. Another method for matching the extracted ENF to the ground truth is the dynamic time warping (DTW) [8] .
PROPOSED APPROACH

The Capon method
The periodogram can be interpreted as a filter bank approach, which uses a band-pass filter whose impulse response vector is given by the standard Fourier transform vector 1, e −iω , . . . , e −i(N −1)ω T . The Capon method, is another filter bank approach based on a data-dependent filter [21] :
where a(ω) = 1, e −jω , . . . , e −j m ω * and [·] * denotes conjugate transposition. In (4),R is an estimate of the autocovariance matrix
Here, m = 10 and N = L F s , where L is the frame length in sec. The Capon spectral estimate is given by:φ
Eq. (6) is computed for dense frequency samples ω q = 2πq Q , q = 0, 1, . . . , Q − 1 with Q = 4N every sec. ENF is estimated by the angular frequency sample ω qmax where the Power Spectral Density (PSD) of Eq. (6) attains a maximum for q ∈ [0, Q 2 −1] and f k = ωq max 2π F s . The Capon method has been found to be able to resolve fine details of PSD, making it a superior alternative of periodogram-based methods for ENF estimation.
Fast implementation
The proposed approach exploits the Toeplitz structure of the covariance matrix R N in order to reduce the computational complexity of the inversions included in the process of Capon spectral estimation. It is not limited to Toeplitz structures, but is expanded to low displacement rank matrices, where the displacement representation of any square matrix A is defined as [19] :
with D N being a lower triangular matrix, such as the lag-1 shift matrix [19] :
The core of this approach lies on the fast and efficient inversion of R −1 N , using the GS factorization. To do so, we exploit the Krylov matrix. Given an arbitrary vector v N and a lower triangular matrix D N , Krylov matrix is defined as follows:
Exploiting the Krylov matrix and the unit lower shift matrix D N , the inverse of R N is formulated as [19, 21] :
where
where the vectorw * N −1 is the conjugate transpose version of w N −1 with the order of its elements reversed.
The parameters γ N and δ N can be computed through a system of linear equations, using the Levinson-Durbin algorithm at a cost of N 2 operations. The covariance matrix R N can be partitioned as:
where ρ 0 is the element (1, 1) of R N , ρ N −1 is a column vector with entries the rest of the elements of the first column of R N , while ρ * N −1 represents the conjugate transpose row vector of ρ N −1 . The parameters γ N and δ N are computed by solving the following system for w N −1 [20, 28] :
and calculating α N −1 through α N −1 = ρ 0 + ρ * N −2 w N −2 . In order to efficiently calculate the denumerator of Eq. (6), we can alternatively perform zero-padded FFT on the coefficients x i of a univariate polynomial [19] :
x i e j 2π q Q i (14) where q = 0, 1, · · · , Q − 1.
EXPERIMENTAL EVALUATION
Datasets
Two datasets are employed in order to evaluate the proposed approach and compare it with other state-of-the-art methods. The first dataset, namely Data 1, was recorded by connecting an electric outlet directly to the internal sound card of a desktop computer, while the second one, namely Data 2, comprises of a speech recording captured by the internal microphone of a laptop computer. Both datasets were also used in [3, 4, 7, 8] . The original datasets were sampled at 44.1 kHz using 16 bits per sample. Afterwards, the initial recordings were downsampled at 441 Hz, using proper anti-aliasing filtering. Apart from the fundamental frequency of 60 Hz, the second and the third harmonics were also maintained to perform experiments. Regarding the first dataset, only the third harmonic was used, because it provides the best results compared to the other two. In the speech recording, the second harmonic was used, because the other two suffered from extremely low SNR. The third recording was the reference ground truth ENF g captured by a Frequency Disturbance Recorder. The extracted ENF signal was compared against the ground truth.
Results
In order to evaluate the proposed approach, we employed the two datasets mentioned in Sec. 4.1 and compared it against state-of-the-art approaches. A 30 min long recording of each dataset was used in the experiments. Regarding Data 1, four different frame lengths of 1, 5, 10, and 20 sec were used for ENF estimation. As stated in Table 1 , by applying the procedure in Sec. 3 a correlation coefficient of 0.9990 is obtained, when a frame length of 20 seconds is employed. This value exceeds the state-of-the-art linear prediction estimation presented in [7] , which reaches 0.9984 even though their value is not purely from the linear prediction method due to the fact that there has been made a denoising procedure before. Moreover, the aforementioned value of 0.9990 overcomes the Maximum Likelihood (ML) method and the Welch one, which was properly parametrized in [8] . An interesting fact regarding our proposed method lies in the frame length. When shorter frame lengths of 5 and 10 sec are employed, the accuracy gets higher and reaches 0.9991, while for the other methods accuracy drops as the frame length gets shorter. Due to the need for fast and accurate ENF estimation in real world applications, it is seen that even when an 1 second frame length is adopted, an accuracy of 0.9990 is obtained. Despite the very short frame length, there is a high resolution enabling the accurate estimation of the ENF. For all other methods, accuracy drops below 0.99 within this setup and reaches 0.8255 when weighted spectrogram is used. In addition to the comparisons between the different approaches for ENF estimation, a systematic study was carried out in order to examine the impact the different windows have on ENF estimation. Four different windows along with four different frame lengths were employed, as shown in Table 2 . As stated before, the Parzen window yields the highest accuracy among approaches and is not affected by the frame length at all. This makes it the best choice in ENF estimation applied to a recording from power mains. The performance of the Hamming window is similar, which makes it a good alternative to Parzen window. On the contrary, Kaiser and rectangular windows yield remarkable results only when a larger frame length is employed. Even when a 10 seconds frame is used, Kaiser and rectangular windows are not able to provide accurate ENF estimation. Therefore, the choice of the window is not a trivial task and impacts accurate ENF estimation.
Employing the proper window is essential in every approach chosen for ENF estimation. In order to demonstrate the crucial role of window selection, we present the accuracy obtained using the trivial method of the STFT for various windows. As shown in Fig. 1 , Parzen window yields highly accu- rate results even when an 1 second frame length is employed. This accuracy approaches 0.9990, which means that the STFT approach with proper temporal window can outperform stateof-the-art methods. It is also evident that even though high accuracy is achieved when long frame lengths are used, the selection is very important when shorter ones are employed. Additionally, it is demonstrated that longer frame lengths do not necessarily imply better accuracy in terms of correlation coefficient. [4] 0.8826 0.9852 0.9953 0.9977 Linear Prediction [7] 0.9651 0.9959 0.9976 0.9984 Welch [8] 0.9847 0.9989 0.9989 0.9983 Weighted Spectrogram [7] 0.8255 0.9873 0.9944 0.9966 The second dataset (Data 2) comprises of speech recordings in which interference exist and suffers from low SNR. In Data 2, we studied the second harmonic, where a higher SNR permits us to obtain reliable results. Our proposed approach (Sec. 3) is extremely fast due to the fact that it exploits Krylov matrices and the Toeplitz structure of the covariance matrix. It also provides high frequency resolution, yielding an accuracy of 0.9351 in terms of correlation coefficient. This result is obtained using a 33 sec frame length and a rectangular window.
Our approach outperforms the existing ML approach and the high resolution MUSIC method, as demonstrated in Table 3 . It is lagging behind the pure linear prediction method without the additional denoising procedure with respect to the correlation coefficient for about 0.0015, but is still meant to be an efficient alternative taking into account the fact that linear prediction is an iterative approach, which includes large matrix inversions in each iteration. When speaking of large datasets, like the one we discuss in this study, linear prediction is much slower than the proposed approach. Consequently, the tradeoff between accuracy and time complexity of our approach constitutes a useful tool in ENF estimation, no matter what the nature of the recordings and the duration are.
A systematic study was also carried out in order to examine the impact of the window on the speech recordings of Data 2. Four windows were employed, as done for Data 1, with four different frame lengths, as presented in Table 4 . In speech recordings, increasing frame length provides better results at the expense of time requirements. It is also evident that for very short frame lengths (i.e., 5 sec) accuracy is deteriorating rapidly. However, the window, which is going to be selected, plays a key role in the final accuracy of ENF estimation. Although all four choices provide acceptable results in terms of accuracy, it is the rectangular window, which outperforms its competitors now.
In order to determine whether the correlation coefficient of the proposed method is significantly different from that of other methods (H 1 : c 1 = c 2 ), hypothesis testing was applied. Fisher transformation, z = 0.5 ln 1+c 1−c was employed for each pair of correlation coefficients under examination [29] . For significance level 95%, the test statistic q = √ n − 3 (z 1 − z 2 ) was outside the region −1.96 < q < 1.96, where n = 1800. Thus, the null hypothesis was rejected for every pair of comparisons. Accordingly, the differences between the correlation coefficients were significant at confidence level of 95%. Frame length (in sec) 10 33 Proposed with rectangular window 0.8663 0.9351 ML [4] 0.9059 0.9319 Linear Prediction [7] 0.9213 0.9366 MUSIC [8] 0.9087 0.9318 Weighted Spectrogram [7] 0.8787 0.9125 
CONCLUSION
A novel approach for ENF estimation based on Capon method with temporal windowing has been discussed. Taking advantage of the Toeplitz structure of the covariance matrices and exploiting Krylov matrices, a fast and efficient approach has been developed, which yields higher accuracy compared to the state-of-the-art methods in power recordings. Furthermore, the aforementioned approach works fast and properly, and provides state-of-the-art results even when very short frame lengths are employed. Accordingly, an excellent tradeoff between speed and accuracy is offered by the proposed method, which is of crucial importance in forensic applications. Moreover, through extensive experiments, we have shown that the choice of the window is not a trivial task and methods such as the STFT can achieve very good results, even when a very short window is adopted. Exploring the potential implementation of this algorithm for estimating ENF on the fly from single images in real world forensics applications could be a topic for future research.
