Abstract. Let G = exp(g) be a connected, simply connected, nilpotent Lie group and let ω be a continuous symmetric weight on G with polynomial growth. We determine the structure of all the two-sided closed ideals of the weighted group algebra L 1 ω (G) which are attached to a flat co-adjoint orbit.
Introduction
Let A be a Banach algebra. In order to understand the structure of A it is important to be able to determine the space of its two-sided closed ideals. A particular role is played by the primitive ideal space P rim(A) and its Fell topology. For a given closed subset C of P rim(A), one tries to understand the set I C of the two-sided closed ideals I of A with hull C.
Here as always the hull h(I) of I is the closed subset h(I) = {J ∈ P rim(A), I ⊂ J} of P rim(A).
We say that a closed subset C of P rim(A) is spectral or of spectral synthesis if ker(C) = J∈C J is the only closed two-sided ideal of A with hull C. We say that a two-sided closed ideal I is primary if its hull consists of a single point in P rim (A) . One important problem is, given an irreducible representation π of A, to compute the space I {π} of all the primary ideals with hull {π}.
In this paper we study the weighted L 1 algebra of a nilpotent simply connected connected Lie group G = exp(g). For these groups the exponential mapping exp : g → G is a diffeomorphism of the vector space g onto the group G and the Haar measure dg of G is the pullback of Lebesgue measure on the vector space g. We say that a function p : G → C is polynomial if the function p • exp : g → C is so. Let ω : G → R We consider the involutive Banach algebra L 1 ω (G) of integrable functions with respect to the measure ωdx on G. The product in this algebra is given by convolution,
and its norm by
Then a * b 1,ω ≤ a 1,ω b 1,ω . This algebra has an isometric involution * given by
One fundamental question in non-commutative harmonic analysis consists in looking for relationships between geometric structures on one side and properties of representations, as well as ideals associated to them, on the other side. The most famous example in this respect is, of course, Kirillov's orbit theory (see [Co-Gr] and [Le-Lu] ) which gives us a homeomorphism K :Ĝ → g * /G from the dual spaceĜ of G onto the space of co-adjoint orbits g * /G of G in the real dual space g * of the Lie algebra g of G.
The link with ideal theory of group algebras is the following: The primitive ideal space P rim(L 1 ω (G)) of our algebra L 1 ω (G) is homeomorphic to the dual spacê G of G and hence to the co-adjoint orbit space g * /G (see [Al-Lu] ). So, for a closed G-invariant subset S of the linear dual g * of g, we shall now denote by I S ω = I S the set of all closed two-sided ideals I of L 1 ω (G), for which the hull h(I) := {π ∈ G, π(I) = {0}} is the set of all irreducible unitary representations π of G, whose Kirillov orbit Ω π is contained in S.
A special property of the algebra L 1 ω (G) is the existence of minimal ideals, due to the fact that a connected nilpotent locally compact group has polynomial growth. This means that given any closed subset C ⊂Ĝ, there exists a minimal closed two-sided ideal j(C) ⊂ L 1 ω (G) with hull C, i.e. j(C) is contained in every two-sided closed ideal I with hull h(I) equal to C (see [Dz-Lu-Mo] ).
This naturally leads to the following fundamental problem: Given a polynomial weight on G and an irreducible unitary representation π of G, is it possible to deduce the properties of the algebra ker(π)/j({π}) from the geometric structure of the Kirillov orbit Ω π = K(π) and the weight ω? It has already been shown in [Lu1] that, for a flat orbit Ω π , the one-point set {π} is spectral for the constant weight. But what about other weights?
As a matter of fact, non-trivial weights appear quite naturally in this type of problem. In the paper [Lu2] the space of ideals I {π} has been computed for every irreducible representation π and any three step group G again for the constant weight. It turned out that for every co-adjoint orbit Ω = K(π) in g * of such a group, there exists for ∈ Ω a certain weight ω = ω Ω on the stabilizer G( ) = exp(g( )) of such that the set I {π} is in an inclusion preserving bijection with the set of ideals I { |g( ) } ω
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Another situation where weights occur is the following: In the course of the study of bounded topologically irreducible representations of the group algebras of exponential solvable Lie groups ( , [Po] ), weighted group algebras of the type L 1 (R n , ω) appear. Even though the group is just R n , the weight ω may be complicated and the non-unitary topologically irreducible representations of such algebras are not yet completely characterized. This fact stresses the importance of weighted group algebras in representation theory.
The problem of a link between the geometric structure of a co-adjoint orbit Ω π and a weight ω with the algebra ker(π)/j({π}) is very complex and certainly constitutes an ambitious program. In the present paper we start this program by determining the sets I Ω ω for a flat co-adjoint orbit Ω and any polynomial weight ω. An orbit is flat if it has the form Ω = + g( ) ⊥ for some ∈ g * . In [Lu-Mo- 
(G)/S(G) ∩ j(π l ) admits rank one projectors q such that the two-sided, closed ideals of S(G)/S(G) ∩ j(π l
, and hence also of L 1 ω (G)/j(π l ), are in bijection with the set of two-sided ideals in the finitedimensional algebra q * S(G)/S(G) ∩ j(π l ) * q. This is done via the theory of twisted convolution algebras. At the end of the paper we explicitly determine the set I Ω ω for the free nilpotent step two Lie algebra with 3 generators and a weight of degree one. For the 4-dimensional threadlike group, we determine one-or two-parameter families of ideals in I Ω ω , if ω is of degree one or two. To finish this introduction, let us just give examples of possible weights ( ). Let P be a finite-dimensional space of polynomial functions on G, which is invariant by left translations. Let l P denote the representation of G on P defined by (l P (x)P )(g) := P (x −1 g), ∀x, g ∈ G.
Let · be any norm on P (as P is finite-dimensional, all the norms are equivalent). Then the symmetric weights ω and ω 1 defined by
have polynomial growth.
Notation
For a mapping F : G → E from G into some set E, we denote by l(g)F (resp. r(g)F , resp. c(g)F ) the left (resp. the right) translation (resp. the conjuga-
(N ) of the subspace generated by the functions f * β |N , β ∈ C c (G), f ∈ I. We recall that I |N is a closed two-sided G-invariant ideal of the algebra L 1 ω |N (N ). It is easy to see that for any dense subspace I of I we also have that
where span{·} denotes the vector subspace generated by {·}. The converse construction is the extension e G (L) of a closed two-sided and
Furthermore it is the only one which is L ∞ (G/N )-invariant and whose restriction to N equals L. We denote by (I ⊥ ) ∞ the functions ϕ ∈ C ∞ ω (G), which are contained in the orthogonal space of I, i.e. for which
(N ) of the vector space generated by the functions ϕ |N , ϕ ∈ (I ⊥ )
∞ . An important tool in the proofs made in this paper will be the Schwartz algebra S(G) of G.
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Definition 2.1. The Schwartz algebra S(G) is the Fréchet sub-algebra of L 1 ω (G) consisting of all the C ∞ functions f : G → C for which all partial derivatives are rapidly decreasing, i.e. they are decreasing faster than the functions 1 1+|P | for any polynomial function P on G (see [Lu-Mo] for the properties of S(G)).
Remark 2.2. (i) Let I |N be as previously defined. We define I N by
where I ∩ S(G)| N denotes the set of all the usual restrictions of the functions of I ∩ S(G) to N . We then have I N ⊂ I |N . In fact, let (β j ) j be an approximate identity of the Schwartz algebra S(G), consisting of elements of C ∞ c (G) ( [Lu-Mo] ). Let f ∈ I ∩S(G). Then f |N ∈ S(N ) and f * β j |N ∈ I |N for all j. Moreover, (f * β j ) j converges to f in every Schwartz norm. This implies that (f * β j |N ) j converges to f |N in every Schwartz norm of S(N ). As a matter of fact, if we build the Schwartz norms thanks to the supremum, restrictions to N are possible. As the weight ω has polynomial growth, we then deduce that (f
(ii) We have
In fact I N is generated by the elements of I ∩ S(G)| N . But these are Schwartz functions on N .
(iv) Now let M and N be two closed connected normal subgroups of G such that N ⊂ M ⊂ G and let I be a closed two-sided ideal in
|N is obvious from the definition of these spaces.
In order to study the relationship between (I |N ) ⊥ and (I ⊥ ) |N , let us make the following decomposition of the Lie algebra g: We take a subspace s ⊂ g such that g = s ⊕ n, such that the mapping where S = exp(s) and where ds denotes Lebesgue measure on S s. Such subspaces s always exist (see [Co-Gr] ): In fact, if we take a strong Malcev basis Z = {Z 1 , · · · , Z n } of the Lie algebra g (i.e. the subspaces g j = n i=j RZ i are ideals of g (j = 1, · · · , n)), which passes through n, i.e. n = g m for some m, then it suffices to take s := m−1 j=1 RZ j .
Proposition 2.3.
(1) The subspace
where α is an element of
since the function n → f * β(sn) is contained in I |N for every s ∈ S. Hence ϕ ∈ (I ⊥ ) ∞ and q ∈ (I ⊥ ) |N . Now if q is any element of (I |N ) ⊥ , then we can replace q by functions of the type q α,
Since by the preceding argument we know that q α,β ∈ (I ⊥ ) |N for all α, β, it follows that q is contained in (
Therefore N f (sn)ϕ(sn)dn = 0, s ∈ S, and so ϕ |N ∈ (I |N ) ⊥ . Hence (I ⊥ ) |N is contained in (I |N ) ⊥ , and so by point (1) of this proposition
we have that
and hence
We deduce from this that S N β(s)f (sn)ϕ(sn)dnds = 0 for any β ∈ C c (G/N ) C c (S). This tells us that βf ∈ I. Since C c (G/N ) is weak * -dense in L ∞ (G/N ) and since I * C c (G) is norm dense in I, the assertion follows.
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Ideals whose hull is a flat orbit
In this paper, we shall determine the space I Ω of all two-sided closed ideals in L 1 ω (G) with hull Ω, where Ω is a flat co-adjoint orbit of G.
Let us recall that a co-adjoint orbit Ω = Ad * (G) is flat if and only if the radical
} of is an ideal in g and if and only if Ω = + g( )
⊥
(see [Lu] ).
In the sequel we shall fix the element whose orbit is flat and write n = g( ), N = exp(n), which is a closed connected normal subgroup of G. Let p = |n , which is G-invariant as n is the stabilizer of l in g, which is an ideal by assumption. The function
defines a unitary character of N , which is hence also G-invariant, i.e. χ p (gng
In the case where is a homomorphism of g, the space I { } has been determined in [Al-Lu] : We denote by P ω (G) the complex finite-dimensional vector space of all polynomial functions P : G → C contained in L ∞ ω (G) and by PI ω (G) the set of all left and right translation invariant subspaces of P ω (G). For every V ∈ PI ω (G), let
{ } is an order reversing bijection. If is not a homomorphism, i.e. if the G-orbit Ω of is not reduced to a single point in g * , the problem of determining the space I Ω is very difficult (see for instance [Lu2] , where I Ω is determined for ω = 1 and g of step 3). In this paper we consider the case of flat orbits. Then for the trivial weight ω = 1, the orbit Ω ∈ g * /G is of spectral synthesis (see [Lu1] ).
Definition 3.1. Let P ω |N (N ) be the complex vector space of all polynomial functions P : N → C, which are dominated by ω |N . Let PI ω |N (N ) G be the space of G-conjugation invariant and N translation-
The following theorem proved in [Lu-Mo- 
Theorem 3.2. Suppose that Ω is a flat co-adjoint orbit. The mapping
is order reversing and a bijection between
In this paper we prove a structure theorem for every two-sided closed ideal I ⊂ L License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Definition 3.4. For P ∈ P ω |N (N ) write
for left and right translation by m ∈ N and conjugation by g ∈ G.
For Z ∈ N, X ∈ g, we have that
where d = dim(P ω |N (N )), since r, l and σ are unipotent representations of N (resp. G) on P ω |N (N ).
It had been shown in that the minimal ideal
by [Al-Lu] , the minimal ideal j(Ω) being the extension to G of j(χ p ), we have that (3.2)
Indeed, by , we know that ker(π) j is the extension of (ker(χ p ))
are polynomial and bounded by ω |N (N ), if ϕ ∈ (I ⊥ ) ∞ , by . The set of all these polynomial functionsφ(g), g ∈ G, ϕ ∈ (I ⊥ ) ∞ , generates a G × N -invariant subspace of P ω |N (N ), which we denote by V (I). This means that ( Hence
Remark 3.6. By definition of V (I) and W (I),
and
, by Theorem 3.2. This will be specified further in Theorem 5.5.
Moreover,
In fact, let us assume thatĨ is an
, which completes the proof of the first statement. The second one is proved similarly.
j=1 be a basis of the (finite-dimensional) vector space P ω |N (N ). Let us take this basis to be a Jordan-Hölder basis for the (unipotent) action of G×N on P ω |N (N ). For a function ϕ ∈ (j(Ω) ⊥ ) ∞ we can express the mapφ in the basis P :
It is obvious that the functions ϕ j are C ∞ . 
Lemma 3.8. The complex functions
ϕ j are then contained in C ∞ ω (G). Proof. Indeed, choose a family of Schwartz functions (δ j ) d j=1 ⊂ S(N ) such that N p j (n)χ p (n)δ i (n)dn = δ ij , i, j = 1, · · · , d. Then |ϕ j (g)| = | Nφ (g)(n)χ p (n)δ j (n)dn| ≤ N |φ(g)(n)||δ j (n)|dn = N |ϕ(gn)||δ j (n)|dn ≤ ϕ ∞,ω N ω(g)ω(n)|δ j (n)|dn ≤ ϕ ∞,ω δ j 1,ω |N ω(g). Hence ϕ j ∞,ω ≤ ϕ ∞,ω δ j 1,ω |N .
We have to prove similar bounds for
This implies that
and even
We have similar bounds if X is replaced by u ∈ U(g) because of the assumptions on ϕ.
Before dealing with the action of X on the right, let us notice the following: As
where the ρ jk 's are polynomial functions. For the unit y = e one has ρ jk (e) = δ jk because of the unicity of the decomposition in the basis (p k ) d k=1 . For y = exp(tX), we put r jk (t) := ρ jk (exp(tX)). Then the r jk 's are polynomial functions in t such that r jk (0) = ρ jk (e) = δ jk . One easily checks that for g ∈ G,
and hence 
and (ϕ
The previous bounds imply that
For any u, v ∈ U(g), we then get a bound of the form
by assumption on ϕ, for some v ik ∈ U(g) and some non-negative constants c i . This
be the intersection of I with S(G).
Remark 3.10. It follows from [Lu2] and [Lu-Mo] that the hulls of I and of
coincide. As a matter of fact, the minimal ideal j(h(I)) is generated by Schwartz functions. Hence h(I ∩ S(G)) = h(I).
The next theorem will be an important step in the proof of Theorem 5.5.
In order to prove Theorem 3.11, we first establish the following lemma:
We extend the functions p j to polynomial functions defined on all of G by letting Proof. Let ω be a symmetric continuous polynomial weight on S ≡ G/N such that
Then there exists a function
for some strictly positive constants C 1 , C 2 . Such a weight exists as G/N is a locally compact group of polynomial growth on which every polynomially bounded function is bounded by a polynomial weight ( [Di] , [Lu4] ). We define ω on all of G by ω (sn) := ω (s), for all s ∈ S, n ∈ N . For any non-negative functions α, β ∈ C c (G), we have
for all x ∈ G, i.e. there exist strictly positive constants C 3 , C 4 such that
for some strictly positive constants C 5 , C 6 , C 7 . Hence P j ∈ P ω ω (G). Similarly for u * P j , for all u ∈ U(g), for all j, with the constants depending on u. For all u ∈ U(g), we have
for new constants C 10 , C 11 . Hence X * r j is dominated by ω. Similarly for r j * X. The same is true for derivatives of higher order. One also shows that all the right and left derivatives of q are bounded by ω. Finally,
for new constants C 12 , C 13 , C. It is clear that the function 1 q = μ has the desired properties.
Let B(H l ) ∞ denote the space of C ∞ -vectors for this action. Then
In fact, for all u ∈ U(g), the operator dπ l (u) acts on the representation space as a differential operator with polynomial coefficients, and conversely. This means that for all differential operators with polynomial coefficients P, Q on the representation space [Ho] , the map
Proof of Theorem 3.11. We define a mapping Φ : Then, since ker(π ) = ker(ind
is a surjective homomorphism. By Remark 3.13, we can map S(G/N, χ ) bijectively onto B(H π ) ∞ using the mapping
As in Remark 3.7, we choose for every
∞ , then we can find by [Ho] 
It follows for the function
k := d i=1 α i ∈ S(G) that π (r j k) = π ( d i=1 r j α i ) = d i=1 S N π (sn)r j (sn)α i (sn)dnds = d i=1 S N π (s)χ p (n)q(s)p j (n)q(s) −1 f i (s)δ i (n)dnds = d i=1 S π (s)f i (s) N p j (n)δ i (n)χ p (n)dn = S π (s)f j (s)ds =π (f j ) = A j .
Hence Φ maps S(G) onto the space (B(H )
∞ . The function f may for instance be of the form f = α * k * β for k ∈ I and α, β ∈ C ∞ c (G). Since the functions u * r j and r j * u (u ∈ U(g)) are bounded by ω by Lemma 3.12, the functions r j f are in L 1 (G) ∞ , and therefore
it follows that f ∈ I, and so f ∈ I S . Because j(π ) is the minimal ideal with hull {π }, we also have that j(π ) ∩S(G) is dense in j(π ), and hence for any ε > 0 there exists
This shows that f ∈ I S and finally I = I S .
Then it is easy to see that the two-sided closed ideal I = e G (J) has the same property, i.e. I = I S . Indeed, an element f ∈ I can be approximated by functions of the form a * β, a ∈ J, β ∈ C ∞ c (G), and we can approximate the function a by Schwartz functions b ∈ J S ; hence f is approximated by the b * β's in
The Hilbert space L 2 (G/N, χ ) is a G×G-module for the presentation λ of G×G, where λ is defined by
Let h be a polarization at and let H := exp(h). Then the mapping
respects the L 2 norms since by [Lu3] , for f ∈ S(G/N, χ ),
Hence the mapping U extends to an isometric intertwining operator for the representations λ and π × π − of G × G, and therefore the representation λ is itself irreducible (see [Lu3] ). Proof. Since the orbit Ω is flat, we have that
On the other hand, denoting by HS the Hilbert space of the Hilbert-Schmidt operators on H , it follows from [Ho] that the map
surjective and the S(G×G)-module HS ∞ is simple. Hence the algebra S(G×G) acting by left and right convolution on S(G)/(ker(π) l ∩ S(G)) gives us a simple module which is equivalent to the module S(G/N, χ ).
Remark 4.2. Let n ∈ N * and f 1 , · · · , f n , g 1 , · · · , g n ∈ S(G) such that the func- tions Ψf 1 , · · · , Ψf n ∈ S(G/N, χ ) are linearly independent. Then there exists F ∈ S(G × G) such that N g j (xn)χ (n)dn = G×G N F (u, v)f j (u −1 xvn)χ (n)dndudv, x ∈ G, j = 1, · · · , n.
This follows immediately from the simplicity of the S(G × G)-module S(G/N, χ ) and hence from the n-transitivity of the S(G × G)-module S(G/N, χ ).
Definition 4.3.
(1) Let us write for an F ∈ S(G × G) and a measurable bounded function h on G:
(2) We do the same for A ∈ U(g × g) and a smooth function ϕ on G. We let A · ϕ denote the differential of the natural action of G × G on the functions on G. (3) Using the cross section introduced in section 2, we introduce the coordinates τ (g) and η(g) on G:
where τ (g) denotes the S-component of g and 
Again take a Jordan-Hölder basis (p
be the corresponding composition series of the G × N -module P ω |N (N ). For one of the basis polynomials p j , j = 0, · · · , d, we simply write
If we express the left translation of p in the basis (p j ) j , i.e. if we put
then we obtain the relations
In the following proposition, we use the notation I V introduced in Theorem 3.2 and I S introduced in Definition 3.9. . Then for any F ∈ S(G × G), we have that
In particular, the mapping Ψ j : I Proof. Now take f ∈ ker(π ) ∩ S(G). Then:
where
and therefore, for F ∈ S(G × G),
as σ j,j ≡ 1.
The structure of primary ideals with a flat hull
Let I ∈ I π such that W (I) V (I). Let us recall that the notation W (I) and V (I) were introduced in the relation of Remark 3.3 and that the strict inclusion means that I is not L ∞ (G/N )-invariant, by Proposition 2.3. Choose a composition series W 0 = W (I) ⊂ · · · ⊂ W r = V (I) for the action of G × N on P ω |N (N ), going through W (I) and V (I). Since the action of G × N is unipotent on P ω |N (N ) it follows that dim(W j /W j−1 ) = 1 for every j. Furthermore, 
Choose a basis
Let f ∈ I ∞ W and as before let
Proof. The ideal I V := e G (J V ) (see Theorem 3.2) is determined by the condition
Hence we may use Schwartz functions in the following arguments. By the definition of the functions f j , we have for
Remark 5.3. It is easy to see that there exists for j = 1, · · · , r an element f ∈ I ∩ S(G) such that the function Ψ j f is linearly independent from the functions 
Then the kernel of the functional p j does not contain the intersection of the kernels of the functionals
Definition 5.4.
(1) For a function f ∈ S(G), let
(2) Let I be a closed two-sided ideal in I π such that V (I) = W (I), and let
be a composition series of V (I)/W (I) for the G × N -action. We define the index set 
Furthermore, for every composition series
In particular, if for two ideals I 1 , I 2 ∈ I π such that V (I 1 ) = V (I 2 ) and W (I 1 ) = W (I 2 ) the index sets ι I 1 = ι I 2 coincide and if
Proof. We have that 
Hence for every g ∈ I S , we have an F j 1 ∈ S(G×G) such that g −F j 1 ·f j 1 ∈ I ∩I W j 1 . Continuing in this way we find
Let us show that the index set ι I C is contained in {1, · · · , r − 1}. According to Remark 3.7, we have for every
Now if j m = r, then for g ∈ I W r−1 we have our F g ∈ S(G × G) and our
. Hence, by Proposition 4.4, Ψ r (g) = F g · Ψ r (f m ), Ψ j (g) = 0 for j < r, and therefore for I then there exists a function f ∈ S(G) ∩ I such that f ∈ I V , but such that (u + i (u)) * f ∈ I V for every u ∈ n. In particular, for any p ∈ V , we have that
Proof. Take a Jordan-Hölder sequence
since Ad(g −1 )(u) * p ∈ W (I), because u acts as a nilpotent endomorphism on P ω |N (N ). Continuing in this way, we see that we can find for f ∈ I S \ I V an element A ∈ U(n) such that A * f ∈ I V , but such that (u + i (u)) * A * f ∈ I V for every u ∈ n. Hence replacing f with A * f , we can in this way produce an element f ∈ S(G) ∩ I, which is not contained in I V , but such that (u + i (u)) * f ∈ I V for every u ∈ n. Hence for any p ∈ V , for any g, v ∈ G, u ∈ n,
for some polynomial q m , which is obtained from p via some derivatives by elements of n. It then follows that 
Proof. Since I V ⊂ I ⊂ I W , we have that W ⊂ W (I) ⊂ V (I) ⊂ V , and hence the Gaction on V (I)/W (I) is also trivial. We can therefore assume that
So let us assume that I V (I) I. Then W (I) V (I) by the relation in Remark 3.3. Also let
and let I 0 be the closure of
. Then I 0 is a closed two-sided ideal contained in I and containing I V (I) properly by Lemma 6.1. The inclusions
So let us now assume that
. Because of the assumption on the G-action and because of the
is also trivial. Moreover, let us notice that for any p ∈ V (I 0 ) = V (I),
where q m,u is an element of W (I 0 ). In fact, conjugation is taken care of by the triviality of the G-action. Translation by elements of N is taken care of by Lemma 6.1. This means that {p 1 , · · · , p r } is a Jordan-Hölder basis for the G × N -action, for any order of the basis vectors.
As before, let us use the notation
Using the fact that the G-action on V (I 0 )/W (I 0 ) is trivial, an easy computation shows that
r}, F ∈ S(G × G).
Let us now show that I 0 = I V (I) . By Remark 5.3 and by the fact that the order of the basis vectors p 1 , . . . , p r does not matter, there exists for every j ∈ {1, · · · , r} an element f j ∈ I 0 , for which the function Ψ j (f j ) is linearly independent from the family Proof. We have that I V (I) ⊂ I ⊂ I W (I) and that V (I)/W (I) is a trivial G-module since n is central. Hence it suffices to apply Proposition 6.2.
An algebraic view to some of the previous results
In this section we consider in particular (the ideal theory in) the topological algebra
It turns out that S(G)/S(G) ∩ j(π l ) is a Noetherian S(G × G)-module, for the action of S(G × G);
see the beginning of section 4. An important tool will be the existence of an idempotent q ∈ S(G)/S(G) ∩ j(π l ) of finite rank, i.e., q * q = q, and q *
S(G)/S(G) ∩ j(π l ) * q is finite-dimensional. This latter space generates the S(G × G)-module S(G)/S(G) ∩ j(π l ). Actually, q * S(G)/S(G) ∩ j(π
are in one-to-one correspondence to the two-sided ideals in the algebra q * S(G)/S(G) ∩ j(π l ) * q. Finally, the obtained insights will be applied to the ideal theory of L 1 ω (G)/j(π l ). We start with an elementary lemma on finite-dimensional nilpotent associative algebras. 
If μ(J)
R/r 1 we are done by induction, so assume that μ(J) = R/r 1 . Then R = J ⊕ r 1 ; in particular, there exists h ∈ J and r ∈ r 1 such that η = h + r. As r 2 = 0, we have hr = ηr = r, and likewise rh = r. The equation
As in previous sections let N = G(l), l ∈ g * , be a member of the flat orbit Ω. As we remarked earlier the minimal ideal j(χ p ) ⊂ L 1 ω|N (N ) is the annihilator for the pairing
, the above pairing induces a non-degenerate duality A × P ω|N (N ) → C between the d-dimensional spaces A and P ω|N (N ). The algebra A has a unique element η with the property η, Φ = Φ(e) for all Φ ∈ P ω|N (N ); this element η is the unit in A. Also the other properties of Lemma 7.1 are satisfied. There is a sequence of ideals
We shall often use m for the unique maximal ideal a d−1 .
The right and left translations on L 1 ω|N (N ) with elements of N induce actions ρ and λ, resp., of N on A, and the two-sided ideals in A are just the λ-ρ-invariant subspaces. The dual action λ
.e., we have the relation
Taking annihilators with respect to the pairing A × P ω|N (N ) → C, the (proper) two-sided ideals in A correspond, in an antitone manner, to the (non-zero) Nbiinvariant subspaces of P ω|N (N ). For example, m = ker(χ p )/j(χ p ) corresponds to the space of constant functions. Conjugation by elements in G induces an action κ of G on A. Here the dual action κ * on P ω|N (N ) is again conjugation, i.e., (κ
Consider two-sided ideals a and b in A such that b ⊂ a ⊂ m and dim(a/b) = 1 (for instance two consecutive members of the above Jordan-Hölder sequence).
. From this we conclude that the action of x ∈ N on a/b, induced from λ, is given by multiplication with χ p (x). If, in addition, a and b are G-invariant (under the conjugation κ), then the induced G-action on a/b is trivial.
Moreover, there exist Jordan-Hölder sequences a d , · · · , a 1 , a 0 in A with the additional property that the a j 's are G-invariant. If necessary one can realize (additionally) that the a j 's are invariant under the involution on A, induced from the involution on L 
it is convenient to view S(G) as a twisted covariance algebra. For the following see also [Lue-Po] , where the case of L 1 -algebras is treated in a similar fashion. Given the normal subgroup N of G define the twist l of
and that ϕ is a Schwartz function on an appropriate cross section S of G → G/N . The multiplication is given by
where the " * " on the right hand side means convolution in S(N ). Observe that the integrand, a function of b ∈ G, is in fact constant on N -cosets. The involution is given by ϕ
So far, this is just a complicated way to write the algebra S(G). Actually, if for f ∈ S(G) we definef :
, l). Hence the quotient S(G)/S(G) ∩ j(π l ) -and this is the advantage of this approach -can be realized as the twisted covariance algebra
S(G/N, A, c, τ ), or simply S(G/N, τ ).
Here A = S(N )/S(N ) ∩ j(χ p ), the action c of G is the action induced by c on S(N ), while the twist τ on A is induced by left translation with elements in N . The multiplication and the involution on S(G/N, τ ) are given by the above formulae. As a Fréchet space, S(G/N, τ ) can be identified with the tensor product
f ∈ S(G). Under the identification with S(G/N, S(N
If I is any Fréchet closed two-sided G-invariant ideal in S(N ), for instance I = S(N ) ∩ j(χ p ), then this action yields an action of G × G, denoted by the same letter β, on the quotient S(G/N, S(N )/I, c, τ ) which is given by the above formula, where, of course, the above "c b " has to be replaced by the appropriate c b , i.e., the induced action of G of S(N )/I. All these actions of G × G integrate to representations of the Schwartz algebra S(G × G) on G × G, also denoted by β. The easiest way to construct ideals in S(G/N, τ ) is to take a G-invariant ideal a in A, i.e. a = I/S(N )∩j(χ p ) for some G-invariant two-sided ideal I in S(N ), closed and of finite codimension, and to form the extended ideal, which in the present approach means to form the collection S (G/N, a, c, τ ) of all f ∈ S(G/N, A, c, τ ) such that f (x) ∈ a for all x ∈ G. If b is another G-invariant ideal in A such that b ⊂ a ⊂ m and dim(a/b) = 1, then, as we remarked earlier, the action c of G on a/b is trivial and the twist τ of N on a/b is multiplication by χ p . Identifying a/b with C we find S (G/N, a, c, τ N, A, c, τ ) is automatically closed.
A (Fréchet-)closed subspace of S(G/N, A, c, τ ) is a two-sided ideal if and only if it is invariant under β(G × G) or under β(S(G × G)). It turns out that in fact any β(S(G × G))-invariant subspace of S(G/
is a Jordan-Hölder sequence consisting of (self-adjoint) G-invariant two-sided ideals in A. We proceed by finite induction on k = dim(a k ). Suppose first that U is contained in S(G/N, a 1 , c, τ ), which is isomorphic to S(G/N, χ p ). As c is trivial the action of G is given just by ordinary translations, (β(a, b) 
Hence ν maps U onto the latter space.
Choose any u 0 ∈ U such that ν(u 0 ) = 0. This element ν(u 0 ) is used as a "generator" of S(G/N, a k+1 /a k , c, τ ), i.e., the map (and open) . Let (u j ) be any sequence in U with limit f in S (G/N, a k+1 , c, τ ) . We write ν(
Above, in Proposition 7.7 and Remark 7.8, we have seen two linear isomorphisms, Ev and R, between q * S(G/N, A, c, τ ) * q and A. In the case where J is an extended ideal J = S(G/N, a, c, τ ) for some two-sided G-invariant ideal a in A, it is natural to ask how R and Ev relate q * J * q to a. One obtains the expected answer.
Remark 7.11. One has R(a) = q * J * q and Ev(q * J * q) = a.
Proof. Clearly, the functions in R(a) take their values in a; thus R(a) ⊂ J ∩ q * S(G/N, A, c, τ ) * q = q * J * q. On the other hand, Ev(q * J * q) ⊂ a. As R and Ev are linear isomorphisms, for dimensional reasons the above inclusions have to be equalities.
For the transition to the ideal theory in
From the previous discussion we observe two facts:
(i) q * B * q = q * B S * q ⊂ B S (as B S is dense in B and q * B S * q is finitedimensional); in particular, q * J * q ⊂ q * B S * q for any closed two-sided ideal J in B.
Using these facts one easily concludes. One would like to know more about the set of ideals in q * S(G/N, A, c, τ ) * q, or, even better, to "know" this algebra itself. This d-dimensional algebra has a unit, namely q; moreover it has a Jordan-Hölder sequence
Briefly, q * S(G/N, A, c, τ ) * q has all the properties as described in Lemma 7.1. Since the dimension of this algebra equals dim(A), it is plausible, at first glance, to guess that q * S(G/N, A, c, τ ) * q is isomorphic (as an algebra) to A. However, with a second glance, it is no longer plausible because q * S(G/N, A, c, τ ) * q depends, at least implicitly, on the action c of G on A, while the algebra A does not "know" this action. But, if N is central in G (compare section 6), which implies that A is commutative and that the action c of G on A is trivial, then in fact A is isomorphic to q * S(G/N, A, c, τ ) * q. Proof. In the case at hand the map R simplifies to (Ru)(x) = q(x)u. One easily computes
There are many choices for the self-adjoint idempotent q, and it is natural to ask to which extent the algebra q * S(G/N, A, c, τ ) * q depends on this choice. Proposition 7.14. Again write S = S(G/N, A, c, τ ) for short. Suppose that q 1 and q 2 are two self-adjoint idempotents in S such that, for the canonical map μ :
is a projector of rank 1; cf. Lemma 7.6. Then there exists v ∈ q 1 * S * q 2 such that 1/2 w. To proceed from k, 1 ≤ k < d to k + 1, take v k as above and take any w in
Then one has
with some self-adjoint elements ϕ and ψ in the (one-dimensional) spaces
, respectively. From the identity w * (w * * w) = (w * w * ) * w one concludes
hence w * ϕ = ψ * w. Likewise the identity (w * * w) * w * = w * * (w * w * ) yields ϕ * w * = w * * ψ. This equation also follows from the previous one by applying the involution and using ϕ = ϕ * , ψ = ψ * . Now put v k+1 = w − 1 2 w * ϕ = w − 1 2 ψ * w. The above relations tell us that v k+1 has the required properties. Finally v := v d gives an element as claimed in the proposition. Moreover, it is easy to see that f → v * * f * v is an algebra homomorphism, the inverse being given by g → v * g * v * .
Two examples
To build the following examples, we use the method developed in sections 5 and 6.
8.1. The step 2 case. 8.1.1. Let g = span {A, B, C, U, V, W } be the free nilpotent step two Lie algebra with three generators, i.e. with the brackets
Let G = (g, ·) be the simply connected Lie group with Lie algebra g equipped with the Baker-Campbell-Hausdorff multiplication. This means that
We take coordinates of the first kind on G, i.e.
aA + bB + cC + uU + vV + wW (a, b, c, u, v, w) .
This gives us g( ) = n = span(C, U, V, W ). We take a weight ω on G which allows only polynomials of degree one inside P ω |N (N ). One possibility is the following: We define ω on G by ω (a, b, c, u, v, w) 0, 0, c, u, v, w) 
Hence the ideal I is invariant by abelian translation and by partial derivation, i.e. if f ∈ I, then t(Y )f ∈ I where t(Y )f is defined by t(Y )f (X) := f (X + Y ). Conversely, it is easy to check that a closed subset of L 1 ω (G) which is invariant by abelian translation and by usual conjugation in the group G is also invariant by right and left translations in the group, i.e. is an ideal. Let ϕ (a, b, c, u, v, w 
be a C ∞ -function in I ⊥ . We may omit a possible term ϕ 0 (a, b)e −iu in the expression of ϕ, as ϕ 0 (a, b)e −iu ∈ C · χ l and as I ⊂ ker(π l ) = e G (ker(χ l )). Then for f ∈ I S , we have that where a, b, c, u, v, w) dadbdcdudvdw.
Therefore, by integration by parts, a, b, c, u, v, w) +ic(∂ 2 )(f ) (a, b, c, u, v, w) 
where ∂ 2 denotes the partial derivative with respect to the variable b. Hence, the Fourier inversion theorem implies that b, c, u, v, w) +ic∂ 2 (f ) (a, b, c, u, v, w) 
As f may be changed by arbitrary abelian translations (which commute with partial derivations), we even obtain b, c, u, v, w) +ic∂ 2 (f ) (a, b, c, u, v, w) 
We denote in this subsection the mapping Ψ j :
One checks that for f ∈ Kerπ l ∩ S(G) and for n ∈ N ,
Let us consider functions of the form
by choice of δ 1 , δ 2 . So f | N ∈ Kerχ l| n , and hence f ∈ Kerπ l . We then have
Now let I ∈ I
π such that j(π l ) I Kerπ l and let us assume that I is not L ∞ (G/N )-invariant. By Theorem 5.5 and by considerations on the dimensions, we have ι I = {1} and
. By Proposition 5.2, f may be written in the form
for some h 1 , h 2 ∈ S(R 2 ). We now have to distinguish two cases.
First case: Let ϕ ∈ I
⊥ be of the form ϕ (a, b, c, u, v, w 
with ϕ 1 ≡ 0, i.e. let us assume that ϕ 2 ≡ 0. Then, for all f ∈ I S ,
cf (a, b, c, u, v, w) 
or even, as ϕ 1 ≡ 0 and as f may be changed by abelian translation,
f (a, b, c, u, v, w) ce
Conversely, let us assume that
∞ and let ϕ ∈ I ⊥ be of the form ϕ (a, b, c, u, v, w 
arbitrary. Then cf (a, b, c, u, v, w) e
and, by the computations of section 8.1.1,
As I and I ⊥ are invariant by abelian translation and as h 2 ≡ 0, the Fourier inversion theorem implies that ϕ 2 ≡ 0 and that ϕ is of the form ϕ (a, b, c, u, v, w (a, b, c, u, v, w 
is such that ϕ 2 ≡ 0. Hence there exists (a 0 , b 0 ) ∈ R 2 such that ϕ 2 (a 0 , b 0 ) = 0. Put
By section 8.1.1, we have for all
As f may be changed by arbitrary abelian translations (which commute with derivations), we obtain that a, b, c, u, v, w b, c, u, v, w) e −iu dcdudvdw, for all a, b ∈ R. As translations in the directions of N are also possible, this may be written as (8.12) This means that for the given I ∈ I π , there exists α ∈ C such that (8.12) is satisfied for all f ∈ I. In particular, for f of the form f = h 1 ⊗ δ 1 + h 2 ⊗ δ 2 , this implies that h 2 = −αh 1 − i∂ 2 h 1 . Moreover, (8.12) is satisfied identically by the elements of j(π l ) ∞ . If one also assumes that forφ ∈ I ⊥ of the form ϕ (a, b, c, u, v, w One then has Ψ 2 (f ) + β Ψ 1 (f ) + i∂ 2 Ψ 1 (f ) = 0, for all f ∈ I S .
If α = β, this implies that Ψ 1 (f ) = Ψ 2 (f ) = 0, i.e.
a contradiction. This shows that in the second case, α is uniquely determined and is valid for every ϕ ∈ I ⊥ of the given form. It is easy to check that the set of solutions of (8.12) in Kerπ l is invariant by conjugation and by abelian translation. Hence its closure is invariant by left and right group translations, and it is an ideal I α contained in Kerπ l . In particular, if f is a solution of (8.12), then the same is true for all F · f , with F ∈ S(G × G). By the definition of α and the previous arguments, I is contained in one and only one ideal I α . Moreover, I α is strictly contained in Kerπ l . In fact, a function of the form f = h 1 ⊗ δ 1 + h 2 ⊗ δ 2 with h 1 , h 2 ∈ S(R 2 ) such that h 2 = −αh 1 − i∂ 2 h 1 belongs to Kerπ l , but not to I α . For any h ∈ S(R 2 ), let us define
We have shown that there exists exactly one α ∈ C and a function h ∈ S(R 2 ) such that (8.13) We will now show that the function 0 = h ∈ S(R 2 ) in (8.13) may be chosen arbitrarily and that I = As in the step 2 case, we don't need to consider any possible term of the form ψ 00 (t, x) · χ l (t, x, y, z) Hence, for t = 0, relation (8.14) implies that We now have to distinguish two cases:
First case. For all such ϕ's and ψ's, ψ 0 ≡ 0, i.e. all such ϕ's are of the form ϕ(t, x, y, z) = ψ 1 (t, x)ye −iy .
We proceed as in the previous example (section 8.1.2) and conclude that in this case the ideal I is L ∞ (G/N )-invariant.
Second case. Let us assume that there exist ϕ, ψ such that ψ 0 ≡ 0. As we may translate to the left by exp(tT ) and to the right by exp(xX), we may assume that ψ 0 (0, 0) = 0. Let us then put Because f may be translated to the right by any element of N , equation (8.15) may be written as (8.15) with ∂ x Ψ 1 (f ) = Ψ 1 (∂ x f ). We may then conclude as in the step two case (with the simplification that we don't need to distinguish between Ψ j and Ψ j ): 8.4.1. Degree two weight. As before let ∈ g * with (Y ) = 1, (Z) = (T ) = (X) = 0. Let ω be a polynomial weight on F ad 4 such that P ω |N (N ) admits polynomials of degree ≤ 2. This case is far more complex, and we will thus limit ourselves to proving the existence of one family of ideals, indexed by C 2 , contained in I π and which are not L ∞ (G/N )-invariant. Let W = C + span{y, z} and V = span{z 2 , zy, y 2 , z, y, 1}. We will show in the following that there exist ideals I ∈ I π such that W (I) = W and V (I) = V . Let us assume that such I's exist. We have the Jordan-Hölder basis {p 1 = y 2 , p 2 = yz, p 3 = z 2 } of V (I)/W (I). We assume that I is not L ∞ (G/N )-invariant. Hence I V (I) I I W (I) and I| N is annihilated by span{1, y, z} · χ l| n .
