Abstract. Bit-level and word-level based Decision Diagrams (DDs) have led to signi cant advances in the area of Computer Aided Design (CAD). Recently, a new data structure for the word-level, called Kronecker Multiplicative BMDs (K*BMDs), has been presented. We study manipulation algorithms for K*BMDs: Using K*BMDs it is possible to represent functions e ciently, that have a good word-level description (like multipliers). On the the other hand K*BMDs are also applicable to veri cation problems at the bit-level. We clarify the relation between bit-and word-level representation which is of importance in particular in the context of veri cation. Experiments show that *BMDs are not wellsuited for the bit-level. On the other hand OBDDs are not applicable on the word-level. We present algorithms that allow to dynamically switch between bit-level and word-level. We discuss a method for changing the decomposition type and variable order. First experiments demonstrate the e ciency of K*BMDs as a data structure that is suitable for bit-level and word-level functions as well, e.g. K*BMDs can e ciently represent all of the LGSynth91, ISCAS85, and ISCAS89 benchmarks.
Introduction
One of the most important tasks during the construction and design of Integrated Circuits (ICs) is the proof of correctness, i.e. the check whether the design ful lls the speci cation. In the last few years several methods based on Decision Diagrams (DDs) have been proposed 26, 21, 9] and in the meantime have been used in industrial applications 1]. The most popular data structure in this area are Ordered Binary Decision Diagrams (OBDDs) 7]. OBDDs have in many cases shown to be a good compromise between compactness of representation and e ciency of the manipulation algorithms. In several applications it was for the rst time possible to determine exact results for problems that have only been solved heuristically before (see e.g. 24] ). Additionally, e cient implementations of DD packages are available 5, 27, 16] . The major drawback of OBDDs is that in some cases they cannot represent the functions e ciently; this also holds for functions with high practical relevance, like multipliers 8]. Consequently, several generalizations of OBDDs Alternatively, DDs for representation of integer-valued functions have been proposed. (The class of all these DDs is denoted by word-level DDs in the following.) The direct generalization of OBDDs leads to Multi-Terminal BDDs (MTBDDs) 12]. In the case of word-level DDs often no encoding has to be used for integer function representation. Additionally, these DD-types can make use of the fact that many functions that have no e cient bit-level representation can easily expressed on the word-level, like this is the case for multipliers.
Recently, an other new data structure has been proposed, called Multiplicative Binary Moment Diagrams (*BMDs) 10, 11] that operates on the word-level. Using *BMDs it was for the rst time possible to verify multipliers of bit length up to n = 256. Unfortunately, *BMDs fail for the representation of Boolean functions that can easily be represented using OBDDs 20] . Thus, extensions of *BMDs are of interest.
First steps in this direction have been proposed in 15, 14, 17] . In 17] a method how to extend *BMDs has been presented, so that they can also handle Boolean functions e ciently. To do so, several integer-valued decomposition types (similar to OKFDDs 18, 16] ) are used, instead of only one. Additionally, edge values are allowed, as has been proposed in 25] . Using this generalization a data structure is obtained, called Kronecker *BMD (K*BMD), that is a generalization of *BMDs and OBDDs as well.
Analogously to OKFDDs, K*BMDs are very sensitive to the variable ordering and decomposition type choice. In this paper we discuss algorithms for (dynamic) minimization of K*BMDs. We clarify the relation between bitand word-level veri cation. It is shown that *BMDs are not well-suited for the bit-level. On the other hand OBDDs are not applicable on the wordlevel. We give algorithms that allow to dynamically switch between bit-level and word-level representation e.g. during one call of a symbolic simulation procedure. Experimental results are given to demonstrate the usefulness of K*BMDs, even in the case, that the decision for bit-or word-level is made before the run of the algorithm. K*BMDs can e ciently represent all of the ISCAS85 and ISCAS89 benchmarks.
The paper is structured as follows: In Section 2 we brie y review the denitions of *BMDs, EVBDDs and K*BMDs. In Section 3 we show the need for the extension of *BMDs, since they are not well-suited for bit-level representation. We give a recursive algorithm to switch between bit-and word-level (and between word-levels of di ering width) in Section 4. In Section 5 we consider the problem of nding good variable orderings and decomposition types. Experimental results are given in Section 6. Finally, the results are summarized.
The Data Structure
In this section we review the basic de nitions of the data structure Kronecker Multiplicative Binary Moment Diagrams (K*BMDs) 17] Due to these rules, the weights at the edges are integer numbers 3 . In K*BMDs for Boolean functions consisting of only Shannon nodes all inner nodes also represent only Boolean functions (in contrast to *BMDs) 17]. It follows, that K*BMDs are isomorphic to OBDDs, if the Shannon decomposition is carried out in each node. Thus, our hybrid data structure avoids the drawback of *BMDs that there exist functions that cannot be represented by *BMDs but have simple OBDD descriptions 20]. It follows from our normalization rule that K*BMDs have only one node for the representation of a single variable. In EVBDDs and *BMDs several nodes might be used. This is one of the explanations for the di erences in the number of nodes (see Section 6) .
In the following we always consider reduced K*BMDs. The reductions are performed analogously to OKFDDs. In addition, the weights at the edges have to be checked. 2 The formulae for positive and negative Davio are very similar. 3 This is a modi cation of K*BMDs as introduced in 17], where rational edge weights have been used. Example 2. A K*BMD for the unsigned integer encoding is given in Figure   2 . At the edges the additive and multiplicative values are displayed by (a; m).
The decomposition type of each node is also given. 3 Bit-and Word-Level Representation In 10, 11] it has been claimed that *BMDs can also be used for bit-level veri cation. In this section we show by some experiments that OBDDs in general are much better suited. This especially shows that an extension of *BMDs to a data structure that is also a superset of OBDDs is useful.
In 13] it has been observed that the pD decomposition carried out in Ordered Functional Decision Diagrams (OFDDs) 23, 19] is the same as the one carried out in BMDs, when a modulo 2 operation is performed on the terminals of the BMD. An analogous result holds for *BMDs if a modulo 2 operation is carried out in each node. Thus, the size of OFDDs is always smaller for bit-level representation than the size of the corresponding (*)BMD. The results are shown in Table 1 . name denotes the name of the benchmark. OBDD (OFDD) denotes the number of nodes needed for the representation of the outputs of the corresponding function. As can easily be seen OBDDs are even better suited than OFDDs, and OFDDs are only a lower bound for *BMDs. Thus, *BMDs seem to be not very well suited for bit-level veri cation. On the other hand OBDDs and OFDDs both fail for functions that have simple word-level descriptions, like multipliers (C6288 in Table 1 ). Therefore a \good" data structure should support both types of representation.
Transformation between Bit-and Word-Level
In this section we present manipulation algorithms for K*BMDs that allow to transform bit-to word-level representations and vice versa. Thus, there is no longer the need to determine the encoding of the output functions in advance as it has been done in all previous work where word-level DDs have been used. The basic underlying principle of our two transformation operators Contract and Split is a recursive decomposition similar to the Apply-Operation used for OBDDs (see also 2]). The basic idea of the functionality of Contract and Split is illustrated in Figure 3 .
To Taken together, Split allows to dynamically switch from larger words to smaller words (or even bits), while Contract gives the possibility to group e.g. signal lines that belong together \semantically" and represent them in one K*BMD.
Thus, these operators allow to algorithmically describe the transformation between bit-and word-level and thus allow to dynamically switch between the two di erent forms of description. Obviously, these operations can easily be included in a dynamic minimization procedure (see next section).
Variable Ordering and Decomposition Type Choice
As well-known for OBDDs (and similar data structures) the ordered graphs discussed here are sensitive to the variable ordering. Thus, this problem has also to be considered. Additionally, as for OKFDDs 16] one out of three decomposition types has to be chosen.
One of the most promising methods for nding good variable orderings is Dynamic Variable Ordering (DVO) 22, 29] .
DVO is based on the exchange of two adjacent variables. For exchanging two adjacent variables in OBDDs only pointers must be redirected (see Figure  4) . Basically, the exchange for K*BMDs works in a similar way, but in contrast to OBDDs, it might happen that nodes and edge values in the upper levels have to be considered in order to normalize the representation. In this case an additional \repair" run is needed 17].
In 17] it has been shown that usual synthesis operations on K*BMDs can be carried out analogously to other data structures like OBDDs and *BMDs. Thus, changing the decomposition type can be carried out using synthesis operations analogously to OKFDDs 18] .
In this paper we generalize a method known from OKFDDs 16] , where the exchange of the decomposition type is integrated in the DVO process: A variable is sifted down to the bottom level. There the exchange can easily be performed, since in this level only one node exists. Since the exchange is integrated in the sifting process no additional costs result.
For a sketch of the algorithm see Figure 5 . In this section we present experimental results that were carried out on a Sun Sparc 1+ workstation. We implemented the data structure K*BMDs in C++. For all experiments we set a node limit of 100.000 nodes.
In Table 2 . (An`X' symbolizes that the function has an integer range and the data structure is Boolean only. A`-' symbolizes that the construction exceeded the given node limit.) Only the \pure" DDs are considered for K*BMDs, i.e. mixing of decomposition types is not yet considered. For all functions we used the initial variable ordering. Our experiments show, that K*BMDs can easily handle functions for which no e cient *BMD exists. Nevertheless, the function -cl n;3 can only be represented e ciently using OFDDs. But they can easily be derived from (K)*BMDs, if a modulo 2 operation is performed in each node and then a reduce operation is carried out.
In a next series of experiments we compare the sizes of di erent types of DDs for some of the benchmarks from LGSynth91 31] and ISCAS85 6] using dynamic variable ordering. In Table 4 (Table 3 ) the results for benchmarks are given for which (no) dynamic reordering during the construction is needed. OBDD (*BMD) denotes the OBDD (*BMD) size. The sizes for the K*BMDs are given in the last column. The best results are given in bold. A dash symbolizes that the corresponding graph could not be constructed within the given node limit. As can easily be seen the K*BMDs in Table 3 are nearly always smaller. For only two examples the sizes are slightly larger. (The di erences in Table 4 in comparison to Table 1 ) result from the \random" starting point of the sifting procedure.) For none of the ISCAS85 benchmarks the *BMD could be constructed, since too many nodes were needed during the synthesis procedures. The construction of the K*BMDs took only a few CPU seconds.
Finally, we consider multiplier circuits. The results for multipliers are given in Table 5 Table 5 . DD sizes for multipliers with word-level description All in all, seen over the whole set of benchmarks K*BMDs are the only data structure that could represent all functions.
Conclusions and Future Work
Algorithms for dynamic manipulation of Kronecker Multiplicative Binary Moment Diagrams (K*BMDs) have been discussed. A method for changing the decomposition type and variable order known for OKFDDs has been shown to also work for K*BMDs. Contract and Split have been shown to allow the dynamic switch between word-level representations of di ering width.
We presented experimental results that show the ability of K*BMDs to represent functions more compact than other data structures, like OBDDs, EVBDDs, OKFDDs and *BMDs. In 28] it has been shown that using an improved sifting method it is possible to construct OBDDs for all the ISCAS85 and ISCAS89 benchmarks except the multiplier C6288. Since K*BMDs are a superset of OBDDs all these results can directly be transfered. Additionally, K*BMDs can easily represent multipliers due to the Davio decomposition and thus are a data structure that can represent all ISCAS85 and ISCAS89 benchmarks.
The operations Contract and Split have not yet been integrated in the dynamic minimization process, i.e. our minimization algorithm does not make use of the ability to switch (on the y) from bit-level to word-level, and vice versa, although the algorithmical problem is solved. Currently we are working on heuristics to decide when and where such a switch during a symbolic simulation run is useful.
