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We consider nonnegative (continuous) weak solutions of the
porous medium equation with source ut − um = up , with p >
m > 1. We address the question of existence of nontrivial entire
solutions, that is, solutions deﬁned for all x ∈ Rn and t ∈ R.
Such solutions do exist for critical and supercritical p (positive
bounded stationary solutions). Our main result asserts that for
subcritical p there are no bounded radial entire solutions u ≡ 0.
This parabolic Liouville-type theorem is the ﬁrst of its kind for
reaction–diffusion equations involving porous medium operators.
On the other hand, it will be the main tool in the study of universal
bounds for global and nonglobal solutions in the forthcoming
article [K. Ammar, Ph. Souplet, Liouville-type results and universal
bounds for positive solutions of the porous medium equation
with source, in preparation]. The proof is based on intersection-
comparison arguments. A key step is to ﬁrst show the positivity of
possible bounded radial entire solutions. Among other auxiliary
results, we establish pointwise gradient estimates of possible
independent interest.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider nonnegative (continuous weak) solutions of the porous medium equation
with source:
ut − um = up, x ∈ Rn, t ∈ R (u  0, u ≡ 0), (1.1)
where p >m > 1.
We address the question of the existence of entire (or eternal) solutions of (1.1), i.e. solutions which
are deﬁned for all x in the space Rn and for all positive and negative times t ∈ R. Denote by pS the
Sobolev exponent
pS :=
{
(n + 2)/(n − 2), if n > 2,
∞, if n 2.
If p/m  pS , then entire solutions exist. There actually exist positive stationary solutions, which are
given by u = v1/m , where v is a solution of
−v = vq, x ∈ Rn, (1.2)
with q = p/m. Indeed, it is well known (cf. [12] and see, e.g., [19, Section 9]) that for q pS , Eq. (1.2)
admits positive classical solutions which are moreover bounded and radially symmetric. On the con-
trary, (1.1) has no stationary solution when 1 < p/m < pS , as a consequence of the nonexistence of
nontrivial (continuous) solutions v  0 to (1.2) for 1 < q < pS (see [5,10]). The latter nonexistence
statement is usually referred to as an (elliptic) Liouville-type property or theorem. The more general
question of the parabolic Liouville-type property, i.e. the nonexistence of (nonstationary) entire solu-
tions to (1.1) has not yet been considered in the whole subcritical range 1 < p/m < pS . The only
known partial result concerns the subrange m < p m + 2/n, where the Fujita-type result of Galak-
tionov [8] rules out the existence of solutions even in Rn × (0,∞) (whereas such solutions do exist
when p >m + 2/n).
On the other hand, parabolic Liouville-type properties and their consequences have recently re-
ceived particular attention in the semilinear case m = 1. An optimal result is known in the class of
radially symmetric solutions. Namely it was proved by Polácˇik and Quittner [17] that (1.1) has no
bounded solutions in that class for m = 1 < p < pS (see Matos and Souplet [15] for an earlier par-
tial result). The boundedness assumption was later removed by Polácˇik, Quittner and Souplet [18].
It is natural to conjecture that this parabolic Liouville-type theorem should remain true without
symmetry assumption, but only partial results are known up to now. As a consequence of a re-
sult of Bidaut-Véron [4], no solutions exist for m = 1 < p < pB := n(n + 2)/(n − 1)2. Note that
pF < pB < pS for n  2, where pF = 1 + 2/n is the classical Fujita exponent. A result of Merle and
Zaag [16] implies the nonexistence of solutions under an additional decay assumption at −∞, namely
limsupt→−∞ |t|1/(p−1)‖u(·, t)‖L∞(Rn) < ∞.
Beside their intrinsic interest, parabolic Liouville-type results have appeared to provide eﬃcient
tools to study sharp blow-up rates and proﬁles of nonglobal solutions (see e.g. [2,16,21,23] including
results for semilinear systems), as well as, more recently [18,19], to derive universal bounds for local
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up to now limited to the semilinear case m = 1. Our main goal in the present paper is thus to derive
parabolic Liouville-type theorems for problem (1.2) with m > 1. We here concentrate on the case of
radial solutions in dimensions n  2 (and on general solutions for n = 1). Applications to universal
bounds as well as related results will be developed in the forthcoming paper [1]. Among other things,
with the help of Theorems 1.1 and 1.2 below and of techniques from [18], it will be proved in [1]
that for 1 < p/m < pS , any radial (continuous weak) solution u  0 of ut − um = up in Rn × (0, T )
satisﬁes the universal estimate
u(x, t) C(n,m, p)
(
t−1/(p−1) + (T − t)−1/(p−1)), x ∈ Rn, 0< t < T , (1.3)
and that any global solution in Rn × (0,∞) satisﬁes the decay estimate
u(x, t) C(n,m, p)t−1/(p−1), x ∈ Rn, t > 0.
The main result of the present paper is the following optimal Liouville-type theorem for radial
solutions in the whole subcritical range. See Deﬁnition 2.1 for the precise deﬁnition of solution. As
usual, u being radial, or radially symmetric, means that u = u(|x|, t). When no confusion is likely, if u
is a radial function, we shall use the same letter u for the functions u(x, t) and u(|x|, t).
Theorem 1.1. Assume
m > 1 and 1< p/m < pS . (1.4)
Then the equation
ut − um = up, x ∈ Rn, t ∈ R, (1.5)
has no nontrivial, bounded radial solution u  0.
In one space-dimension, the conclusion of Theorem 1.1 remains true without the assumption of
radial symmetry.
Theorem 1.2. Assume p >m > 1. Then the equation
ut −
(
um
)
xx = up, x ∈ R, t ∈ R, (1.6)
has no nontrivial, bounded solution u  0.
We stress that the conclusions of Theorems 1.1 and 1.2 actually remain true without the boundedness
assumption on u. This fact will be deduced as a consequence of the universal bounds that will estab-
lished in the forthcoming paper [1]. Moreover, an analogous Liouville-type theorem will be proved in
the case when the spatial domain is a half-line (with homogeneous Dirichlet boundary conditions).
On the other hand, it is expected that Theorem 1.1 should be true for all n without the radial sym-
metry assumption, but this remains presently unknown (even in the semilinear case m = 1). A partial
result for nonradial solutions will be proved in [1] by suitable modiﬁcations of the energy techniques
from [4]; namely, no entire solution of (1.1) exists for 1 < p < p0 where p0 = p0(m,n) is some (ex-
plicitly computed) number such that m + 2/n < p0 <mpS .
To conclude this introduction, let us comment on the methods of proofs and at the same time
outline the contents of the paper. The proofs of Theorems 1.1 and 1.2, which are respectively given
in Sections 4 and 5, are based on zero-number arguments, adapted from those in [17]. The main
strategy is the intersection-comparison of solutions with (radial) steady-states. However we have to
face signiﬁcant additional technical diﬃculties.
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of sign-changes of the difference of two solutions, but also of the strictly decreasing (or dropping)
property at a multiple zero, which requires that the equation be nondegenerate parabolic. Since
Eq. (1.1) is degenerate at the level u = 0, we ﬁrst need to establish positivity lemma (see Lemmas 4.1
and 5.2), which guarantee that the alleged solutions of problems (1.5) and (1.6) have to be positive
everywhere. Their proofs are also based on (nonincrease of the) zero-number.
On the other hand, the zero-number arguments (as well as some of the scaling arguments that will
be used in [1]) require good estimates on the space derivatives of solutions. Unlike in the semilinear
case, these are no longer consequences of the standard theory (and likewise we have to face additional
diﬃculties related with the lack of regularity of weak solutions near possible points where u = 0). The
necessary gradient estimates, which may be of independent interest, will be established in Section 3
with the help of suitable Bernstein-type arguments.
Before that, a number of necessary preliminaries and auxiliary results are collected in Section 2.
Section 2.1 is devoted to the basic properties of weak solutions, and especially to the approximation
properties of nonnegative weak solutions by positive classical solutions. In Section 2.2 we recall the
deﬁnition and monotonicity properties of the zero (or intersection) number. The proofs are sketched
for the convenience of the reader. In particular, concerning the dropping property at a multiple inter-
section for positive solutions, although the property is known (and well documented for n = 1), we
have been unable to ﬁnd a proof in the literature for the higher-dimensional case. We thus provide
a proof, which is done by reduction to the one-dimensional case. In Section 2.3, we recall some ele-
mentary properties of steady-states in a ball and we prove their instability from above (Lemma 2.2),
generalizing a result of Lacey [13] in the semilinear case.
In the rest of this paper we assume p >m > 1 and denote
q := p/m.
2. Preliminaries
2.1. Deﬁnition of solutions and approximation properties
We here make precise our deﬁnition of (weak) solution. We also give useful properties of solutions,
including the comparison principle and approximation properties of nonnegative weak solutions by
positive classical solutions. Basically our notion of solution is that of continuous distributional solution,
which is standard in the literature (see e.g. [22]). Although this is not the main concern of this paper,
we note that in a number of cases of porous medium type equations, the continuity property is not a
genuine restriction for distributional solutions since it is implied by weaker integrability assumptions
(see [6,22]). The material in this subsection is essentially known, but we give proofs for convenience.
We start with the deﬁnition of local solutions (without any boundary conditions nor growth
assumptions). For a given domain Ω ⊂ Rn and −∞  t0 < T  ∞, we shall use the notation
Q = Ω × (t0, T ) and S = ∂Ω × (t0, T ).
Deﬁnition 2.1. Let Ω be an arbitrary domain of Rn and −∞ t0 < T ∞. We say that a function u
is a (local) solution of
ut − 
(|u|m−1u)= |u|p−1u in Q (2.1)
if it satisﬁes
u ∈ C(Q ),
∫ ∫
Q
{|u|m−1uϕ + uϕt + |u|p−1uϕ}dxdt = 0 for any ϕ ∈ C2,1c (Q ). (2.2)
3984 Ph. Souplet / J. Differential Equations 246 (2009) 3980–4005We now deﬁne solutions of the initial–boundary value problem
⎧⎨
⎩
ut − 
(|u|m−1u)= |u|p−1u, (x, t) ∈ Q ,
u = g, (x, t) ∈ S,
u(x, t0) = u0(x), x ∈ Ω.
(2.3)
Deﬁnition 2.2. Let Ω ⊂ Rn be a bounded domain of class C2+α for some α > 0, denote respectively
by ν and dσ the outer normal and the surface measure on ∂Ω , and let −∞ < t0 < T < ∞. Let
u0 ∈ L∞(Ω) and g ∈ C(S). We say that a function u is a solution of the IBVP (2.3) if
u ∈ C(Ω × (t0, T ])∩ L∞(Ω × (t0, T ))
and ∫ ∫
Q
{|u|m−1uϕ + uϕt + |u|p−1uϕ}dxdt +
∫
Ω
u0(x)ϕ(x, t0)dx =
∫ ∫
S
|g|m−1g∂νϕ dσ dt,
for any function ϕ ∈ C2,1(Q ) which vanishes on S and for t = T .
Subsolutions (resp. supersolutions) are deﬁned similarly by replacing the equality sign by  (resp. )
and restricting to nonnegative test-functions.
The solutions in Deﬁnitions 2.1 and 2.2 are also often referred to as (continuous) very weak
solutions. Similar deﬁnitions apply when |u|p−1u is replaced by any given function f ∈ L1loc(Q ),
resp. f ∈ L1(Q ). Note that although we are here primarily interested in entire solutions, i.e. (local)
solutions in Q = Rn ×R, it is worth recalling that when u0 ∈ L∞(Ω) and e.g. g = 0, problem (2.3) is
locally well-posed.
The comparison principle suitable for our needs is stated in the following proposition.
Proposition 2.1. Let Ω ⊂ Rn be a bounded domain of class C2+α for some α > 0, and let −∞ < t0 < T < ∞.
Let u1,u2 be sub-/supersolutions of (2.3), with initial–boundary data u0,i, gi , respectively. If u0,1  u0,2 and
g1  g2 , then u1  u2 in Q .
Proof. Let M stand for a bound for |u1|, |u2| in Q . By the L1 stability estimate in [22, Theorem 6.6],
we have, for a.a. t ∈ (t0, T ),
∫
Ω
[
u1(x, t) − u2(x, t)
]
+ dx
t∫
t0
∫
Ω
[|u1|p−1u1 − |u2|p−1u2]+ dxdt  pMp−1
t∫
t0
∫
Ω
[u1 − u2]+ dxdt
and the conclusion follows from Gronwall’s Lemma. 
The following natural properties are useful to identify a local solution of (2.1) on Ω × (t0, T ) as
a (very weak) solution of some initial–boundary value problem, and we shall use them at various
places. Note that these properties are obvious if we deal with classical solutions, but they require a
proof when considering very weak solutions.
Proposition 2.2. Let Ω be an arbitrary domain of Rn and −∞  t0 < T ∞. Let u be a local solution of
(2.1) in Q .
(i) Then for each smooth subdomain ω  Ω and each t0 < t1 < t2 < T , u is a solution of (2.3) in D :=
ω × (t1, t2) with u itself as initial–boundary data.
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function u ∈ C(Q ). Then u is a solution of (2.3) in Q with u itself as initial–boundary data.
Proof. (i) By taking a smaller domain, we may assume that Ω is bounded and smooth and that
u ∈ C(Q ). Denote by dσ and ν the surface measure and outer normal on ∂ω. Fix ϕ ∈ C2,1(D) with
ϕ = 0 on ∂ω and at t = t2. Due to the regularity of ω, ϕ admits an extension ϕ˜ ∈ C2,1c (Q ). Let ρ be a
C2 function on Ω \ω such that c1 dist(x, ∂ω) ρ(x) c2 dist(x, ∂ω) in the neighborhood of ∂ω. (Such
a function is for instance provided by the solution of −ρ = 1 in Ω˜ := Ω \ ω with homogeneous
Dirichlet boundary conditions on ∂Ω˜ .) Next deﬁne ρ˜(x) = ρ(x) if x ∈ Ω \ω and ρ˜(x) = 0 if x ∈ ω. Fix
also a smooth cut-off function χ  0 such that χ(s) = 1 for s  1 and χ(s) = 0 for s  2. For δ > 0
small, consider the test-function
Φ(x, t) = Φδ(x, t) = ϕ˜(x, t)χ
(
δ−1ρ˜(x)
)
χ
(
δ−1 dist
(
t, (t1, t2)
)) ∈ C2,1c (Q ).
In what follows we denote um = |u|m−1u and up = |u|p−1u for simplicity.
Pick any function v ∈ C1(Q ), v  0. We compute
∫ ∫
D
umΦ dxdt =
∫ ∫
Q
umΦ dxdt +
∫ ∫
Q \D
(
vm − um)Φ dxdt
−
∫
(t0,T )\(t1,t2)
∫
Ω
vmΦ dxdt −
t2∫
t1
∫
Ω\ω
vmΦ dxdt. (2.4)
On the other hand, integrating by parts, we obtain
t2∫
t1
∫
Ω\ω
vmΦ dxdt = −
t2∫
t1
∫
∂ω
vm∂νΦ dσ dt −
t2∫
t1
∫
Ω\ω
∇(vm) · ∇Φ dxdt
hence
t2∫
t1
∫
∂ω
um∂νΦ dσ dt =
t2∫
t1
∫
∂ω
(
um − vm)∂νΦ dσ dt −
t2∫
t1
∫
Ω\ω
vmΦ dxdt
−
t2∫
t1
∫
Ω\ω
∇(vm) · ∇Φ dxdt. (2.5)
Subtracting (2.4) and (2.5) it follows that
∫ ∫
D
umΦ dxdt −
t2∫
t1
∫
∂ω
um∂νΦ dσ dt
=
∫ ∫
Q
umΦ dxdt +
∫ ∫
Q \D
(
vm − um)Φ dxdt − ∫
(t ,T )\(t ,t )
∫
Ω
vmΦ dxdt0 1 2
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t2∫
t1
∫
∂ω
(
vm − um)∂νΦ dσ dt +
t2∫
t1
∫
Ω\ω
∇(vm) · ∇Φ dxdt
=
∫ ∫
Q
umΦ dxdt + J1 + J2 + J3 + J4. (2.6)
Similarly, we have
∫ ∫
D
uΦt dxdt =
∫ ∫
Q
uΦt dxdt +
∫ ∫
Q \D
(v − u)Φt dxdt
−
∫
(t0,T )\(t1,t2)
∫
Ω
vΦt dxdt −
t2∫
t1
∫
Ω\ω
vΦt dxdt. (2.7)
On the other hand, using Φ = 0 at t = t2, we obtain
∫
Ω
uΦ(x, t1)dx =
∫
Ω
(u − v)Φ(x, t1)dx+
∫
(t0,T )\(t1,t2)
∫
Ω
(vΦt + vtΦ)dxdt. (2.8)
Adding (2.7) and (2.8) it follows that
∫ ∫
D
uΦt dxdt +
∫
Ω
uΦ(x, t1)dx =
∫ ∫
Q
uΦt dxdt +
∫ ∫
Q \D
(v − u)Φt dxdt +
∫
Ω
(u − v)Φ(x, t1)dx
−
t2∫
t1
∫
Ω\ω
vΦt dxdt +
∫
(t0,T )\(t1,t2)
∫
Ω
vtΦ dxdt
=
∫ ∫
Q
uΦt dxdt + J5 + J6 + J7 + J8. (2.9)
Now observing that Φ = ϕ in D , setting J9 = −
∫∫
Q \D u
pΦ dxdt and adding (2.6) and (2.9), we obtain
∫ ∫
D
(
umϕ + uϕt + upϕ
)
dxdt +
∫
Ω
uϕ(x, t1)dx−
t2∫
t1
∫
∂ω
um∂νϕ dσ dt
=
∫ ∫
Q
(
umΦ + uΦt + upΦ
)
dxdt +
9∑
i=1
J i =
9∑
i=1
J i . (2.10)
For each ﬁxed ε > 0, we start by picking 0  v ∈ C1(Q ) such that supQ |u − v|  ε. By tedious but
elementary computations, using the fact that ϕ = 0 on ∂ω and at t = t2, one can then show that for
δ > 0 small enough, there holds | J i | Cε, i = 1, . . . ,9, with C > 0 independent of ε. It follows that
the LHS in (2.10) is 0, thus proving assertion (i).
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⎧⎨
⎩
wt − 
(|w|m−1w)= |u|p−1u, (x, t) ∈ Q ,
w = u, (x, t) ∈ S,
w(x, t0) = u(x, t0), x ∈ Ω,
admits a unique very weak solution, with w ∈ C(Q ) (see e.g. [22]). Consider an increasing exhaus-
tion of Ω by a sequence of smooth subdomains ωi . Fix ε > 0. For all suﬃciently large i, we have
|w − u| ε on ∂ωi × (t0, T ) and on Ω ×{t0 + 1/i}, due to the continuity of u and w . By assertion (i),
u is a very weak solution of (2.3) in ωi ×(t0+1/i, T −1/i) with itself as initial–boundary data, and the
analogue holds for w . By the maximum principle, it follows that |w−u| ε in ωi × (t0+1/i, T −1/i).
(Note that the maximum principle applies here, since u and w can be obtained as limits of classical
solutions of regularized problems in ωi × (t0 + 1/i, T − 1/i), see for instance the proof of Proposi-
tion 2.5(i) below.) Letting i → ∞ and then ε → 0, we deduce that w = u in Ω × (t0, T ), which proves
assertion (ii). 
The following two approximation results will enable us to transfer to general nonnegative solutions
various estimates ﬁrst obtained for classical positive solutions of (2.1). Here a domain Ω is said to be
symmetric if either Ω = Rn , Ω = BR with 0 < R < ∞, or Ω = {x ∈ Rn; r1 < |x| < r2} with 0 < r1 <
r2 ∞.
Proposition 2.3. LetΩ ⊂Rn be a bounded domain of class C2+α for some α > 0, and let −∞ < t0 < T < ∞,
u0 ∈ L∞(Ω) and g ∈ C(S). Let u be a solution of the IBVP (2.3) and assume that 0 u  M for some M > 0.
Then there exists a sequence of functions (ui)i1 with the following properties:
(i) ui ∈ C(Ω × [t0, T ]), ui ∈ C2,1(Ω × (t0, T ]), and ui ∈ C∞(Ω × (t0, T ]);
(ii) ui > 0 in Ω × [t0, T ] and ui is a (local) classical solution of zt − zm = zp in Q ;
(iii) ui → u locally uniformly in Q ;
(iv) for each τ ∈ (t0, T ), there holds ui  M + 1 in Ω × [t0, τ ] for i large.
Moreover, if Ω is symmetric and u0, g are radial, then ui can be also taken radial.
The local version of Proposition 2.3 is:
Proposition 2.4. Let Ω be an arbitrary domain of Rn and −∞ t0 < T ∞. Let u  0 be a local solution
of (2.1). Then, for any t0 < t1 < t2 < T and any smooth subdomain ωΩ , there exists a sequence (ui)i1 of
classical solutions of zt − zm = zp in ω × [t1, t2] with the following properties:
(i) ui is positive and C∞ in ω × [t1, t2];
(ii) ui → u uniformly in ω × [t1, t2].
Moreover, if Ω,ω are symmetric and u is radial, then ui can be also taken radial.
Proof of Proposition 2.3. Let f be a globally Lipschitz function such that f (s) = sp for all
s ∈ [0,M + 1]. We select sequences of positive smooth functions u0,i on Ω and gi on S , such that
u0,i → u0 in L1(Ω), gi → g in L1(S)
and
gi(·,0) = u0,i on ∂Ω, u0,i, gi  M + 1/2.
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(see [14, Chapter V]), one shows that problem (2.3)i admits a positive, classical solution ui on [t0, T ].
Moreover, if Ω is symmetric and u0, g are radial, then one can choose u0,i, gi radial, and therefore ui
is also radial. We put
T˜ = sup{τ ∈ (t0, T ]; ui  M + 1 in Ω × [t0, τ ] for i large enough}.
Claim 1. T˜ > t0 .
Let y be the solution of the ODE y′ = f (y) with y(0) = M+1/2. We have M+1/2 y  M+1 on
[t0, t0 + δ1] for some δ1 = δ1(M) > 0 such that t0 + δ1 < T . Since u0,i, gi  M + 1/2, the comparison
principle implies that ui  y  M + 1 on [t0, t0 + δ1], hence T˜  t0 + δ1 > t0.
Claim 2. ui → u locally uniformly in Ω × (t0, T˜ ).
For each τ ∈ (t0, T˜ ), there exists i0 such that, for all i  i0, there holds ui,t − umi = f i in Ω ×
(t0, τ ) with 0  ui  M + 1 and 0  f i  C := (M + 1)p . It follows from e.g. [22, Theorem 7.1] that
the ui are uniformly equicontinuous in compact subsets of Ω × (t0, T˜ ). Therefore, by extracting a
subsequence, we may assume that (ui) converges locally uniformly in Ω × (t0, T˜ ) to a continuous
function v . Fix τ ∈ (t0, T˜ ) and pick ϕ ∈ C2,1(Ω × [t0, τ ]) such that ϕ vanishes on ∂Ω × [t0, τ ] and for
t = τ . Integrating by parts, we obtain
τ∫
t0
∫
Ω
{
umi ϕ + uiϕt + upi ϕ
}
dxdt +
∫
Ω
u0,i(x)ϕ(x, t0)dx =
τ∫
t0
∫
∂Ω
gmi ∂νϕ dσ dt. (2.11)
Passing to the limit in (2.11) by dominated convergence, we obtain
τ∫
t0
∫
Ω
{
vmϕ + vϕt + vpϕ
}
dxdt +
∫
Ω
u0(x)ϕ(x, t0)dx =
τ∫
t0
∫
∂Ω
gm∂νϕ dσ dt. (2.12)
Therefore, for each τ ∈ (t0, T˜ ), v is a solution of (2.3) on [t0, τ ], with v  M + 1. Applying the L1
stability estimate in [22, Theorem 6.5], we obtain, for a.a. t ∈ (t0, T˜ ),
∫
Ω
∣∣u(x, t) − v(x, t)∣∣dx
t∫
t0
∫
Ω
∣∣up − vp∣∣dxdt  p(M + 1)p−1
t∫
t0
∫
Ω
|u − v|dxdt.
By Gronwall’s Lemma, we conclude that v = u a.e. in Ω × (t0, T˜ ), hence the claim.
Claim 3. For each τ ∈ (t0, T˜ ), there holds ui  M + 3/4 in Ω × [t0, τ ] for i large.
Denote by w the (global, classical) solution of problem (2.3) with u0 and g replaced by the con-
stant M + 1/2 and the RHS up replaced by (M + 1)p . By the comparison principle, we have ui  w
on [t0, T˜ ). On the other hand, by [22, Corollary 7.15 and Proposition 7.16], we know that w is contin-
uous in Ω × [t0, T˜ ). Therefore, there exists η > 0 such that ui  M + 3/4 whenever t0  t  t0 + η or
dist(x, ∂Ω) η. On the other hand, due to Claim 2, for i large, we have ui  u + 3/4 M + 3/4 for
all (x, t) such that t0 + η t  τ and dist(x, ∂Ω) > η. This proves Claim 3.
Conclusion. In virtue of what we already proved, it is enough to verify that T˜ = T . Assume for con-
tradiction that T˜ < T . For each τ ∈ (t0, T˜ ), we have ui  M + 3/4 in Ω ×[t0, τ ] for i large by Claim 3.
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dent of τ , such that ui  M+1 in Ω ×[t0, τ +δ2] for i large. By taking τ so close to T˜ that τ +δ2 > T˜ ,
we reach a contradiction with the deﬁnition of T˜ . 
Proof of Proposition 2.4. This a direct consequence of Propositions 2.2(i) and 2.3. 
2.2. Zero-number
For −∞ < x1 < x2 < ∞, we denote by z[x1,x2] the zero-number over the interval [x1, x2]. More
precisely, for any given continuous function w ∈ C([x1, x2]), z[x1,x2](w) ∈ [0,∞] denotes the number
of sign-changes of w over [x1, x2], i.e.
z[x1,x2](w) = sup
{
k ∈ N; there exist x1 < r0 < · · · < rk < x2 with w(ri−1)w(ri) < 0, i = 1, . . . ,k
}
.
In the following propositions, we collect the useful monotonicity properties of the zero-number
for differences of solutions of Eq. (2.1), in the one-dimensional and radial multidimensional cases,
respectively.
Proposition 2.5. Let −∞ < x1 < x2 < ∞, 0< T < ∞. Let u1,u2 ∈ C([x1, x2] × (0, T )) be solutions of
ut −
(|u|m−1u)xx = |u|p−1u in (x1, x2) × (0, T ),
and let w = u1 − u2 . Assume that for each i ∈ {1,2}, there holds either
w(xi, t) = 0, 0< t < T ,
or
w(xi, t) = 0, 0< t < T .
Assume that z[x1,x2](w(t0)) < ∞ for some t0 ∈ (0, T ).
(i) Then
z[x1,x2]
(
w(s)
)
 z[x1,x2]
(
w(t)
)
, t0  t < s < T .
(ii) Assume in addition that u1,u2 > 0 on [x1, x2] × (0, T ) and that w(·, t1) has a multiple zero at x = x0 for
some t1 ∈ (t0, T ) and x0 ∈ [x1, x2]. Then z[x1,x2](w) drops at t = t1 , i.e.:
z[x1,x2]
(
w(s)
)
< z[x1,x2]
(
w(t)
)
, t0 < t < t1 < s < T .
Proposition 2.6. Let 0< R, T < ∞. Let u1,u2 ∈ C(BR × (0, T )) be radial solutions of
ut − 
(|u|m−1u)= |u|p−1u in BR × (0, T ),
and let w = u1 − u2 . Assume that either
w(R, t) = 0, 0< t < T ,
or
w(R, t) = 0, 0< t < T .
Assume that z[0,R](w(t0)) < ∞ for some t0 ∈ (0, T ).
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z[0,R]
(
w(s)
)
 z[0,R]
(
w(t)
)
, t0  t < s < T .
(ii) Assume in addition that u1,u2 > 0 in [0, R] × (0, T ) and that w(·, t1) has a multiple zero at r = r1 for
some t1 ∈ (t0, T ) and r1 ∈ [0, R]. Then z[0,R](w) drops at t = t1 , i.e.:
z[0,R]
(
w(s)
)
< z[0,R]
(
w(t)
)
, t0 < t < t1 < s < T . (2.13)
The nondecreasing properties (i) can be proved by approximation, as mentioned in [9]. We sketch
the proof for convenience.
Proof of Propositions 2.5(i) and 2.6(i). We only prove Proposition 2.5(i), the proof of Proposition 2.6(i)
being similar. Denote I = [x1, x2], ﬁx t0 < T ′ < T ′′ < T and let M be a bound for |u1|, |u2| on
I × [t0, T ′′]. By Proposition 2.2(ii), u j ( j = 1,2) is a solution of (2.3) in I × (t0, T ) with u j as initial–
boundary data.
Consider the approximating problem (Pk) where |u|m−1u is replaced with φk(u) := (u2 +
1/k)(m−1)/2u and |u|p−1u is replaced with a globally Lipschitz function f such that f (s) = |s|p−1s
for |s| M + 1. One shows that the solution u j,k ( j = 1,2) of (Pk) with u j as initial–boundary data
at t = t0 and on ∂ I × (t0, T ) exists and converges uniformly on I × [t0, T ′] to u j , as k → ∞. This
follows from similar arguments as in the proof of Proposition 2.3, using [22, Theorem 7.1], and also
[22, Corollary 7.15 and Proposition 7.16] (for initial–boundary equicontinuity).
Now, for each k, wk := u1,k − u2,k satisﬁes a uniformly parabolic equation of the form wt =
ak(x, t)wxx + bk(x, t)wx + ck(x, t)w , where the coeﬃcients ak,bk, ck are continuous in I × [t0, T ′] and
ak > 0. For this equation, the nondecreasing property of the zero-number follows from [9, Theo-
rem 1.1] (in the case of radial solutions in a ball, see the comment following [9, Theorem 1.1]). In
view of the above-mentioned uniform convergence, it is then easily seen that the desired property is
preserved for w := u1 − u2. 
Proof of Proposition 2.5(ii). Due to the assumption u1,u2 > 0 on [x1, x2] × (0, T ), we know that u1
and u2 are classical solutions of class C∞ , and w := u1 − u2 satisﬁes a uniformly parabolic equation
of the form wt = a(x, t)wxx + b(x, t)wx + c(x, t)w where the coeﬃcients a,b, c are C∞ in [x1, x2] ×
(0, T ) and a > 0. The desired property then follows from the results in [3] (see also [9, Theorems 1.2
and 1.4]). 
As for the dropping property at a multiple zero in the higher-dimensional case, i.e. Proposi-
tion 2.6(ii), we have been unable to ﬁnd a reference and shall thus provide a proof, which is done by
reduction to the one-dimensional case.
Proof of Proposition 2.6(ii). The function w is now a classical solution of an equation of the form
wt = a(r, t)wrr + b(r, t)wr + c(r, t)w,
where the coeﬃcients a, c are C∞ in [0, R] × (0, T ), with a > 0, but b is C∞ only in (0, R] × (0, T ).
Case 1. Assume that w(0, t1) = 0, hence r1 ∈ (0, R]. We may then assume without loss of generality
that
w(r, t1) > 0 on [0, r2] × (t1 − η, t1 + η), (2.14)
for some r2 ∈ (0, r1) and some η > 0 small. Since b is C∞ in [r2, R] × (0, T ), the results in [3] (see
also [9, Theorems 1.2 and 1.4]) guarantee that
z[r2,R]
(
w(t)
)
< z[r2,R]
(
w(s)
)
, t1 − η < s < t1 < t < t1 + η.
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z[0,R]
(
w(t)
)
< z[0,R]
(
w(s)
)
, t1 − η < s < t1 < t < t1 + η,
hence (2.13).
Case 2. Assume that w(0, t1) = 0. Since wr(0, t1) = 0, w has a multiple 0 at r = 0 and t = t1. Since
z[0,R](w(t1)) < ∞, we may assume without loss of generality that
w(r, t1) 0, 0 r  r2, and w(r2, t) > 0, t ∈ (t1 − η, t1 + η),
for some r2 ∈ (0, R) and some η > 0 small. By the strong maximum principle we deduce, on the one
hand, that
w > 0 on [0, r2] × (t1, t1 + η) (2.15)
and, on the other hand, that
z[0,r2]
(
w(t)
)
 1, t ∈ (t1 − η, t1). (2.16)
Moreover, since b is C∞ in [r2, R] × (0, T ), the results already mentioned guarantee that
z[r2,R]
(
w(t)
)
 z[r2,R]
(
w(s)
)
, t1 − η < s < t1 < t < t1 + η.
This combined with (2.15) and (2.16) yields
z[0,R]
(
w(t)
)
< z[0,R]
(
w(s)
)
, t1 − η < s < t1 < t < t1 + η,
hence (2.13). 
2.3. Steady-states and their instability
We introduce the radial steady-states: For q > 1, let ϕ1 be the solution of the equation
ϕ′′ + n − 1
r
ϕ′ + |ϕ|q−1ϕ = 0, r > 0, (2.17)
satisfying ϕ1(0) = 1, ϕ′1(0) = 0. The solution is globally deﬁned for r > 0 and, under the assumption
q < pS , it is well known that it changes sign. We denote by r1 > 0 its ﬁrst zero. By uniqueness for the
initial value problem, we have ϕ′1(r1) < 0. We may thus ﬁnd r¯1 > r1 such that
ϕ1 > 0 in [0, r1), ϕ1(r1) = 0> ϕ′1(r1) and ϕ1 < 0 in (r1, r¯1]. (2.18)
Clearly, the function
ϕα(r) := αϕ1
(
α
q−1
2 r
)
(2.19)
is the solution of (2.17) with ϕ(0) = α, ϕ′(0) = 0. We denote its ﬁrst positive zero by rα = α− q−12 r1
and we also set r¯α = α− q−12 r¯1. We then deﬁne
ψα(x) = ψα(r) := sgn
(
ϕα(r)
)∣∣ϕα(r)∣∣1/m (2.20)
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−(|ψ |m−1ψ)= |ψ |p−1ψ, |x| < r¯α.
Also, as elementary consequences of the properties of ϕ1 we obtain the following:
Lemma 2.1.
(i) Given any a > 0, we have
sup
{(
ψm−1α
)′
(r): r ∈ [0, rα] is such that ψα(r) a
}→ −∞, as α → ∞.
(ii) There holds
lim
r→r−α
(
ψm−1α
)′
(r) = −∞,
uniformly for α > 0 bounded and bounded away from 0.
We shall also need the following lemma, which guarantees blow-up above positive steady-states,
and is a generalization of a result in [13] (proved there in the semilinear case).
Lemma 2.2. Let −∞ < t0 < T ∞, Ω be a bounded domain of class C2+α , p >m  1, q := p/m > 1, and
let W be a positive classical solution of the stationary problem
{−W = Wq, x ∈ Ω,
W = 0, x ∈ ∂Ω. (2.21)
Let u ∈ C(Ω × [t0, T )), u  0, be a solution of (2.1) in Ω × (t0, T ). If u(·, t0)W 1/m in Ω , with u(·, t0) ≡
W 1/m, then T < ∞.
Proof. Step 1. Let μ and ξ ∈ C2(Ω) be the ﬁrst eigenvalue and eigenfunction of the linearized problem
{−ξ = qWq−1ξ + μξ, x ∈ Ω,
ξ = 0, x ∈ ∂Ω. (2.22)
We may assume ξ > 0 and
∫
Ω
ξ dx = 1.
We claim that μ < 0. Indeed, combining (2.21), (2.22) and integration by parts, we obtain
∫
Ω
Wqξ dx =
∫
Ω
ξ(−W )dx =
∫
Ω
W (−ξ)dx = q
∫
Ω
Wqξ dx+ μ
∫
Ω
W ξ dx,
hence μ
∫
Ω
W ξ dx = (1− q) ∫
Ω
Wqξ dx< 0.
Step 2. Set γ = 1/m. Since u0 W γ , the comparison principle guarantees that
Θ := u − W γ  0.
Set now
w := um, h := w − W  0.
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hΘm. (2.23)
Step 3. In order to describe the argument in a simple way, let us ﬁrst assume that u is C2-smooth
up to the boundary. By (2.21), (2.22), we have
Θt = ut = w + wq − W − Wq = h + (W + h)q − Wq h + qWq−1h, (2.24)
due to q > 1. Multiplying (2.24) with ξ , integrating by parts and using ξ = 0, ∂νξ  0 and h  0 on
∂Ω , we obtain
d
dt
∫
Ω
Θ(t)ξ dx
∫
Ω
(
h + pW p−1h)ξ dx ∫
Ω
(
ξ + pW p−1ξ)hdx.
Next using (2.22), μ < 0, (2.23) and Jensen’s inequality, we infer that
d
dt
∫
Ω
Θ(t)ξ dx−μ
∫
Ω
hξ dx |μ|
∫
Ω
Θmξ dx |μ|
(∫
Ω
Θξ dx
)m
.
Since
∫
Ω
Θ(0)ξ dx > 0, we conclude that w cannot exist globally.
Step 4. To treat the general case when u is not smooth up to the boundary, we go back to the very
weak formulation. Fix t0 < t1 < T . By Proposition 2.2(ii), u is a solution of (2.3) in Ω × (t0, t1) with u
as initial–boundary data. Take a test-function of the form ϕ(x, t) = ψ(t)ξ(x) with 0ψ ∈ C1([t0, t1]),
ψ(t0) = 1, ψ(t1) = 0. We have∫ ∫
Q
{
wψξ + uψ ′ξ + wqψξ}dxdt = −∫
Ω
u(x, t0)ξ(x)dx+
∫ ∫
S
umψ ∂νξ dσ dt
and
∫ ∫
Q
{
Wψξ + W γ ψ ′ξ + Wqψξ}dxdt
=
t1∫
t0
ψ dt
∫
Ω
{
Wξ + Wqξ}dx+
t1∫
t0
ψ ′ dt
∫
Ω
W γ ξ dx = −
∫
Ω
W γ (x)ξ(x)dx.
By subtracting and using (2.22), (2.23) and ∂νξ  0 on ∂Ω , it follows that
0
∫ ∫
Q
{
hψξ + Θψ ′ξ + ((W + h)q − Wq)ψξ}dxdt

∫ ∫
Q
{
hψξ + Θψ ′ξ + qWq−1hψξ}dxdt
=
∫ ∫
Q
{Θψ ′ξ − μhψξ}dxdt 
∫ ∫
Q
{
Θψ ′ξ + |μ|Θmψξ}dxdt.
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we consider
ψ j(s) =
{1, for s ∈ [t0, t − 1/ j],
j(t − s), for s ∈ [t − 1/ j, t],
0, for s ∈ [t, t1].
Taking ψ = ψ j , we get
j
t∫
t−1/ j
∫
Ω
Θξ dx |μ|
t∫
t0
∫
Ω
Θmψξ dxdt.
Then passing to the limit, using the continuity of Θ , we deduce that
∫
Ω
Θ(x, t)ξ(x)dx |μ|
t∫
t0
∫
Ω
Θmξ dxdt
and we conclude similarly as before. 
3. Bernstein-type estimates
The zero-number arguments in the proofs of Theorems 1.1 and 1.2 (as well as some of the rescaling
arguments that will be used in [1]) require good estimates on the space derivatives of solutions.
Unlike in the semilinear case, these are no longer consequences of the standard theory. In this section,
with the help of suitable Bernstein-type arguments, we establish pointwise gradient estimates for
bounded, radial nonnegative solutions of the equation ut − um = up , which may be of independent
interest. As customary in porous medium type equations, these estimates are more easily formulated
in terms of the so-called “pressure” v =mum−1.
Proposition 3.1. Assume that either
(a) n 2, Ω = B(0, R) ⊂Rn with R > 0,
(b) n 2, Ω = {x ∈ Rn; r1 < |x| < r2} with 0< r1 < r2 < ∞,
(c) n = 1, Ω = {x ∈ R; r1 < x< r2} with −∞ < r1 < r2 < ∞.
Assume p >m > 1 and let u  0 be a bounded solution of
ut − um = up in Ω × (0, T ).
If n  2, assume that u is radially symmetric and set r = |x|, else set r = x. Also, denote v := mum−1 ,
N = ‖v‖∞ and κ = (p +m − 2)/2(m − 1). Finally, denote
d = d(r) = min(r − r1, r2 − r),
where r1 := 0, r2 := R in case (a).
Then, for each t ∈ (0, T ), v(·, t) is locally Lipschitz continuous for r ∈ (r1, r2) and vr(·, t) satisﬁes the
following estimate.
In case (a):
−C N
1/2
1/2
− C N − CNκ  vr(r, t) C N
1/2
1/2
+ C N + CNκ , for a.e. 0< r < R. (3.1)t R − r t d
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∣∣vr(r, t)∣∣ C N1/2
t1/2
+ C N
d
+ CNκ , for a.e. r1 < r < r2. (3.2)
Here the constants C > 0 depend only on n,m, p.
Remark 3.1.
(i) Similar results can be found in [11,22], for the one-dimensional porous medium equation without
source or with absorption.
(ii) Note that, unlike (3.2), the lower bound (3.1) involves only the distance to the boundary of the
domain (and not from the origin). On the other hand, there is no hope to get an upper bound not
involving the distance to the origin, as shown by examples of focusing solutions for the porous
medium equation without source for n  2 (cf. e.g. [22, Section 19.2]). For similar reason, such
gradient estimate cannot be expected without the symmetry assumption for n 2.
As an immediate consequence of Proposition 3.1, we obtain
Corollary 3.1. Assume p > m > 1 and let κ = (p + m − 2)/2(m − 1). Let u  0 be a bounded solution of
Eq. (1.5). Denote v :=mum−1 , N = ‖v‖∞ .
(i) If n 2 and u is radially symmetric, then, for all t ∈ R, v(·, t) is locally Lipschitz continuous for r ∈ (0,∞)
and vr(·, t) satisﬁes the estimate
−CNκ  vr(r, t) C
(
Nr−1 + Nκ ), for a.e. r > 0.
(ii) If n = 1, then for all t ∈ R, v(·, t) is Lipschitz continuous in R and vx(·, t) satisﬁes the estimate
∣∣vx(x, t)∣∣ CNκ , for a.e. x ∈ R.
Proof of Proposition 3.1. Step 1. We ﬁrst consider the case when u is positive and smooth and derive
a parabolic equation for the auxiliary function h deﬁned below.
The function v satisﬁes
vt = vv + a|∇v|2 + bvγ , (3.3)
with γ = 1+ (p − 1)/(m − 1) > 2 and a = a(m) > 0, b = b(m, p) > 0. Put v = φ(w), where φ smooth,
φ′ > 0, is to be chosen later. Setting
A = φφ
′′
φ′
+ aφ′,
we see that w satisﬁes
wt = φ(w)w + A(w)|∇w|2 + bφ
γ (w)
φ′(w)
,
that is,
wt = φ(w)
[
wrr + n − 1
r
wr
]
+ A(w)(wr)2 + bφ
γ (w)
φ′(w)
.
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case (a) corresponds to the choice r1 = 0, r2 = R).
Next differentiating with respect to r, we get
wrt = φ(w)
[
wrrr + n − 1
r
wrr − n − 1
r2
wr
]
+ φ′(w)wr
[
wrr + n − 1
r
wr
]
+ 2A(w)wrwrr + A′(w)(wr)3 + b
(
φγ
φ′
)′
(w)wr .
Letting z := wr , we have
zt − φ(w)zrr = φ(w)
[
n − 1
r
zr − n − 1
r2
z
]
+ φ′(w)z
[
zr + n − 1
r
z
]
+ 2A(w)zzr + A′(w)z3 + b
(
φγ
φ′
)′
(w)z,
hence
Pz = A′(w)z3 + n − 1
r
φ′(w)z2 +
[
D(w) − n − 1
r2
φ(w)
]
z,
where
Pz := zt − φ(w)zrr − Bzr, B = B(x, t) := n − 1
r
φ(w) + (φ′(w) + 2A(w))z, D := (φγ
φ′
)′
.
Let η = η(r) be a positive C2 function on some sub-interval J ⊂ (r1, r2), and set
h = η(r)z.
Using Ph = ηPz + zPη − 2φ(w)zrηr and zrη = hr − ηr z, we obtain
Ph = ηPz + zPη − 2φ(w)ηr
η
hr + 2φ(w)
(
ηr
η
)2
h.
Letting
Lh := ht − φ(w)hrr − B˜hr, B˜ := B − 2φ(w)ηr
η
,
it follows that
Lh = A′(w)z3η + n − 1
r
φ′(w)z2η
+
[
D(w) − n − 1
r2
φ(w) + 2φ(w)
(
ηr
η
)2]
zη − φ(w)zηrr − Bzηr,
hence
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[
n − 1
r
φ′(w)η − (φ′(w) + 2A(w))ηr
]
z2
+
[(
D(w) − n − 1
r2
φ(w)
)
η − n − 1
r
φ(w)ηr − φ(w)ηrr + 2φ(w) (ηr)
2
η
]
z. (3.4)
We select φ(s) = (6s − s2)N/5 for s ∈ [0,1]. We observe that φ maps the interval [0,1] onto the
interval [0,N] and that
c1N  φ′(s) c2N,
∣∣D(s)∣∣ c2Nq−1,
c1N  A(s) c2N, c1N −A′(s) c2N, (3.5)
for all s ∈ [0,1] and some constants c2 > c1 > 0 depending only on m, p. (The last two properties
follow from the calculation:
5
Na
A(s) = −2s(6− s)
6− 2s + 6− 2s = 9− 3s −
18
6− 2s .)
Step 2. Still for u positive and smooth, we prove estimate (3.2) in cases (a), (b) and (c) (hence the
upper part of estimate (3.1) in case (a)).
Fix r0 ∈ (r1, r2). Put
δ = 1
2
min(r0 − r1, r2 − r0) = 1
2
d(r0),
let θ ∈ (0,1), and choose J = (r0 − δ, r0 + δ), η : J¯ → [0,1] satisfying
η(r0) = 1, η(r0 ± δ) = 0, (3.6)
and
|ηr | Cδ−1ηθ , |ηrr | Cδ−2ηθ , (3.7)
with C = C(θ) > 0. A suitable η is given by η(r) = ρ((r − r0)/δ), where ρ(s) = (1 − s2)k and k  2,
k 1/(1− θ).
Combining (3.4)–(3.7), we ﬁnd that, at points (r, t) ∈ J × (0, T ) such that z 0 there holds
Lh A′(w)z3η +
[
n − 1
r
φ′(w)η − (φ′(w) + 2A(w))ηr
]
z2
+
[
D(w)η − n − 1
r
φ(w)ηr − φ(w)ηrr + 2φ(w) (ηr)
2
η
]
z
−c1Nz3η + C N
δ
ηθ z2 + C
[
Nγ−1η + N
δ2
(
ηθ + η2θ−1)]z.
Here and below, C denotes various positive constants depending only on n,m, p, θ . Choosing θ = 2/3,
repeatedly using Young’s inequality, and taking into account the fact that η 1, it follows that
Lh−c1Nz3η + c1 Nz3η + CNδ−3 + CN(3γ−4)/2 = − c1 Nz3η + CNδ−3 + CN(3γ−4)/2.
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Lh− c1
4
Nh3 (3.8)
at points (r, t) ∈ J × (0, T ) such that h(r, t) Cδ−1 + CN(γ−2)/2. Note that h = 0 on ∂ J , due to (3.6).
Using h(t) := Cδ−1 + CN(γ−2)/2 + C(Nt)−1/2 as a supersolution of (3.8), we obtain
vr(r0, t) =
[
φ′(w)wr
]
(r0, t) =
[
φ′(w)h
]
(r0, t)
 c2Nh(t) = C N
1/2
t1/2
+ C N
δ
+ CNγ /2.
(Note that although the operator L has coeﬃcients with singularities at the boundary of J , the com-
parison principle can be safely applied since h,h are smooth up to the boundary.) Since z˜ := −z also
satisﬁes Eq. (3.4), except for the minus sign before the second term on the RHS, we ﬁnally obtain
(3.2).
Step 3. We prove estimate (3.2) in cases (a), (b) and (c) for general u (hence the upper part of
estimate (3.1) in case (a)).
Fix 0< t1 < t2 < T and r1 < ρ1 < ρ2 < r2. Set ω = {x ∈ Rn; ρ1 < |x| < ρ2}, Q ′ = ω × (t1, t2), let ui
be the approximating sequence of radial positive smooth solutions on Q ′ , given by Proposition 2.4,
and put vi :=mum−1i , Ni = supQ ′ vi . By Step 2, for all t ∈ (t1, t2), we have
∣∣vi,r(r, t)∣∣ C N1/2i
(t − t1)1/2 + C
Ni
min(r − ρ1,ρ2 − r) + CN
κ
i , ρ1 < r < ρ2. (3.9)
In view of the uniform convergence of ui to u on Q ′ as i → ∞, it follows that v(·, t) is locally
Lipschitz continuous on (ρ1,ρ2) and that
∣∣vr(r, t)∣∣ C N1/2
(t − t1)1/2 + C
N
min(r − ρ1,ρ2 − r) + CN
κ , for a.a. r ∈ (ρ1,ρ2).
Passing to the limit ρ1 → r1, ρ2 → r2, t1 → 0 and t2 → T , we obtain (3.2).
Step 4. We prove the lower part of estimate (3.1) in case (a). Similarly as above it is suﬃcient to
consider the case when u is positive and smooth.
We shall get the better lower estimate in (3.1) by using the fact that ur(0, t) = 0. For this we need
a different cut-off function. Fix r0 ∈ (0, R) and now put
δ = (R − r0)/4.
We let θ ∈ (0,1) and choose J = (0, r0 + 2δ), η : J¯ → [0,1] such that
η(r) = 1 for r  r0 + δ, η(r0 + 2δ) = 0, (3.10)
and
−Cδ−1ηθ  ηr  0, |ηrr | Cδ−2ηθ for r0 + δ  r  r0 + 2δ. (3.11)
A suitable η is given for instance by η(r) = ρ((r − r0)/δ), where ρ(s) = [1 − (s − 1)2+]k+ and k  2,
k 1/(1− θ).
Combining (3.4), (3.5), (3.10) and (3.11), we ﬁnd that, at points (r, t) ∈ J × (0, T ) such that z  0
there holds
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[
D(w)η − n − 1
r
φ(w)ηr − φ(w)ηrr + 2φ(w) (ηr)
2
η
]
z
 c1N|z|3η − C
[
Nγ−1η + N
δ2
(
ηθ + η2θ−1)]|z|.
As in Step 2, choosing θ = 2/3, repeatedly using Young’s inequality, and taking into account the fact
that η 1, we obtain
Lh c1
2
N|z|3η − CNδ−3 − CN(3γ−4)/2  c1
4
N|h|3
at points (r, t) ∈ J × (0, T ) such that h(r, t)  −Cδ−1 − CN(γ−2)/2. Note that h  0 on ∂ J , due to
vr(0, t) = 0 and (3.10). Using h(t) := −Cδ−1 − CN(γ−2)/2 − C(Nt)−1/2 as a subsolution, we obtain
vr(r0, t) =
[
φ′(w)wr
]
(r0, t) =
[
φ′(w)h
]
(r0, t)
 c2Nh(t) = −C N
1/2
t1/2
− C N
δ
− CNγ /2,
hence the lower estimate in (3.1). 
Remark 3.2. It can be also shown that if u  0 is a solution of ut − um = up in Rn × (0, T ) (not
necessarily radially symmetric) with u  M , then it satisﬁes the Aronson–Bénilan-type estimate
v(·, t)− 2t
−1
m − 1 − c(m, p)M
p−1 in D′(Rn), for each t ∈ (0, T ).
This can be obtained by modifying the classical proof, based on applying the maximum principle to
the equation satisﬁed by v (see e.g. [22, Proposition 9.4] for the porous medium equation without
source-term).
4. Proof of the Liouville-type Theorem 1.1 (radial case)
4.1. A positivity lemma
As announced in the Introduction, we ﬁrst need the following positivity lemma.
Lemma 4.1. Assume (1.4). Then any nontrivial, bounded, radial solution u  0 of Eq. (1.5) is positive inRn ×R.
Proof. Let u  0 be a nontrivial, bounded, radial solution of (1.5). By Corollary 3.1(i), we know that,
for all t ∈ R,
−C1 
(
um−1
)
r  C1
(
1+ r−1) for a.e. r > 0. (4.1)
Let us argue by contradiction and suppose without loss of generality that
u(x0,0) = 0 for some x0 ∈ Rn. (4.2)
Step 1. Decay as t → −∞. We shall show that
u(·, t) → 0, t → −∞, uniformly in compact subsets of Rn. (4.3)
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ﬁrst part of (4.1) and putting ρ = η0/C1, we deduce
um−1(r j + r, t j) 2η0 − C1r  η0, r ∈ [r j, r j + ρ].
Consequently, there exist M, η, δ > 0, t j → −∞, and x j ∈ B(0,M), such that
u(·, t j) η in B(x j, δ).
One can then compare u with translates of a Barenblatt solution to derive a contradiction. More
precisely, let W be a Barenblatt solution of
Wt − Wm = 0 in Rn × [0,∞)
such that W (·,0) has support contained in B(0, δ) and such that 0  W (·,0)  η (see e.g. [22, Sec-
tion 4.4]). Then, by the comparison principle, we have u(x j + ·, t j + t)  W (·, t), t  0. In particular,
since |x j | M and −t j → ∞, there holds u(x0,0)W (−x j,−t j) > 0 for j large enough: a contradic-
tion with (4.2).
Step 2. Intersection-comparison argument. To conclude, we shall use intersection-comparison with
the radial steady-states on a ball.
Since u is nontrivial, by comparing with a Barenblatt solution, we get
u(0, t0) > 0 for some t0 ∈ R.
Let rα, r¯α,ψα be deﬁned in Section 2.2. Fix α > 0 so small that u(0, t0) > α1/m = ψα(0), and observe
that
u(r, t) − ψα(r) > 0, rα < r  r¯α, t ∈ R, (4.4)
in view of (2.18). Since u(·, t0)  ψα cannot hold on [0, r¯α] due to Lemma 2.2 and the comparison
principle, it follows that
z[0,r¯α ]
(
u(·, t0) − ψα
)
 2. (4.5)
Now Lemma 2.1(ii) and the left part of (4.1) imply the existence of ε > 0 such that
um−1(·, t) − ψm−1α is strictly increasing on (rα − ε, rα) for all t ∈ R. (4.6)
On the other hand, due to (4.3), there exists T = Tε < 0 such that
u(r, t) − ψα(r) < 0, 0 r  rα − ε, t  T .
Combining this with (4.4) and (4.6), we see that
z[0,r¯α ]
(
u(·, t) − ψα
)= 1 for t  T .
But in view of (4.5), this contradicts the nonincreasing property of the zero-number (Proposi-
tion 2.6(i)) and concludes the proof. 
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The proof is by contradiction. Assume that u = u(x, t) = u(r, t) 0 is a nontrivial, bounded radial
solution of (1.5). By Lemma 4.1, we may assume u to be positive (hence smooth). It follows from
Lemma 2.1(i) and the left part of (4.1) that if α is suﬃciently large, then u(·, t) − ψα has exactly one
zero in [0, rα] for any t and the zero is simple.
Next, it follows from Lemma 2.2 and the comparison principle that
z[0,rα ]
(
u(·, t) − ψα
)
 1, t  0, α > 0. (4.7)
Set
α0 := inf
{
β > 0: z[0,rα ]
(
u(·, t) − ψα
)= 1 for all t  0 and α  β}.
In view of the above remark on large α, we have α0 < ∞. Also α0 > 0. Indeed, for small α > 0 we
have u(0,0) > ψα(0) and u(rα,0) > 0 = ψα(rα), hence z[0,rα ](u(·,0) − ψα) 2 by (4.7).
By deﬁnition of α0 (and (4.7)), there are sequences αk ↑ α0 and tk  0 such that
z[0,rαk ]
(
u(·, tk) − ψαk
)
 2, k = 1,2, . . . .
By the nonincreasing property of the zero-number (Proposition 2.6(i)), we get
z[0,rαk ]
(
u(·, tk + t) − ψαk
)
 2, t  0, k = 1,2, . . . . (4.8)
This in particular allows us to assume, choosing different tk if necessary, that tk → −∞. By the bound-
edness assumption and Hölder estimates for porous medium type equations (see [7,20]), passing to a
subsequence, we may further assume that
u(·, tk + ·) → u˜ uniformly on compact subsets of Rn ×R, (4.9)
where u˜  0 is a bounded, radial solution of (1.5). Due to Lemma 4.1, we have either
(a) u˜ ≡ 0, or
(b) u˜ > 0 in Rn ×R.
First consider case (a). Then Lemma 2.1(ii) and the left part of (4.1) imply the existence of ε > 0
such that, for all t ∈ R and all large k,
um−1(·, tk) − ψm−1αk is strictly increasing on (rαk − ε, rαk ).
Also, due to (4.9), we have
u(r, tk) − ψαk (r) < 0, 0 r  rαk − ε,
for k large. Since u(rαk , tk) > ψαk (rαk ) = 0, we deduce that
z[0,rαk ]
(
u(·, tk) − ψαk
)= 1
for k large, contradicting (4.8).
Let us thus consider case (b). Then there are ε, δ > 0 such that
u(r, tk + t) − ψαk (r) ε, rα0 − δ  r  rαk + δ, −1 t  0, (4.10)
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ψαk → ψα0 in C1
([0, rα0 − δ]). (4.11)
Moreover, since (1.5) is nondegenerate in the positivity region, the convergence in (4.9) actually takes
place in C2,1loc (R
n ×R). This, along with (4.8), (4.10) and (4.11), guarantees that, for each t ∈ [−1,0],
u˜(·, t) − ψα0 has at least two zeros or a multiple zero in [0, rα0 − δ], (4.12)
and that moreover
u˜(r, t) − ψα0(r) ε, rα0 − δ  r  rα0 , −1 t  0.
To reach a contradiction we ﬁnally consider two subcases:
(b1) z[0,rα0−δ](u˜(·, t) − ψα0 ) 1 for each t ∈ [−1,0].
Then u˜(·, t) − ψα0 has at least one multiple zero for each t ∈ [−1,0] (otherwise it has at least two
simple zeros by (4.12), hence z[0,rα0−δ](u˜(·, t) − ψα0 )  2). But then Proposition 2.6(ii) implies that
z[0,rα0−δ](u˜(·, t) − ψα0) drops at each t ∈ [−1,0], which is an obvious contradiction.
(b2) There exists t ∈ [−1,0] such that z[0,rα0−δ](u˜(·, t) − ψα0) 2.
By continuity, it follows that z[0,rα0−δ](u(·, tk + t)−ψα0 ) 2 for k large. But then, for α > α0, α close
to α0, we have z[0,rα0−δ](u(·, tk + t) − ψαk ) 2, contradicting the deﬁnition of α0.
We have thus shown that the assumption u ≡ 0 leads to a contradiction, which proves the theo-
rem.
5. Proof of the Liouville-type Theorem 1.2 (one-dimensional case)
For the proof of Theorem 1.2, we shall use arguments similar to those in the previous section,
but in addition, following ideas from [17, Proposition 3.1], we will now consider the zero-number
z[−r¯α,r¯α ](u(· + b, t)−ψα) for various values of α > 0 and b ∈ R. Namely, we will rely on the following
lemma.
Lemma 5.1. Assume p >m > 1 and let u  0 be a bounded solution of (1.6).
(i) Then
z[−r¯α,r¯α ]
(
u(· + b, t) − ψα
)
 2, t ∈ R, α > 0, b ∈ R. (5.1)
(ii) Let t ∈ R be such that u(·, t) ≡ 0. Then there exist α > 0 and b ∈ R such that
z[−r¯α,r¯α ]
(
u(· + b, t) − ψα
)
 3. (5.2)
Proof. (i) We have u(x, t)  0 > ψα(x) for x = ±r¯α . The assertion then follows from the fact that
u(·, t)ψα cannot hold on [−r¯α, r¯α], due to Lemma 2.2 and the comparison principle.
(ii) By a shift in x we may assume u(0, t) > 0. Choose α > 0 so small that u(0, t) > ψα(0). In view
of (5.1) and the fact that u(·, t) ψα on [−r¯α, r¯α] cannot hold, we either have (5.2) for b = 0 or else
u(·, t)−ψα has no sign change in [−r¯α,0] or no sign change in [0, r¯α]. Assuming that u(·, t)−ψα has
no sign change in [−r¯α,0] (the latter possibility is analogous), we start shifting the graph of u(·, t) to
the right. It is clear that, for some b < 0, one of the following holds:
(a) u(· + b, t) − ψα has at least two sign changes for r > 0 and at least one for r < 0;
(b) u(· + b, t)ψα on [−r¯α, r¯α].
But (b) is impossible, hence (a) holds. This proves (5.2). 
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Lemma 5.2. Assume p >m > 1. Then any nontrivial, bounded solution u  0 of Eq. (1.6) is positive in R×R.
Proof. It is similar to the proof of Lemma 4.1 and we only indicate the necessary changes. Let u  0
be a nontrivial, bounded solution of (1.6), and suppose for contradiction that u(x0,0) = 0 for some
x0 ∈ R. By Corollary 3.1(ii) we have the estimate∣∣(um−1)x∣∣ C in R×R (5.3)
and, similarly as in the proof of Lemma 4.1, we show (4.3).
Now ﬁxing t0 ∈ R such that u(·, t0) ≡ 0, we deduce from Lemma 5.1(ii) that
z[−r¯α,r¯α ]
(
u(· + b, t) − ψα
)
 3 (5.4)
for some α > 0 and b ∈ R. By Lemma 2.1(ii) and (5.3), there exists ε > 0 such that, for all t ∈ R and
all large k,
±(um−1(· + b, t) − ψm−1α ) is strictly increasing for rα − ε < ±x < rα.
On the other hand, due to (4.3), there exists T = Tε < 0 such that
u(x+ b, t) − ψα(x) < 0, |x| rα − ε, t  T .
Since u(· + b, t) − ψα > 0 for rα < |x| r¯α and t ∈ R, we deduce that
z[−r¯α,r¯α ]
(
u(·, t) − ψα
)= 2 for t  T .
But in view of (5.4), this contradicts the nonincreasing property of the zero-number (Proposi-
tion 2.5(i)) and concludes the proof. 
Proof of Theorem 1.2. Assume that u  0 is a nontrivial, bounded solution of (1.6). By Lemma 5.2,
we may assume u to be positive (hence smooth). It follows from Lemma 2.1(i) and (5.3) that if α is
suﬃciently large, then u(·, t)−ψα has exactly two zeros in [−rα, rα] for any t and the zero is simple.
Set
α0 := inf
{
β > 0: z[−rα,rα ]
(
u(·, t) − ψα
)= 2 for all t  0 and α  β}.
In view of the above remark on large α, we have α0 < ∞. Also α0 > 0 by Lemma 5.1(ii).
By deﬁnition of α0 and Lemma 5.1(ii), there are sequences αk ↑ α0 and tk  0 such that
z[−rα,rαk ]
(
u(·, tk) − ψαk
)
 3, k = 1,2, . . . .
By the nonincreasing property of the zero-number (Proposition 2.6(i)), we get
z[−rα,rαk ]
(
u(·, tk + t) − ψαk
)
 3, t  0, k = 1,2, . . . . (5.5)
This in particular allows us to assume, choosing different tk if necessary, that tk → −∞. By the bound-
edness assumption and Hölder estimates for porous medium type equations (see [7,20]), passing to a
subsequence, we may further assume that
u(·, tk + ·) → u˜ uniformly on compact subsets of Rn ×R, (5.6)
where u˜  0 is a bounded solution of (1.6). Due to Lemma 5.2, we have either
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(b) u˜ > 0 in R×R.
First consider case (a). Arguing similarly as in the corresponding case of the proof of Theorem 1.1
(see also the proof of Lemma 5.2), we ﬁrst note that, for some small ε > 0 and all large k,
±(um−1(·, tk) − ψm−1αk ) is strictly increasing for rαk − ε < ±x < rαk .
Also, by (5.6), we have
u(x, tk) − ψαk (x) < 0, |x| rαk − ε,
for k large. Since u(±rαk , tk) > ψαk (±rαk ) = 0, we deduce that
z[−rαk ,rαk ]
(
u(·, tk) − ψαk
)= 2
for k large, contradicting (5.5).
Let us thus consider case (b). Then there are ε, δ > 0 such that
u(x, tk + t) − ψαk (x) ε, rα0 − δ  |x| rαk + δ, −1 t  0, (5.7)
for large k. Note that
ψαk → ψα0 in C1
([−rα0 + δ, rα0 − δ]). (5.8)
Moreover, since (1.6) is nondegenerate in the positivity region, the convergence in (5.6) actually takes
place in C2,1loc (R×R). This, along with (5.5), (5.7) and (5.8), guarantees that, for each t ∈ [−1,0]:
u˜(·, t) − ψα0 has at least three zeros or a multiple zero in [−rα0 + δ, rα0 − δ], (5.9)
and moreover
u˜(x, t) − ψα0(x) ε, rα0 − δ  |x| rα0 , −1 t  0.
To reach a contradiction, we ﬁnally consider the following two subcases:
(b1) z[−rα0+δ,rα0−δ](u˜(·, t) − ψα0) 2 for each t ∈ [−1,0].
Then u˜(·, t) − ψα0 has at least one multiple zero for each t ∈ [−1,0] (otherwise it has at least three
simple zeros by (5.9), hence z[0,rα0−δ](u˜(·, t) − ψα0)  3). But then Proposition 2.5(ii) implies that
z[−rα0+δ,rα0−δ](u˜(·, t) − ψα0) drops at each t ∈ [−1,0], which is an obvious contradiction.
(b2) There exists t ∈ [−1,0] such that z[−rα0+δ,rα0−δ](u˜(·, t) − ψα0) 3.
By continuity, it follows that z[−rα0+δ,rα0−δ](u(·, tk + t) − ψα0 ) 3 for k large. But then, for α > α0, α
close to α0, we have z[−rα0+δ,rα0−δ](u(·, tk + t) − ψαk ) 3, contradicting the deﬁnition of α0.
We have thus shown that the assumption u ≡ 0 leads to a contradiction, which proves the theo-
rem. 
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