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We consider the dynamical off-equilibrium behavior of the three-dimensional O(N) vector model
in the presence of a slowly-varying time-dependent spatially-uniform magnetic field H(t) = h(t) e,
where e is a N-dimensional constant unit vector, h(t) = t/ts, and ts is a time scale, at fixed
temperature T ≤ Tc, where Tc corresponds to the continuous order-disorder transition. The dynamic
evolutions start from equilibrium configurations at hi < 0, correspondingly ti < 0, and end at time
tf > 0 with h(tf ) > 0, or vice versa. We show that the magnetization displays an off-equilibrium
scaling behavior close to the transition line H(t) = 0. It arises from the interplay among the time
t, the time scale ts, and the finite size L. The scaling behavior can be parametrized in terms of the
scaling variables tκs/L and t/t
κt
s , where κ > 0 and κt > 0 are appropriate universal exponents, which
differ at the critical point and for T < Tc. In the latter case, κ and κt also depend on the shape
of the lattice and on the boundary conditions. We present numerical results for the Heisenberg
(N = 3) model under a purely relaxational dynamics. They confirm the predicted off-equilibrium
scaling behaviors at and below Tc. We also discuss hysteresis phenomena in round-trip protocols
for the time dependence of the external field. We define a scaling function for the hysteresis loop
area of the magnetization that can be used to quantify how far the system is from equilibrium.
PACS numbers: 64.70.qj,64.60.Ht,64.60.an
I. INTRODUCTION
Statistical systems show notable off-equilibrium behav-
iors at phase transitions. For example, metastability and
hysteresis phenomena occur at first-order transitions [1],
while the Kibble-Zurek (KZ) mechanism [2, 3] is observed
at continuous transitions. They may arise when one of
the model parameters, such as the temperature or the
external magnetic field in spin systems, varies across the
transition point with a time scale ts. In this case some
large-scale modes do not equilibrate, even in the limit of
large ts, giving rise to peculiar off-equilibrium behaviors.
These phenomena are of great interest in many different
physical contexts, see, e.g., Refs. [1–7].
Off-equilibrium phenomena due to the inability of the
system to adapt itself to changes of the external param-
eters have been much investigated at continuous transi-
tions. As it happens for the equilibrium static and dy-
namic critical behavior, off-equilibrium behaviors driven
by slow changes of external parameters show universal
features. For ts → ∞ and close to the transition point,
one can define general scaling expressions in terms of the
standard critical exponents characterizing the statics and
dynamics of the system at equilibrium [2, 3, 6, 8, 9]. A
prototypical example is the KZ mechanism [2, 3] for the
formation of topological defects when the temperature
is slowly changed across a continuous transition, from
the disordered to the ordered phase. In this case, if Tc
is the critical temperature, one considers the protocol
T (t)/Tc = 1− t/ts starting from t = ti < 0 to t = tf > 0,
where ts controls the speed of the temperature variation.
In the large-ts limit, the system shows off-equilibrium
scaling behaviors across the transition [3, 9]. Analogous
phenomena are expected at quantum transitions, when
the system is driven across a continuous transition by
quasi-adiabatic changes of external parameters [5, 10–
13]. Many experiments have addressed the same issues in
several different physical systems [14–36]. We mention,
as an example, the recent studies characterizing the dy-
namic formation of Bose-Einstein condensates, see, e.g.,
Ref. [7] and references therein.
In this paper we consider off-equilibrium phenomena
driven by slowly-varying external fields coupled to the
order parameter at finite-temperature phase transitions,
in systems characterized by a continuous O(N) symme-
try. In particular, we study the off-equilibrium behavior
of the three-dimensional (3D) O(N) vector model at fixed
temperature T in the presence of a slowly-varying time-
dependent spatially-uniform external field coupled to the
vector order parameter. We consider a magnetic field
H(t) = h(t)e with fixed direction e and time-dependent
amplitude h(t) = t/ts, where ts is a time scale. In the
high-temperature paramagnetic phase, in which the cor-
relation length is finite in the infinite-volume limit, the
system always reaches equilibrium for sufficiently large
time scales ts. Instead, at the critical point Tc, infinite-
volume systems are unable to equilibrate for t ≈ 0, when
the magnetic field crosses the transition point h = 0, even
in the large-ts limit. The off-equilibrium behavior close
to the transition point turns out to be universal. Its gen-
eral features can be derived by using scaling arguments
analogous to those leading to the KZ mechanism [8, 9].
Our main results concern the extension of these off-
equilibrium studies to the low-temperature T < Tc phase,
where a spatially-uniform magnetic field drives first-order
transitions: the magnetization has a discontinuity at the
2transition point H = 0 in the thermodynamic limit.
As expected, equilibration becomes significantly harder
across first-order transitions. However, we show that
slow variations of the magnetic field give rise to universal
off-equilibrium scaling behaviors also across this class of
first-order transitions, as in the continuous case. Gen-
eral scaling predictions can be derived by combining the
KZ arguments with the general results for the equilib-
rium static and dynamic behaviors of finite-size systems
at first-order transitions.
Therefore, for any T ≤ Tc, and for t ≈ 0 corresponding
to h(t) ≈ 0, the dynamics of the system is expected to
show a universal off-equilibrium scaling behavior, which
arises from the interplay among the time t, the time scale
ts, and the size L of the system. In this regime the
time dependence of the magnetization can be expressed
in terms of scaling functions that depend on the scaling
variables tκs/L and t/t
κt
s , where κ > 0 and κt > 0 are ap-
propriate universal exponents, which differ at the critical
point and for T < Tc. In the latter case, κ and κt also
depend on the shape of the lattice and on the boundary
conditions. In order to check the general scaling theory,
we present a numerical analysis of the 3D Heisenberg
(N = 3) model both for T = Tc and for a few values
of T < Tc. In our Monte Carlo (MC) simulations we
consider a purely relaxational dynamics.
We also extend our study to round-trip protocols, in
which the magnetic-field amplitude h(t) is varied between
hi < 0 and hf > 0 and then back again to hi < 0. In this
case we observe off-equilibrium hysteresis phenomena at
the critical point Tc and below Tc, which are character-
ized in terms of appropriate scaling functions.
The paper is organized as follows. In Sec. II we put for-
ward the general scaling theory appropriate to describe
the off-equilibrium phenomena occurring in the O(N)
vector model in the presence of a slowly-varying magnetic
field, both for T = Tc and T < Tc. Sec. III discusses some
features of the equilibrium static and dynamic finite-size
scaling of the O(N) vector model in the low-temperature
phase T < Tc and at Tc. The corresponding critical ex-
ponents allow us to determine the appropriate scaling
variables that parametrize the off-equilibrium behavior
of the magnetization. In Sec. IV we check the scaling ar-
guments by numerical simulations of the 3D Heisenberg
lattice model under a relaxational dynamics. We show
that the magnetization displays the predicted scaling be-
havior along the low-temperature first-order transition
line (T < Tc) and at the critical point Tc. In Sec. V we
discuss the hysteresis phenomena that occur in round-
trip protocols, in which the external field is first increased
from hi < 0 to hf > 0 and then decreased again to hi.
We determine the scaling behavior of the area enclosed
by the hysteresis loop of the magnetization at and below
Tc. Finally, in Sec. VI we draw some conclusions.
II. OFF-EQUILIBRIUM SCALING DRIVEN BY
MAGNETIC FIELDS
A. The 3D O(N) vector model
We study the 3D O(N) vector model in the presence
of a uniform magnetic field. We consider N -component
unit-length spins si, defined on a simple cubic lattice,
and the Hamiltonian
H = −J
∑
〈ij〉
si · sj −H ·
∑
i
si, (1)
where 〈ij〉 indicates nearest-neighbor sites and J > 0.
In the following we set J = 1, so that all energies are
expressed in units of J . We write the magnetic field as
H = he, e · e = 1. (2)
We consider cubic (L× L× L) and anisotropic cylinder-
like (L × L × L‖ with L‖ ∝ L2) systems, with periodic
boundary conditions (PBC) along all directions.
In the absence of an external magnetic field, i.e.,
for H = 0, the system undergoes a continuous
transition at a finite temperature Tc, which sepa-
rates the high-temperature paramagnetic phase from
the low-temperature ferromagnetic phase. In the low-
temperature phase T < Tc, the external magnetic field
drives first-order transitions at h = 0, giving rise to a
discontinuity in the magnetization. We have
lim
h→±0
lim
L→∞
m(L, h, T ) = ±m0(T ), (3)
where
m ≡M · e, M = 1
V
〈
∑
i
si〉. (4)
The spontaneous magnetization m0(T ) varies fromm0 =
1 for T = 0 to m0 → 0 for T → Tc. Approaching
the critical point, the magnetization m0(T ) behaves as
m0(T ) ∼ (Tc−T )β, where β is the magnetization critical
exponent.
B. Off-equilibrium protocol
We are interested in the off-equilibrium dynamics aris-
ing in the presence of a time-dependent spatially-uniform
magnetic field H(t) crossing the transition point H = 0
at fixed temperature T . We assume that the direction
of the magnetic field (vector e) is fixed in the dynamics,
while the component along e varies as
h(t) = t/ts, (5)
where ts is a time scale and we have chosen t so that t = 0
corresponds to h = 0. In the off-equilibrium protocol
one starts from equilibrium configurations at an initial
3value hi < 0 at time ti < 0. Then, the magnetic field
is slowly changed up to a time tf > 0, corresponding
to a finite hf > 0. This procedure is repeated several
times, starting the dynamics from different equilibrium
configurations at h = hi. Observables are then averaged
at fixed time t. As we shall see, in the limit ts → ∞
(very slow dynamics) the off-equilibrium scaling behavior
around t = 0 is universal and does not depend on the
initial value hi < 0 of the magnetic field.
One can also consider a reversed process in which the
magnetic field (5) varies from hi > 0 to hf < 0. Formally,
it can be obtained by decreasing the time parameter from
ti > 0 to tf < 0. This new process is of course identical
to the original one, provided one changes the sign of t, h,
and of the magnetization.
The off-equilibrium behavior depends on the particular
time evolution of the system. There are several physically
interesting cases, see, e.g., Refs. [37, 38]. In the following
we present general scaling arguments that apply to any
dynamics in which the slowest mode is associated with
the magnetization. They will be verified numerically in
Sec. IV for a purely relaxational dynamics.
C. Off-equilibrium scaling across the transitions
We present a scaling theory for the off-equilibrium dy-
namics of the magnetization across h = 0, in the quasi-
adiabatic limit, i.e. for ts → ∞. In off-equilibrium pro-
cesses driven by spatially uniform external fields, low-
momentum modes, and in particular the magnetization,
are expected to be the slowest modes of the system.
The size dependence of the relevant scaling variables is
parametrized by the effective RG scaling dimension yh
of the magnetic field and by the dynamic exponent zm
associated with the equilibrium dynamics of the magne-
tization. The determination of the appropriate values
of yh and zm for the cases we consider, i.e., cubic and
anisotropic cylinder-like systems, in the low-temperature
phase and at Tc, is postponed to Sec. III.
The scaling theory is meant to describe the devia-
tions of the statistical correlations from their equilibrium
value, due to the fact that the system is not able to adapt
itself to the changes of the magnetic field across H = 0.
Assuming the existence of a nontrivial scaling behavior
for h(t) ≈ 0 (t ≈ 0, correspondingly), we expect the off-
equilibrium behavior to be controlled by the two scaling
variables
r1 = h(t)L
yh = (t/ts)L
yh , r2 = tL
−zm . (6)
In our context, it is convenient to use the equivalent scal-
ing variables
u ≡ tκs/L, κ =
1
yh + zm
, (7)
w ≡ t/tκts , κt = zmκ, (8)
which are combinations of r1 and r2: u = (r2/r1)
κ and
w = (r1/r2)
κtr2. Note that generally κt < 1.
We consider here a magnetic field that varies linearly
with t, but one could analogously consider nonlinear be-
haviors such as h(t) = sgn(t) |t/ts|n for n > 0. In this
case the relevant scaling variables should be r1 = h(t)L
yh
and r2 = tL
−zm , which could be replaced by u = tκs/L
and w = t/tκts , with exponents κ = n/(yh + nzm) and
κt = zmκ.
We now assume that the dynamics across the transi-
tion presents a scaling behavior when L, ts, and t become
large at fixed u and w. This implies the emergence of a
length scale ξ ∼ tκs and of a time scale τ ∼ tκts across
the transition. The equilibrium static finite-size scaling
(FSS) should be recovered in the limit u, |w| → ∞ keep-
ing r1 = w/u
yh fixed. The off-equilibrium scaling behav-
ior does not depend on the choice of the initial hi and of
the final hf , because scaling occurs in a narrow range of
values of |h| that shrinks as ts →∞. Indeed, the scaling
behavior is observed in a time interval of size τ ∼ tκts
around t = 0. Since κt < 1, we have τ/ts → 0 in the
large-ts limit. Therefore, scaling occurs for smaller and
smaller values of |h|. Note that this argument applies for
any T ≤ Tc.
Similar off-equilibrium scaling arguments have been
reported in Refs. [8, 9, 39, 40] to describe other off-
equilibrium systems driven by slowly-varying model pa-
rameters at phase transitions, such as the Kibble-Zurek
mechanism. Actually, these off-equilibrium behaviors
may be exploited to determine the equilibrium static and
dynamic properties of critical systems, see, e.g., Ref. [41].
Let us now derive more quantitative predictions, con-
sidering first the dynamics at the critical point. The
equilibrium magnetization (4) satisfies the scaling rela-
tion
m(L, h, Tc) ≈ L−ymfm(hLyh), (9)
where
ym = 3− yh = 1+ η
2
, yh =
5− η
2
, (10)
ym is the RG dimension of the order parameter, and η
is the critical exponent parametrizing the short-distance
behavior of the two-point function. The behavior of
fm(x) for large values of |x| can be obtained by requiring
Eq. (9) to be consistent with the finite-h infinite-volume
behavior of the magnetization [42],
m(L =∞, h, Tc) ≈ ±a|h|ym/yh for |h| → 0, (11)
where a > 0 and the ± sign reflects the fact that m
changes sign as h → −h. Requiring the scaling formula
(9) to reproduce Eq. (11) in the limit L → ∞ for small
nonvanishing values of |h|, we obtain for |x| → ∞
fm(x) ≈ f±∞(x) ≡ ±a|x|ym/yh . (12)
Indeed, if we substitute fm(x) with f±∞(x) in Eq. (9)
and use x = hLyh, we reobtain Eq. (11).
4In order to describe the off-equilibrium regime around
the transition point, we generalize Eq. (9) by writing
m(t, ts, L;T = Tc) ≈ L−ymFm(u,w). (13)
The thermodynamic infinite-volume limit (before taking
the large t and ts limits) can be formally obtained by
performing the limit u→ 0 keeping w fixed, which leads
to scaling expressions analogous to those discussed in
Ref. [9]. Note that Fm(u,w) is not expected to be sym-
metric for w → −w for finite values of u, because the
off-equilibrium process is irreversible and therefore the
time-reversal symmetry is violated (it is only recovered
in the static FSS limit and for |w| → ∞, see below).
The limit |w| → ∞ of Fm(u,w) at fixed u is expected
to lead to the infinite-volume equilibrium behavior. In-
deed, note first that, in a finite volume L, the slowest
time scale — in our system the autocorrelation time τm
associated with the magnetization — scales as Lzm . A
necessary condition to obtain equilibrium results is there-
fore that ts ≫ τm, i.e., tsL−zm →∞. At fixed u we have
tsL
−zm = u1/κLyh and hence the condition is satisfied
for L→∞. Since we take the limit w →∞, we are con-
sidering the system at times t much larger than the time
scale at which the off-equilibrium behavior occurs, so that
the system is in equilibrium. Therefore, the scaling func-
tion Fm(u, v) should match its equilibrium counterpart
fm(r1). Finally, since r1 = hL
yh = wu−yh , in the limit
w →∞ at fixed u we have r1 →∞, i.e., we are consider-
ing the behavior in the infinite-volume limit. Therefore,
we expect
Fm(u,w) ≈ f+∞(wu−yh) = a(wu−yh)ym/yh
= a u−ym wym/yh . (14)
In our discussion, we also need the corrections to the
behavior (14). We now argue that the approach is expo-
nentially fast. Note that, for w → ∞, we are investigat-
ing the behavior of the system at finite (small) values of
the magnetic field. For finite h and in infinite volume, we
expect the deviations from equilibrium to decay exponen-
tially in t with a typical time scale τh, i.e., as ∼ tbe−t/τh ,
where we have also included a power correction with ex-
ponent b. The time scale τh should be of order ξ
zm
h and
the correlation length ξh should scale as h
−1/yh . In the
scaling limit at fixed w we have
t
τh
∼ thzm/yh = tzm/yh+1t−zm/yhs = tεt−κtεs = wε, (15)
where ε = 1+ zm/yh = 1/(yhκ) > 0. Therefore, for large
values of w, we expect
Fm(u,w)
f+∞(wu−yh)
− 1 ∼ wb exp(−cwε), (16)
where c should depend on u.
The same argument can be used to discuss the limit
w → −∞. In this case, we start the dynamics at a very
large negative time ti with |ti| ∼ ts in the magnetized
phase with h < 0. Hence the previous arguments should
apply also here, so that we predict, for w → −∞ at fixed
u, the behavior
Fm(u,w)
f−∞(wu−yh)
− 1 ∼ |w|b exp(−c |w|ε), (17)
Notice that the constant c and the exponent b entering
here might well differ from those appearing in Eq. (16),
while the exponent ε is expected to be the same.
The off-equilibrium scaling behavior (13) can be
straightforwardly extended to other observables and cor-
relation functions. Moreover, small deviations from Tc
can be taken into account by adding a further depen-
dence on the scaling variable (T − Tc)L1/ν .
The emergence of a universal static FSS behavior has
been established also in the case of first-order transitions,
see, e.g., Refs. [43–45]. In particular, Eq. (9) also holds
at discontinuous transitions (a detailed discussion in pre-
sented in Sec. III A 2). It is therefore natural to conjec-
ture that the off-equilibrium ansatz (13), with the appro-
priate exponents, applies also along the low-temperature
first-order transition line. Since m → ±m0(T ) for
h → 0±, cf. Eq. (3), Eq. (12) formally requires ym = 0
and a = m0(T ). To avoid an additional nonuniversal
normalization constant, it is convenient to introduce a
renormalized magnetization defined as
mr(t, ts, L;T ) ≡ m(t, ts, L;T )
m0(T )
, (18)
which satisfies −1 ≤ mr ≤ 1. Therefore, in the low-
temperature phase and for ts →∞, we expect — we will
verify it numerically below — the scaling behavior
mr(t, ts, L;T ) ≈ Fm(u,w), (19)
where Fm is a universal scaling function, which takes val-
ues in the range −1 ≤ Fm ≤ 1 and satisfies all scaling
expressions reported above. Using arguments analogous
to those leading to Eqs. (16) and (17), we expect an ex-
ponential approach to the equilibrium behavior in the
w → ±∞ limits, i.e.
1− Fm(u,w) ∼ e−c+ |w|
ε
for w →∞, (20)
−1− Fm(u,w) ∼ −e−c− |w|
ε
for w → −∞,
where again ε = 1 + zm/yh, and we have neglected pos-
sible powers of w in the prefactor.
We expect universality with respect to temperature
changes in the low-temperature phase. This is supported
by the fact that the effective scaling dimensions yh and
zm do not depend on temperature for T < Tc (but they
differ from those at Tc), see sections III A 2 and III B 2.
Universality also implies that the scaling function Fm
does not depend on T , apart from a trivial renormaliza-
tion of the scaling variables u and w.
One can also consider the time-reversed protocol, in
which one starts at hi > 0 and then decreases h(t) to
5hf < 0, see Sec. II B. If F
(inv)
m (u,w) is the correspond-
ing scaling function appearing in Eqs. (13) and (19), the
symmetry of the model with respect to a reflection of the
magnetic field implies
F (inv)m (u,w) = −Fm(u,−w). (21)
III. EQUILIBRIUM STATIC AND DYNAMIC
BEHAVIOR
To verify the off-equilibrium scaling behaviors put for-
ward in the previous section, we consider the Heisen-
berg N = 3 model. It presents a continuous transition
at [46, 47] Tc ≈ 1.443 (Ref. [46] obtained βc ≡ 1/Tc =
0.69300(1) by a FSS analysis of MC data), which sepa-
rates the low-temperature ferromagnetic phase, in which
the symmetry is spontaneously broken, from the high-
temperature paramagnetic phase. In this section we re-
view some general results for the static scaling behavior
in a finite volume, both at T = Tc and for T < Tc. We
also discuss the dynamic equilibrium behavior for a re-
laxational dynamics, focusing, in particular, on the low-
temperature phase.
A. Equilibrium finite-size scaling
1. Finite-size scaling at the critical point
At the critical point, the model shows a universal
FSS depending on the static critical exponents. For the
Heisenberg universality class they have been accurately
estimated by various methods: see, e.g., Ref. [42] for
a review of results. We mention the estimates [48, 49]
ν = 0.7117(5) and η = 0.0378(3) for the correlation-
length and two-point function exponents, from which one
can derive the magnetization exponent β = ν(1 + η)/2.
At Tc, the magnetization behaves as reported in
Eq. (9), with ym = 0.5189(2) and yh = 2.4811(2). The
scaling function fm is universal apart from trivial normal-
izations. However, it depends on the shape of the system
and on the boundary conditions (but the critical expo-
nents remain unchanged). Scaling corrections decay as
L−ω, where the exponent ω is related to the RG dimen-
sion of the leading irrelevant operator [42]. Estimates of
ω by various methods give ω ≈ 0.78 [50, 51].
2. Finite-size scaling at the first-order transition line
FSS in the low-temperature phase is more complex,
because the relevant scaling variables depend both on
the shape of the system and on the boundary conditions
[44, 45, 52]. Fig. 1 shows some numerical results obtained
by standard MC simulations at T = 1 and H = 0, for
cubic L3 systems with PBC. SinceH = 0, we haveM =
0.00 0.05 0.10 0.15 0.20 0.25
1/L
0.4
0.5
0.6
0.7
M
a
PBC     L3
M1 FBC 
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PBC     L x L x L2
M
a
                 L x L x 2L2
T = 1
FIG. 1: (Color online) Finite-size magnetization in cubic L3
systems and in anisotropic L×L×L‖ systems for T = 1 and
H = 0. In the cubic case (L‖ = L) we report Ma defined
in Eq. (22) for systems with PBC, and the component M1 =
M · e of the magnetization for systems with fixed boundary
conditions (FBC): si = e = (1, 0, 0) on the boundary. The
finite-size results approach the same value m0(T ) as L→∞,
with L−1 corrections. The dotted lines correspond to linear
fits to M∞ + b/L, which lead to the large-L extrapolated
estimates Ma,∞ = 0.66804(4) and M1,∞ = 0.6676(6). In
the anisotropic case we report Ma for L‖ = L
2 and L‖ =
2L2. They also approach finite values Ma,∞ < m0(T ), which
depend on the ratio L2/L‖. Corrections are of order L
−1.
0 by symmetry. However, the related quantity
Ma =
1
V
〈|
∑
si|〉 (22)
does not vanish, even in the large-volume limit. We com-
pare the estimates of Ma with those of M1 = M · e
[here we take e = (1, 0, 0)] computed in cubic systems
with fixed boundary conditions (FBC) (si = e on the
boundary), whose large-L limit is expected to provide
m0(T ), cf. Eq. (3). As shown in Fig. 1, the extrapo-
lated value of Ma is consistent with m0(T ). For exam-
ple, linear fits of Ma and M1 at T = 1 to M∞ + b/L
give Ma,∞ = 0.66804(4) (PBC case) and m0 = M1,∞ =
0.6676(6) (FBC case). These results confirm the argu-
ments of Ref. [44]. They argued that in cubic systems
the modulus of the magnetization is essentially constant
and asymptotically equal to m0(T ). On the other hand,
its direction is randomly distributed in the sphere, to re-
cover the O(N) invariance. Spin waves give only rise to
subleading contributions that decrease as 1/L [44]. We
also note that m0(T ) increases with decreasing T (we ex-
pect m0(T )→ 1 for T → 0). For example, at T = 0.5 we
obtain m0(T ) = 0.8600(3).
In the case of cubic systems with PBC the effective
RG dimension yh of the magnetic field is yh = d = 3 [44].
Thus, we expect [44]
m(h, L;T ) = m0(T )fm(hL
3), fm(0) = 0, (23)
Ma(h, L;T ) = m0(T )fa(hL
3), fa(0) = 1. (24)
6In particular, Ref. [44] obtains fm(hL
3) =
I3/2(y)/I1/2(y) for N = 3, where Iν(y) are the modified
Bessel functions of the first kind and y = m0hL
3.
Corrections, such as those due to spin-wave modes, are
expected to decay as 1/L [44].
FSS is expected to substantially change in anisotropic
geometries. If we consider systems of size L×L×L‖ and
L‖ ≫ L, a finite longitudinal length scale [44] emerges
along the longitudinal direction, which scales as ξ‖ ∼ L2.
More precisely, for cylinder-like systems one can write
the asymptotic scaling relation at h = 0 as
ξ‖ ≈ L2fξ(L‖/L2), (25)
where fξ(x) is a scaling function, independent of T apart
from trivial multiplicative normalizations. This implies
that the effective scaling dimension of h in the FSS of
L × L × L‖ systems with L‖ ∼ L2 is yh = d + 1 = 4.
The FSS of the observables related to the magnetization
reads [44]
m(h, L;T ) ≈ m0(T ) gm(hL4, L‖/L2), (26)
Ma(h, L;T ) ≈ m0(T ) ga(hL4, L‖/L2), (27)
where gm,a(x, y) are scaling functions. In particular, we
expect ga(0, y → 0) = 1 and ga(0, y → ∞) = 0. These
scaling behaviors are confirmed by the numerical results
shown in Fig. 1 for Ma at T = 1 and h = 0, for L‖ = L
2
and L‖ = 2L
2. Note that the asymptotic value of Ma
decreases with increasing L‖/L
2.
B. Equilibrium dynamic behavior under a
relaxational dynamics
The off-equilibrium behavior depends on the dynamic
universality class of the dynamics driving the system
across the transition. It is generally characterized by
the dynamic exponent z, which specifies the equilibrium
large-L behavior of the autocorrelation time τ of the ob-
servables coupled to the slowest modes: τ ∼ Lz.
In the following we consider a purely relaxational dy-
namics, which can be realized by using the standard heat-
bath [53] or Metropolis [54] algorithms in MC simula-
tions.
1. Equilibrium dynamics at the critical point
At the critical point Tc, the dynamic exponent for the
relaxational dynamics (model A of Ref. [37]) is very close
to two. The dynamic exponent has been computed to
three loops in perturbation theory [55] (see also Refs. [37,
38, 56]); its ǫ expansion can be expressed in terms of the
exponent η as
z = 2 + c η, c = 0.726− 0.137 ǫ+O(ǫ2). (28)
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FIG. 2: (Color online) Autocorrelation time τm (in units of
lattice sweeps) of the magnetization at T = 1 and h = 0 for
the heat-bath dynamics [53]. We consider cubic L × L × L
systems and anisotropic L×L×L2 systems, with PBC in all
directions. The lines correspond to fits to τm = cL
zm , with
zm = 3 and zm = 4 in the two cases, respectively.
Using the 3D estimate η = 0.0378(3), this relation leads
to the estimate z = 2.02(1) for the 3D Heisenberg univer-
sality class, where the error takes somehow into account
the uncertainty on the extrapolation to ǫ = 1 of the three-
loop ǫ-expansion result. In model-A systems the dynamic
exponent z controls the equilibrium critical behavior of
all observables associated with the critical modes, includ-
ing the magnetization. Therefore, the exponent zm en-
tering the off-equilibrium scaling exponent κ defined in
Eq. (7) should be identified with z: zm = z = 2.02(1).
Note that z not only depends on the static univer-
sality class, but also on the type of dynamics [37]. For
instance, if the total magnetization is conserved in the
dynamics, the critical dynamics for a Heisenberg ferro-
magnet is analogous to that of model J of Ref. [37], for
which [37] z = yh = 2.4811(2).
2. Equilibrium dynamics at the first-order transition line
Let us now consider the dynamic behavior in the low-
temperature case. For this purpose we performMC simu-
lations at T = 1 using the heat-bath dynamics [53]. Fig. 2
shows data [58] for the integrated autocorrelation time
τm of the magnetizationM defined in Eq. (4). In the case
of cubic L3 systems, a fit of all data (L varies between 6
and 20) to τm = aL
zm gives zm = 2.92(4). If we only con-
sider data satisfying L > 10, we obtain zm = 3.00(15).
Results are clearly consistent with zm = 3: a fit of all
data to τm = aL
3 gives χ2/d.o.f. ≈ 1.0 where d.o.f. is
the number of degrees of freedom of the fit (the result is
reported in Fig. 2).
In the case of cylinder-like systems (L×L×L2), a fit of
the magnetization integrated autocorrelation time (4 ≤
L ≤ 10) to τm = aLzm gives zm = 3.9(1). This result is
clearly larger than that obtained in the cubic case and is
7consistent with zm = 4: a fit to τm = aL
4 has χ2/d.o.f. ≈
0.8 (see Fig. 2). Also the autocorrelation time of Ma
defined in Eq. (22) apparently increases as L4, at variance
with the cubic case, in which the autocorrelation time of
Ma is much smaller than that of m.
These numerical results suggest zm = 3 for cubic L
3
systems and zm = 4 for anisotropic cylinder-like systems,
when PBC are considered. In the following we argue that
they are exact values. We shall first present a heuristic
argument, then a calculation using the Langevin dynam-
ics for the φ4 theory.
3. Theoretical predictions for the dynamic behavior of the
magnetization
Let us first consider the case of fixed boundary con-
ditions breaking the O(N) symmetry, obtained by fixing
the direction of the spins on the boundaries or introduc-
ing a boundary magnetic field. The average magneti-
zation vector M is essentially fixed: its modulus is ap-
proximately equal to m0(T ) and its direction is fixed by
the boundary conditions. In this case, the only relevant
modes are spin waves (Goldstone modes). Since there
are no critical fluctuations, the theory is expected to be
Gaussian and therefore zm = 2.
Let us now consider PBC or, more generally, any type
of boundary conditions that do not break the O(N) in-
variance. This case is different from that considered
above. Indeed, while the modulus of the magnetization
is again essentially fixed, there is no constraint on the di-
rection ofM , whose rotation turns out to be the slowest
dynamic mode of the system.
As we discussed in Sec. III A 2, in a finite volume the
static behavior depends on the shape of the system. In
the cubic case, the system is strongly correlated, so that
all spins si point in the same direction, with small ran-
dom fluctuations. This implies that the modulus of the
magnetization M defined in Eq. (4) is essentially equal
to m0(T ) in the large-L limit. The direction of M is
however not fixed. Because of the relaxational dynamics,
the vector S =
∑
i si performs a random walk on the
sphere of radius |S| ∼ m0(T )Ld. Therefore, we expect
that the number of random movements of the local site
variables si, which are required to significantly move the
vector S, scales as L2d. This leads to the result zm = d,
taking into account that the time unit, i.e., a complete
sweep of the lattice, consists of Ld local updatings.
A similar argument shows that, in anisotropic L×L×
L‖ systems with L‖/L
2 fixed, the correct exponent is
zm = 4. In this case we should take into account the
emergence of a longitudinal correlation length ξ‖ ∼ L2,
which measures the correlations among the directions of
the local magnetization (or its sum over L2 slices) along
the longitudinal direction (the one with length L‖). As
discussed in Ref. [44], the local magnetization is not uni-
formly directed along the longitudinal direction. How-
ever, the system can be partitioned in subsystems of size
L × L × ξ‖, such that in each of them the spins si are
mostly oriented in the same direction, guaranteeing that
the average magnetization µ of the subsystem satisfies
|µ| ≈ m0(T ). Assuming that the slowest modes are those
related to the rotation of the average magnetization of
each subsystem, the same argument used for cubic sys-
tems implies that τm ∼ L2ξ‖ ∼ L4, so that zm = 4 for
cylinder-like anisotropic systems.
We may obtain these results in a more quantitative
way, considering the Langevin [57] dynamics in a O(N)
symmetric φ4 theory. We assume for simplicity N = 2,
considering a complex one-component field φ. However,
the results hold for any N ≥ 2. The Langevin equation
controlling the dynamics is given by [37, 38]
∂φ(x, t)
∂t
= −Ω
2
(
−∇2φ+ rφ+ λ
6
φ|φ|2
)
+ η(x, t), (29)
where the random variables η(x, t) have a probability
distribution proportional to
exp
[
− 1
2Ω
∫
dtdx |η(x, t)|2
]
. (30)
We will consider averages with respect to the random
noise, which will be labelled with the angular brackets,
i.e., with 〈·〉.
In the low-temperature phase we have r < 0, the sys-
tem is magnetized, and |φ(x, t)| fluctuates around
a =
√
−6r/λ. (31)
Therefore, we write
φ(x, t) = aeiθ(x,t)[1 + δ(x, t)], (32)
where δ(x, t) is real and takes into account the fluctua-
tions of |φ|. Inserting this expression into Eq. (29) we
obtain
i
∂θ
∂t
(1 + δ) +
∂δ
∂t
= (33)
Ω
2
{
e−iθ∇2[eiθ(1 + δ)]− P (δ)}+ e−iθη/a,
where P (δ) = |r|δ(1 + δ)(2 + δ). Separating real and
imaginary parts we obtain
∂θ
∂t
(1 + δ) =
Ω
2
[∇2θ(1 + δ) + 2∇θ · ∇δ]+ ηθ, (34)
∂δ
∂t
= −Ω
2
[
(∇θ)2(1 + δ)−∇2δ + P (δ)]+ ηδ,
where ηθ(x, t) and ηδ(x, t) have both probability distri-
bution proportional to
exp
[
− a
2
2Ω
∫
dtdx η#(x, t)
2
]
. (35)
Now, we consider the evolution of θ and make the follow-
ing assumptions.
8(i) We set 1+δ ≈ 1. This is quite natural as we expect
δ to make small fluctuations around zero.
(ii) We assume that δ and θ spatial fluctuations are
uncorrelated, so that
〈∇θ · ∇δ〉 = 0. (36)
These two assumptions are equivalent to those made in
the heuristic argument. Essentially, we are decoupling
the fluctuations of the modulus of the magnetization from
its angular precession. If these two conditions hold, we
obtain the linear equation
∂θ
∂t
=
Ω
2
∇2θ + ηθ. (37)
We consider a box of size L1 × L2 × L3, V = L1L2L3,
and define
θ(k, t) =
∫
V
dxeik·xθ(x, t), (38)
θ(x, t) =
1
V
∑
k
e−ik·xθ(k, t). (39)
We obtain
∂θ(k, t)
∂t
= −Ωk
2
2
θ(k, t) + ηθ(k, t), (40)
where the probability distribution of ηθ(k, t) is propor-
tional to
exp
[
− a
2
2V Ω
∫
dt
∑
k
|ηθ|2
]
. (41)
The solution is
θ(k, t) = e−Ωk
2t/2
∫ t
0
eΩk
2s/2ηθ(k, s)ds, (42)
where we assume θ(k, 0) = 0. If we average over the
random noise, we obtain
〈θ(k, t)∗θ(k, s)〉 = V
a2k2
(
e−Ωk
2|t−s|/2 − e−Ωk2(t+s)/2
)
.
(43)
If we now define the average angle
Θ(t) =
1
V
∫
dx θ(x, t), (44)
it follows
〈Θ(t)〉 = 0 〈Θ(t)Θ(s)〉 = Ω
2V a2
(t+ s− |t− s|), (45)
or, equivalently,
〈[Θ(t)−Θ(s)]2〉 = Ω
a2V
|t− s|. (46)
This shows that the average angle changes on time scales
of order V . Let us now consider a “wall” quantity. If
x = (x1, x2, x3) we consider
δθ⊥(x3, t) =
1
L1L2
∑
x1,x2
[θ(x, t)−Θ(t)] (47)
and
G(t, s, r = x3 − y3) = 〈δθ⊥(x3, t)δθ⊥(y3, t)〉. (48)
In the large-time limit, t, s→∞ at fixed τ = |t− s|, i.e.,
at equilibrium, we can write it as
G(t, s, r) =
1
a2V
∑
k3 6=0
e−Ωk
2
3τ/2
k23
eik3r
=
L3
4π2a2L1L2
∑
n6=0
e−n
2τ˜
n2
e2piinr˜, (49)
where
τ˜ = 2π2Ωτ/L23 r˜ = r/L3. (50)
There are, therefore, two different regimes. If L1 = L2 =
L3 = L (cubic case) fluctuations are small (their variance
decreases as 1/L) and have a typical time scale of order
L2. If instead, L1 = L2 = L and L3 ∝ L2, fluctuations
are finite, but occur on significantly longer time and space
scales τ ∼ L4 and r ∼ L2. Note that, for τ large, the
correlation function decreases exponentially, as e−τ˜ .
At this point we can compute the autocorrelation func-
tion of the magnetization. Assuming that the size fluc-
tuations are not relevant, we can write
〈M(s) ·M(t)〉 = a
2
V 2
∫
dxdy〈ei[θ(x,s)−θ(y,t)]〉. (51)
In a cubic geometry, θ(x, t) = Θ(t) +O(1/
√
L) so that
〈M(s) ·M(t)〉 ≈ a2〈ei[Θ(s)−Θ(t)]〉 = (52)
a2e−
1
2
〈[Θ(s)−Θ(t)]2〉 = a2 exp
(
− Ω
2a2V
|t− s|
)
.
The autocorrelation function has therefore a typical ex-
ponential shape with an autocorrelation time that scales
as V = L3. In the asymmetric case we should take into
account the fluctuations along the longitudinal direction.
Assuming a decoupling of the modes we obtain
〈M(s) ·M(t)〉 ≈ a2 exp
(
− Ω
2a2V
|t− s|
)
×
1
L3
∫ L3/2
−L3/2
dr exp[−G(t, s, r)/2]. (53)
In this case the behavior is more complex: in particular,
we expect the amplitude of the time decay to be smaller
than in the cubic case. However, the typical time depen-
dence is still of order V , i.e., of order L4.
9IV. NUMERICAL RESULTS
We now present numerical results obtained by MC
simulations of the Heisenberg model, to check the off-
equilibrium scaling ansatzes put forward in Sec. II C. We
implement the protocol described in Sec. II B. We start
from equilibrium configurations at an initial value hi < 0
at ti < 0. Then, the system evolves at fixed temperature
by means of a heat-bath updating scheme [53]. The time
unit is a sweep of the whole lattice, that is a heat-bath
update at all sites. The magnetic field is changed accord-
ing to Eq. (5) every sweep, incrementing t by one. The
off-equilibrium relaxational dynamics ends at t = tf > 0,
corresponding to a finite hf = 1/32. This procedure is
repeated several times, averaging the observables at fixed
time t. We will first consider the behavior at Tc, then at
T < Tc.
A. Off-equilibrium scaling at Tc
We first verify the off-equilibrium scaling relation (13)
for the magnetization at the critical point Tc. The rele-
vant exponents for the Heisenberg N = 3 model are
ym = 0.5189(2), κ = 0.2222(5), κt = 0.449(1), (54)
obtained using the estimates η = 0.0378(3) and z =
2.02(1). In Fig. 3 we show the product Lymm at fixed
u = tκs/L versus w = t/t
κt
s , for u ≈ 0.735 and u = 1. The
results clearly approach u-dependent scaling curves with
increasing L, nicely supporting the off-equilibrium scal-
ing relation (13). Scaling corrections are expected to be
controlled by the leading irrelevant operator, thus they
should decay as L−ω with ω ≈ 0.78. The data shown in
the inset of Fig. 3 are consistent with this prediction.
The numerical results are also consistent with the
asymptotic behaviors reported in Eqs. (16) and (17). To
verify this explicitly we first determine the constant a,
that appears in Eq. (14), by considering the large-|w| be-
havior. For both values of u we have investigated, and
both for w → +∞ and w → −∞, we obtain the same
value a ≈ 0.745, with a relative error that should be less
than 1%. Then, we consider the quantity
Q±(u,w) = 1− L
ymm(t, ts, L)
f±∞(wu−yh)
(55)
where the subscript ± refers to positive and negative val-
ues of w. It is plotted in Fig. 4, showing that the data
are consistent with the exponential decay predicted by
Eqs. (16) and (17).
B. Off-equilibrium scaling for T < Tc
We now provide numerical evidence for the off-
equilibrium scaling relation (19) along the first-order
transition line T < Tc. The results for the equilibrium
−10 −5 0 5 10
w
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
Ly
m
 
m
(t)
L = 8          u=1
L = 12
L = 16
L = 8          u=0.735
L = 12
L = 16
L = 20
L = 24
0 0.1 0.2
L-ω
-0.8
-0.6
-0.4
-0.2
Ly
m
 m
(t=
0)
u = 1
u = 0.735
T = T
c
u = 1
u = 0.735
FIG. 3: (Color online) The rescaled magnetization
Lymm(t, ts, L) during the off-equilibrium dynamics for cubic
lattices at the critical point Tc ≈ 1.443. We report data for
u = 0.735 and u = 1, versus w, as defined in Eqs. (7) and
(8). We use κ = 0.2222 and κt = 0.449, see Eq. (54). The
inset shows Lymm(t = 0) vs L−ω with ω = 0.78, which is the
expected behavior of the scaling corrections at Tc.
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FIG. 4: (Color online) Semilogarithmic plot of Q±, as defined
in Eq. (55), for two values of u. We consider w < 0 (top) and
w > 0 (bottom). Data are consistent with the exponential
decay predicted by Eqs. (16) and (17). The straight lines are
only meant to guide the eye.
static and dynamic FSS of Sec. III lead to the following
values for the exponents κ and κt:
κ = 1/6, κt = 1/2 (cubic), (56)
κ = 1/8, κt = 1/2 (cylinder), (57)
where we used yh = 3, zm = 3 and yh = 4, zm = 4 for
cubic and anisotropic cylinder-like systems, respectively.
One may qualitatively understand why zm is the rele-
vant dynamical exponent to be used to compute κ and κt
in the low-temperature case. For h < 0 the total magne-
tization is aligned withH . As h changes sign,M should
change its direction. As the system is magnetized, this
is achieved by means of a rotation of M , which takes a
time of order V to be accomplished. During this time
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FIG. 5: (Color online) The magnetization as a function of t/ts
for cubic systems of size L = 16, for T = 1 and several values
of ts. The dotted lines correspond to m = ±m0(T = 1)
with m0(T = 1) ≈ 0.668, where m0(T ) is the equilibrium
spontaneous magnetization defined in Eq. (3).
interval the system is out of equilibrium and hence, the
relevant time scale of the off-equilibrium dynamics scales
as V = Lzm , as we have used in the discussion.
To verify the theoretical predictions, we have carried
out simulations at T = 1. Fig. 5 shows estimates of the
magnetization as a function of t/ts for cubic systems of
linear size L = 16 and several values of ts. For negative
values of t, when t/ts . −0.01 say, m(t) is approximately
equal to −m0(T ), the spontaneous magnetization deter-
mined in equilibrium simulations at h = 0. The system is
approximately in equilibrium, indicating that these val-
ues of ts are sufficiently large compared with the relax-
ation time. As the transition point h = 0 is approached,
the system is not able to adapt itself to the changes of
the magnetic field. We note that the magnetization at
t = 0 is always negative and it increases with increasing
ts. With increasing ts, the behavior around t = 0 be-
comes sharper and sharper with respect to h(t) = t/ts,
to reconstruct the equilibrium discontinuity at h = 0.
For ts → ∞ at fixed L we expect m(t = 0) → 0, since
the magnetization for h = 0 vanishes at equilibrium due
to the O(3) symmetry. We now show that this behav-
ior around t = 0 can be described by the off-equilibrium
scaling relation (19) for t ≈ 0.
In order to verify that u = tκs/L with κ = 1/6 is the
correct scaling variable for cubic systems, we note that
Eq. (19) for t = 0 implies the relation
mr(0, ts, L) ≈ g(u). (58)
We expect g(u) to be an increasing function of u, and in
particular that g(u→ 0) = −1, and g(u→∞) = 0 due to
the fact that at equilibrium 〈M〉 = 0 forH = 0. Eq. (58)
implies that data at t = 0 and fixed u = tκs/L must
converge to nontrivial u-dependent values with increasing
L. Fig. 6 shows data at some fixed values of u. They
appear to converge to nontrivial values, supporting the
predicted asymptotic behavior, with corrections which
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FIG. 6: (Color online) The renormalized magnetization mr
at t = 0 for cubic L3 systems as a function of 1/L. We report
data for some values of T < Tc and u ≡ t
κ
s/L with κ = 1/6.
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decay as L−1, as expected. Note that the different values
obtained at T = 1 and T = 1/2 for the same value of u do
not contradict universality, because universality implies
the same scaling function g apart from a normalization
of the argument, see below.
The scaling with respect to w = t/tκts at fixed values
of u is supported by the results reported in Figs. 7 and
8, where we show results for T = 1 and T = 0.5, respec-
tively. In all cases the data at fixed values of u approach
an asymptotic function of the scaling variable w, as pre-
dicted by the off-equilibrium scaling theory.
We expect that the scaling behavior (19) is universal
with respect to changes of the temperature T as long as
T < Tc. The scaling curves should be the same apart
from trivial normalizations of the scaling variables u and
w. To make universality more evident, we define new
variables U = cu(T )u and W = cw(T )w so that
mr(t, ts, L, T ) = Fˆm(U,W ), (59)
where Fˆm(U,W ) is universal and T independent. All
temperature dependence is encoded in the two nonuni-
versal functions cu(T ) and cw(T ). They are uniquely
specified only if two normalization conditions are given.
For example, one can fix the scaling function for two par-
ticular values of U and W , or specify cu(T ) and cw(T )
at a given temperature. In the following we require
cu(T ) = cw(T ) = 1 for T = 0.5. To perform a uni-
versality check using data at T = 0.5 and T = 1, we
should determine cu(T ) and cw(T ) for T = 1. To de-
termine the former quantity, we consider data at t = 0
(correspondingly w = 0) and note that the data for
T = 1 at u = 0.4454 and T = 0.5 at u = 0.6299
both give mr(t = 0) ≈ −0.86 for L → ∞. This im-
plies cu(T = 1) ≈ 0.6299/0.4454 = 1.414. To deter-
mine cw(T = 1) we consider the results for the same
value of U (we take U = 0.6299) and require the data
to collapse once plotted as a function of W . We obtain
cw(T = 1) ≈ 1.1. The results for T = 1 and T = 0.5
at the same value of U are shown in Fig. 8 as a function
of W : all data fall onto the same scaling curve, nicely
confirming universality.
Analogous results are obtained in the case of cylinder-
like systems, when using the corresponding scaling ex-
ponents given in Eq. (57). In Fig. 9 we show the renor-
malized magnetization for a system of size L × L × L2.
Results at fixed u = tκs/L with κ = 1/8 are plotted versus
w = t/tκts with κt = 1/2. The data appear to collapse
toward scaling curves, confirming the correctness of the
scaling Ansatz (19) with the exponents (57).
V. HYSTERESIS PHENOMENA
As shown in the previous sections, the system is unable
to reach equilibrium when it goes through the transition
point at h = 0. To quantify the departure from equi-
librium we can consider protocols in which the magnetic
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We report data for T = 1 and u = tκs/L = 0.7071, 0.5
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κt = 1/2). The inset shows mr(t = 0) vs 1/L, which is the
expected behavior of the scaling corrections.
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FIG. 10: (Color online) Hysteresis loops of the magnetization
for cubic systems at T = 1 versus the time parameter t, for
several values of L and ts. We consider a round-trip protocol:
first t increases from ti < 0 to tf > 0 (correspondingly, we
have hi = −1/16 and hf = 1/16), then it decreases back to
ti < 0.
field is slowly increased from hi < 0 to hf > 0 and then
it is decreased back again to hi < 0. In this case the
magnetization shows a hysteresis loop, whose area
Ah = −
∮
dtm(t) (60)
provides a quantitative indication of how far the system
is out of equilibrium.
In Fig. 10 we show some examples of hysteresis loops
for the magnetization for cubic systems at T = 1. Here
we start at ti < 0 (hi = −1/16), increase t until h =
hf = 1/16, then decrease t back to ti. The arguments
presented in the previous sections imply that also the
hysteresis loops have a scaling behavior. Scaling plots are
shown in Fig. 11 for T = 1 and in Fig. 12 at the critical
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FIG. 11: (Color online) Hysteresis loop of the renormalized
magnetization mr defined in Eq. (18) for cubic L
3 systems at
T = 1. We report data at fixed u ≈ 0.6299 versus w. We
consider a round-trip protocol: first t increases from ti < 0 to
tf > 0 (correspondingly, we have hi = −1/16 and hf = 1/16),
then it decreases back to ti < 0.
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FIG. 12: (Color online) Plot of Lymm(t) for cubic L3 systems
at the critical point Tc. We report data at fixed u ≈ 0.735
versus w. We consider a round-trip protocol: first t increases
from ti < 0 to tf > 0 (correspondingly, we have hi = −1/16
and hf = 1/16), then it decreases back to ti < 0.
point. It should be noted that, while the magnetization
shows a clear hysteresis cycle, there is no evidence of such
a phenomenon for the energy. In Fig. 13 we show the
time dependence of the energy density at T = 1 obtained
using the same round-trip protocols considered in Fig. 10.
Within the precision of our data, there is no evidence of
hysteresis.
In practice, since time is discretized in our MC simula-
tions we measure m(t) at discrete values tj of t, the area
enclosed by the hysteresis loop of the magnetization can
be computed using the area estimator
Bh ≡ ∆
∑
j
[
m(tj , ts, L)hf→hi −m(tj , ts, L)hi→hf
]
, (61)
where ∆ ≡ tj+1 − tj is the time interval between two
measurements.
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FIG. 13: (Color online) Time dependence of the energy den-
sity at T = 1 along the same round-trip protocols considered
in Fig. 10: first t increases from ti < 0 to tf > 0 (full sym-
bols), correspondingly, we have hi = −1/16 and hf = 1/16,
then it decreases back to ti < 0 (open symbols). There is no
evidence of hysteresis within the precision of our data. The
dashed line corresponds to the equilibrium value for h = 0.
Using the scaling relations (13) and (19) for the mag-
netization, we can express the area in terms of the scaling
functions Fm(u, v) and F
(inv)
m (u,w) of the reverse process
in which time decreases. At the critical point Tc, we ob-
tain
Ah ≈ L−ym tκts
∫ ∞
−∞
dw
[
F (inv)m (u,w)− Fm(u,w)
]
(62)
= −Lym tκts
∫ ∞
−∞
dw [Fm(u,w) + Fm(u,−w)] ,
where relation (21) has been used to arrive at the second
line. Using the asymptotic relation (16), it is immediate
to show that the integral (62) is finite. We can therefore
define a universal scaling function A(u) associated with
the area of the hysteresis loop:
Ah ≈ L−ym tκts A(u), (63)
A(u) = −
∫ ∞
−∞
dw [Fm(u,w) + Fm(u,−w)] .
We expect A(u) to be a decreasing function of u, and
in particular A(u) → 0 in the static limit u → ∞. The
scaling relation (63) can also be written as
Ah ≈ Lzm−ymuzmA(u), (64)
where zm−ym = 3/2+(c−1/2)η, see Eqs. (10) and (28).
For the Heisenberg model we have zm − ym ≈ 1.50, so
that Ah increases with L at fixed u.
Proceeding analogously, in the low-temperature phase
T < Tc we obtain
Ah ≈ m0(T ) tκts A(u), (65)
A(u) = −
∫ ∞
−∞
dw [Fm(u,w) + Fm(u,−w)] ,
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FIG. 14: (Color online) Hysteresis loop area at T = Tc (top)
and at T = 1 (bottom). We report t−κts L
ymEh versus L
−ω in
the case of T = Tc (here we use κ = 0.2222 and κt = 0.449),
and t−κts m0(T )
−1Eh versus L
−1 in the T = 1 case (here we
use κ = 1/6 and κt = 1/2). The dotted lines correspond to
linear fits of the data for the largest available sizes.
where Fm is the scaling function entering Eq. (19).
Eq. (65) can be also written as Ah ≈ LzmuzmA(u). We
stress that the scaling behavior of the hysteresis loop area
does not depend on the chosen values hi < 0 and hf > 0,
as already discussed in Sec. II C.
By exploiting the parity symmetry leading to the re-
lation (21), the hysteresis loop area can be estimated by
only using data of the one-way protocol from hi < 0 to
hf > 0, introduced in Sec. II B. This allows us to define
an improved estimator Eh
Eh(ts, L;T ) ≡ ∆
∑
j
[m(−tj , ts, L)−m(tj , ts, L)]
= −2∆
∑
j
m(tj , ts, L), (66)
which has a smaller statistical errors than Bh defined in
Eq. (61). In Fig. 14 we report Eh for T = 1 and T = Tc
at some fixed values of u. In order to check the scaling
behaviors (62) and (65), we plot t−κts L
ymEh versus L
−ω
in the case of T = Tc, and t
−κt
s m0(T )
−1Eh versus L
−1
in the T = 1 case. The results linearly extrapolate to
constant values, supporting the predicted off-equilibrium
scaling behaviors (62) and (65). The estimator Bh gives
consistent results.
VI. CONCLUSIONS
We consider systems with a continuous global sym-
metry in the presence of slowly-varying time-dependent
external fields. More specifically, we focus on the 3D
O(N) vector model with N ≥ 2 coupled to a time-
dependent spatially uniform magnetic field H(t). We
assume H(t) = h(t) e, where h(t) = t/ts, ts is a time
scale, and e is a constant unit N -component vector. In
practice, the dynamics starts from equilibrium configu-
rations at an initial value hi < 0 at time ti < 0. Then,
the magnetic field is slowly varied, up to a time tf > 0
corresponding to a finite hf > 0. For t ≈ 0, i.e. when the
magnetic field h changes sign, the system is no longer in
equilibrium, for any temperature T ≤ Tc, where Tc is the
critical temperature.
In the adiabatic limit ts → ∞, the off-equilibrium be-
havior turns out to be universal. By using scaling ar-
guments, we derive a general scaling theory for the dy-
namics across the transition line h = 0. In particular,
the magnetization shows universal scaling behaviors in
terms of appropriate combinations of the time t, the time
scale ts, and the finite size L, in the large-L, ts, t limit.
Heuristic scaling arguments allow us to identify the rel-
evant scaling variables, which can be expressed as tκs/L
and t/tκts , where κ and κt are appropriate exponents.
In other words, as the system slowly moves through the
transition line h = 0, the dynamics is controlled by a
new length scale ξ ∼ tκs and by a time scale τ ∼ tκts . We
stress that this is not specific of the continuous transi-
tion at Tc. The same scaling theory, but with different
exponents, applies in the low-temperature phase T < Tc,
where the system undergoes a first-order transition at
h = 0.
The exponents κ and κt depend on the equilibrium
static and dynamic exponents which describe the equi-
librium static and dynamic FSS behavior of the system
at fixed temperature. Static FSS is recovered as a par-
ticular limit of the off-equilibrium scaling ansatzes. For
T < Tc the exponents do not vary with the temperature,
but depend on the boundary conditions and on the ge-
ometry of system. In particular, the exponents for cubic
L × L × L systems are different from those appropriate
for anisotropic cylinder-like systems of size L × L × L‖
with L‖ ≫ L. Such a phenomenon does not occur at Tc:
here the exponents do not depend on the shape and on
the boundary conditions (however, scaling functions do
depend on these features).
We present MC numerical results for the 3D Heisen-
berg (N = 3) model. We use a heat-bath updating
scheme, which is a particular example of a purely relax-
ational dynamics (sometimes named as model-A dynam-
ics [37]). The results provide a robust numerical evidence
of the off-equilibrium scaling theory we have put forward,
both at the critical point Tc and for T < Tc. Note that
the general theory should hold for any N ≥ 2 in three
dimensions, and it should also apply to other types of dy-
namics, provided one uses the appropriate value for the
dynamic exponent.
We also discuss the hysteresis phenomena which gen-
erally arise in off-equilibrium conditions when round-
trip protocols are used. We consider again the time-
dependent external field h(t) = t/ts, but now we vary
t first from ti < 0 to tf > 0, and then back from tf to ti.
The area enclosed by the hysteresis curve of the magne-
tization may be considered as a measure of how far the
system is from equilibrium. The hysteresis loop area sat-
isfies a nontrivial scaling behavior at and below Tc, as a
function of the scaling variable tκs/L.
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In the case of discrete symmetries, such as the Ising
(N = 1) model or the Potts models, the off-equilibrium
behavior in the low-temperature phase may be even more
complex than the one discussed here. As already sug-
gested by studies of classical and quantum systems with
discrete symmetry [39, 40, 43, 45], the off-equilibrium
behavior is expected to be particularly sensitive to the
boundary conditions. In particular, drastically differ-
ent behaviors may be observed, depending on the pres-
ence/absence of an interface in the system.
As mentioned in the introduction, off-equilibrium phe-
nomena arising from slow changes of model parameters
through phase transitions are of great theoretical and
experimental interest. They have been investigated in
several experiments on different physical systems, see,
e.g., Refs. [7, 14–36]. Most investigations have been per-
formed at continuous classical and quantum transitions.
We have shown here that analogous scaling behaviors can
be observed at first-order transitions, with some peculiar
features. We believe that theoretical and experimental
investigations of these issues may lead to a substantial
progress in the understanding of dynamic phenomena at
first-order classical and quantum transitions, which are
observed in many different physical systems, from mag-
netic to cold-atom systems, both at finite temperature
and in the zero-temperature limit.
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