Abstract-In this paper, a Bayesian inference technique based on Taylor series approximation of the logarithm of the likelihood function is presented. The proposed approximation is devised for the case, where the prior distribution belongs to the exponential family of distributions. The logarithm of the likelihood function is linearized with respect to the sufficient statistic of the prior distribution in exponential family such that the posterior obtains the same exponential family form as the prior. Similarities between the proposed method and the extended Kalman filter for nonlinear filtering are illustrated. Furthermore, an extended target measurement update for target models where the target extent is represented by a random matrix having an inverse Wishart distribution is derived. The approximate update covers the important case where the spread of measurement is due to the target extent as well as the measurement noise in the sensor.
I. INTRODUCTION
Determination of the posterior distribution of a latent variable x given the measurements (observed data) y is at the core of Bayesian inference using probabilistic models. These probabilistic models describe the relation between the random latent variables, the deterministic parameters, and the measurements. Such relations are specified by prior distributions of the latent variables p(x), and the likelihood function p(y|x) which give a probabilistic description of the measurements given (some of) the latent variables. Using the probabilistic model and measurements the exact posterior can be expressed in a functional form using the Bayes rule p(x|y) = p(x)p(y|x) p(x)p(y|x) dx .
The exact posterior distribution can be analytical. A subclass of cases where the posterior is analytical is when the posterior belongs to the same family of distributions as the prior distribution. In such cases, the prior distribution is called a conjugate prior for the likelihood function. A wellknown example where an analytical posterior is obtained using conjugate priors is when the latent variable is a priori normaldistributed and the likelihood function given the latent variable as its mean is again normal.
The conjugacy is especially useful when measurements are processed sequentially as they appear in the filtering task for stochastic dynamical systems known as hidden Markov models (HMMs) whose probabilistic graphical model is presented in Fig. 1 . In such filtering problems, the posterior to the last processed measurement is in the same form as the prior distribution before the measurement update. Thus, the same inference algorithm can be used in a recursive manner. The exact posterior distribution of a latent variable can not always be given a compact analytical expression since the integral in the denominator of (1) may not be available in analytical form. Consequently, the number of parameters needed to express the posterior distribution will increase every time the Bayes rule (1) is used for inference. Several methods for approximate inference over probabilistic models are proposed in the literature such as variational Bayes [1] , [2] , expectation propagation [3] , integrated nested Laplace approximation (INLA) [4] , generalized linear models (GLMs) [5] and, Monte-Carlo (MC) sampling methods [6] , [7] .
Variational Bayes (VB) and expectation propagation (EP) are two analytical optimization-based solutions for the approximate Bayesian inference [8] . In these two approaches, Kullback-Leibler divergence [9] between the true posterior distribution and an approximate posterior is minimized. INLA is a technique to perform approximate Bayesian inference in latent Gaussian models [10] using the Laplace approximation. GLMs are an extension of ordinary linear regression when errors belong to the exponential family. Sampling methods such as particle filters and Markov Chain Monte Carlo (MCMC) methods provide a general class of numerical solutions to the approximate Bayesian inference problem. However, in this paper, our focus is on fast analytical approximations which are applicable to large-scale inference problems. The proposed solution is built on properties of the exponential family of distributions and earlier work on extended Kalman filter [11] .
In this paper, a Bayesian inference technique based on Taylor series approximation of the logarithm of the likelihood function is presented. The proposed approximation is derived for the case where the prior distribution belongs to the exponential family of distributions. The rest of this paper is organized as follows; In Section II an introduction to exponential family of distribution is provided. In Section III a general algorithm for approximate inference in the exponential family of distributions is suggested. We show how the proposed technique is related to the extended Kalman filter for nonlinear filtering in Section III-B. A novel measurement update for tracking extended targets using random matrices is given in Section IV. The new measurement update for tracking extended targets is evaluated in numerical simulations in Section V. The concluding remarks are given in Section VI.
II. THE EXPONENTIAL FAMILY
The exponential family of distributions [8] include many common distributions such as Gaussian, beta, gamma and Wishart. For x ∈ X the exponential family in its natural form can be represented by
where η is the natural parameter, T (x) is the sufficient statistic, A(η) is log-partition function and h(x) is the base measure. η and T (x) may be vector-valued. Here a · b denotes the inner product of a and b 1 . The log-partition function is defined by the integral
Also, η ∈ Ω = {η ∈ R m |A(η) < +∞} where Ω is the natural parameter space. Moreover, Ω is a convex set and A(·) is a convex function on Ω.
When a probability density function (PDF) in the exponential family is parametrized by a non-canonical parameter θ, the PDF in (2) can be written as
where θ is the non-canonical parameter vector of the PDF.
Example 1.
Consider the normal distribution p(x) = N (x; µ, Σ) with mean µ ∈ R d and covariance matrix Σ. Its PDF can be written in exponential family form given in (2) where
Remark 1. In the rest of this document, the vec(·) operators will be dropped to keep the notation less cluttered. That is, we will use the simplified notation T (x) = (x, xx T ) instead of (5b) and η(µ, Σ) = (Σ −1 µ, − 1 2 Σ −1 ) instead of (5c).
A. Conjugate Priors in Exponential Family
In this section we study the conjugate prior family for a likelihood function belonging to the exponential family. Consider m independent and identically distributed (IID) measurements Y {y j ∈ R d |1 ≤ j ≤ m} and the likelihood function 1 In the rest of this paper we may use a T b in place of a · b when a and b are vector valued. When a and b are matrix valued we may equivalently write Tr(a T b) instead of vec(a) · vec(b) where Tr(·) is the trace operator and the operator vec(·) vectorizes its argument (lays it out in a vector).
p(Y|x, λ) in exponential family, where λ is a set of hyperparameters of the likelihood and x is the latent variable. The likelihood of the m IID measurements can be written as
We seek a conjugate prior distribution for x denoted by p(x). The prior distribution p(x) is a conjugate prior if the posterior distribution
is also in the same exponential family as the prior. Let us assume that the prior is in the form
for some function F(·). Hence,
For the posterior (10) to be in the same exponential family as the prior [12] , F(·) needs to be in the form
for some ρ (ρ 0 , ρ 1 ), such that
Hence, the conjugate prior for the likelihood (6) is parametrized by ρ and is given by
where
In Example 2, the conjugate prior for the normal likelihood is derived using the exponential family form for the normal distribution given in Example 1. In Example 3, a conjugate prior for a more complicated likelihood function is derived.
Example 2. Consider the measurement y with the likelihood p(y|x) = N (y; Cx, R). The likelihood can be written in exponential family form as in
Therefore, the likelihood function can be written in the form
Hence, the conjugate prior for the likelihood function of this example should have T (·) as its sufficient statistic i.e., the conjugate prior is normal. When the prior distribution is normal i.e., p(x) = N (x; µ, Σ) the posterior distribution obeys
which is the information filter form for the Kalman filter's measurement update [13] .
Example 3. Consider the measurement y with the likelihood
The likelihood function is a multi-modal likelihood function and is illustrated in Fig. 2 for y = 3. The likelihood can be written in the form
where λ = − 
Although such posteriors can be computed analytically up to a normalization factor, the density may not be available in analytical form. The numerically normalized prior and the posterior are illustrated in Fig. 2 . Similar reasoning as the one presented in this section can be applied to the case where the prior is fixed and the likelihood function is to be selected; The concept of "conjugate likelihoods" will be considered in the sequel. Now, consider the prior distribution p(x; ρ) in the exponential family form on the latent variable x ∈ X , where ρ is a set of hyper-parameters for the prior
We will follow the treatment given for characterization of the conjugate priors in Section II-A as well as [12] , for the conjugate likelihood functions. Assume now that we have observed m IID measurements Y {y j ∈ R d |1 ≤ j ≤ m}. Let the likelihood of the measurements be written as
for some function L(·). We seek a conjugate likelihood function in the exponential family. Hence, the posterior distribution has to be in the exponential family where,
For the posterior (24) to be in the same exponential family, L(·) needs to be in the form
where + = means equality up to an additive constant with respect to latent variable x such that
Hence, the conjugate likelihood for the prior distribution family (22) is parametrized by λ(Y) and is given by
The property expressed in (27) is the necessary condition which should hold for a conjugate likelihood for a given prior distribution family. Another condition which should hold is that the log-partition function of the posterior (26) should obey
such that the natural parameter of the posterior belongs to the natural parameter space Ω. These properties of the conjugate likelihood are summarized in theorem 1.
Theorem 1.
The likelihood function p(y|x) is a conjugate likelihood for the prior distribution in an exponential family
) with x ∈ X if and only if 1) p(y|x) ∝ exp(λ · T (x)) for some λ and, 2) the likelihood function p(y|x) is integrable with respect to y and,
In Examples 4 and 5, the conjugate likelihood functions for two prior distributions are derived using the exponential family form.
Example 4. Consider the normal distribution p(x) = N (x; µ, Σ) whose PDF is written in exponential family form in Example 1. The conjugate likelihood function has to be in the form
for some permissible λ(·) [λ 1 , λ 2 ], which includes p(y|x) = N (y; Cx, R) for a matrix C with appropriate dimensions and symmetric R 0.
Example 5. Consider the prior distribution
The family of conjugate likelihood density functions p(y|x) is parametrized by ψ ∈ R 4 such that 1) log p(y|x)
p(y|x) dy = 1, i.e., the likelihood is integrable with respect to y,
, the posterior is integrable with respect to x. A member of this family is
In Table I the sufficient statistic for some continuous members of the exponential family are given. Some members of the continuous exponential family have conjugate likelihoods which are summarized in Table II. III. MEASUREMENT UPDATE VIA APPROXIMATION OF THE LOG-LIKELIHOOD In this section a method is proposed for the analytical approximation of complex likelihood functions based on linearization of the log-likelihood with respect to sufficient statistic function T (·). We will use the property of conjugate likelihood functions i.e., linearity of log-likelihood function with respect to sufficient statistic of the prior distribution to come up with an approximation of the likelihood function for which there exists analytical posterior distribution.
In the proposed method first, the log-likelihood function is derived in analytical form. Second, the likelihood function is approximated by a dot product of a statistic which depends on the measurement and the sufficient statistic of the prior distribution. For example, consider a likelihood function
where the log-likelihood function is given by L(·) and the prior distribution is given by
for some λ(·) such that for any measurement Y belonging to the support of the likelihood function
and,
then the approximate likelihood will be conjugate likelihood for the prior distribution with sufficient statistic T (x).
When the prior distribution is normal, the proposed approximation can be obtained using well-known Taylor series approximation at the global maximum of the log-likelihood function. This is due to the fact that T (x) = (x, xx T ) for the normal prior and a second order Taylor series approximation of the log-likelihood approximates the log-likelihood with a function linear in T (x). This mathematical convenience is used in the well-known approximate Bayesian inference technique INLA [4] . Similarly, when the prior distribution is exponential distribution, a first order Taylor series approximation can be used to approximate the log-likelihood with a function linear in
Taylor series expansion of functions will be used in the proposed approximations in the following. Hence, we establish the notation used in this paper for Taylor series expansion of arbitrary functions before we proceed.
A. Taylor series expansion
The Taylor series expansion of a real-valued function f (x) that is infinitely differentiable at a real vector x is given by the series
where ∇ x f ( x) is the gradient vector which is composed of the partial derivatives of f (x) with respect to elements of x, evaluated at x. Similarly,
is the Hessian matrix of f (x) containing second order partial derivatives and evaluated at x.
When f (x) is a vector-valued function, i.e., f (x) ∈ R d with ith element denoted by f i (x), first the Taylor series expansion is derived for each element separately. Then, the expansion of f (x) at x is constructed by rearranging the terms in a matrix.
In (38), ∇ x f ( x) is the Jacobian matrix of f (x) evaluated at x and e i is a unity vector with its ith element equal to 1. Prior distribution with sufficient statistic T (·)
IGamma(x; α; β)
B. The extended Kalman filter A well-known problem where a special case of the proposed inference technique is used is the filtering problem for nonlinear state-space models in presence of additive Gaussian noise which will be described here. Consider the discrete-time stochastic nonlinear dynamical system
where x k and y k are the latent variable and the measurement at time index k and c(·) and f (·) are nonlinear functions. A common solution to the inference problem is the extended Kalman filter (EKF) [11] .
In the following example, we show that the measurement update for EKF is a special case of the proposed algorithm.
Example 6. Consider the latent variable x with a priori PDF p(x) = N (x; µ, Σ) and the measurement y with the likelihood function p(y|x) = N (y; c(x), R). The likelihood function can be written in exponential family form as in
Thus,
and the log-likelihood function can be written as
where + = means equality up to an additive constant with respect to the latent variable x. The second order Taylor series approximation of any function will be linear in the sufficient statistic T (x) = (x, xx T ). However, such an approximation does not guarantee the integrability of the approximate likelihood and the corresponding approximate posterior due to the dependence of second element of the posterior's natural parameter on the measurement y.
A common solution to the log-likelihood linearization problem has been the first order Taylor series approximation of c(x) about x = µ (instead of second order Taylor series approximation of L(x)), i.e.,
With this approximation the approximate log-likelihood becomes
Hence, a conjugate likelihood function for prior distribution is obtained by approximating the log-likelihood function by a function that is linear in sufficient statistic of the prior distribution. Also note that the posterior distribution obeys
which is the extended information filter form for the extended Kalman filter [14, Sec.3.5.4 ]. An advantage of this solution over Taylor series approximation of the log-likelihood is that the natural parameter of the posterior will be in natural parameter space by construction i.e.,
0.
C. A general linearization guideline
The approximation of a general scalar function L(·) with another function L(·) linear in a general vector valued function t(·) i.e., L(·) λ · t(·) can be expressed as an optimization problem where various cost functions are suggested and minimized. Study of such procedures is considered outside the scope of this paper and a subject of future research. However, a few tricks are introduced here which can be used for the purpose of linearization. Lemma 1. Let L(x) be an arbitrary scalar-valued continuous and differentiable function and t(x) be a vector-valued invertible function with independent continuous elements such that
and
Proof. Let z = t(x) and Q(z)
Hence, the proof follows.
Remark 2. The variable z and the function t(x) can be scalarvalued, vector-valued or even matrix-valued. Further, ∇ z Q(z) can be computed using the chain rule and the fact that Q(z)
The elements of sufficient statistic of most continuous members of the exponential family are dependent, such as x and xx T for normal distribution. Furthermore, some of them are not invertible such as log |X| for Wishart distribution. However, the linearization method given in Lemma 1 can be applied to individual summand terms of the log-likelihood function and individual elements of the sufficient statistic. Due to the freedom in choosing the element of the sufficient statistic to linearize the log-likelihood with respect to, there is no unique solution for the linearization problem. In Example 7 we will use Lemma 1 and linearize a log-likelihood function in various ways and describe their properties.
Example 7. Consider the scalar latent variable x with a priori PDF p(x) = IGamma(x; α, β) and the measurement y with the likelihood function p(y|x) = N (y; 0, x + σ 2 ). Since the exact posterior density is not analytically tractable, an approximation is needed.
The prior distribution can be written in the exponential family form where the natural parameter is η = (−α −1, −β) and the sufficient statistic is T (x) = (log x, x −1 ). The logarithm of the prior distribution is given by
In order to compute the posterior using the proposed linearization approach, first the log-likelihood function is computed
The linearization of the log-likelihood with respect to the sufficient statistic of the prior distribution can be carried out in several ways, four of which are listed in the following;
Solution 1: We can linearize the right-hand-side of (52) with respect to log x using Lemma 1 by letting z log x and subsequent linearization with respect to z about z log x which gives −2L(x, y)
where + ≈ means approximation up to an additive constant with respect to all sufficient statistics (i.e., the elements of T (x)). The approximate likelihood can be found as
which is not integrable with respect to y since x > 0 and p 1 (y|x) goes to infinity as y goes to infinity.
Solution 2:
We can linearize the right-hand-side of (52) with respect to x −1 by letting z x −1 and subsequent linearization with respect to z about z x −1 using Lemma 1 which gives
The approximate likelihood can be found as
which is integrable with respect to y. However, the approximate posterior obtains the form p(x|y)
which is not integrable with respect to x for a small y such that
Solution 3:
We can linearize the first term on the righthand-side of (52) with respect to log x and the second term with respect to x −1 about log x and x −1 , respectively, using Lemma 1 which gives −2L(x, y)
which is integrable with respect to y. The approximate posterior remains integrable with respect to x for x > 0.
Solution 4:
We can first expand the log-likelihood as in
and then linearize the last two terms on the right hand side of (60) with respect to z x −1 about the nominal point z = x −1 using Lemma 1 which gives −2L(x, y)
which is integrable with respect to y. The posterior remains integrable with respect to x for x > 0. Integrability of the approximate posterior is not guaranteed for the first two solutions, while the last two solutions will result in an inverse gamma approximate posterior distribution.
The parameters of the posterior depends on the linearization point x among other factors. A candidate point for linearization is the prior mean x = α β . As pointed out in Theorem 1 and illustrated in Example 7, linearity of the log-likelihood with respect to sufficient statistic of the prior is a necessary condition for conjugacy. Hence, even after succeeding in linearization of the log-likelihood with respect to T (x), the integrability of the posterior distribution should be examined. Consequently, the linearization should be done skillfully such that the approximation error is minimized and the approximate posterior remains integrable.
In the rest of this paper we will focus on exemplifying the application of the linearization technique in a specific Bayesian inference problem in Section IV and the related numerical simulations in Section V. In this specific example, two of the sufficient statistics is not invertible as it is required in Lemma 1. Hence, a remedy is suggested and used in the example.
IV. EXTENDED TARGET TRACKING A. The problem formulation
In the Bayesian extended target tracking (ETT) framework [15] the state of an extended target consists of a kinematic state and a symmetric positive definite matrix representing the extent state. Suppose that the extended target's kinematic state and the target's extent state are denoted by x k and X k , respectively. Further, we assume that the measurements Y k {y
j=1 generated by the extended target are independent and identically distributed (conditioned on x k and X k ) as y The following measurement likelihood which will be used in this paper was first introduced in [16] 
where • m k is the number of measurements at time k.
• s is a real positive scalar constant.
• R is the measurement noise covariance. We assume the following prior form on the kinematic state and target extent state.
where x k ∈ R n , X k ∈ R d×d >0 and the double time index "a|b" is read "at time a using measurements up to and including time b".
The inverse Wishart distribution IW(X; ν, V ) we use in this work is given in the following form.
where X is a symmetric positive definite matrix of dimension d × d, ν > 2d is the scalar degrees of freedom and V is a symmetric positive definite matrix of dimension d × d and is called the scale matrix. This form of the inverse Wishart distribution is the same one used in the well-known reference [17] . No analytical solution for the posterior exists. The reason for the lack of an analytical solution for the posterior corresponding to the likelihood (63) and the prior (64) is both the Figure 3 : A probabilistic graphical model for extended targets with kinematic state x k , extent state X k and measurements y k . covariance addition in the Gaussian distributions on the right hand side of (63) and the intertwined nature of the kinematic state and extent state in the likelihood. In order to get rid of the covariance addition, latent variables are defined in [18] and the problem of intertwined kinematic and extent states are solved using variational approximation. In [16] the authors design an unbiased estimator. Both of these measurement updates can be used in a recursive estimation framework which requires the posterior to be in the same form as the prior as in
B. Solution proposed by Feldmann et al. [16] In [16] the authors cleverly design a measurement update based on unbiasedness properties for the measurement model (63) to calculate x k|k , P k|k , ν k|k and V k|k in the posterior (66).
The kinematic state x k is updated as follows:
is the mean of the measurements at time k. The extent state updates given in [16] is in the following form
where M FFK k is a given positive definite update matrix and the superscript · FFK which is used to ease presentation consists of the authors initials in [16] . Before describing the construction of the matrix M 
The summands
When we take the conditional expected values of
The matrix M FFK k is then proposed to be
The conditional expected value of M
which results in an unbiased estimator.
C. ETT via log-likelihood linearization
A new measurement update is obtained by performing linearization of the logarithm of the likelihood function (63) with respect to sufficient statistic of the prior distribution (64). The sufficient statistics of the prior distribution (64) are given as follows.
As seen above the second and the fourth elements of T (·) are not invertible. In the following lemma, using log-likelihood linearization (LLL) via a first order Taylor series expansion, we approximate the likelihood function (63) to obtain a conjugate likelihood (with respect to the prior (64)) with sufficient statistics given in (83). where
2 i.e., constant with respect to the variables X and x.
Proof. Proof is given in Appendix A for the sake of clarity.
Lemma 2 states that the likelihood (63) can be approximately factorized into two independent likelihood terms corresponding to kinematic and extent states. This type of factorization gives independent measurement updates for the kinematic state and the extent state. For this purpose, one can set X = V k|k−1 ν k|k−1 −2d−2 andx = x k|k−1 in order to find the factors of Lemma 2. Using the conjugate likelihood factors in (84), the posterior density p(x k , X k ||Y 0:k ) is given in the form of (66) with the update parameters given below.
k , (86)
Note that the kinematic updates are the same as the kinematic updates proposed in [16] . The extent state is updated as given in
This form of the update suggests that the matrix Y k serves as a pseudo-measurement for the quantity sX k + R. If Y k is larger than the current predicted estimate of sX k + R (i.e., sX k|k−1 + R) then a positive matrix quantity is added to the statistics V k|k−1 and vice versa. We here note that
where the expectation is taken over all the measurements at time k and the estimate x k|k−1 . Hence we conclude that expected value of the second term on the right hand side of (85) is always positive which makes the current update biased. Another drawback of the update is that the uncertainty of the predicted estimate x k|k−1 does not affect the update. In order to solve both problems we modify the quantity M LLL k as follows.
Note that in the current update the difference
has zero conditional mean which makes the update unbiased and the terms (HP k|k−1 H T + sX k|k−1 + R) −1 decrease with increasing uncertainty in the predicted estimate x k|k−1 which makes the update term smaller. In the following we will call the proposed unbiased measurement update based on linearization of the likelihood in the log domain as ULL for ease of presentation.
V. NUMERICAL SIMULATION
In this section the newly proposed measurement update ULL, is compared with the update based on variational Bayes [18] and update proposed by Feldmann et al. in [16] which will be referred to as VB and FFK, respectively. In section V-A, we will use a simulation scenario which is partly based on the simulation scenario described in [18, Section IV] which in turn is based on [19, Section 6.1]. In section V-B an ETT scenario based on the numerical simulation described in [16, VI-B] will be presented.
A. Monte-Carlo simulations
A planar extended target in the two dimensional space whose true kinematic state x 0 k and the extent state X 0 k are
is considered. Here, E k [e 1 , e 2 ] is a 2 × 2 matrix whose columns e 1 and e 2 are the normalized eigenvectors of X 
For the extended target with these true parameters, we conduct a Monte Carlo (MC) simulations to quantify the differences between the measurement updates FFK, ULL and VB. For each MC run we assume that the initial predicted target density for all three methods is the same and has the following structure:
where superscript j indicates the jth MC run. The quantities x j k|k−1 , P k|k−1 for the kinematic state are selected as
where the scalar α k is the scaling parameter for the covariance of the density in (98a) to adjust the distribution of x 
where the functions Poisson(λ) and W(·; n, Ψ) represent the Poisson density with expected value λ and Wishart density with degrees of freedom n and scale matrix Ψ. The scalar δ k controls the variance of the Wishart density in this study. For 
where s = 0.25, R = 100 2 I 2 m 2 and H = [I 2 , 0 2×2 ]. Matrices I 2 and 0 2×2 are the identity matrix and zero matrix of size 2 × 2, respectively. The performance of the measurement updates are compared for various levels of accuracy of the initial predicted target density in view of the optimal Bayesian solution. To this end, the optimal solution is numerically computed via importance sampling using the predicted density as the proposal density. Total of 10 5 samples are generated from the predicted density and the normalized importance weights are calculated from the likelihood function given in (63). Using the importance weights, the posterior expected values of the kinematic state x k and extent state X k are calculated. The resulting expected values are referred to as x k|k for U ∈ {FFK, VB, ULL} are calculated 3 . Using the results of the MC runs, the average error metrics E U x and E U X for U ∈ {FFK, VB, ULL} for the kinematic state and the extent state, respectively, are calculated as follows: The errors are illustrated in Fig. 4 and Fig. 5 . Since FFK and ULL use identical kinematic state update, their respective graphs coincide. VB has the lowest extent state estimation error. ULL has a lower estimation compared to FFK in the simulations scenario presented here. When the simulation is repeated with R = 50 2 I 2 FFK performs better than ULL while VB maintains its superior estimation performance in terms of E X .
B. Single extended target tracking scenario
The performance of measurement update is evaluated in a single extended target tracking scenario where an extended target follows a trajectory in a two dimensional space illustrated in Fig.6 . In this simulation scenario, an elliptical extended target with diameters 340 and 80 meters moves with a constant velocity of about 50 km/h. The extended target's true initial kinematic state x 0 1 and true initial extent state X 0 1 are as follows:
where E k is the 2×2 matrix whose columns are the normalized eigenvectors of X T , which evolves according to the discrete-time constant velocity model in two dimensional Cartesian coordinates [20] where p(x k+1 |x k ) = N (x k+1 ; A k x k , Q k ) and
In the filters the initial prior density for the kinematic state and extent state are 
The extent state is assumed to be slowly varying. Hence, exponential forgetting strategy [15] , [21] , [22] can be used to account for possible changes in the parameters in time.
In [23] it is shown that using the exponential forgetting factor will produce maximum entropy distribution in the time update for the processes which are slowly varying with unknown dynamics but bounded by a Kullback-Leibler divergence (KLD) constraint. Forgetting factor is applied to the parameters of the inverse Wishart distribution as follows.
The exponential decay time constant was selected τ 0 = 15. and E U,j X for U ∈ {FFK, VB, ULL} and j th MC run for the target's kinematic state and the extent state, respectively, are calculated as follows:
The errors (mean± standard deviation) and the cycle times (mean± standard deviation) for evaluated measurement update rules are given in Table III . The histograms of distribution of the errors defined in (110) are given in Fig. 7 and Fig.8 . The estimation errors of FFK and ULL are comparable but the proposed update ULL, is less computationally expensive.
VI. CONCLUSION A Bayesian inference technique based on Taylor series approximation of the logarithm of the likelihood function is presented. The proposed approximation is devised for the case where the prior distribution belongs to the exponential family of distribution and is continuous. The logarithm of the likelihood function is linearized with respect to the sufficient statistic of the prior distribution in exponential family such that the posterior obtains the same exponential family form as the prior. Taylor series approximation is used for linearization with respect to the sufficient statistic. However, Taylor series approximation is a local approximation which is used for approximation of the posterior over the entire support. In spite of this inherent weakness, the proposed algorithm performs well in the numerical simulations that are presented here for extended target tracking. Furthermore, there are numerous successful applications of extended Kalman filter, which is a special case of the proposed algorithm, in theory and practice.
When a Bayesian posterior estimate is needed with limited computational budget which prohibits the use of Monte-Carlo methods or even variational Bayes approximation as in realtime filtering problems, the proposed algorithm offers a good alternative.
The comparison of possible choices for the linearization point and linearization methods with respect to the sufficient statistic are among the future research problems.
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A. Proof of Lemma 2
The logarithm of the likelihood m j=1 N (y j ; Hx, sX + R) is given as
where the sign + = denotes an equality up to an additive constant. We approximate the right hand side of (113) by a function that is linear in the sufficient statistic
As aforementioned, the statistics xx T and log |X| are not invertible. The remedy we suggest here is to make a first order Taylor series expansion of (113) with respect to the new variables
around the corresponding nominal values
Writing (113) 
If we make a first order Taylor series expansion for the second and the third terms on the right hand side of (117) 
Rearranging the terms in (120), dividing both sides by −2 and then taking the exponential of both sides, we can see that 
Proof is complete.
B. First Order Taylor Series Approximations for Some Scalar Valued Functions of Matrix Variables
In this section, some first order Taylor series approximations of some scalar valued functions of matrix arguments will be studied. The two functions we consider are given as 
Both functions can be approximated with a first order Taylor series approximation around a nominal point Z as follows.
for k = 1, 2 where F k is defined as 
= log |Z| + log sZ −1 + R
Now, we can calculate the related derivative using two wellknown matrix derivatives 
where E ij is a d × d matrix filled with zeros except the ijth element which is unity. The last expression (138) is equivalent to
which gives log sI + Z 1/2 RZ 1/2 ≈ log sI + R Z + tr ( Z + sR
2) Calculation of 
The last expression (138) is equivalent to 
