Abstract-This paper proposes Robust Key Management scheme (RKM ): a new certification management scheme for mobile ad-hoc networks. RKM , based on threshold cryptography, ensures better robustness compared to other schemes proposed in the literature. In particular, it guarantees the confidentiality of the private key of the certification authority, even if the number of compromised nodes exceeds the threshold of vulnerability. Thus, our model offers better protection against many attacks such as mobile adversary attack.
I. INTRODUCTION AND RELATED WORK
Nowadays, mobile ad-hoc networks (MANETs) offer effective networking facilities as a complement to conventional networks. A MANET is a temporary and self-organized set of wireless nodes and is mainly characterized by a dynamic state in time and space. Securing MANETs is a crucial task for their good deployments. However, they introduce new challenges in the design of security mechanisms, compared to their traditional wired networks counterpart. This is due to several factors, such as the lack of an infrastructure or centralized administration, constraints on resources (such as power, memory, and bandwidth availability), dynamic topology produced by the mobility of nodes and change in the number of active nodes in the network. For instance, deploying a Public Key Infrastructure (PKI) in MANETs for certification purposes is more complicated than in infrastructure based networks because entrusting certification authority (CA) to a network node with limited capacity is not a secure solution. In fact, if the node is compromised by an attacker then the confidentiality of the CA's private key will be violated thus compromising the certification system. More important, in order to perform key management operations, the CA should be available at any time. If the CA is unavailable, then nodes in the network might be unable to update/change keys. New nodes will also not be able to obtain certificates. So, secure communications cannot be ensured.
The threshold cryptography technique seems to be a good solution to the problem of deploying a PKI in MANETs. Following this model, the trust of the CA (private key) will be shared by a set of nodes using a well defined secret sharing scheme. So, nodes must collaborate to sign certificates. If the threshold configuration scheme is (n, t), then the private key can be recovered by coalition of any t of n nodes, called shareholders or servers and t represents the threshold.
Despite its usefulness, this technique has a major limitation. Indeed, the robustness of this technique does not scale with the number of network nodes. Since ad-hoc nodes have a very limited physical protection, they are exposed to several active attacks, especially mobile-adversary attacks [5] . Furthermore, if a node is compromised, its share is exposed to the adversary. Thus, over a long period of time, a mobile adversary might compromise enough shareholders (up to the threshold) so that the system's secret is disclosed.
Shamir [8] firstly introduced the idea of (n, t) threshold cryptographic scheme, which allows n entities to share a secret so that any coalition of t entities could reconstruct the shared secret. Zhou and haas [10] proposed the use of threshold cryptography in order to provide a partially distributed Certificate Authority (CA) scheme for MANETs. In this scheme the CA functions are distributed among n special nodes and a certification service can be provided by at least t nodes. This solution achieves availability by replicating certificates in multiple nodes and employs the share refreshing to ensure a proactive security for the certification service. Kong et al. [3] , [4] extend the work of Zhou and Haas and proposed a fully distributed threshold CA scheme, in which the certification service is distributed by all nodes in the network. A coalition of t one-hop neighbors forms the local CA functionality. This scheme relatively improves the CA service performances compared to [10] . However, the security of this scheme does not scale with the network size especially when nodes are not well protected, because the probability to compromise a sufficiently large number of shares increases when more nodes are holding a share of the private CAs key.
In [9] , Wu et al. introduce a key management scheme similar to this of [10] . The aim is to provide an efficient share updating among servers and to quickly respond to certificate updating. For bandwidth saving and efficient communications, this scheme proposes a special connection between servers that form a special group of the network named multicast server group. In such a way, it is easy to locate the servers when a node needs a certificate.
Another threshold cryptography based scheme has been proposed by Zhu et al [12] . Their scheme called Autonomous Key Management (AKM) provides a self-organizing and fully distributed key management service. This scheme introduces a hierarchy of key shares to handle MANETs with a large number of nodes which enables the ability to issue certificates 2 with different levels of assurance.
In [7] , Raghani et al. propose a distributed CA scheme which follows the same principle as in [3] . The proposed scheme provides a dynamic support for distributed CA by allowing it to dynamically adjust the threshold value when required and thereby resulting in reduction of certification service delays. In the same direction, Pietro et al. [6] propose another solution that provides dynamic threshold. Their scheme easily and efficiently enables dynamic increase of the threshold according to the needed security level and availability of servers.
Herzberg et al. [1] propose a share refreshing technique which allows nodes to periodically refresh their shares by creating new shares from old ones. In this technique, the adversary cannot combine new shares with old shares to reconstruct the secret. The period between two consecutive share refreshing represents the vulnerability window. Therefore, it is assumed that the adversary cannot compromise more than t−1 nodes during the vulnerability window period. Nevertheless, this assumption is not realistic. Indeed, the vulnerability window increases with the number of nodes that share the secret. In addition, some attacks such as Denial of service attacks are slowing down servers and increase the vulnerability window. This can create a quite long period during which an adversary can compromise more than t − 1 servers.
Our contribution is intended to enhance the robustness of the (n, t) threshold key management scheme, making more difficult for mobile adversaries to violate the secrecy of the private key of the certification service even if they compromise more than t nodes. So, in this paper we propose a Robust Key Management scheme (RKM ) based on threshold cryptography. In our scheme, if the number of compromised nodes exceeds the threshold t, the system will still resist by keeping very low the probability that the private key being revealed.
The rest of this paper is organized as follows. In section II we present some basic definitions and fix the network and intrusion models. In section III, we give an overview of the proposed scheme. Protocol details of the RKM scheme are described in section IV. Section V discusses the merit of our new scheme. In section VI, we detail the results of a simulation for the evaluation of the security and robustness of our scheme. Finally, we conclude the paper in section VII.
II. SYSTEM MODEL AND ASSUMPTIONS
In this section we first describe some concepts and notations used, and then discuss our assumptions about both network and intrusion model.
A. Definitions and notations
In the following, we give some definitions and notations used in this paper.
• Server nodes: wireless and mobile network nodes, which form the distributed CA's service. Each server node holds its own share of the private CA's key and participates in the process of issuing certificates.
• Virtual server nodes: are server nodes which are requested for certification but they do not hold a share of the private CA's key. They have only a sub-share of the initial key share and cannot issue a partial certificate with only this sub-share, they need the collaboration of other nodes called Assistant server nodes. We denote by V the set of virtual server nodes.
• Assistant server nodes: are nodes that hold a sub-share and collaborate with virtual server nodes to issue a partial certificate. Assistant server nodes are grouped into classes. Nodes belonging to the same class may combine their sub-shares to create a partial certificate. Each class must contain exactly one virtual server.
• Window of vulnerability: introduced in [11] to determine time intervals during which an adversary must compromise as many servers as necessary in order to learn the secret. Thus, a window of vulnerability extends from the start of one execution of share refreshing task to the end of the next execution.
• TLR (Threshold of Low Robustness): this, determine the number of server nodes (Shareholders) allowed in the network, according to the security and robustness requirements.
• SK, PK: are respectively the private and public keys of the CA's service, used to sign and verify certificates.
i , k i : are respectively the private and public keys of node i.
• CERT i : is the certificate of node i.
• N : the current size of the network.
B. Network model
Our Key Management scheme can be applied for largescale and asynchronous Mobile Ad-hoc Networks. There is no bound on message-delivery time and message-processing time. Nodes in the network communicate with each other via insecure wireless links, and multi-hop communications are provided by existing Ad-hoc routing protocols. Furthermore, the size of the network may change dynamically due to nodes joining and leaving operations. We assume that each node is able to discover its one-hop neighboring nodes. However, there are no assumptions on the number of neighbors of each node.
In our architecture, each node has a public/private key pair (K i , K −1 i ) and the certification service is provided by a distributed CA that has a private/public key pair (SK, P K). All nodes in the network know the public-key of the distributed CA and trust any certificate issued by it. Each node that shares the private CA's key holds one share (part of the key). Nodes can arbitrarily move, leave or join the network.
C. Intrusion model
We briefly discuss the break-ins assumed in this work. We also describe adversary models for which our proposal provides an effective solution.
An adversary is a malicious node trying to compromise as many nodes as possible in order to violate the security of the system. At any time a network node is either safe or compromised. A compromised node might stop collaborating, arbitrarily deviate from the specifications of its protocols (byzantine behavior), disclose and/or change the private or public information stored locally. So, when a node is being compromised, a malicious attacker can attain all private information stored by this node including its share of the CA's private key. A coalition of compromised nodes can conspire to launch a collaborative attack. In particular, compromised nodes can combine their shares to reconstruct the CA's private key. However we assume that an adversary does not have information about the internal architecture details of the system's security.
To test the security and robustness of our scheme, we consider the following adversary models.
• Limited compromising. Within each vulnerability window, an adversary is able to compromise at most t nodes.
• Unlimited compromising. There is no limit on the number of compromised nodes within each vulnerability window. As we can see, the second adversary model has more capabilities than the first model. To be more secure and robust, our scheme should be able to protect against these two adversary models.
III. SYSTEM DESIGN

A. Overview of RKM
The RKM scheme is based on the (n, t) threshold cryptography. In such a system, CA's functions are distributed among n server nodes which form the certification authority system, and certificates can be issued by a coalition of t server nodes. RKM is designed to be adaptive for handling scalability and providing high robustness to the key management system according to the security requirements.
In typical (n, t) threshold schemes [10] , [3] , [9] , n nodes hold a share of the private CA's key during the entire life time of the network. However, in our RKM scheme the threshold key management system may have different structures for allowing the robustness to scale with the number of nodes in the network according to the desired security level. Thus, when the size of the network increases making the system more vulnerable, network nodes set a new configuration in the key management system to cope with new risks and then enhance the scheme's robustness.
In RKM scheme, the key management system operates under two different structures depending on the Threshold of Low Robustness (TLR), the system becomes more insecure, when more nodes join the network. Hence, TLR is a critical parameter in our scheme. In RKM , the TLR is based on several factors depending on the context and the application of ad hoc network. The most important factor for determining the TLR is the level of security required. For example if TLR= 3t where t is the threshold of vulnerability, then the key management system is insecure when the number of shareholders exceeds 3t. The two structures of RKM are described as bellow:
-Simple (n,t) threshold sharing structure. At the bootstrapping stage of the network, the key management scheme is configured as standard (n, t) threshold scheme and follows a fully distributed approach where all nodes are servers (n = N ); the certification service will operates under this structure when the network size is small. In other words, the number of nodes does not exceed the Threshold of Low Robustness (TLR).
-Two-level (n,t) threshold sharing structure. This structure will be applied to enhance the scheme's robustness according to the security requirements when the network size increases due to the network joining operation. Thus, when the number of nodes exceeds the TLR, network nodes will be grouped into n classes C i , (i = 1, . . . , n) where n < N . We keep in the system only n shares from the initial sharing of the private CA's key where (t < n < N ), let (SK 1 , . . . , SK n ) be these shares. Thus, each node i holding a share SK i from the selected set of shares, will be the leader of the class C i and will act as a virtual server for the certification service. Its share SK i will be shared among nodes of its class C i according to an (m, k) secret sharing P i = (SK i1 , . . . , SK im ). These nodes act as assistant servers and hold a sub-share SK ij of the share SK i . Two different classes correspond to two different secret sharing, if C i and C j , are two different classes in the system, then the sharing of these classes are respectively P i and P j with P i = P j . This means that a share from P i cannot be combined with another share from P j to reconstruct the CA's private key. In the Two-level sharing structure we have two levels of secret sharing, the first level allow certification operations such as certificate issuing and renewal. This level is an (n, t) sharing of the private CA's key consisting in n virtual server nodes, each one virtually holds a share of the private CA's key. The second level consists of classes of assistant server nodes; this level is responsible for partial certificates reconstruction.
The certification requests are not processed in the same way in the two structures described above. In the simple sharing structure, when a server node receives a certification request, it generates a partial certificate without the help of other nodes. While, in the Two-level sharing structure, when a virtual server node receives a request, it has to rebroadcast the request to all nodes of its class (assistant servers), and then form a coalition of k nodes from this class, a partial certificate is created. (See Fig. 1) Hence, in the Two-level sharing structure, nodes in the network are divided into two categories:
• Virtual server nodes: is the set of virtual servers denoted by V = {v 1 , . . . , v n } corresponding virtually to (n, t) scheme. Each virtual server belongs to a given class and shares with other members of its class, the corresponding key share.
• Assistant server nodes: each node of this category holds a sub-share of a share of the CA's private key. These nodes are divided into classes Ci = {c i1 , . . . , c im , i = 1, . . . , n} where each class corresponds to a share (SK i ). When a virtual server is being compromised or leaves the class, another assistant server from its class will be elected to replace the former virtual server. The new virtual server can be selected on several criteria such as power, connectivity or physical security. Virtual and assistant servers are physical entities in the network (wireless and mobile nodes). So, within a threshold configuration (n, t), the n shares of the private CA's key don't exist in the system, they may only be reconstructed 4 by a t coalition of classes. As we can see, our technique improves the threshold vulnerability of the (n, t) schemes. A mobile adversary can never discover the private key having t compromised nodes within a vulnerability window. Indeed, among t compromised nodes there are those which are virtual servers or assistant servers belonging to different classes and thus their shares cannot be combined. Recall that with other threshold schemes [10] , [3] , if t nodes are compromised then the security is broken and the CA's private key is revealed. However, RKM scheme effectively protects against mobileadversary attacks enhancing thus security and robustness of the Key management service based on threshold cryptography. 
IV. DETAILS AND PROTOCOLS
A. Secret sharing
In RKM scheme, the sharing and reconstruction protocols of the CA's private-key are based on the Shamir's secret sharing scheme [8] . In this scheme a secret value is shared among n players using a polynomial interpolation technique, such that at least t players are required to rebuild the secret, while any coalition of less than t players cannot gain any information about the secret. Therefore, during bootstrapping network phase, we assume the existence of a Trusted Authority (TA) to bootstrap the initial nodes that will form the certification service. In this phase, the TA creates an (n, t) sharing (SK 1 , . . . , SK n ) of the private CA's key, and privately distributes these shares to all the nodes of the network. Thus the TA performs the following operations:
• Create a random polynomial of degree t − 1:
where p is a large prime number and SK is the private key of the certification service.
• Computes and sends to each node i = 1 . . . n the corresponding share of (SK) :
B. Two-level (n, t) threshold sharing structure
In large scale networks, the number of nodes may rapidly increase as new nodes join the network. This will increase the window of vulnerability and thus give more time to an adversary to compromise a sufficient number of nodes in order to learn the secret key. Therefore, to enhance the robustness, when the number of nodes exceeds the TLR, all nodes will be split into n classes (C 1 , . . . , C n ) where (t < n < N ) and |C i | = m. For each class, a node must be elected to be the leader of its class and to act as a virtual server for the certification service. This node can be selected on various criteria such as power or level connectivity. Let V = {v 1 , . . . , v n } be the set of virtual servers corresponding to classes C 1 , . . . , C n and let SK 1 , . . . , SK n be the initial secret shares of the selected virtual servers. Non virtual nodes will act as assistant servers. Classes are formed so that each assistant server must be able to communicate with the virtual server of its class (existence of a communication path between the two nodes). Once all classes are formed, each virtual server creates an (m, k) sharing of its share SK i and privately sends the created sub-shares SK ij (j = 1 . . . m) to nodes in its class (assistant servers). We denote this procedure by class sharing which is described by the following:
• Step 2 : calculate an (m, k) sharing of the share
Step 4 : v i keeps a sub-share from SK i and delete the rest of SK i and all related information. By executing the class sharing procedure for each class, we get a sharing tree which has two levels as shown in Fig. 2 . The first level of the tree shows the (n, t) virtual sharing of the private CA's key, while the second level is the (m, k) sharing of the shares that are virtually held by the virtual servers. 
C. Share updating
To be more robust and secure against break-ins and attacks and to prevent the adversary from learning the secret, most threshold cryptographic schemes employ the share refreshing technique [1] . In RKM , our protocol of share updating allows refreshing shares and sub-shares without the need of rebuilding and sharing out again (See Fig. 3 ).
Let (SK 1 , . . . , SK n ) be an (n, t) sharing of SK, then we can get a new sharing (SK 1 , . . . , SK n ) of SK where
r=1 a ir x r where a ir are random coefficients, and then sends k i (j) to each node j ∈ V (j = i). Now, we show how assistant servers can refresh their subshares. First we assume that (S i1 , . . . , S im ) is the (m, k) sharing of S i computed on the polynomial λ(x), therefore :
. If we assume that λ(x) = 
D. Certificate issuing
In RKM scheme, when a node i requests the certification service, a coalition of t nodes servers is formed on the fly to issue in a distributed manner the requested certificate (CERT i ). Each node of the coalition generates a partial signature on the certificate of the requesting node and then obtain a partial certificate denoted by cert ij . These partial certificates are then combined to rebuild a valid certificate signed by the certification service. There are two cases to generate a partial signature depending on the configuration of the threshold key management system. If the key management system works under the Simple (n, t) threshold sharing structure, then, each server node which receives the request generates a partial signature on the certificate using its share (SK i ). However, if the key management system operates under the Two-level (n, t) threshold sharing structure, then, each virtual server node v i ∈ V will broadcast the request to assistant servers in its class C i , it must collect k−1 valid sub-shares from its class and then combines them with its own sub-share in order to issue the corresponding partial certificate. Once the requester node collects t valid partial certificates, it can combine them to obtain its public-key certificate signed by the CA's service. This certificate is verified by the CA's public-key (P K). Note that the private key (SK) cannot be discovered (still unknown to all nodes in the network) when t nodes cooperate to sign a certificate. Ensuring thus the confidentiality of the CA's private key.
V. DISCUSSION Our scheme is designed to be adaptive to allow robustness in to scale and to satisfy the security requirements. In our work, the configuration of the threshold key management system may dynamically changes in order to enhance the system robustness. When there are few nodes in the network, the key management system operates under standard (n, t) fully distributed scheme. System security is provided by only share refreshing and an adversary must compromise within a window of vulnerability at least t nodes to learn the shared secret key.
One of the limits in standard threshold fully distributed approaches is that the probability that the key being compromised increases with number of shareholders in the network. Let N be the size of the network and let T be the vulnerability window. Then T will increase with N . Beyond a certain value of N , the adversary may have enough time to get t shares and discover the private key. However, in our RKM scheme, when the number of nodes (shareholders) increases, the structure of threshold key management system changes; nodes will group into classes, each having (n, k) sub-shares and all initial key shares (n, t) will be removed. Thus, it requires to compromise at least k * t nodes to discover the key under some probability. Furthermore, the adversary is challenged not only to compromise this number of nodes but, each k nodes must be from the same class.
We define a vulnerability metric denoted by vul(x) which is the probability that the secret key being compromised, when x shareholders are compromised. Relying on this metric, we compare the robustness of our scheme versus the (n, t) partially distributed schemes [10] , [9] , and the (n, t) fully distributed scheme in [3] . We show results of this comparison in Table I .
Compromised nodes
vul(x) in partially distributed schemes 
VI. SIMULATION
In order to evaluate the performances of the proposed scheme and to test its robustness and security against breakins and compromised nodes we realized some simulations. We implemented our architecture using MATLAB environment. The simulation was conducted with 150 nodes ad-hoc network. Nodes are randomly dispersed in a 1km 2 region with a node transmission range of 150m. Two nodes are neighbors if the distance between them falls within the transmission range. We assumed no bandwidth restrictions and no wireless channel error. Network nodes move following the random waypoint mobility model [2] with a pause time ranging from 5s to 20s and the node speed is uniformly distributed between [0m/s, 20m/s]. We run each simulation in a period of 600s.
Our focus in this simulation is to evaluate both, the robustness and the security of our scheme with the presence of compromised nodes. To test the scheme's robustness, we vary the compromised nodes proportion in the network and measure the Successful Certification Ratio, which is the ratio of the number of successful certification services over the total number of certification requests. We assume that the certification service receives certificate requests following a Poisson distribution with an inter-arrival of 10 seconds, a certificate is successfully issued when a node receives more than t valid partial certificates. For security measurements, we examine the secrecy of service signing key against adversaries trying to reveal this key by combining the key shares of compromised nodes.
As part of this experiment, we assume a compromised node to be characterized by unpredictable behavior, which means that a compromised node may not respond, sign false certificates or respond correctly to the request. From Fig. 4 , we note that the successful certification ratio stay approximately stable when compromised nodes in the network increase from 10% to 60%. Thus the robustness against compromises is quite high and consequently the availability of the certification service is improved in our RKM scheme. Furthermore, as is shown in Fig. 5 , the probability of the services private key being compromised ((vul(x))) rest very small when nodes are compromised. For example vul(x) = 1.20 × 10 −10 when 40% of nodes are compromised (x = 60) which is much larger than the threshold vulnerability (t = 15).
VII. CONCLUSION
We have presented in this paper a new key Management scheme providing a robust and fully distributed certification service in ad-hoc networks. The main contribution of this work is to enhance the robustness and security in key management against compromised nodes which might reveal the shared private key of the service. In our scheme, the private key of the service remains unknown to all, even if the number of compromised nodes exceeds the threshold of vulnerability. So, our technique exceeds existing threshold cryptography based schemes. Finally, simulation results show the effectiveness and the security of our proposed scheme.
