We propose a low-complexity user scheduling scheme to enhance the sum rate performance for a multicell downlink system, in which the base station (BS) is equipped with a large-scale active antenna array. First, we divide each cell into regions according to the vertical beamwidth of the BS antennas. Next, candidate user equipment (UE) items are assigned to corresponding groups to their locations. Each scheduling slot is also divided into equal-time subslots. Then, at each subslot, we focus on one UE group, select the optimal number, * , of UEs for simultaneous data transmission in the manner of round-robin scheduling, and adjust the BS antenna tilting to the optimal angle * tilt . In particular, * and * tilt for each UE group are both obtained by means of largesystem asymptotic analysis. Benefiting from the random matrix theory tools, the asymptotic analytical results are independent of instantaneous channel state information of UE, which make it possible to solve * and * tilt offline, therefore saving the online computational resources significantly. Numerical results verify that the proposed scheme achieves good sum rate performance with extremely low computational complexity.
Introduction
In order to satisfy the exponentially increasing demand for mobile data traffic, many new technologies, such as millimeter wave, large-scale antenna systems (LSAS) [1] and active antenna systems (AAS) [2] , are emerging in wireless communications. AAS are capable of offering significant signal enhancement and intercell interference reduction through electronic beam control in both horizontal and vertical domains [3, 4] . LSAS have attracted considerable attention for achieving huge spectral-efficiency and energy-efficiency gains. However, most of the existing LSAS works discuss the systems with omnidirectional antennas (see [1] and references therein). The large-scale AAS (LS-AAS) have not been fully studied so far. Only [5] introduces the 3D cell planning with LS-AAS.
As one of the most important factors of large-scale fading (LSF) in AAS, the antenna tilting design is critical to system performance. The dynamic adaptation of vertical antenna tilting for AAS has become a hot topic, and many valuable researches emerge [6] [7] [8] [9] [10] [11] . However, the conventional antenna tilting optimizations [6, 7] are usually user-specific and wellperformed when the number of served user equipment (UE) items is small. When it comes to LSAS with a large number of UE items, an enormous amount of online computation would be required for the antenna tilting optimization. The switched tilting schemes in [3, 8] could avoid the high-complexity optimization of the user-specific tilting methods in [6, 7] , but we cannot apply them to LS-AAS directly. To be more specific, some important factors (e.g., the optimal number of active UE items [12] ), which play critical roles in LSAS while not being too important in common MIMO systems, have not been considered carefully in the existing switched tilting schemes. Moreover, though [5] discusses the 3D planning of LSAS cells, it focuses on evaluating the sum rate performance of cooperative minimum mean square error (MMSE) receivers. Effective UE scheduling with antenna tilting adjustment has not been considered.
In this paper, we propose a low-complexity user scheduling scheme together with switched BS antenna titling, aiming to improve the sum rate performance of a multicell downlink system. The BSs are equipped with large-scale active antenna arrays and perform zero-forcing (ZF) precoding. In the proposed scheme, UEs are divided into groups and accordingly a scheduling slot consists of the same number of equal-time subslots. At the th subslot ( = 1, . . . , ), the BS adjusts the antenna tilting angle to the optimal value * and schedules the optimal number * tilt, of UE items in the corresponding UE group for simultaneous data transmission in each cell. To be more specific, the main contributions of our work are as follows. (i) Considering the vertical beam width of the BS antennas, we design an effective UE partition approach, by which the UEs are assigned to groups according to their locations. (ii) Leveraging random matrix theory-(RMT-) based large-system analyses, we obtain the approximate sum rate of each UE group, which is independent of the instantaneous channel state information (CSI) of UE. The optimal number of active UE items, * , and the optimal value of antenna tilting angle, * tilt, , for each UE group are then jointly solved offline to maximize the average approximate sum rate. (iii) During each subslot, we adopt the round-robin scheduling (RRS) method to select UE; neither instantaneous CSI nor online computation is required for the scheduling, making the proposed scheme much more applicable in practice.
Notations. We use uppercase boldface letters for matrices and lowercase boldface for vectors. (⋅) , (⋅) † , tr(⋅), and E[⋅] denote the conjugate transpose, the pseudoinverse, the trace, and the expectation, respectively. CN(m, Θ) denotes the circularly symmetric complex Gaussian distribution with mean vector m and covariance matrix Θ. a.s.
→ denotes almost sure convergence.
System Model
We consider a multicell MIMO downlink system, in which each cell consists of a BS and a large number of single-antenna candidate UE items. The BS is with a large-scale active antenna array. The number of BS antennas is denoted by , and the total number of candidate UE items is denoted by . As shown in Figure 1 , the one-dimensional Wyner cellular model [15] is adopted. In other words, we assume all the BSs are located on a straight line and the UE items in a cell are only interfered by the nearest two adjacent BSs. We focus on the performance of Cell 1 and treat Cell 0, Cell 2 as the interfering cells.
A scheduling slot is divided into equal-time subslots, and the BSs utilize RRS method to select UE items. At the th ( = 1, . . . , ) subslot, UE (called active UE) is scheduled for simultaneous data transmission in Cell 1. The received signal y ∈ C ×1 at UE in Cell 1 is given by
where G ∈ C × , G ∈ C × , and G ∈ C × denote the channel matrices from BS-1, BS-0, and BS-2 to the scheduled UE in Cell 1, respectively. x ∈ C ×1 is the postprecoded signal transmitted from BS-1 to the UE in Cell 1. x ∈ C ×1 and x ∈ C ×1 are the signal vectors transmitted from BS-0 and BS-2 to UE in Cell 0 and Cell 2, respectively. n ∈ C ×1 with i.i.d. CN(0, 2 ) entries is the AWGN vector at the UE. To simplify notation, hereafter we will drop the subscript for indexing subslot. The channel matrix G is given by (the assumptions of our CSI model, including the Wyner model, the large number of BS antennas, and the simplified antenna pattern, relieve the system performance analysis from complicated derivations. We adopt them for the proof of concepts. In fact, they might not be quite feasible in practice (e.g., currently, it is hard to deploy a huge array consisting of 64 active antenna elements at a transmitting site). If we remove these assumptions, the system model would become more apposite to practical systems, but the performance analysis would be very complicated.)
where D ∈ R × is a diagonal matrix indicating the LSF CSI from BS-1 to the UE in Cell 1. H ∈ C × with i.i.d. CN(0, 1) entries is the small-scale fading (SSF) CSI matrix. The th diagonal element √ of D is modeled as
where is the distance from the th UE to the BS-1 antennas, is the path-loss exponential factor, and in dB is the BS-1 antenna gain to the th UE. In this paper, we adopt the BS antenna radiation pattern proposed by 3GPP in [13] ; that is,
in which denotes the horizontal angel between the BS antenna array boresight and the UE, is the vertical angle between the horizon and the UE location, and tilt is the downtilting angle of the BS antenna. max represents the maximum antenna attenuation, and SSL V is the tilt side lobe level in the vertical plane of the BS antenna pattern. 3 dB and 3 dB stand for the half-power beamwidth (HPBW) in the horizontal and vertical plane, respectively. Like [16] , we simplify the analysis by assuming max = SSL V = ∞, ( ) = 0. Hence, can be rewritten as
Similarly, the interfering channel matrices G and G are given by G = D H and
tively. and are given by
respectively. and are the distance and vertical angle from the th UE to BS-0. tilt and 3 dB are the downtilting angle and HPBW of BS-0, respectively. and are the distance and vertical angle from the th UE to BS-2. tilt and 3 dB are the downtilting angle and HPBW of BS-2, respectively. We further assume 3 dB = 3 dB = 3 dB in this paper.
Assuming perfect CSI of active UE in Cell 1 is available at BS-1. As ZF precoding is performed, we have
where s ∈ C ×1 with E[ss ] = I is the information-bearing vector. The × matrix P = diag(√ 1 , . . . , √ ) is the power allocating matrix to ensure tr(xx ) ≤ ; that is,
And is the transmitting power allocated to the th active UE. Thus, the received signal for the th UE is
where , , h , and h are the th elements of s, n, the th row of H , and the th row of H , respectively. The effective signal-to-interference-plus-noise ratio (SINR) at the th UE is
Therefore, the system sum rate of the th subslot can be calculated as
Low-Complexity User Scheduling with Switched Antenna Tilting ( * -RRS-SAT)
In this section, the proposed user scheduling scheme, * -RRS-SAT, is discussed in detail. First, we analyze the system sum rate performance in large-system regime with the RMT tools. Then, a low-complexity user scheduling scheme is proposed based on the asymptotic sum rate analysis.
Asymptotic Sum Rate Analysis.
We discuss the asymptotic sum rate performance of the th subslot as , → ∞ with a fixed ratio / > 0. The key point is to obtain the asymptotic value of the SINR given by (10) .
In the large-system regime, the SINR of each UE tends to a value independent of the instantaneous SSF CSI that we can obtain by applying the RMT tools. As the entries of h , h , x , and x are i.i.d. and x x , x x have uniformly bounded spectral norms, it is easy to see that the conditions of [ 
Using [18, Theorem 2.4], we have
in which
, and is the unique solution to the following implicit equations:
Substituting (16) into (15), we find
Therefore, as a special case of → +∞, (8) can be rewritten as
In this paper, we consider the equal power allocation, which is widely used in LSAS. According to (18) , the power allocated to each active UE is
Thus, the sum rate is given by
Applying Jensen's inequality Mathematical Problems in Engineering the lower bound R of the asymptotic ergodic sum rate R eq (20) can be calculated as
where
We employ the circle cell model [19] with the single-cell radius max in this paper. The points in horizontal plane are denoted by polar coordinates; for example, BS-1 is located at (0, 0), BS-2 is at (2 max , 0), and the th UE is at ( , ). Moreover, we assume the BSs have the same height ℎ BS and all the UE items have the same height ℎ UE . Therefore, we have
where Δℎ = ℎ BS − ℎ UE . Assuming all the candidate UEs are independent uniformly distributed (i.u.d.), as UE is selected in the manner of RRS at each subslot, we attain that all the active UE items served at a subslot are also i.u.d. in the corresponding circular ring region. Let and indicate the inner and outer radii of the circular ring region, respectively. The probability density functions (PDFs) of and , = 1, . . . , are given by
respectively.
With (25) and (26), we can rewrite (23) as
Then, substituting (24) and (27) into (22), we can see that R only depends on system parameters (i.e., , , , , max , Δℎ, tilt , tilt , tilt , 3 dB , , and 2 ). In other words, R can be expressed as a function (⋅) of the system parameters; that is,
Obviously, no instantaneous CSI is needed to solve R, which implies that we can optimize the variables in (28) offline to maximize R.
Remark 1.
Though we cannot obtain the closed-form expression of (⋅), the value of (28) can be solved easily with MATLAB.
Remark 2. The approximate sum rate R solved by (28) is for the th UE group. If no UE partition (or called cell splitting) is taken (i.e., = 1), the BS selects active UE among candidate UE items all over the cell. We will have = max , = min , where min is a predefined reference value in the system model, indicating the minimum horizontal distance from UE to BS [19] .
Low-Complexity
* -RRS-SAT Scheme. It is well known that, for AAS, the vertical angles from UE to BS impose a significant impact on the LSF channel gains [3, 4, 20] . If the UE is far away from the main lobe in vertical directions, the antenna gain will be much smaller than that of the UE within the antenna main lobe range. Accordingly the antenna adjusting plays a critical role in enhancing the performance of AAS. In addition, for LSAS, the number of simultaneously served UE items is important to ensure good sum rate performance. Particularly, as mentioned in [12] , with the equal power allocated ZF precoding, making fully spatial multiplexing of the BS antennas usually does not provide the optimal sum rate performance, which means that, for maximizing the system sum rate performance, the BS should not serve as many UE items as possible at the same time. Hence, the user scheduling needs to be carefully considered for LSAS with a large number of candidate UE items. Furthermore, for practical LSAS, online computational resources have become a bottleneck and thus computational complexity has become one of the most important performance indexes [1] . The tendency towards low-complexity online signal processing is already quite clear for LSAS. Aiming to achieve good sum rate performance with low computational complexity in LS-AAS, we develop a lowcomplexity UE scheduling method together with switched antenna tilting based on UE partition and BS antenna tilting optimization, referred to as * -RRS-SAT. Figure 2 shows the time slot diagram of the proposed scheduling scheme.
The details of * -RRS-SAT are shown as follows.
Step 1. We divide the whole cell into circular ring regions. The inner and outer radii and for the th region, denoted by −1 , , are determined according to the vertical HPBW of the BS antennas. UE located in the same ring area is then assigned to one UE group. Each scheduling slot is also divided into equal-time subslots.
The solution of , −1 and for the UE partition is shown as follows. The vertical angle range of the whole UE all over the cell area is given by [Θ min , Θ max ], where
Therefore, the number of UE groups is calculated as
where ⌈⋅⌉ denotes the ceiling function. The angle range of each UE group is then given by
The angle bounds of the th (1 ≤ ≤ ) UE group are
respectively. Thus, the bounds of the horizontal distance from UE to BS-1 for the th UE group are given by
Denoting the average number of candidate UE items in the th UE group by , we have
where rnd(⋅) is the rounding operation.
Step 2. At the th subslot, BS-1 schedules * UE from the th UE group in Cell 1 with antenna tilting angle * In what follows, we discuss how to find * and * tilt, . According to (28), the approximate sum rate at the th subslot is given by
The average sum rate of a scheduling slot is then calculated as
Given the value of other variables, * and * tilt, (1 ≤ ≤ ) are the solutions of the following optimization problem (many classical search algorithms [21] can be used to solve the problem.),
6 Mathematical Problems in Engineering The constraint 1 ≤ ≤ min{ , } in (37) means that the number of active UE items for the th UE group, , should not be larger than the number of candidate UE items and the number of BS antennas . Note that in this paper we assume the number of candidate UE items is large enough to ensure ≥ 1 for = 1, . . . , . In the future, we will study the scenarios with small to improve the universality of our scheme.
It is worth noting that the solutions of (37) are unrelated to the instantaneous CSI of UE items and therefore we can obtain them offline. No extra online resources are occupied. The computational complexity of the proposed * -RRS-SAT is just the same as that of the conventional RRS method.
Remark 3.
Without loss of generality, we assume the order of scheduled UE groups at a whole slot in Cell 1 is {1, 2, . . . , }. Then, there are ! different permutations for the scheduled group order in Cell 2, such as { , − 1, . . . , 1} or {2, 3, . . . , , 1}. We just choose { , . . . , 2, 1} in this paper. The best choice of this order for Cell 2 will be investigated in our future work.
Numerical Simulations
In this section, we demonstrate the sum rate performance of the proposed scheme via Monta Carlo simulations. The simulation parameters are shown in Table 1 .
In Figure 3 we verify the accuracy of the approximation (35). The Monta Carlo results are shown by lines and the theoretical results are shown by dots. Besides the parameters included in Table 1 , the transmitting power is set to be 46 dBm. According to (30), the number of UE groups is found to be = 4. The BS antenna tilting in the th ( = 1, . . . , 4) UE group is assumed as tilt, = Θ min + ΔΘ/2, where Θ min and ΔΘ are defined in Section 3.2. Note that in order to investigate the sum rate performance versus the number of active UE items , 1 ≤ ≤ , we assume the number of candidate UE items to be quite large (i.e., = 10 5 ) in this simulation to ensure ≥ for each UE group. Subfigures (a), (b), (c), and (d) are for scenarios with different numbers of BS antennas = 8, 16, 32 and 64, respectively. It can be seen that the derived sum rate approximation is accurate even for small . Furthermore, we can observe that the number of active UE items maximizing the sum rate exists and is smaller than . In Figure 4 , we compare the average sum rate performance of the proposed * -RRS-SAT scheme with the switched beam tilting scheme in [8] (referred to as SBT) and the optimal tilting 3D cell planning scheme in [5] (referred to as OT). ZF precoders are adopted in all the three schemes to make a fair comparison. The number of candidate UE items is = 10 3 . As part of the proposed scheme, * and * tilt, for various obtained from (37) are shown in Tables 2  and 3 . Simulation results for = 8, 16, 32, 64 are presented in Subfigures (a), (b), (c), and (d), respectively. It can be observed that * -RRS-SAT provides higher average sum rate than the SBT scheme and the OT scheme. This is because both the BS antenna tilting adjustment adaptive to various cell regions and the number of simultaneously served UE items are carefully designed in the proposed scheme in order to enhance the average sum rate performance. By contrast, though the cell is divided into several regions in the SBT scheme, the BS antenna tilting angle for each region is just given without optimization (in SBT, each cell is divided into a given number of equal-area circular ring regions without the consideration of the vertical HPBW of the BS antennas. For Figure 4 , we set = 4. The BS antenna tilting angle tilt, is given by tilt, = arctan(2Δℎ/( + −1 )), where and −1 are the outer and inner radii of the th circular ring region, respectively. Δℎ represents the difference in height between the BS and the UE. Further, the number of active UE items has not been discussed in [8] . To justify the comparison in Figure 4 , we select the optimal configuration of through Monte Carlo simulations and then plot the average sum rate performance of SBT with the optimal ). And in the OT scheme, although the BS antenna tilting has been optimized for maximizing the system sum rate, it is fixed to that value for UE items all over the cell and cannot be adjusted against UE locations (in OT, no cell splitting is employed. The BS antenna tilting is optimized to serve the entire region of a cell. Moreover, the number of active UE items has not been studied in [5] . In Figure 4 , we choose the optimal value of for maximizing the OT sum rate and then show the sum rate performance of OT with the optimal ); hence the potentialities of dynamic adaption of antenna tilting peculiar to AAS are not well exploited. In addition, considering Subfigures (a), (b), (c), and (d) together, we can see that the average sum rates of * -RRS-SAT, SBT, and OT all increase with the number of BS antennas for the same transmitting power.
Conclusions
In this paper, we have proposed an effective UE scheduling scheme accompanied with the BS tilting adjusting for multicell downlink LS-AAS. Regarding the feature of AAS, the candidate UE items are divided into several groups according to the HPBW of the BS antenna. Then, exploiting the characteristics of LSAS, the deterministic approximation of the sum SBT in [8] OT in [5] SBT in [8] OT in [5] (d) = 64
Figure 4: Average sum rate performance versus transmitting power for various schemes.
rate for each UE group is obtained by means of the RMTbased large-system analysis. The optimal number of simultaneously served UE items and the optimal value of BS antenna tilting angle are then solved according to the analytical results to maximize the approximate average sum rate. Moreover, a scheduling slot is also divided into the same number of subslots. At each subslot, the BS adjusts the antenna tilting angle to the optimal value and schedules the optimal number of active UE items in the corresponding UE group for simultaneous data transmission by the RRS method. It is shown that the proposed scheme takes advantage of the features of LS-AAS and achieves good sum rate performance with extremely low online computational complexity. In the future, we will consider the * -RRS-SAT scheme in hexagonal 7-cell or 19-cell scenarios.
