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Re´sume´
La me´thode du recuit simule´, largement utilise´e en ge´nie des proce´de´s, ne´cessite le codage des solutions potentielles, et comporte de
nombreuses variantes dans sa mise en œuvre ainsi que plusieurs parame`tres de controˆle. Ces divers points sont e´tudie´s sur la base de six
fonctions a` solutions connues, afin de de´terminer des re`gles ge´ne´rales d’utilisation de la proce´dure. La me´thode stochastique d’acceptation
des solutions de Metropolis et al. (1953) combine´e avec le sche´ma de de´croissance ge´ome´trique de la tempe´rature de Kirkpatrick et al. (1982)
sont les variantes les plus efficaces. Parmi les trois codages teste´s, aucun ne supplante les autres. La tempe´rature initiale, la longueur du palier
d
L
d
M
A
s
t
o
a
T
a
t
s
K
1
o
te tempe´rature, le facteur multiplicatif de de´croissance de la tempe´rature et le test d’arreˆt ont e´te´ e´tudie´s au moyen d’un plan factoriel 24.
e parame`tre le plus important est la longueur du palier de tempe´rature, le moins important est la tempe´rature initiale, et le coefficient de
e´croissance de la tempe´rature et le nombre de paliers pour effectuer l’arreˆt ont une importance similaire.
ots-cle´s: Recuit simule´; Imple´mentation; Codage; Parame`tres de controˆle; Plan d’expe´riences
bstract
The simulated annealing procedure, commonly used in process system engineering, requires potential solutions to be encoded, and involves
everal variants in its implementation as well as various control parameters. On the basis of six mathematical functions with known solutions,
hese points are studied in order to propose general guidelines for using the simulated annealing method. The stochastic acceptance procedure
f a solution proposed by Metropolis et al. (1953), combined with the temperature decreasing geometric scheme of Kirkpatrick et al. (1982)
re the most efficient variants. For the three codes used, the convergence rates are similar, so it can be noted that they are rather equivalent.
he initial temperature, the length of temperature plateau, the decreasing multiplicative factor for the temperature and the stopping criterion
re analysed through a design of experiments. The most significant parameter is the length of temperature plateau, the least significant one is
he initial temperature value, and the decreasing temperature scheme and the number of temperature plateaux for stopping the search, have a
imilar influence.
eywords: Simulated annealing; Implementation; Code; Control parameters; Design of experiments
. Introduction
Contrairement aux me´thodes classiques de la recherche
pe´rationnelle (programmation mathe´matique, programma-
ion mixte, programmation dynamique, me´thodes arbores-
∗ Corresponding author. Te´l.: +33 562 885839; fax: +33 562 25 3903.
E-mail address: luc.pibouleau@ensiacet.fr (L. Pibouleau).
centes), les algorithmes stochastiques de type Recuit
Simule´ (RS) n’exigent aucune connaissance des proprie´te´s
mathe´matiques du proble`me; il est seulement ne´cessaire
de pouvoir e´valuer la qualite´ d’une solution. Il s’agit la`
d’un point qui plaide en leur faveur pour des applica-
tions en Ge´nie des Proce´de´s, ou` les fonctions objectifs
sont ge´ne´ralement e´value´es a` partir de mode`les de simu-
lation complexes, dont aucune expression analytique n’est
Nomenclature
A coefficient utilise´ pour calculer la valeur ini-
tiale de la tempe´rature
B coefficient utilise´ pour calculer la longueur du
palier de tempe´rature
C coefficient utilise´ dans le sche´ma de
de´croissance de la tempe´rature
D nombre de paliers successifs sur lesquels la
solution courante demeure inchange´e (test
d’arreˆt)
ddl nombre de degre´s de liberte´
f fonction objectif
f* valeur de la fonction objectif pour la solution
the´orique
fa valeur minimale de la fonction objectif
de´termine´e par la proce´dure du recuit simule´
GA probabilite´ de [12], de´croissance de la
tempe´rature de [1]
GK probabilite´ de [12], de´croissance de la
tempe´rature de [13]
h amplitude de l’intervalle de confiance pour
sm2
H matrice d’Hadamard
I matrice identite´
MA probabilite´ de [16], de´croissance de la
tempe´rature de [1]
MK probabilite´ de [16], de´croissance de la
tempe´rature de [13]
n nombre d’essais pour une combinaison donne´e
de parameters
nevi nombre d’e´valuations de la fonction objectif
pour l’essai i
p probabilite´ d’acceptation d’une solution S′
sm1 pourcentage de succe`s
sm2 nombre moyen d’e´valuations (en milliers) de
la fonction objectif
S solution courante
S′ solution voisine ge´ne´re´e a` partir de la solution
S
t0.975 valeur donne´e par la table de Student au niveau
de probabilite´ de 95%
Ti tempe´rature
xi variable de le fonction objectif
xi* valeur optimale de xi
α1 borne infe´rieure de l’intervalle de confiance
pour sm1/sm2
α2 borne supe´rieure de l’intervalle de confiance
pour sm1/sm2
β borne de l’intervalle de confiance pour
sm1/sm2
 nombre ale´atoire compris entre 0 et 1, utilise´
pour accepter ou rejeter une solution S′
de´gradant la fonction objectif
σ2 (sm2) variance des mesures
σ2 variance des estimations
+ niveau haut du plan d’expe´riences
− niveau bas du plan d’expe´riences
0 centre du plan d’expe´riences
disponible, ce qui rend impossible l’e´tude de leurs proprie´te´s
mathe´matiques. De plus, ces algorithmes sont e´galement
faciles a` mettre en œuvre (le moteur est commun, il y
a moins de programmation spe´cifique a` chaque proble`me
traite´). Le Tableau 1 re´capitule les diffe´rences entre une ap-
proche de type recherche ope´rationnelle et la re´solution du
meˆme proble`me par un algorithme stochastique. Ce Tableau
semble plaider de fac¸on irre´vocable en faveur des algorithmes
stochastiques, mais le fait que la pre´cision des re´sultats ne
soit pas maıˆtrise´e, car les conditions d’arreˆt ne le sont pas,
constitue un handicap pour ces derniers. Par ailleurs, les
algorithmes stochastiques comportent un grand nombre de
parame`tres, dont un mauvais re´glage peut conduire a` des
solutions de pie`tre qualite´. Ne´anmoins, ils sont tre`s effi-
caces pour la de´termination rapide de bonnes solutions a` un
proble`me pose´, c’est pourquoi ils sont actuellement tre`s en
vogue.
2. Applications en ge´nie des proce´de´s
Au cours des deux dernie`res de´cennies, les me´thodes
d’optimisation stochastiques ont largement e´te´ mises en œu-
vre dans divers domaines du ge´nie des proce´de´s, comme le
montre l’e´tude statistique effectue´e par [19]. Sans vouloir
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` la conception de se´quences de se´paration [11,14], de
e´seaux d’e´changeurs de chaleur [10,3], de re´acteurs pour
’industrie chimique [6], de distribution d’e´nergie [9], aux
roble`mes d’ordonnancement [18], ou a` la mode´lisation des
´coulements dans des locaux ventile´s [15]. D’autres applica-
ions concernent l’optimisation [4], la conception [5] ou le re-
odelage [8] d’ateliers discontinus de chimie fine. Le codage
es solutions potentielles d’un proble`me donne´ constitue un
oint d’autant plus important des me´thodes d’optimisation
tochastiques, que le nombre de contraintes est e´leve´, ce
ui est souvent le cas dans les applications en ge´nie des
roce´de´s. La strate´gie utilise´e dans les exemples pre´ce´dents
onsistait a` introduire directement les contraintes dans le
odage.
Tableau 1
Comparaison recherche ope´rationnelle—algorithmes stochastiques
Recherche ope´rationnelle (approche analytique,
spe´cifique)
Algorithmes stochastiques
Rapidite´ Selon solution, parfois bonne Bonne a` tre`s bonne
Analyse mathe´matique du proble`me Ne´cessaire Non ne´cessaire
Travail humain Tre`s variable: de quelques jours a` quelques the`ses Faible: quelques jours ou semaines
Applicabilite´ Faible: la plupart des proble`mes pratiques n’ont pas
d’expression mathe´matique exploitable, ou sont non-
calculables, ou “NP-complets” (trop de possibilite´s)
D’autant plus ge´ne´rale que le proble`me comporte peu
de contraintes
Etapes interme´diaires Ne sont ge´ne´ralement pas des solutions car la plu-
part des me´thodes sont a` chemin irre´alisable (il faut
attendre la fin des calculs)
Sont des solutions (le processus peut eˆtre interrompu
a` tout moment)
Pre´cision (optimalite´) des resultants Maıˆtrise´e Non maıˆtrise´e
Toutes ces e´tudes font ressortir la difficulte´ de choisir,
d’une part entre les variantes possibles, et d’autre part de
de´finir des valeurs des parame`tres de controˆle pour obtenir
des solutions de bonne qualite´ [7].
3. Me´thode du recuit simule´
3.1. Principes de la me´thode
La me´thode du recuit simule´, popularise´e par [13], est une
proce´dure d’optimisation multi-variables de´veloppe´e depuis
une vingtaine d’anne´es environ. Contrairement aux me´thodes
de´terministes, qui sont pour la plupart des me´thodes locales,
il s’agit d’une proce´dure e´volutive qui permet d’e´viter de se
bloquer dans des zones de minima locaux, en autorisant occa-
sionnellement un accroissement de la fonction objectif. Elle
se fonde sur une analogie entre les proble`mes d’optimisation
a` caracte`re combinatoire et ceux de la physique statistique
repre´sentant le comportement d’une ope´ration thermody-
namique, le recuit physique des solides.
3.2. Le recuit physique des me´taux
Conside´rons par exemple le cas de la croissance d’un
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de tempe´rature, qui est caracte´rise´ par une fonction de distri-
bution de Boltzmann des e´tats e´nerge´tiques. La probabilite´
pour un syste`me de posse´der une e´nergie donne´e E a` la
tempe´rature T est ainsi proportionnelle a` exp(−E/kbT ) ou`
kb est la constante de Boltzmann. A proximite´ du ze´ro ab-
solu, seuls les e´tats de faible e´nergie ont une probabilite´ non
nulle d’exister.
Ainsi meˆme a` basse tempe´rature, une transition peut sub-
venir d’un niveau e´nerge´tique bas vers un niveau plus haut.
La probabilite´ de telles transitions est d’autant plus faible
que le niveau de tempe´rature est bas. Ce sont ces transitions
qui sont suppose´es eˆtre a` l’origine des me´canismes permet-
tant d’atteindre in fine un e´tat d’e´nergie minimale au lieu de
conduire a` un e´tat me´tastable.
3.3. Transposition du recuit simule´ comme technique
d’optimisation
A partir d’un arrangement mole´culaire initial (dans ce
cas, une solution acceptable S du proble`me d’optimisation),
d’e´tat e´nerge´tique Ei donne´ correspondant a` une tempe´rature
Ti particulie`re, un nouvel arrangement mole´culaire (solu-
tion acceptable S′) posse´dant une e´nergie Ej est ge´ne´re´ de
manie`re stochastique. Si la nouvelle solution acceptable a
pour effet d’abaisser l’e´nergie, Ej≤Ei (c’est a` dire de dimin-
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donocristal. La technique du recuit consiste a` chauffer
re´alablement le mate´riau pour le porter quasiment a` l’e´tat
iquide. L’e´tat thermodynamique du syste`me peut eˆtre traduit
ar une fonction thermodynamique: l’e´nergie libre. A l’e´tat
iquide, cette e´nergie est e´leve´e.
Le refroidissement lent du syste`me, en marquant des
aliers de tempe´rature, redistribue l’arrangement des atomes
e la matie`re jusqu’a` atteindre un e´tat e´nerge´tique faible,
elui de grands cristaux, soit un e´tat stable. Cet e´tat sta-
le correspond au minimum absolu de l’e´nergie libre (E).
i la vitesse de refroidissement n’est pas controˆle´e correcte-
ent, ou si la tempe´rature initiale n’est pas suffisamment
leve´e, le solide n’atteint pas l’e´quilibre thermique a` chaque
alier de tempe´rature; dans de telles circonstances, il est
btenu une structure amorphe, e´tat me´tastable qui correspond
un minimum local de l’e´nergie libre. Il est donc ne´cessaire
’atteindre l’e´quilibre thermodynamique pour chaque palierer le crite`re, f(S ) < f(S), le changement s’ope`re car l’e´tat est
lus stable. Si, au contraire, l’e´tat e´nerge´tique est plus e´leve´,
j≥Ei (le crite`re croıˆt), la transition peut eˆtre accepte´e ou
on selon une re`gle statistique. Ces re`gles d’acceptation per-
ettent de s’extraire de zones a` minima locaux, en effet:
a` tempe´rature e´leve´e, cette probabilite´ est grande, c’est-a`-
dire que de tre`s nombreuses solutions de´gradant le crite`re
seront conserve´es, on assure ainsi une large exploration de
l’espace de recherche;
a` tempe´rature basse, cette probabilite´ tend vers ze´ro,
donc pratiquement toutes les solutions de´gradant le crite`re
seront refuse´s; la proce´dure tend alors a` se comporter
comme une me´thode de descente classique.
L’imple´mentation de la proce´dure du recuit simule´
e´cessite de fixer quatre parame`tres, qui jouent un roˆle
e´terminant sur son efficacite´.
(i) La tempe´rature initiale.
(ii) La longueur du palier de tempe´rature.
(iii) Le sche´ma de de´croissance de la tempe´rature.
(iv) Le nombre de paliers successifs sur lesquels la solu-
tion courante S n’e´volue pas, et provoque l’arreˆt de la
recherche.
4. Objectifs de l’e´tude
A partir de fonctions mathe´matiques dont les solutions
sont connues, des essais nume´riques syste´matiques, fonde´s
sur les plans d’expe´riences, ont e´te´ effectue´s afin de de´gager
des ide´es sur la fac¸on de fixer les divers parame`tres, ainsi que
les variantes de mise en œuvre de la me´thode du recuit simule´.
En essayant de de´gager des grandes orientations dans le choix
des parame`tres de cet algorithme, cette e´tude vise a` pallier
l’empirisme qui est ge´ne´ralement pre´sent dans la mise en
œuvre de ces me´thodes, et qui peut conduire a` un tre`s grand
nombre d’essais avant de de´terminer un jeu de parame`tres
ade´quats.
5. Variantes de mise en œuvre et parame`tres de la
proce´dure du recuit simule´
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apre`s un nombre “suffisant” de transformations e´le´mentaires,
la tempe´rature est abaisse´e “le´ge`rement” selon un sche´ma de
de´croissance donne´, le syste´me e´volue a` nouveau pour aboutir
a` un nouvel e´tat d’e´quilibre. Il existe deux sche´mas classiques
de de´croissance de la tempe´rature:
• la de´croissance ge´ome´trique, propose´e par [13], note´e :
Ti+1 = CTi avec 0 < C < 1 (3)
• la proce´dure utilise´e par [1], note´e :
Ti+1 = Ti(1+ (Ti ln(1+ C)/3σ)) (4)
ou` σ de´signe l’e´cart-type de l’ensemble des valeurs cal-
cule´es de la fonction objectif a` la tempe´rature courante et
C, le parame`tre qui controˆle la vitesse du recuit; plus C est
faible, plus le recuit est lent. Ces proce´dures sont discute´es
par [10,17].
Outre les variantes qui viennent d’eˆtre de´crites,
l’imple´mentation de la proce´dure du recuit simule´ ne´cessite
de fixer quatre parame`tres, qui jouent un roˆle de´terminant sur
son efficacite´.
• La tempe´rature initiale, dont la dimension (en unite´) est
celle de la fonction objectif, et dont la valeur de´pend di-
rectement de la valeur initiale de cette fonction. Son choix
•
•A partir d’une solution acceptable S, code´e en binaire, du
roble`me d’optimisation, une nouvelle solution acceptable
′ est ge´ne´re´ de manie`re stochastique. Si la nouvelle solution
cceptable a pour effet de diminuer le crite`re, f(S′) < f(S), le
hangement s’ope`re car l’e´tat est plus stable. Si, au contraire
e crite`re croıˆt, la nouvelle solution S′ peut eˆtre accepte´e ou
on selon une re`gle statistique. La bibliographie fait ressor-
ir l’existence de deux protocoles classiques commune´ment
tilise´s:
la proce´dure de [16], note´e , ou` l’acceptation de la nou-
velle solution est re´alise´e avec une probabilite´ e´gale a`:
(f = (f (S′)− f (S))) = exp
(−f
Ti
)
si f ≥ 0;
p = 1 si f < 0 (1)
la variante propose´e par [12], note´e , ou` la probabilite´
d’acceptation est uniforme, et de´finie par:
p(f = (f (S′)− f (S)))
= exp
(−f
Ti
)
/(1+ exp(−f/Ti)) (2)
En appliquant une de ces re`gle d’acceptation, qui perme-
tent de s’extraire de zones a` minima locaux, sur un palier
e tempe´rature constant, il est assure´ que l’e´volution du
yste`me vers son e´quilibre thermodynamique, correspond
u minimum d’e´nergie libre atteignable pour la valeur de
a tempe´rature conside´re´e. Lorsque cet e´quilibre est atteint,devra eˆtre tel que la plupart des de´gradations sont au-
torise´es en de´but de proce´dure, et que seules les tran-
sitions ame´liorant le crite`re sont accepte´es en fin de
proce´dure. Une e´tude [3] a montre´ qu’une valeur initiale
de la tempe´rature de l’ordre de celle de la fonction objectif
initiale, conduit a` de bons re´sultats. Ainsi, l’initialisation
propose´e est de´finie par:
T = f (S)
A
(5)
ou` f(S) repre´sente la valeur du crite`re pour la solution ini-
tiale S, et A un parame`tre a` fixer.
La longueur du palier, qui repre´sente le nombre de solu-
tions teste´es avant d’appliquer le sche´ma de de´croissance
de la tempe´rature, est suppose´e constante pour l’ensemble
des niveaux de tempe´rature. Si cette longueur est trop
faible, l’exploration de l’espace de recherche peut eˆtre
trop partielle, alors qu’une valeur trop importante peut
avoir pour effet de ralentir, voire meˆme de bloquer la
recherche. La strate´gie propose´e consiste a` choisir la
longueur du palier proportionnelle a` la longueur du codage
de l’ensemble des n variables du proble`me:
L = B
n∑
i=1
(Longueur du codage de la variable i) (6)
B est le deuxie`me parame`tre a` choisir.
Le troisie`me parame`tre est le coefficient C de re´duction de
la tempe´rature, qui doit eˆtre tel que:
0 < C < 1 (7)
Une valeur trop faible pour ce coefficient peut provoquer
une exploration tre`s partielle de l’espace de recherche.
Les valeurs classiques de ce coefficient se situent dans
l’intervalle [0.75, 0.95].
• La proce´dure du recuit simule´ est souvent arreˆte´e lorsque
la tempe´rature devient infe´rieure a` une valeur donne´e. Le
choix de cette valeur limite, qui conditionne l’efficacite´ de
la recherche, est tre`s de´licat car ce terme est e´troitement
lie´ aux autres parame`tres de la me´thode (tempe´rature ini-
tiale, longueur des paliers, sche´ma de re´duction de la
tempe´rature). Ainsi, un test d’arreˆt diffe´rent portant sur
la non e´volution de la solution courante S sur D paliers
conse´cutifs a e´te´ mis en œuvre; ce quatrie`me parame`tre D
a e´te´ choisi tel que:
0 < D = 9 (8)
L’algorithme de la me´thode du recuit simule´ est de´fini par
les e´tapes suivantes.
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en utilisant la technique des plans d’expe´riences
centre´s.
6. Fonctions e´tudie´es et divers codages
Pour chaque cas traite´, la longueur du codage de´pend con-
jointement de l’intervalle de variation des variables, c’est a`
dire de l’espace de recherche, et de la pre´cision requise sur
ces variables.
Dans toute la suite, il sera conside´re´ que la convergence
est atteinte lorsque |f ∗ −fa| < 10−3 ou` f* et fa de´signent
respectivement la solution the´orique et la solution approche´e
par la proce´dure du recuit simule´.
Les quatre premie`res fonctions e´tudie´es posse`dent
plusieurs minima locaux, alors que les deux dernie`res com-
portent uniquement un optimum global, mais sont de´licates a`
optimiser. Pour chacune de ces fonctions, trois codages arbi-
traires sont utilise´s, afin d’analyser leur influence. Le codage
1, dans lequel le signe et la partie entie`re sont code´s en bi-
naire, et la premie`re de´cimale est repre´sente´e par quatre bits
de poids respectifs 0.1; 0.2; 0.4 et 0.6, dont la somme est
supe´rieure a` l’unite´. Pour la deuxie`me de´cimale, les poids
sont divise´s par 10, et ainsi de suite. Le codage 2 est ana-
logue au codage 1 en ce qui concerne le signe et la partie
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±L’objectif de ce travail consiste en premier lieu a` e´tudier
ur des fonctions mathe´matiques dont les solutions sont con-
ues (fonctions utilise´es par [2]), les diverses variantes de la
e´thode du recuit simule´, reporte´es ci-dessous:
GA: Probabilite´ de [12], de´croissance de la tempe´rature de
[1]
GK: Probabilite´ de [12], de´croissance de la tempe´rature de
[13]
MA: Probabilite´ de [16], de´croissance de la tempe´rature
de [1]
MK: Probabilite´ de [16], de´croissance de la tempe´rature
de [13]
Ensuite les effets et interactions des quatre
arame`tres de controˆle (A, B, C et D) seront analyse´sntie`re, et la premie`re de´cimale est code´e par quatre bits de
oids respectifs 0.1, 0.2, 0.3 et 0.3, dont la somme vaut 0.9,
ais dans laquelle le terme 0.3 apparaıˆt deux fois, ce qui peut
re´er un biais. Pour la deuxie`me de´cimale, les poids sont di-
ise´s par 10, et ainsi de suite. Enfin, le codage 3, qui est
´galement analogue au codage 1 pour son signe et sa partie
ntie`re, repre´sente la partie de´cimale par un codage binaire
e type entier, qui est par exemple divise´ par 1000, si l’on
e´sire coder trois de´cimales.
.1. Fonction dite “boıˆte d’œufs”
Nom: BOITE
(x1, x2) = −x1 sin(
√
|x1|)− x2 sin(
√
|x2|)
1∈ [−512, 512], x2∈ [−512, 512]
∗ − 837. 966 (solution the´orique)
1∗ = x2∗ = 420.97 (solutions the´oriques)
u` les composantes x1 et x2 sont de´finies a` 10−3 pre`s (Fig. 1).
.1.1. Codage 1 et codage 2
Partie entie`re
28 27 26 25 24 23 22 21 20
Partie de´cimale du codage 1
0.1 0.2 0.4 0.6 0.01 0.02 0.04 0.06
0.001 0.002 0.004 0.006
Fig. 1. Fonction BOITE.
Partie de´cimale du codage 2
0.1 0.2 0.3 0.3 0.01 0.02 0.03 0.03
0.001 0.002 0.003 0.003
Longueur du codage pour une variable (codage 1 ou
codage 2): 22.
6.1.2. Codage 3
Partie entie`re
± 28 27 26 25 24 23 22 21 20
Partie de´cimale
2910−3 2810−3 2710−3 2610−3 2510−3
2410−3 2310−3 2210−3 2110−3 2010−3
Longueur du codage pour une variable: 20.
Pour les cinq autres fonctions pre´sente´es ci-dessous, les
codages 1, 2 et 3 sont analogues; les longueurs des parties
entie`res de´pendent des intervalles de de´finition des variables,
et les longueurs des parties de´cimales sont lie´es a` la pre´cision
requise.
6.1.3. De´codage
Le codage 2 e´tant pris a` titre d’exemple, au sein de la
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x2 = +(25 + 24 + 23 + 22 + 20 + 0.1+ 0.2+ 0.001
+0.002+ 0.003) = 61.306
Les valeurs re´elles des variables sont utilise´es pour cal-
culer la fonction objectif. La proce´dure de calcul des valeurs
re´elles des variables est analogue pour tous les autres codes
et toutes les autres fonctions.
6.2. Fonction de Griewank
Nom: GRIE
f (x1, x2) = 0.00025(x12 + x22)− cos(x1) cos
(
x2√
2
)
x1∈ [−π, π], x2∈ [−π, π]
f ∗ = −1
x1∗ = x2 = 0
o −7
v
3
6roce´dure du recuit simule´, le couple (x1, x2) est repre´sente´
ar un vecteur binaire S, de longueur e´gale a` 2× 22, et codant
1 sur sa premie`re moitie´ et x2 sur la seconde. Pour un vecteur
donne´, la valeur re´elle du couple (x1, x2) est calcule´e comme
uit.
Par exemple, le vecteur S suivant, ou` les signes sont e´crits
n italiques, les parties entie`res en caracte`res gras et les parties
e´cimales en caracte`res normaux:
= 0 0 1 1 0 0 0 1 0 1 0 1 0 1 0 0 1 1 1 0 0 1 1
0 0 0 1 1 1 1 0 1 1 1 0 0 0 0 0 0 1 1 1 0
epre´sente les variables:
1 = −(27 + 26 + 22 + 20 + 0.2+ 0.3+ 0.03
+0.03+ 0.001+ 0.003) = −197.564u` les composantes x1 et x2 sont de´finies a` 10 pre`s.
Pour les codages 1 et 2, la longueur du codage pour une
ariable est e´gale a` 34; pour le codage 3, cette longueur vaut
1 (Fig. 2).
.3. Fonction de De Jong
Nom: JONG
La fonction est de´finie a` partir de:
a1 = [−32 −16 0 32 −32 −16 0 0
16 32 −32 −16 0 16 32
−32 16 0 16 32 −32
−16 0 16 32]
Fig. 2. Fonction GRIE.
Fig. 3. Fonction Jong.
a2 = [−32 −32 −32 −32 −32 −16 −16
−16 −16 −16 0 0 0 0
0 16 16 16 16 16 32
32 32 32 32]
Somme =
25∑
i=1
1
i+ (x1− a1(i))6 + (x2− a2(i))6
f (x1, x2) = 0.002+ 1
1/500+ Somme
x1∈ [−128, 128], x2∈ [−128, 128]
f ∗ = 1
x1∗ = x2∗ = −32
ou` les composantes x1 et x2 sont de´finies a` 10−3 pre`s.
Pour les codages 1 et 2, la longueur du codage pour une
variable est e´gale a` 20; pour le codage 3, cette longueur vaut
18 (Fig. 3).
6
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Fig. 4. Fonction Micha.
La variable e´tant positive, le signe n’est pas code´; pour les
codages 1 et 2, la longueur du codage est e´gale a` 33; pour le
codage 3, cette longueur vaut 30 (Fig. 4).
6.5. Fonction de Pibouleau
Nom: PIB
f (x1, x2) = (1− x1)2 + k(x22 − x12) avec k = 0.001
x1∈ [−π, π], x2∈ [−π, π]
f ∗ = − k
1− k = −0.001
x1∗ = 1
1− k , x2
∗ = 0
ou` les composantes x1 et x2 sont de´finies a` 10−7 pre`s.
Pour les codages 1 et 2, la longueur du codage pour une
variable est e´gale a` 34; pour le codage 3, cette longueur vaut
31 (Fig. 5)..4. Fonction de Michalevitch
Nom: MICHA
(x) = − sin(x)
[
sin
(
10x2
π
)]20
∈ [0, π]
∗ = −1
∗ = π
2
u` la composante x est de´finie a` 10−7 pre`s. Fig. 5. Fonction Pib.
Fig. 6. Fonction Ros.
6.6. Fonction de Rosenbrock
Nom: ROS
f (x1, x2) = 100(x12 − x2)2 + (1− x1)2
x1∈ [−π, π], x2∈ [−π, π]
f ∗ = 0
x1∗ = x2∗ = 1
ou` les composantes x1 et x2 sont de´finies a` 10−7 pre`s.
Pour les codages 1 et 2, la longueur du codage pour une
variable est e´gale a` 34; pour le codage 3, cette longueur vaut
31 (Fig. 6).
7. Ge´ne´ration d’une solution S′ voisine de la solution
courante S
Les proble`mes teste´s e´tant purement mathe´matiques, il
e
t
p
g
l
m
b
c
c
c
d
s
8. Comparaison des me´thodes
8.1. Essais effectue´s
Pour chaque fonction pre´sente´e ci-dessus, les valeurs
choisies pour les quatre parame`tresA,B,C etD sont reporte´es
dans le Tableau 2.
En utilisant la technique des plans d’expe´riences centre´s,
il existe 17 combinaisons de parame`tres (en tenant compte du
centre des essais pre´sente´ en dernie`re position), comme il est
mentionne´ dans le tableau ci-dessous. Pour chaque combinai-
son de ces parame`tres, cinq essais conse´cutifs avec initiali-
sations ale´atoires ont e´te´ re´alise´s, ce qui conduit a` 85 essais
par fonction (Tableau 3).
8.2. Etude des succe`s
Rappelons que par de´finition, un succe`s est tel que
|f ∗ − fa| < 10−3 ou` f* et fa de´signent respectivement la so-
lution the´orique et la solution approche´e par la proce´dure du
recuit simule´.
Dans les tableaux de re´sultats, les conventions suivantes
ont e´te´ utilise´es (Tableaus 4–6):
• Valeurs en caracte`res normaux: pourcentage de succe`s
•
T
V
V
A
B
C
D
T
E
E
17 0 0 0 0st suppose´ que les codages de chaque variable sont iden-
iques pour toutes, ce qui peut ne pas eˆtre le cas pour des
roble`mes physiques ou` les variables ont des ordres de
randeurs diffe´rents. Ainsi le vecteur binaire S repre´sentant
’ensemble des variables du proble`me est de longueur m avec
= n× lcode ou` n et lcode de´signent respectivement le nom-
re de variables du proble`me et la longueur du codage de
haque variable.
La ge´ne´ration d’une solution S′ voisine de la solution
ourante S est effectue´e comme suit. Un nombre entier k
ompris entre 1 et m est ge´ne´re´ selon une loi uniforme; pour
e´finir S′, on remplace la kie´me composante du vecteur S par
on comple´ment binaire.(resp. e´checs) sur 85 essais pour chaque fonction.
Moy-Me´th: pourcentage moyen de succe`s (resp. e´checs)
sur les six fonctions, pour chaque me´thode.
ableau 2
aleurs des parame`tres de controˆle
ariable Niveau haut (+) Niveau bas (−) Centre (0)
1.75 0.25 1
1.75 0.25 1
0.95 0.75 0.85
9 1 5
ableau 3
ssais effectue´s
ssai A B C D
1 − − − −
2 + − − −
3 − + − −
4 + + − −
5 − − + −
6 + − + −
7 − + + −
8 + + + −
9 − − − +
10 + − − +
11 − + − +
12 + + − +
13 − − + +
14 + − + +
15 − + + +
16 + + + +
Tableau 4
Pourcentage de succe`s avec le codage 1
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 12.9 75.3 70.6 10.6 98.8 3.5 45.2
GK 27.1 89.4 74.1 24.7 82.4 7.1 50.8
MA 16.5 77.6 77.6 15.3 98.8 3.5 48.2
MK 28.2 94.1 82.4 25.9 83.5 14.1 57.4
Moy-Fct 21.2 84.1 76.2 19.1 90.9 7.1 49.7
Tableau 5
Pourcentage de succe`s avec le codage 2
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 32.9 80.0 71.8 20.0 95.3 5.9 51.0
GK 40.0 89.4 72.9 21.2 90.6 3.5 52.9
MA 32.9 81.2 70.6 8.2 91.8 11.8 49.4
MK 43.5 90.6 75.3 21.2 97.6 3.5 55.3
Moy-Fct 37.3 85.3 72.7 17.7 93.8 6.2 52.2
Tableau 6
Pourcentage de succe`s avec le codage 3
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 28.2 74.1 52.9 14.1 95.3 10.5 45.9
GK 35.3 91.8 72.9 10.6 97.6 14.1 53.7
MA 29.4 77.6 65.9 15.3 100.0 9.4 49.6
MK 43.5 89.4 69.4 14.1 98.8 10.5 54.3
Moy-Fct 34.1 83.2 65.3 13.5 97.9 11.1 50.9
Tableau 7
Pourcentage d’e´checs avec le codage 1
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 67.1 21.2 0 0 0 71.7 26.7
GK 57.6 3.5 0 0 0 0 10.2
MA 68.2 10.6 0 0 0 69.4 24.7
MK 51.8 1.2 0 0 0 1.2 9.0
Moy-Fct 61.2 9.1 0 0 0 35.6 17.7
• Moy-Fct: pourcentage moyen de succe`s (resp. e´checs) sur
les quatre me´thodes, pour chaque fonction.
8.3. Etude des e´checs notoires
Par de´finition, un e´chec notoire est tel que |f ∗ − fa| > 1
ou` f* et fa de´signent respectivement la solution the´orique
et la solution approche´e par la proce´dure du recuit simule´
(Tableaus 7–9).
Tableau 8
Pourcentage d’e´checs avec le codage 2
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 51.8 16.5 0 0 0 0 11.4
GK 51.8 3.5 0 0 0 0 9.2
MA 55.3 12.9 0 0 0 0 11.4
MK 47.1 1.2 0 0 0 0 8.1
Moy-Fct 51.5 8.5 0 0 0 0 10.0
Tableau 9
Pourcentage d’e´checs avec le codage 3
Boıˆte Jong Grie Micha Pib Ros Moy-Me´th
GA 62.4 22.4 0 0 0 1.2 14.3
GK 51.8 1.2 0 0 0 0 8.8
MA 51.8 20.0 0 0 0 0 12.0
MK 43.5 4.7 0 0 0 0 8.0
Moy-Fct 52.4 12.1 0 0 0 0.3 10.8
9. Discussion
De l’e´tude des succe`s, il peut eˆtre conclu que, quelque soit
le codage:
• la me´thode MK est la plus performante;
• la me´thode de [1] utilise´e pour faire e´voluer la tempe´rature
est la moins efficace.
Ces deux conclusions sont confirme´es par l’e´tude des
e´checs.
Il est e´vident que pour traiter un proble`me physique,
le codage est un e´le´ment primordial, qui doit pou-
voir repre´senter sans ambiguı¨te´ et de manie`re biunivoque
l’ensemble des solutions acceptables. Dans le cas pre´sent,
les trois codages mis en œuvre satisfont ce principe, ont des
longueurs comparables, et l’on ne note pas de diffe´rence sig-
nificative sur les pourcentages moyens de succe`s et d’e´checs
par fonction selon le codage utilise´.
Par la suite l’e´tude sera poursuivie avec la me´thode MK,
en utilisant par exemple le codage 1.
10. Etude des effets et des interactions
10.1. Donne´es de l’e´tude
d
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pPour e´tudier les effets des quatre parame`tres cite´s ci-
essus, ainsi que leurs interactions, un plan factoriel complet
` quatre facteurs a e´te´ mis en œuvre; son format ge´ne´ral est
onne´ dans le Tableau 10, ou` la sous-matrice carre´e d’ordre
6 de´finie par les effets, les interactions et la moyenne con-
titue une matrice d’Hadamard, note´e H, qui ve´rifie donc:
TH = 16I (9)
Pour chaque combinaison de parame`tres, le terme sm1
second membre 1) repre´sente le pourcentage de succe`s sur
es cinq essais re´alise´s avec initialisations ale´atoires, et le
erme sm2 donne le nombre moyen (exprime´ en milliers)
’e´valuations de la fonction objectif. La valeur de sm2 n’est
as reporte´e lorsque sm1 est nul. Les valeurs des seconds
embres sont reporte´es dans le tableau ci-apre`s pour chacune
es six fonctions e´tudie´es (Tableau 11).
0.2. Effets et interactions
Les effets et interactions, pour le crite`re sm1,
uis pour le crite`re sm1/sm2, des variables du plan
Tableau 10
Plan factoriel complet a` quatre facteurs
Essai A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD Moy sm1 sm2
1 − − − − + + + + + + − − − − + +
2 + − − − − − − + + + + + + − − +
3 − + − − − + + − − + + + − + − +
4 + + − − + − − − − + − − + + + +
5 − − + − + − + − + − + − + + − +
6 + − + − − + − − + − − + − + + +
7 − + + − − − + + − − − + + − + +
8 + + + − + + − + − − + − − − − +
9 − − − + + + − + − − − + + + − +
10 + − − + − − + + − − + − − + + +
11 − + − + − + − − + − + − + − + +
12 + + − + + − + − + − − + − − − +
13 − − + + + − − − − + + + − − + +
14 + − + + − + + − − + − − + − − +
15 − + + + − − − + + + − − − + − +
16 + + + + + + + + + + + + + + + +
d’expe´riences sont reporte´es dans les tableaux ci-dessous
(Tableau 12).
En conside´rant le seul crite`re sm1 (pourcentage de succe`s),
on ne peut pas de´gager de conclusion nette sur les effets
moyens des parame`tres A, B, C et D; il en est de meˆme
pour leurs interactions (Tableau 12). Ce constat conduit a`
utiliser un second crite`re, constitue´ par le rapport sm1/sm2
(terme suppose´ nul lorsque sm1 est nul), qui semble mieux
repre´senter l’efficacite´ d’une me´thode (Tableau 13).
10.2.1. Analyse qualitative
Le classement des effets et interactions pour le crite`re
sm1/sm2 est reporte´ dans le tableau ci-dessous (Tableau 14).
L’effet moyen le plus important constate´ est duˆ au
parame`tre B, et le parame`tre A a l’effet moyen le plus faible.
En effet, le parame`tre A repre´sente la fac¸on d’initialiser la
tempe´rature, et dans la mesure ou` le test d’arreˆt est effectue´
sur la non e´volution de la fonction objectif sur D paliers
conse´cutifs et non sur une valeur minimale de la tempe´rature,
Tableau 11
Valeurs des seconds members
Boıˆte Jong Grie Micha Pib Ros Essai
sm1 sm2 sm1 sm2 sm1 sm2 sm1 sm2 sm1 sm2 sm1 sm2
0 100 3 80 6 20 0.4 100 7 0 1
0 100 3 80 5 20 0.25 60 4 0 2
40 5 100 36 80 54 20 0.3 100 78 20 14 3
20 4.7 100 36 100 70 20 0.4 100 72 40 1.5 4
0 100 14 100 31 60 2.8 80 30 20 7 5
0 100 13 100 27 40 1 100 36 20 6 6
60 26 100 198 100 358 0 100 390 40 7 7
0 100 184 80 290 20 0.6 80 318 20 5.8 8
20 15 100 6 100 1052 20 0.6 100 11 20 2 9
0 60 4 80 9 20 0.6 60 7 0 10
20 6.6 100 45 80 89 40 4 80 77 40 1.7 11
20 4.7 100 43 80 80 40 4 40 38 0 12
40 3.8 100 29 80 126 20 0.2 100 63 0 13
20
4 20
4 40
T
E
F B
B 25
J 5 −
G 25 −
M
P
R0 100 29 80 45
0 3 100 226 80 350
0 2.7 100 210 80 340
ableau 12
ffets et interactions pour le crite`re sm1
onction A B C D AB AC AD
oıˆte −8.75 11.25 3.75 3.75 −1.25 −3.75 1.
ong −2.5 2.5 2.5 −2.5 2.5 2.5 −2.
rie −1.25 −1.25 1.25 −3.75 1.25 −1.25 −1.
icha 1.25 −1.25 1.25 1.25 3.75 1.25 1.25 −
ib −8.75 1.25 6.25 −3.75 1.25 6.25 −3.75
os −3.75 8.75 1.25 −3.75 −1.25 1.25 −3.75 −2.7 80 544 0 14
14 100 460 20 85 15
12 100 485 20 8 16
C BD CD ABC ABD ACD BCD ABCD
1.25 −3.75 3.75 −1.25 8.75 1.25 1.25 3.75
2.5 2.5 2.5 −2.5 2.5 2.5 −2.5 −2.5
1.25 −1.25 −3.75 −3.75 1.25 3.75 3.75 1.25
6.25 8.75 −3.75 3.75 −1.25 1.25 3.75 −1.25
1.25 −3.75 6.25 −3.75 1.25 1.25 6.25 6.25
1.25 −1.25 −3.75 −1.25 −1.25 6.25 3.75 3.75
Tableau 13
Effets et interactions pour le crite`re sm1/sm2
Fonction A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD
Boıˆte −0.95 2.38 1.26 2.05 0.53 −0.47 −0.19 0.11 0.56 2.50 0.68 1.29 −0.65 1.35 0.50
Jong −0.06 −6.75 −5.30 −2.75 0.08 0.14 −0.13 4.28 2.61 1.75 −0.14 0.14 0.06 −1.64 −0.08
Grie 0.82 −2.61 −2.05 −1.62 −0.81 −0.62 0.43 1.57 1.49 1.05 0.61 −0.41 −0.35 −0.93 0.33
Micha −1.59 −11.92 −7.90 −8.91 3.91 −3.26 −9.75 −4.42 −6.74 11.09 9.75 7.90 −8.08 −2.58 2.07
Pib −0.06 −3.03 −2.73 −1.00 0.08 −0.10 −0.18 2.25 0.92 0.53 0.09 0.17 −0.01 −0.47 0.03
Ros −0.45 2.96 −2.72 −0.49 0.70 0.55 −0.42 −2.24 −0.93 −1.13 −0.76 −2.11 3.93 0.90 2.74
Tableau 14
Classement des effets et interactions pour le crite`re sm1/sm2
Fonction Effets moyens Interactions d’ordre 2 Interactions d’ordre 3
Boıˆte B-D-C-A CD BD AB AC AD BC BCD ABD ABC ACD
De Jong B-C-D-A BC BD CD AC AD AB BCD ABD ABC ACD
Grie B-C-D-A BC BD CD AB AC AD BCD ABC ABD ACD
Micha B-D-C-A CD AD BD BC AB AC ABC ACD ABD BCD
Pib B-C-D-A BC BD CD AD AC AB BCD ABD ABC ACD
Ros B-C-D-A AD BC CD BD AB AC ACD ABD BCD ABC
il semble normal que le parame`tre A ait peu d’influence sur
la convergence. Ce constat est confirme´e par les faibles in-
teractions d’ordre deux faisant intervenir A.
Apre`s l’e´limination de ce parame`tre, on constate, d’apre`s
les effets moyens et les interactions, que les parame`tres C et
D se comportent sensiblement de la meˆme manie`re, l’effet
moyen du parame`tre C e´tant toutefois le´ge`rement plus im-
portant.
10.2.2. Analyse quantitative: essais au centre du plan
(A= 1, B= 1, C= 0.85, D= 5)
Dans la mesure ou` pour chaque fonction, au plus cinq
mesures par point du plan sont disponibles pour le terme
sm1/sm2 (en cas de non convergence pour un essai, le nom-
bre d’e´valuations de la fonction objectif n’est pas connu), le
test de Fisher portant sur l’e´galite´ des variances est non sig-
nificatif, et il peut donc eˆtre conside´re´ que la variance des
mesures σ2(sm2), demeure constante pour l’ensemble des
points du plan. La variance commune σ2 de sm2 pour les ef-
fets moyens, les interactions, et la moyenne calcule´es a` partir
des 16 mesures, est alors donne´e par:
σ2 = 116(16σ2(sm2)) =
1
16
(σ2(sm2)) (10a)
sachant que:
s
σ
o
s
d
m
De fac¸on classique, l’e´tude des variances et des intervalles
de confiance est restreinte au centre du plan, qui correspond
a` A= 1, B= 1, C= 0.85 et D= 5.
Le nombre de re´ponses assurant la convergence variant
selon l’exemple, l’analyse est effectue´e fonction par fonc-
tion. Dans un premier temps cinq essais (c’est a` dire cinq
exe´cutions de la proce´dure du recuit simule´, avec des ini-
tialisations ale´atoires) par fonction ont e´te´ effectue´s, et pour
certaines (Boıˆte, Micha, Pib), le nombre d’essais concluants
e´tait e´gal a` un (conduisant a` un nombre de degre´s de liberte´
(ddl) infini), ou a` deux (nombre de ddl e´gal a` un, fournissant
une valeur tre`s e´leve´e dans la table de Student). Pour pallier
cette difficulte´, le nombre d’essais a e´te´ augmente´ a` 10.
La variable conside´re´e est le rapport sm1/sm2, ou`
l’intervalle de confiance pour sm2 a une amplitude e´gale a` h;
l’intervalle de confiance pour le rapport sm1/sm2 est donne´
par:[
sm1
sm2+ h,
sm1
sm2− h
]
(11)
Cet intervalle de confiance n’est pas syme´trique par rap-
port a` la valeur de sm1/sm2. On peut aise´ment se ramener
au cas classique d’un intervalle syme´trique, en supposant
l’e´cart-type de sm2 faible devant sm2, hypothe`se qui a e´te´
confirme´e par les divers calculs. Soit α1 le terme:
α
i
α
a
β
D
α
o
Tm2 = 1
n
n∑
i=1
nevi; ddl = n− 1 (10b)
2(sm2) = 1
n(n− 1)
n∑
i=1
(nevi − sm2)2 (10c)
u` n repre´sente le nombre d’essais pour une combinai-
on donne´e de parame`tres (ici n= 5) et nevi est le nombre
’e´valuations de la fonction objectif pour l’essai i.
L’e´cart-type des estimations se de´duit donc de celui des
esures (σ(sm2)) en le divisant par quatre.1 = sm1
sm2+ h = sm1
(
1
sm2
× 1
1+ h/sm2
)
≈ sm1
(
1
sm2
× 1− h
sm2
)
(12)
l vient:
1 = sm1
(
1
sm2
− h
sm22
)
= sm1
sm2
− h× sm1
sm22
= sm1
sm2
− β
(13)
vec:
= h× sm1
sm22
(14)
e meˆme, on a:
2 = sm1
sm2− h =
sm1
sm2
+ β (15)
u` β est toujours de´fini par la relation (14).
Les valeurs de sm1 et sm2 sont mentionne´es dans le
ableau 15. Les nombres d’e´valuations (exprime´s en milliers)
Tableau 15
Valeurs de sm1 et sm2
Fonction sm1 sm2
Boıˆte 40 3.182
Jong 100 7.724
Grie 80 13.578
Micha 40 1.041
Pib 90 42.973
Ros 40 10.780
des fonctions sont reporte´s pour chacun des 10 essais dans le
Tableau 16, ou` les cellules vierges correspondent a` des e´checs
(pas de convergence). Pour chaque fonction, le Tableau 17
donne la moyenne sm2, l’e´cart-type σ(sm2), l’e´cart-type σ
des estimations, le nombre de degre´s de liberte´, la valeur de
la variable de Student t, la valeur absolue h de l’intervalle de
confiance pour sm2, et enfin la valeur absolue β de la borne
de l’intervalle de confiance pour le rapport sm1/sm2. Les in-
tervalles de confiance sont calcule´s au niveau de probabilite´
de 95%.
Rappelons qu’un effet ou une interaction est significatif
si son intervalle ne contient pas la valeur ze´ro; dans le cas
contraire, cet e´le´ment est conside´re´ comme non significatif.
A partir des valeurs reporte´es dans le Tableau 13, sont men-
tionne´s dans le Tableau 18 uniquement les e´le´ments signi-
ficatifs; les cellules vierges correspondent a` des termes non
significatifs.
A titre d’exemple, l’intervalle de confiance pour l’effet
de A pour la fonction Boıˆte qui est [−0.95− 1.17;
−0.95 + 1.17] = [−2.12; + 0.22], permet de conclure que
l’effet de A est non significatif.
De meˆme, l’intervalle de confiance pour l’effet de B pour
la fonction Boıˆte, e´gal a` [2.38− 1.17; 2.38 + 1.17] = [1.21;
3.55], indique qu’il est significatif.
Cette e´tude statistique confirme et affine les re´sultats four-
nis par l’analyse qualitative, a` savoir que l’effet de A est
ne´gligeable, celui de B est pre´dominant, C et D jouent des
roˆles comparables, avec un le´ger avantage pour C. Les inter-
actions d’ordre deux faisant intervenir A ne sont pas signi-
ficatives, ce qui est moins net pour les interactions d’ordre
trois, et l’interaction d’ordre quatre est ne´gligeable dans la
majorite´ des cas.
11. Conclusion
Les principales variantes de mise en œuvre de la me´thode
du recuit simule´, divers codages des variables, ainsi que les
quatre principaux parame`tres de controˆle (tempe´rature ini-
tiale, longueur du palier de tempe´rature, de´croissance de la
tempe´rature et test d’arreˆt) ont e´te´ e´tudie´s a` partir de six fonc-
tions dont les solutions analytiques sont connues.
d
Tableau 16
Nombres d’e´valuations des fonctions (en milliers)
Fonction 1 2 3 4 5
Boıˆte 3.433 3.847
Jong 7.641 7.481 7.881 8.162 7.60
Grie 9.349 13.213 18.709 10.82
Micha 0.981 1.11
Pib 40.777 47.477 46.933 31.593
R
T
E
F t0.975 (
B 3.182
J 2.262
G 2.365
M 3.182
P 2.306
R 3.182
T
E
F BC
B
D 4
G 1.57 1.49 1.05 −0.93
M
P
Ros 5.689 10.881
ableau 17
le´ments statistiques
onction sm2 σ (sm2) σ (estimation) ddl
oıˆte 3.182 0.479 0.120 3
ong 7.724 0.351 0.088 9
rie 13.578 3.532 0.883 7
icha 1.041 0.133 0.033 3
ib 42.973 6.850 1.713 8
os 10.780 4.562 1.141 3
ableau 18
ffets et interactions significatifs
onction A B C D AB AC AD
oıˆte 2.38 1.26 2.05
eJonG −6.75 −5.30 −2.75
rie −2.61 −2.05 −1.62
icha −11.92 −7.90 −8.91 −9.75 −4
ib −3.03 −2.73 −1.00 2
os 2.96 −2.72 −2Un plan factoriel complet 24 a e´te´ mis en œuvre pour
e´finir les variations des parame`tres de controˆle, et pour
6 7 8 9 10
3.033 4.127
1 8.203 7.923 7.802 7.021 7.522
5 16.003 12.601 17.721 10.204
6 1.182 0.885
41.695 32.968 45.611 50.802 48.902
9.807 16.744
Student) Borne h (h = σ*t0.975) Borne β (β = h*sm1/(sm22))
0.381 1.17
0.198 0.33
2.088 0.91
0.106 3.92
3.949 0.19
3.629 1.25
BD CD ABC ABD ACD BCD ABCD
2.50 1.29 1.35
.28 2.61 1.75 −1.64.42 −6.74 11.09 9.75 7.90 −8.08
.25 0.92 0.53 −0.47
.24 −2.11 3.93 2.74
chaque fonction, la proce´dure du recuit simule´ est exe´cute´e
cinq fois a` partir de solutions initiales ge´ne´re´es ale´atoirement,
au centre du plan et sur les seize sommets.
Dans un premier temps, l’e´tude du taux de convergence
a permis de constater qu’au niveau de la mise en œuvre, la
proce´dure de [16] couple´e avec le sche´ma de de´croissance
de la tempe´rature de [13] fournissait les meilleurs re´sultats,
alors que le sche´ma de de´croissance de la tempe´rature de [1]
conduisait aux plus mauvais. Cette conclusion a e´te´ conforte´e
par l’e´tude du taux d’e´checs (c’est a` dire de non convergence).
Trois codages pour les variables ont e´te´ e´galement utilise´s,
mais aucune conclusion nette au sujet de leur influence sur
le taux de convergence n’a pu eˆtre de´gage´e. Il est e´vident
que pour traiter un proble`me physique, le codage est un
e´le´ment primordial, qui doit pouvoir repre´senter sans am-
biguı¨te´ et de manie`re biunivoque l’ensemble des solutions
acceptables. Dans le cas pre´sent, les trois codages mis en
œuvre satisfont ce principe, ont des longueurs comparables,
et aucune diffe´rence significative n’est note´e sur les pour-
centages moyens de succe`s et d’e´checs par fonction selon le
codage utilise´.
Ces deux constats ont conduit a` poursuivre l’e´tude des
effets et interactions des quatre parame`tres de controˆle avec
un seul codage et l’imple´mentation de Metropolis – Kirk-
patrick. Le plan factoriel complet 24 a e´te´ mis en œuvre
En conclusion, et en l’absence de toute autre information,
il peut eˆtre pre´conise´ d’utiliser la me´thode du recuit simule´
avec les e´le´ments suivants:
• acceptation d’une solution de´gradant la fonction objectif:
re`gle de Metropolis;
• de´croissance de la tempe´rature: sche´ma ge´ome´trique de
Kirkpatrick;
• valeur initiale de la tempe´rature: valeur de la fonction ob-
jectif pour la solution initiale (A= 1);
• longueur du palier de temperature: somme des longueurs
des codages de chaque variable (B= 1);
• coefficient de re´duction de la tempe´rature: 0.85 (C= 1);
• nombre de paliers successifs sur lesquels la solution de-
meure inchange´e: 5 (D= 1).
On sugge`re le centre du plan pour les parame`tresA,B,C, et
D, car se placer au niveau haut permet d’assurer un bon taux
de convergence avec toutefois un nombre e´leve´ d’e´valuations
de la fonction objectif (paliers de tempe´rature longs, nombre
e´leve´ de paliers successifs pour l’arreˆt de la proce´dure), alors
que le niveau bas peut conduire a` des taux de convergence
assez faibles. Le centre du plan re´alise donc un compromis
acceptable.
R
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