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We investigate the Joule expansion of nonintegrable quantum systems that contain bosons or spin-
less fermions in one-dimensional lattices. A barrier initially confines the particles to be in half of the
system in a thermal state described by the canonical ensemble and is removed at time t = 0. We
investigate the properties of the time-evolved density matrix, the diagonal ensemble density matrix
and the corresponding canonical ensemble density matrix with an effective temperature determined
by the total energy conservation using exact diagonalization. The weights for the diagonal ensemble
and the canonical ensemble match well for high initial temperatures that correspond to negative
effective final temperatures after the expansion. At long times after the barrier is removed, the
time-evolved Re´nyi entropy of subsystems bigger than half can equilibrate to the thermal entropy
with exponentially small fluctuations. The time-evolved reduced density matrix at long times can
be approximated by a thermal density matrix for small subsystems. Few-body observables, like the
momentum distribution function, can be approximated by a thermal expectation of the canonical en-
semble with strongly suppressed fluctuations. The negative effective temperatures for finite systems
go to nonnegative temperatures in the thermodynamic limit for bosons, but is a true thermodynamic
effect for fermions, which is confirmed by finite temperature density matrix renormalization group
calculations. We propose the Joule expansion as a way to dynamically create negative temperature
states for fermion systems with repulsive interactions.
I. INTRODUCTION
With the remarkable advances in efficient computing
algorithms and cold atom experiments, nonequilibrium
dynamics has been extensively studied both theoretically
and experimentally in recent years. Quantum thermal-
ization is one of the most important topics in this area. In
1929, the classical theory of statistical mechanics was re-
formulated quantum-mechanically by von Neumann [1],
which opened the door to the study of quantum thermal-
ization through the unitary dynamics of quantum sys-
tems. Later studies [2–4] show that quantum thermaliza-
tion is closely related to random matrix theory [5, 6] and
the eigenstate thermalization hypothesis (ETH) [7, 8] was
proposed to understand it in finite quantum systems. For
nonintegrable quantum systems with Wigner-Dyson level
spacing distribution [9], ETH asserts that every eigen-
state is thermal and, as a result, few-body observables
thermalize [10, 11]. ETH has been verified for a variety
of nonintegrable quantum systems [10–26], with excep-
tions when little entanglement in the eigenbasis results
in equilibration without thermalization[27]. A modified
version of ETH for subdiffusive thermalization [28] and
strong forms of ETH for reduced density matrix [29, 30]
have been formulated recently.
The quantum quench protocol is often used in studies
of nonequilibrium dynamics, where an initial state of the
system is prepared at time t = 0, some parameters are
then suddenly or time-dependently changed and the state
is let to evolve under the new Hamiltonian. This opera-
tion involves a global quench [13, 22, 31–43], local quench
[44, 45] or sudden expansion [22, 46–65]. The initial
states can be either pure states or any mixed states. The
dynamics of sudden expansion has rich results including
dynamical fermionization in the expansion of a Tonks-
Girardeau gas [47, 59], hard-core bosons [48, 49, 60] or
a Bose gas [56], quasi-condensation at finite momentum
in hard-core bosons [46, 48, 49, 53, 57, 60], ballistic and
diffusive expansion for bosons and fermions in one and
two dimensions [52–54], quantum distillation of singlons
and doublons during the expansion [51, 55, 61, 64], ex-
pansions of atomic clouds and interwell tunneling dy-
namics of a Bose-Fermi mixture [65] and self-trapping
of bosons initially confined in an harmonic trap [62].
A time-dependent emergent local Hamiltonian can be
constructed to analytically describe these nonequilibrium
states as its eigenstates [58–60].
A celebrated experiment in the context of classical sta-
tistical mechanics is the Joule expansion. The free expan-
sion of an ideal gas from an initial volume V to a final
volume 2V does not change the temperature of the gas
and the increase in entropy is nR ln 2. For interacting
gases, the temperature decreases for attractive interac-
tions, such as for the van der Waals gas, and increases
for repulsive interactions. But what happens for quan-
tum systems? The Joule expansion of an isolated perfect
quantum gas is discussed in [50], where the time evolution
of the particle number density displays periodicity with
period proportional to the square of the size of the sys-
tem, consistent with the recurrence time for free bosons
and free fermions obtained in [66], and much smaller than
the classical Poincare´ recurrence time, which scales expo-
nentially with the size of the system. For generic quan-
tum systems, the recurrence time [67] is much longer,
typically scaling as a double exponential of the system
size [66, 68].
Sudden expansion of an initially confined thermal state
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2for hard-core bosons was studied in Ref. [60], where
the dynamical fermionization and the quasi-condensation
during the expansion are observed. These studies focus
on integrable systems where analytic tools can be used.
But discussions of the question of thermalization at long
times are still missing, which is a prerequisite to answer
the Joule question in the quantum regime.
In this article, we discuss the Joule expansion for two
interacting but nonintegrable one-dimensional quantum
Hamiltonians. We use thermal initial states for a range
of temperatures. We discuss the thermalization after a
sudden expansion where the particles are kept confined
within a length which is twice the initial one. We dis-
cuss two important problems which to the best of our
knowledge have not been discussed in the context of sud-
den expansion in the ETH literature. The first one is to
establish if the long-time evolution can be characterized
by the diagonal ensemble or the canonical ensemble for
a final temperature and to which extent these ensemble
descriptions are compatible. The second one is the long-
time behavior of the Re´nyi entropies for subsystems of
various sizes. If the subsystem is large enough, can these
entropies stabilize to thermal values? In addition, we will
discuss the momentum distributions before and after the
expansion as these can be measured experimentally by
time-of-flight experiments with cold atoms trapped into
one-dimensional optical lattices often called “tubes”.
The paper is arranged as follows. In Section II we in-
troduce the boson and spinless fermion models that we
study and discuss the time evolution following the re-
moval of the barrier (expansion from size L/2 to size L),
the diagonal and the canonical ensemble descriptions for
observables in the equilibrated regime, and the Re´nyi en-
tropy. In Section III, the weights of the eigenstates for
the diagonal ensemble (DE) and the canonical ensemble
(CE) descriptions are calculated and compared. We find
that, above a certain initial temperature, the final effec-
tive temperature obtained from the canonical ensemble
description is negative. Results for the von Neumann en-
tropy and the second order Re´nyi entropy are presented
in Section IV. In Section V we investigate the full long-
time evolved solution, the diagonal ensemble description
and the canonical ensemble with an effective final tem-
perature at the level of the reduced density matrices and
their eigenvalues and eigenstates in these three cases.
In Section VI, we calculate the momentum distribution
function, which at long times shows the expected pop-
ulation inversion for the negative effective temperature
cases. In Section VII we present the answer to the Joule
question, that is, the final effective temperature after ex-
pansion from L/2 to L as function of the temperature of
the thermal state at t = 0. Finite-size analysis shows that
effective negative temperatures survive in the thermody-
namic limit for the case of spinless fermions, suggesting
that Joule expansion can be used as a way to dynami-
cally create negative temperature fermionic states. Fi-
nally, Section VIII contains a summary and conclusions.
II. MODEL AND METHODS
We consider two models: the one-dimensional Bose-
Hubbard model and one-dimensional spinless fermions
with nearest-neighbor (NN) and next-nearest-neighbor
(NNN) hopping and interaction. Open boundary con-
ditions are used for both models. The Hamiltonian for
the Bose Hubbard model is:
Hˆb = −J
L−1∑
l=1
(a†l al+1 +H.c.) +
U
2
L∑
l=1
nbl (n
b
l − 1) , (1)
and the Hamiltonian for spinless fermions is:
Hˆf = −J1
L−1∑
l=1
(c†l cl+1 +H.c.) + V1
L−1∑
l=1
nfl n
f
l+1
−J2
L−2∑
l=1
(c†l cl+2 +H.c.) + V2
L−2∑
l=1
nfl n
f
l+2 , (2)
where L is the total number of sites, a†l (al) is the cre-
ation (annihilation) operator of bosons at site l, satis-
fying the commutation relations [al, a
†
l′ ] = δll′ , and c
†
l
(cl) is the creation (annihilation) operator of spinless
fermions at site l, satisfying the anitcommutation rela-
tions {cl, c†l′} = δll′. nbl = a†l al (nfl = c†l cl) is the particle
number operators for bosons (fermions) at site l. Re-
pulsive interactions U, V1, V2 > 0 are considered for both
systems. For nonintegrable systems, the energy levels
are repulsive and the level spacing distribution is given
by the Wigner-Dyson distribution, which has been found
for both Hˆb [69] and Hˆf [9]. The fermionic model Hˆf
contains next-nearest-neighbor terms J2 and V2 that may
seem prohibitively difficult to achieve experimentally. We
note, however, that this model can also be realized with
a zigzag ladder, with one leg containing the odd sites
of Eq. (2) and the other leg containing the even sites.
The J1 and V1 in Eq. (2) are terms connecting odd and
even sites, and therefore are the inter-leg zig-zag terms in
the ladder system. In the ladder system, the J2 and V2
terms then become the intra-leg nearest-neighbor terms.
We set ~ = kB = 1 in the following and fix the hopping
energy J1 = V1 = J = 1 in our calculations. The results
we present are for spinless fermions with J2 = V2 = 1
and bosons with U = 3, unless otherwise specified.
In the Joule expansion, a volume of gas is initially
prepared with a thermal state inside one half of a con-
tainer via a partition, with the other half of the con-
tainer empty. The partition is then suddenly removed
and the gas is let to expand freely to occupy the whole
volume. For particles on a lattice, a similar initial setup
can be achieved by adding a high potential through-
out the right half of the lattice, HˆW = W
∑L
l=L/2+1 nl,
where W  J, U, J1, J2, V1, V2. In the numerical calcula-
tions presented here, we set W = 106 to make sure that
βW  1 in all calculations, so particles won’t hop to
the right half due to high temperatures. At time t = 0,
3the high potential is suddenly removed (W is quenched
to zero) and particles can then move on a twice bigger
lattice. For fermions (bosons), we consider the initial
state to be a Np = L/4-particle (L = 20 unless otherwise
specified) thermal state ρˆf0 (ρˆ
b
0) at a finite temperature
T f0 = 1/β
f
0 (T
b
0 = 1/β
b
0) in the left half of the lattice.
The general language describing the time evolution
of a quantum system is the following. Let {|i〉} be
the eigenstates of the initial Hamiltonian before expan-
sion, Hˆ0|i〉 = ei|i〉, where Hˆ0 = Hˆb(f) + HˆW for bosons
(fermions). The initial mixed thermal state ρˆ0 with in-
verse temperature β0 in this eigenbasis is given by
ρˆ0 =
∑
i
ρ0i |i〉〈i| (3)
where ρ0i = e
−β0ei/Z0(β0), and Z0(β0) = Tr(e−β0Hˆ0) is
the partition function.
Let {|m〉} be the eigenstates of the final Hamiltonian
HˆF that drives the time evolution after quenching (re-
moving) the high wall, that is, HˆF |m〉 = Em|m〉, with
HˆF = Hˆ
b(f) for bosons (fermions). The initial state,
written in this eigenbasis is given by,
ρˆ0 =
∑
m,n
ρ0mn|m〉〈n|
=
∑
m,n
(∑
i
ρ0i 〈m|i〉〈i|n〉
)
|m〉〈n| , (4)
and contains diagonal (m = n) and off-diagonal (m 6= n)
terms. The time-dependent density operator at time t
during the expansion is
ρˆt =
∑
m,n
ρ0mn exp[−it(Em − En)]|m〉〈n|. (5)
If there is no degeneracy in the spectrum, which is gen-
erally true for nonintegrable systems [70], the long-time
average of the density operator above will give the diag-
onal ensemble (DE) [12] density matrix
ˆ¯ρ = ρˆd = lim
τ→∞
1
τ
∫ τ
0
dτ ρˆt
=
∑
m
ρ0mm|m〉〈m|
=
∑
m
W dm|m〉〈m|. (6)
where ρ0mm is the weight W
d
m that the projector Pˆm =
|m〉〈m| has in the DE.
For an arbitrary observable Oˆ = Om′n′ |m′〉〈n′|, the
time-dependent expectation value is,
〈Oˆ〉t = Tr(Oˆρˆt)
=
∑
m,n
Omnρ
0
nm exp[−it(En − Em)]
= 〈Oˆ〉d +
∑
m 6=n
Omnρ
0
nm exp[−it(En − Em)], (7)
where the first term 〈Oˆ〉d =
∑
mOmmρ
0
mm is the expecta-
tion value in the diagonal ensemble, or the long-time av-
erage value. The second term, for nonintegrable systems,
is expected to be very small at long times for two rea-
sons: firstly, according to ETH, the off-diagonal matrix
elements for a few-body observable Oˆ is exponentially
small in the size of the system [3, 7], secondly the long
time temporal dephasing [12] guarantees the canceling
of oscillations at long enough times. It seems problem-
atic at first that one may need to wait an exponentially
long time for the cancellation due to dephasing to oc-
cur because of the exponentially small level spacings. It
was however pointed out [71] that since the off-diagonal
matrix elements of Oˆ are exponentially small, the phase
coherence between only a finite fraction of the eigenstates
with a significant contribution to the expectation value
needs to be destroyed. If the observable Oˆ thermalizes,
the expectation in the diagonal ensemble must agree with
the expectation value obtained in statistical mechanics.
We use the canonical ensemble (CE) to describe this ther-
malized state. We find the effective inverse temperature
βeff of this CE by matching the total energy of the sys-
tem, which is a time-independent conserved quantity,
〈HˆF 〉 = Tr(HˆF ρˆt)
=
∑
m
EmW
d
m
= Tr(HˆF exp[−βeff HˆF ]/Z(βeff )) (8)
where Z(βeff ) = Tr(e
−βeff HˆF ) is the partition function
for the CE at temperature Teff = 1/βeff . The func-
tion E(β) = Tr(Hˆe−βHˆ)/Z(β) is monotonically decreas-
ing with β because
dE(β)
dβ
=
∑
m,n
−e
−β(En+Em)(En − Em)2
2Z2
< 0, (9)
and therefore there is only one solution for the effective
temperature. For the CE we then have
ρˆc =
∑
m
e−βeffEm
Z(βeff )
|m〉〈m| =
∑
m
W cm|m〉〈m|. (10)
Like in a classical gas, the average energy of the initial
Hamiltonian H0 (particles confined to L/2) with repul-
sive interactions at a certain temperature is higher than
that of the final Hamiltonian HF (system size L) with
the same temperature. So a higher effective temperature
is needed for Eq. (8) to be satisfied. Conversely, for
attractive interactions (such as in the classical van der
Waals gas), the system is expected to cool down upon
expansion. For repulsive interactions, such as the sys-
tems studied here, an interesting possibility can occur.
If the initial average energy is higher than the infinite-
temperature energy for the final Hamiltonian, a negative
temperature is needed to compensate for the difference.
It is convenient to describe this in terms of inverse tem-
perature: the system is prepared in some positive inverse
4temperature that decreases upon expansion for repulsive
interactions. There will be some initial positive inverse
temperature for which it decreases to zero (infinite tem-
perature) after expansion. Any positive initial inverse
temperature that is smaller than that will then lead to
even smaller final inverse temperatures, leading to nega-
tive values.
We have the initial thermal state ρˆ0, the time-evolved
state ρˆt, the DE density matrix ρˆd and the corresponding
CE density matrix ρˆc. To better compare these states,
we investigate their reduced density matrices. Note that
for an arbitrary density operator ρˆ, if the observable Oˆ
only resides on a subsystem A with a size lA, whose com-
plement is denoted as B with a size lB , the expectation
value only depends on the reduced density operator of
the subsystem ρˆA = TrB ρˆ by
〈Oˆ〉 = TrA
(
OˆρˆA
)
. (11)
If the reduced density matrix is similar to the CE reduced
density matrix, every observable that resides in subsys-
tem A has the same expectation value as in the canonical
ensemble.
Another characterization of the reduced density matrix
is the Re´nyi entropy. The p-th order bipartite Re´nyi
entropy for ρˆA is defined as
SpA =
1
1− p ln TrA(ρˆA)
p
. (12)
The von Neumann entanglement entropy S1A =
−Tr(ρˆA ln ρˆA) is obtained by taking the limit p → 1+.
For pure states, the Re´nyi entropy probes the entangle-
ment between subsystems A and B, and SpA = SpB . The
conformal field theory (CFT) prediction of Re´nyi entropy
for the ground state of critical one-dimensional systems is
discussed in [72–76]. For excited states of chaotic many-
body Hamiltonians that have finite energy density in the
sense that limV→∞(En−E0)/V 6= 0 [29], Ref. [77] argues
that the von Neumann entanglement entropy is propor-
tional to the subsystem size for lA/L < 1/2, while SpA
(p > 1) are convex functions of the subsystem size, only
linear at β = 0, more convex at larger |β| and larger than
those of thermal mixed states at the same energy density.
This means that TrA(ρˆA)
p
is exponentially small with the
subsystem size. The states we are dealing with here are
mixed states, and generally SpA 6= SpB , unless the parti-
tion is in the middle. For a thermal state at temperature
β−1, the Re´nyi entropy for subsystem A contains con-
tributions from both entanglement and thermal mixture.
Refs. [75, 76, 78] discuss the crossover of Re´nyi entropy
from the logarithmic scaling (lA/β  1) to the volume
law (lA/β  1) using finite temperature CFT. This finite
temperature behavior can place an additional challenge
in the preparation of ground states of cold atom systems
in optical lattices [79]. If A equals the whole system,
SpA is the diagonal (thermal) Re´nyi entropy for the DE
(CE). In particular, for the time-evolved density matrix
ρˆt, taking the second order Re´nyi entropy as an example,
it can be expressed by
St2A =− ln(
∑
{m,n,i}
ρ0mnρ
0
m′n′e
−it(Em−En+Em′−En′ )
〈n|iB〉〈i′B |m′〉〈n′|i′B〉〈iB |m〉), (13)
where
∑
{m,n,i} is a sum over m, m
′, n, n′, iB , and i′B ,
and where iB and i
′
B run over all the states of a basis
for subsystem B. If A is the whole system (size L), then
B has size zero, and n = m′ and n′ = m, and the phase
is therefore always zero. The same argument holds for
all orders of the Re´nyi entropy. The Re´nyi entropy for
the whole system is therefore conserved during the time
evolution.
III. WEIGHTS IN ENSEMBLES
FIG. 1. (Color online) Two-dimensional histograms for the
weights of eigenstates in the DE, W dn (a,c,e) and those in
the corresponding CE, W cn (b,d,f). Results are for spinless
fermions with initial inverse temperatures β0 = 0.1 (a), β0 =
0.4 (c) and β0 = 1 (e). The corresponding CE with effective
inverse temperatures are shown in (b,d,f). The color scale
represents the number of states per unit area. The dashed
lines in the left column are translations of the lines from the
right column, indicating the slopes in the right column.
In global quench protocols, the energy uncertainty
∆E/E¯, which only depends on the DE, is algebraically
small with the system size (1/
√
L) for pure initial states
[12], which is also numerically verified for our case. To
5FIG. 2. (Color online) Same as Fig. 1, but for bosons with
20 sites, 5 particles and U = 3.
show this explicitly, writing the Hamiltonian after quench
as HˆF = Hˆ0 − HˆW and following the derivation in
Ref. [12], we calculate the energy width of the diago-
nal ensemble, which is equal to the variance of energy in
the initial thermal state,
∆E =
√
Tr(Hˆ2F ρˆ0)− [Tr(HˆF ρˆ0)]2
=
{
Tr(Hˆ20 ρˆ0)− [Tr(Hˆ0ρˆ0)]2 − 2Tr[HˆW (Hˆ0 − E¯)ρˆ0]
+ Tr(Hˆ2W ρˆ0)− [Tr(HˆW ρˆ0)]2
} 1
2
. (14)
If HˆW is a sum of local operators with finite matrix el-
ements, and in the absence of long-range correlations,
∆E ∼ √L still holds using the same argument in [12].
In particular, in our case, HˆW is a large chemical po-
tential on the right half of the lattice, and the particles
are confined in the left half in the initial state, so the
last three traces are zero in Eq. (14). So ∆E equals the
variance of the initial energy before quench in a ther-
mal state, which obviously scales as
√
L. The small en-
ergy window [E¯−∆E, E¯+ ∆E] defines a microcanonical
ensemble which is equivalent to the CE in the thermo-
dynamic limit. As our initial states already have the
Boltzmann weights, it is interesting to explore and com-
pare the weights in the whole spectrum in the DE, W dn ,
and those in the corresponding CE, W cn, and see if these
spectra will match by changing the initial temperature.
Similar comparisons have been conducted in studies of
global quantum quenches from pure states [22] and ther-
mal states [35, 80].
In Fig. 1, we show the 2-d histograms for natural log-
arithms of these weights in the DE [Figs. 1(a), 1(c) and
1(e)] and the CE [Figs. 1(b), 1(d) and 1(f)]. We choose
100×100 bins, and the color scale on each bin represents
the number of states inside it. The results are for spin-
less fermions expanding from thermal states with three
different initial temperatures. We see that in the DE, the
weights lie in a narrow band for all temperatures. There
is a tail bending down for the spectrum at low energies,
but with a much smaller density of states. The weights
in the CE are all straight lines as should be the case by
definition. We have included these as dashed lines in the
left column of Fig. 1 to compare the slopes. At low
initial temperature, e.g. β0 = 1, the slopes of the nar-
row straight band in the DE and the line for the CE are
very different. As we increase the initial temperature,
they match better and better. It can be understood in
the following way. Note that the summation in Eq. (8),∑
mEmW
d
m, can be divided into two parts: one is the
summation in the bending tail of the weights in the DE
which is close to the bottom of the energy spectrum,
the other one is the summation in the remaining nar-
row straight band. Although the tail has small density
of states, it can still dominate the summation at very
low initial temperatures, because the weight in the DE,
W dm =
∑
i ρ
0
i 〈m|i〉〈i|m〉, contains the Boltzmann weight
ρ0i = e
−β0ei/Z0(β0) given by the initial temperature. As
the tail is bending down, the line of the CE must ro-
tate anticlockwise from the straight narrow band of the
DE to fit the data in it at low initial temperatures [see
Fig. 1(e)]. For higher initial temperatures, the narrow
straight band dominates the summation, and Eq. (8) is
effectively a linear fit for this band. Note that for the
highest initial temperature β0 = 0.1, the effective tem-
perature is negative, and the weights in the DE and the
CE match perfectly in the densest part of the spectrum
[see Fig. 1(a)]. This match between the DE and the CE
weights results in agreements for expectations of almost
all equithermal operators [29] in the two ensembles and
the model has strong thermalization [81] in the negative
temperature regime.
The results for bosons are depicted in Fig. 2. The
weights in the DE also lie in a straight narrow band.
The tail in the low energy spectrum only bends down
slightly. So the difference in slopes for the DE and the
CE is much smaller than in the case of fermions. We
still see that the higher the temperature, the better is the
match between the DE and the CE. The slopes also agree
accurately at very high initial temperature β0 = 0.01.
Note that a much higher initial temperature is needed
for the effective temperature to be negative. We will see
that the negative effective temperature actually does not
exist in the thermodynamic limit for bosons, but it does
for fermions. This is discussed in Section VII.
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FIG. 3. (Color online) The von Neumann entropy of the re-
duced density matrix containing left lA sites for the initial
thermal state (blue circle), the state at long time tJ = 6000
(orange cross), the diagonal ensemble (green square) and the
canonical ensemble (red inverted triangle). Results are for
spinless fermions with initial inverse temperatures β0 = 0.1
(a), β0 = 0.4 (b), β0 = 1 (c) and β0 = 10 (d). The green
dashed lines are linear fits of the first 3 subsystems for the
initial states. The black dotted lines are linear fits of the first
3 subsystems for the canonical ensemble density matrices.
IV. ENTROPY FOR ENSEMBLES
In this section we investigate the entropy profiles for
the initial state, the state after long-time expansion, the
DE density matrix and the CE density matrix. We calcu-
late the quantity in Eq. (12) for n = 1 (the von Neumann
entropy) and n = 2 (the second order Re´nyi entropy),
and subsystems containing left lA = 1, 2, ..., 20 sites. We
choose the time evolved density matrix to be at a long
time after expansion, tJ = 6000, where thermalization
has occured for a long time. Numeric results show the
equilibration of entropy after tJ = 50 for all cases con-
sidered here. We compare the results for different tem-
peratures for both spinless fermions and bosons.
A. Von Neumann Entropy
Fig. 3 shows the von Neumann entropy of the reduced
density matrix for the subsystem containing left lA sites.
The results are for spinless fermions expanding from ther-
mal states with four different initial temperatures. For
initial thermal states, the particles are initially confined
in the left half part, so the Re´nyi entropy is identical for
all subsystems bigger than half. We can clearly see from
Fig. 3(a) the volume law in S1 for up to six subsystems
at high temperature β0 = 0.1. In Fig. 3(b) a lower tem-
perature β0 = 0.4 results in five subsystems satisfying
the volume law. As we decrease the initial temperature
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FIG. 4. (Color online) Same as Fig. 3 but for bosons with
initial inverse temperatures β0 = 0.01 (a), β0 = 0.1 (b), β0 =
1 (c) and β0 = 10 (d).
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FIG. 5. (Color online) The maximal size of the subsystem
in which the difference between S1 for the time-evolved state
at tJ = 6000, or the average S1 for time-evolved states at
tJ = 81, 82, ..., 200, or S1 for the DE and S1 for the CE is
smaller than 0.003, as a function of initial inverse temperature
β0. The results are for spinless fermions. The inset shows the
results for ∆S1 < 0.05.
further, there are only three subsystems satisfying vol-
ume law in Fig. 3(c) for β0 = 1 and no sign of volume
law in Fig. 3(d) for β0 = 10. These results show the
crossover from the volume law for subsystems at high
temperatures to the logarithmic scaling in the ground
state. The CE density matrices all show volume law for
many subsystems. Because the effective temperature is
always high even for very low initial temperature (see
Fig. 3(d)). Still, the higher the effective temperature is,
the more subsystems satisfying the volume law. The von
Neumann entropy increases linearly up to 11 sites in Fig.
3(a) where the negative effective temperature should be
7considered to be “larger” than the infinite temperature.
And it increases linearly up to 6 sites in Fig. 3(d). Intu-
itively, as the Re´nyi entropy has contributions from both
entanglement and thermal mixture, the former increases
at first with increasing subsystem size, but decreases for
subsystem sizes bigger than half of the whole system. So
it is reasonable that the entropy bends down from the lin-
early increasing line. For a detailed study of properties
of thermal Re´nyi entropy, see [82].
In Fig. 1 we have shown that the weights in the DE
are very similar to the weights in the CE for high ini-
tial temperatures. So the diagonal entropy and ther-
mal entropy should be very close. This is confirmed in
Fig. 3(a), (b) and Fig. 6(a), (b), where the Re´nyi en-
tropy of reduced density matrices for ρˆd and ρˆc agrees
for almost all subsystems. At lower temperatures, on
one hand, the deviation for the full systems is consis-
tent with the results in Fig. 1(e)(f) where it shows
that the distribution of weights is very different for the
DE and the CE. On the other hand, S1A still has no
visible difference for subsystems bigger than half even
if the distribution of weights is very different for the
whole system. This can be seen in the inset of Fig. 5,
where the maximal size of the subsystem in which the
von Neumann entropy difference between the DE and
the CE, ∆S1cd = |Sc1 − Sd1 |, is smaller than 0.05 as a
function of β0 is plotted. For 0.2 < β0 < 1.25, roughly
we have N∆S1<0.05 ∼ log10 T0. In the main plot of
Fig. 5, we plot N∆S1<0.003 as a function of β0, where
N∆S1<0.003 ∼ log10 T0 for 0.1 < β0 < 0.7. Note that it
can be proved that S1 of the DE for the whole system
only has non-extensive difference from that of the micro-
canonical ensemble, no matter whether the initial state
is pure or mixed [71]. And this non-extensive difference
can be decreased by increasing the initial temperature in
our case.
Finally, we check the reduced von Neumann entropy
for the time-evolved density matrix in Fig. 3. We see
that at the high temperature β0 = 0.1, the time-evolved
density matrix has the same S1 as the CE and the DE
density matrices for subsystems up to eleven sites. And
ten-, eight- and six-site subsystems have no visible differ-
ence in von Neumann entropy for temperatures β0 = 0.4,
β0 = 1 and β0 = 10, respectively. The maximal size of
the subsystem in which the difference between S1 for ρˆt
at tJ = 6000 and S1 for the CE, ∆S1tc = |St1 − Sc1|,
is smaller than 0.003 (0.05) as a function of β0 is plot-
ted in the main (inset) figure of Fig. 5. The results for
∆Sav1tc = |S¯t1−Sc1| with average von Neumann entropy S¯t1
over tJ = 81, 82, ..., 200, are also plotted. The plots for
∆S1tc and ∆S
av
1tc are almost the same in the inset figure,
indicating that the time fluctuations are small enough
that the instantaneous entropy agrees with the time-
averaged entropy at the precision of 0.05. It can also be
seen that roughly N∆S1<0.05 ∼ log10 T0 for 0.4 < β0 < 5.
Nevertheless, the plots for ∆S1tc and ∆S
av
1tc in the main
figure are different because 0.003 is smaller than the fluc-
tuations of St1. In this case N∆Sav1tc<0.003 ∼ log10 T0 only
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FIG. 6. (Color online) Same as Fig. 3, but for the second
order Re´nyi entropy.
for 0.1 < β0 < 0.7. It is concluded that when the initial
temperature is higher, the maximum subsystem size that
has the same von Neumann entropy in ρˆt and ρˆd as that
in ρˆc is bigger and is expected to scale as log10 T0. And it
is always smaller for ρˆt than for ρˆd because ρˆt preserves
the initial entropy. Note that the reduced S1 increases
first to the highest point and then bends down until the
full von Neumann entropy goes back to the initial full
von Neumann entropy. This is because the full von Neu-
mann entropy is invariant under the unitary change of
basis, which is the unitary time evolution here.
The results for bosons depicted in Fig. 4 are similar to
those for spinless fermions. They are summarized as fol-
lows. For initial thermal state, there are six, six, five and
three sites having volume law von Neumann entropy at
initial inverse temperature β0 = 0.01 [Fig. 4(a)], β0 = 0.1
[Fig. 4(b)], β0 = 1 [Fig. 4(c)] and β0 = 10 [Fig. 4(d)]
respectively. And for the canonical ensemble density ma-
trix, the von Neumann entropy in the left eleven, eleven,
ten and seven sites show volume law at these four initial
temperatures. The DE von Neumann entropy is identi-
cal to the CE von Neumann entropy for all subsystems
at initial inverse temperatures β0 = 0.01, 0.1. They are
equal in the left fifteen sites and left eight sites at initial
inverse temperatures β0 = 1 and β0 = 10, respectively.
These results are also consistent with those in Fig. 2.
The time-evolved density matrix at tJ = 6000 has the
same von Neumann entropy with both ρˆd and ρˆc in the
left eleven, eleven, nine and six sites in the four graphs
respectively.
B. The second order Re´nyi entropy
Since the results for the two models are very similar,
we only consider spinless fermions in this section. As
shown in Fig. 6, the second order Re´nyi entropy also has
8high agreement for the CE and the DE, that is, nineteen,
eighteen, eleven and eight sites have the same value for
β0 = 0.1, 0.4, 1, 10, respectively. And the time-evolved
state has twelve, eleven, ten and eight sites with St2A
equal to them. The main difference from Fig. 3 and
Fig. 4 is that, unlike the von Neumann entropy where
the higher the initial temperature is, the bigger the sub-
systems having linearly increasing entropy are, there are
five, six, twelve (sixteen for the DE) and six sites having
linearly increasing S
d(c)
2A , respectively. We find that the
entropy bends up for high initial temperatures [the data
of the DE and the CE lie on or above the black dotted
linear fit in Fig. 6(a)]. This convexity is weakened by de-
creasing the initial temperature and finally the entropy
becomes concave again [the data of the DE and the CE lie
on or below the black dotted linear fit in Fig. 6(d)]. As
mentioned in Ref. [77], SpA (p > 1) are convex functions
of the subsystem size, which is verified in our models with
twenty sites and quarter filling, but just in a small en-
ergy window around the infinite temperature eigenstate.
Moreover, more obvious convexity is observed in high en-
ergy levels near the top of the spectrum while the levels
near the bottom of the spectrum are all concave, which
explains why S
c(d)
2A with negative effective temperature is
more convex in Fig. 6 even if |βeff | is smaller. Note that
at low temperatures, the second order Re´nyi entropy of
the DE can be bigger than that of the CE for big sub-
systems, while the von Neumann entropy of the DE is
always no greater than that of the CE.
As the second order Re´nyi entropy can be measured ex-
perimentally by a beam-splitter operation implemented
via a controlled tunneling operation between the two
copies of a many-body state [83, 84], we investigate the
details of time evolution of St2A in this section. Note that
for twenty sites and quarter filling, the numerical results
show small time fluctuations in Re´nyi entropy for all sub-
systems at long times, even for the lowest temperature
considered here β0 = 10, which indicates that the time-
dependent terms are cancelled out due to dephasing. In
Eq. (13), the only time-independent terms are those with
m = n,m′ = n′ or m = n′,m′ = n. So for long times,
St2A ≈
− ln(
∑
m,m′,iB ,i′B
ρ0mmρ
0
m′m′〈m|iB〉〈i′B |m′〉〈m′|i′B〉〈iB |m〉
+
∑
m 6=m′,iB ,i′B
ρ0mm′ρ
0
m′m〈m′|iB〉〈i′B |m′〉〈m|i′B〉〈iB |m〉)
= − ln(
∑
m,m′
ρ0mmρ
0
m′m′T
mm′
AB
+
∑
m 6=m′
ρ0mm′ρ
0
m′mT
m′m
BA ) (15)
where Tmm
′
AB = TrA[(TrB |m〉〈m|)(TrB |m′〉〈m′|)] and
Tm
′m
BA = TrB [(TrA|m′〉〈m′|)(TrA|m〉〈m|)]. The second
summation contributes to the difference between the
equilibrated S2A and the S2A for the DE. If it is negli-
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FIG. 7. (Color online) The difference between time-averaged
Re´nyi entropy S¯2A and the DE Re´nyi entropy S
d
2A as a func-
tion of initial second order Re´nyi entropy. The results are for
spinless fermions, three subsystems with lA = 9, 10, 11. The
inset shows the initial second order Re´nyi entropy as a func-
tion of initial temperature T0. The yellow markers depict the
results for tJ = 6000.
gible compared to the first summation, the time-evolved
Re´nyi entropy equilibrates to the value for the DE which
agrees with the value for the CE. For small subsys-
tem sizes lA  lB , consider any m 6= m′, we expect
Tmm
′
AB  Tm
′m
BA and S
t
2A ≈ Sd2A because the overlap of
TrB(|m〉〈m|) for two m values is much larger than the
corresponding overlap for TrA(|m〉〈m|). Furthermore, as∑
m,m′ ρ
0
mmρ
0
m′m′ = 1, the first summation is equal to
some typical value of Tmm
′
AB , denoted as T
o
AB , while the
second summation can be written as
T oBA
∑
m6=m′
ρ0mm′ρ
0
m′m = T
o
BA
(
e−S
β0
2 − e−Sd2
)
(16)
where T oBA is some typical value of T
m′m
BA , S
β0
2 is the
second order Re´nyi entropy for the initial state, Sd2 is the
second order Re´nyi entropy for the DE. Sd2 is extensive
with L because it is close to Sc2 (see Fig. 6), while S
β0
2
is extensive with L/2. Because the average entropy per
site for quarter filling is bigger than that for half filling
and the effective temperature is higher than the initial
temperature after the expansion, the second term in Eq.
(16) is negligible for large L. So as long as the initial
state is thermal, Eq. (16) is at least exponentially small
with L/2.
Note that the dependence of Tmm
′
AB and T
m′m
BA on the
initial temperature and the system size also contributes
to the difference between the time-evolved Re´nyi entropy
and the DE Re´nyi entropy. If Eq. (16) is small,
St2A ≈ Sd2A − T oBA eS
d
2A−Sβ02 (17)
where T oBA < TrB
[
(TrA|mo〉〈mo|)2
]
is also exponentially
small with the subsystem size for |mo〉 being a finite-
energy density eigenstate of a chaotic system [77]. We
9plot Figs. 7 and 8 to quantitatively investigate the sec-
ond term in Eq. (17). To plot Fig. 7, we calculate the
time evolution of St2A for subsystems containing the left
9, 10, 11 sites respectively to tJ = 200, with time step
size τJ = 1. To avoid large deviations due to the fluc-
tuations in time and the short-time far-from-equilibrium
states, we average St2A using only the last 120 steps of
the time evolution data. In Fig. 7, we plot the dif-
ference between Sd2A for the DE and the time-averaged
value ∆S2A = S
d
2A−S¯2A as a function of the second order
Re´nyi entropy for the initial thermal state Sβ02 . Varying
the number of long-time data points in the time-average
calculation does not change the plot. The exponential
decay of ∆S2A with the initial thermal entropy can be
clearly seen from these numerical results. The decay rates
are almost the same for three subsystems at least for
β0 > 0.2. The results at tJ = 6000 are also plotted,
which are very close to the results for time-averaged en-
tropy. The inset of Fig. 7 shows Sβ02 as a function of
initial temperature T0, where we see S
β0
2 is firstly linear
with T0 at low initial temperature and saturates at high
initial temperature. So ∆S2A also exponentially decays
with the initial temperature when T0 < 1. In Fig. 8, the
same quantity for lA/L = 1/2 is plotted as a function of
the system size, where we see that ∆S2A is exponentially
small with the system size. The decay rate is higher for
higher initial temperatures. The inset (a) confirms that
Sβ02A is proportional to the size of the system. So ∆S2A
also exponentially decays with Sβ02A across different sys-
tem sizes. The inset (b) shows the linearity of Sd2 with
the system size, where the weak convexity is due to the
increase of effective temperature for larger system sizes.
The two insets also confirm that e−S
d
2 is negligible in Eq.
16, at least for L ≥ 12 where the data of Sd2 is more lin-
ear with L. The results at tJ = 6000 are not close to the
time-averaged ones due to the large time fluctuations for
small systems.
Finally, we investigate the time fluctuations of the
Re´nyi entropy. We calculate the variance of St2A in time,
V ar(St2A) = lim
τ→∞
1
τ
∫ τ
0
dτ
(
Sτ2A − S¯2A
)2
≈ 1
Nτ
Nτ∑
i=1
(
Sτi2A − S¯2A
)2
, (18)
where we takeNτ = 120 and {τi} = {81, 82, ..., 200}. The
variance as a function of Sβ02 is depicted in Fig. 9, where
we see that the fluctuations also exponentially decay with
Sβ02 , at least for not very high temperatures (β0 = 0.1 for
the largest Sβ02 in the figure). The inset also shows that
the variance is exponentially small with the system size,
with a bigger decay rate for higher temperatures.
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FIG. 8. (Color online) The difference between time-averaged
Re´nyi entropy S¯2A and the DE Re´nyi entropy S
d
2A for lA/L =
1/2 as a function of the system size. The results are for
spinless fermions, three initial inverse temperatures β0 =
0.1, 0.4, 1.0. The insets show the initial second order Re´nyi
entropy (a) and the diagonal second order Re´nyi entropy (b)
as a function of the system size. The yellow markers depict
the results for tJ = 6000.
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FIG. 9. (Color online) Variance of St2A in time for tJ =
81, 82, ..., 200, as a function of Sβ02 . The results are for spinless
fermions, subsystems with lA = 9, 10, 11. The inset shows the
same quantity with lA = 10 but as a function of system size
at temperatures β0 = 0.1, 0.4, 1.0.
V. REDUCED DENSITY MATRICES
The above observations indicate that the reduced den-
sity matrices of ρˆt at long time, ρˆd and ρˆc may be very
similar, for not too large subsystems. In order to check
this, we calculate the eigenvalues of the reduced density
matrices λA and plot lnλA as a function of the eigenen-
ergy EmA of the Hamiltonian associated with the subsys-
tem HˆA. Another important question is to decide if these
eigenvalues λA are equal to the weights in thermal den-
sity matrix of the subsystem ρˆc(A) = e−βeff HˆA/ZA. In
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FIG. 10. (Color online) Natural logarithms of eigenvalues of
reduced density matrices for the canonical ensemble, the di-
agonal ensemble and the time-evolved state at tJ = 6000,
compared with the weights in the canonical ensemble con-
structed by the Hamiltonian for the subsystem HˆA. The sub-
system contains the left six sites of the lattice. The results
are for spinless fermions with the initial temperature β0 = 0.1
(a) and bosons with the initial temperature β0 = 0.01 (b). In
each subplot, from top to bottom, the linearly arranged points
represent zero, one, two, three, four and five particle states
respectively.
order to answer this question, we consider subsystems
containing more than five sites, for which the reduced
density matrix can be divided into six sub-sectors which
have zero, one, two, three, four and five particles respec-
tively. If the sub-sector contains p particles, the bath of
the subsystem should have 5 − p particles. The reduced
density matrices of density matrices considered above are
all mixtures of states with fixed number of particles in
subsystem A. We need to construct the thermal state
of subsystem A with a correct mixture of thermal states
in these six sub-sectors. Notice that the Hamiltonian
can be written as Hˆ = HˆA + HˆB + HˆAB . HˆA and HˆB
are extensive quantities, while HˆAB is a non-extensive
local interaction with negligible contribution to the to-
tal energy. Then the product of each pair of eigenstates
|EA〉, |EB〉 can approximate an eigenstate of H with en-
ergy E ' EA+EB . A thermal state can then be approx-
imated by a product of two thermal states associated
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FIG. 11. (Color online) Same as Fig. 10 but only for spinless
fermions. The subsystem contains the left ten sites of the
lattice. The initial temperatures are β0 = 0.1 (a) and β0 = 0.4
(b). Note that in (b), the point for the zero-particle state is
very close to the one-particle states line.
with the subsystem and its complement. To be specific,
let {|EmpA 〉} be the eigenstates of HpA with p particles,
{|Em5−pB 〉} be the eigenstates of H5−pB with 5 − p parti-
cles, the whole thermal density matrix of two uncorre-
lated subsystems A and B at temperature βeff is
ρˆc(AB) =
5∑
p=0
∑
mp,m5−p
e−βeff (E
mp
A +E
m5−p
B )
ZAB
|EmpA 〉 ⊗ |Em5−pB 〉〈Em5−pB | ⊗ 〈EmpA | (19)
where ZAB =
∑5
p=0 Z
p
AZ
5−p
B is the partition function of
the whole system. So the thermal density matrix of A is
ρˆc(A) = TrB ρˆ
c(AB)
=
5∑
p=0
Z5−pB Z
p
A
ZAB
∑
mp
e−βeffE
mp
A
ZpA
|EmpA 〉〈EmpA |.(20)
Thus we have obtained the thermal state of subsystem
A as a weighted mixture of states with fixed number of
particles. The weights can be obtained by computing the
spectrum in subsystems A and B separately.
Fig. 10 shows the results for the subsystem contain-
ing left six sites. Fig. 10(a) is for spinless fermions with
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FIG. 12. (Color online) Same as Fig. 11, but for bosons with
initial temperatures β0 = 0.01 (a), β0 = 1 (b). In (b), those
points for zero, one, two, three and four particle states are
shifted up by constants for better view. The inset shows the
actual eigenvalues for the reduced density matrix of canonical
ensemble without shift.
β0 = 0.1 and Fig. 10(b) is for bosons with β0 = 0.01. Fig.
11 depicts the results for spinless fermions with β0 = 0.1
[Fig. 11(a)] and β0 = 0.4 [Fig. 11(b)], where the subsys-
tem contains left ten sites. And Fig. 12 shows the results
for bosons with β0 = 0.01 [Fig. 12(a)] and β0 = 1 [Fig.
12(b)], where the subsystem also contains left ten sites.
Fig. 10, Fig. 11(a) and Fig. 12(a) have negative effective
temperatures, so the slopes of the lines are positive, while
the effective temperatures are positive for Fig. 11(b) and
Fig. 12(b), the slopes are negative. The points linearly
arranged belong to the same sub-sector with a certain
particle number. From top to bottom, they are zero,
one, two, three, four, five particle states, respectively.
First note that for spinless fermions the spectrum of re-
duced CE, TrB(ρˆ
c), match perfectly with that of ρˆc(A)
for all cases shown here. However, there are two main
deviations for bosons. First, there are some ripples in
the spectra of reduced CE around that of ρˆc(A) for sub-
sectors containing more than two particles. This effect
is more obvious for the lower temperature β0 = 1 than
for the higher temperature β0 = 0.01 in the same subsys-
tem, see Fig. 12. Second, there are discontinuities near
the top of the spectrum for sub-sectors containing more
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FIG. 13. (Color online) Overlaps between eigenstates of re-
duced density matrices of ρˆt (a, d, g, j), ρˆd (b, e, h, k), ρˆc
(c, f, i, l) and those of HˆA. The subsystem contains the left
six sites in (a-c, g-i) and ten sites in (d-f, j-l). The results are
for spinless fermions with initial inverse temperature β0 = 0.1
(a-f) and β0 = 0.4 (g-l).
than two particles. The states near the top of the spec-
trum in those sub-sectors jump higher from the lines for
the negative effective temperature but jump lower from
the lines for the case of positive effective temperature.
But overall they still match well.
For spinless fermions, it can be seen that in Fig. 10(a),
the four density matrices have almost the same spectra,
except that the line of the five-particle sector in the time-
evolved state rotates anti-clockwise a little. In Fig. 11(a),
the initial temperature is the same, but the subsystem is
bigger, then only the first two sub-sectors containing zero
and one particle have perfect match for all four density
matrices. While for the sub-sector containing two parti-
cles, the eigenvalues of TrB ρˆ
d and TrB ρˆ
t become smaller
near the bottom of the spectra, similar to Fig. 1 where
the DE also has lower weights near the bottom of the
spectra. For sub-sectors with more particles, the reduced
DE can always stay around the reduced CE because the
similarity of weights between DE and CE as shown in
Fig. 1, while TrB ρˆ
t has bigger and bigger deviations. In
Fig. 11(b) where the initial temperature is lower, the
spectra in the first two sectors still match well. For the
sub-sector with two particles, the eigenvalues for TrB ρˆ
d
and TrB ρˆ
t are smaller near both the top and the bottom
of the spectrum, also similar to the behavior of weights in
Fig. 1. The fact that the reduced DE have bigger devia-
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tions at lower initial temperature is also consistent with
the result in Fig. 1 that the DE has bigger difference
from the CE at lower initial temperature. The spectrum
of TrB ρˆ
t is also very different from the other three for
the five-particle states. Note that the big deviations in
the time evolved state is not due to time fluctuations.
We have checked the results for other ten different times
and they behave almost the same. So the eigenvalues of
TrB ρˆ
t still equilibrate but not to those of reduced DE.
For bosons, as shown in Fig. 12, we can still see the
ripples and discontinuities in TrB(ρˆ
d) and TrB(ρˆ
t) for
the sub-sectors containing more than two particles. The
spectrum for reduced DE match well to the reduced CE
for all three cases considered here, because the DE and
the CE for bosons are very similar for initial inverse tem-
perature smaller than 1, as shown in Fig. 2. For β0 = 1,
Fig. 2(c) shows that most of the weights in DE are a little
smaller than those in CE, which also happens here for the
reduced DE and the reduced CE. TrB(ρˆ
t) have eigenval-
ues matching well to the other three for sub-sectors con-
taining no more than four particles, but big differences
appear for five-particle states in the subsystem with ten
sites.
For all the cases considered here, most of the eigen-
values of all four density matrices in at least the first
four sub-sectors with no more than three particles agree
with each other. The contribution from these eigenvalues
dominate the value of Re´nyi entropy, so the entropy of the
subsystem containing the left ten sites or fewer all have
indiscernible difference in Sec. IV. Another question is
if the corresponding eigenstates, |λA〉, are the same with
the eigenstates of the Hamiltonian associated with the
subsystem, |EmA 〉. If it is, then any observables residing
in this subsystem are expected to thermalize as long as
they depend little on the high energy eigenstates belong-
ing to the sub-sectors with large number of particles. To
check this, we plot the overlaps between eigenstates of
the three density matrices and those of HˆA in Fig. 13.
The results are for spinless fermions with β0 = 0.1 [Fig.
13(a-f)] and β0 = 0.4 [Fig. 13(g-l)]. Fig. 13(a-c)(g-i)
are for the subsystem containing the left six sites and
Fig. 13(d-f)(j-l) are for the subsystem containing the
left ten sites. Fig. 13(a,d,g,j) are for the reduced time-
evolved states, Fig. 13(b,e,h,k) for the reduced DE and
Fig. 13(c,f,i,l) for the reduced CE. For β0 = 0.1, we see
from Fig. 13(c)(f) that most of the eigenstates of the
reduced CE are the same with those of HˆA (referred as
“good” eigenstates here). And we have shown that the
eigenvalues are very close. So the reduced density matrix
of a thermal state is still thermal with the same tem-
perature. This is the intensive property of temperature
in quantum mechanics. The reduced DE for the subsys-
tem containing six sites still have many good eigenstates,
most of which are in the sub-sectors with no more than
two particles, while for the subsystem containing ten sites
it has only a small portion of eigenstates that are good.
As the expectation value of an observable depend on the
diagonal ensemble, we conclude that nearly all obervables
thermalize as long as they reside in small subsystems and
few-particle sub-sectors. The reduced time-evolved state
has much fewer good eigenstates. But it can be seen
that for the subsystem containing six sites, the first two
sub-sectors containing no more than one particle (first 7
states) still have good resutls. So for small subsystems
and few-particle sub-sectors, the time-evolved states be-
comes thermal at long enough time. The results for the
lower initial temperature β0 = 0.4 are better than those
for β0 = 0.1, where it is clear that there are more good
eigenstates in both the reduced time-evolved state and
the reduced DE. Note that for the six-site subsystem, un-
like the case with β0 = 0.1 where most of the good eigen-
states are in low particle number sub-sectors, β0 = 0.4
has most of the good eigenstates in high particle num-
ber sub-sectors, which may due to the different signs of
effective temeprature. We also investigate the results for
β0 = 1, which have similar behaviors to β0 = 0.4 but are
a little worse than β0 = 0.4. Note that more good eigen-
states does not mean that the density matrix is closer to
thermal. As high particle number eigenstates have much
lower weights, the reduced time-evolved states for higher
initial temperatures may be still closer to the thermal
states.
We conclude this section with a comment on the the-
ory of equilibration and thermalization. Intuitively, few-
particle sub-sectors have more degrees of freedom serv-
ing as their bath, so they should behave more like the
corresponding thermal states. For the sub-sector con-
taining five particles, the bath only has one degree of
freedom. But there still are a large number of dephasing
terms, which could result in the equilibration of eigen-
values of reduced time-evolved states but not to those of
reduced DE, similar to the behaviors of Re´nyi entropy.
In Ref. [85], a theorem states that the time averaged
distance between the reduced time-evolved density ma-
trix and the reduced DE density matrix is bounded by
1/2
√
dA/deff (TrA(ρˆd)) ≤ 1/2
√
d2A/d
eff (ρˆd), where dA
is the dimension of the subsystem, deff (TrA(ρˆd)) is the
effective dimension of the reduced DE and deff (ρˆd) is the
effective dimension of the DE. From the stronger bound
we see that the subsystem must be smaller than half
in the sense lA/L < 1/2. For the weaker bound, the
maximal deff (ρˆd) is the dimension of the Hilbert space
for the whole system when the weights in the DE are
constant. In our case, the weights in the CE and the
DE are very similar at high effective temperatures, so
for lA/L < 1/2, the subsystem equilibrates to the re-
duced DE density matrix in the thermodynamic limit.
Ref. [85] also proves that the effective dimension of the
diagonal ensemble is the order of the dimension of the
Hilbert space (with exponentially small probability to be
smaller). We can directly count the dimension of the
whole system and the subsystem, and use Stirling for-
mula to estimate the bound. When lA/L = 1/2 and
large L, the dimension of the whole system for spinless
fermions ln dfw ≈ (2 ln 2−3/4 ln 3)L, and ln dfA ≈ L/2 ln 2.
So (dfA)
2/dfw ≈ e0.131L is exponentially large with the
13
size of the system. A careful calculation shows that we
need lA/L < 0.4175 for the weaker bound to be exponen-
tially small at high temperature. Similarly for bosons,
ln dbw ≈ (5/4 ln 5−2 ln 2)L, ln dbA ≈ (3/4 ln 3−1/2 ln 2)L,
(dbA)
2/dbw ≈ e0.33L. And we need lA/L < 0.2045 for
the weaker bound to be exponentially small. The nu-
meric results for lA/L = 1/2 show good agreement be-
tween eigenvalues but not good agreement between eigen-
states. Following the derivation in the Appendix A of
Ref. [85], replacing the coefficients by the matrix ele-
ments considered here, the average distance is bounded
by 1/2
√
dAe−S
β0
2 T oBA, where again T
o
BA is a typical value
of TmnBA . For β0 = 0, dAe
−Sβ02 is at most an algebraically
increasing function of system size, while T oBA is typically
exponentially small. So in our case, it is possible for
subsystems bigger than half of the system (lA/L > 1/2)
to equilibrate to the corresponding reduced DE density
matrix in the thermodynamic limit.
Next, the DE is a weighted sum of eigenstate projec-
tors. ETH in the strong sense states that every eigenstate
is thermal for few-body observables [10]. And the similar-
ity of reduced density matrices between the DE and the
CE can be explained by the strong form of ETH which
states that the reduced density matrix of a single finite
energy density eigenstate of chaotic many-body quantum
systems is equivalent to the thermal density matrix of the
subsystem as long as the subsystem is much smaller than
its complement and as long as lA/L < 1/2 for many ob-
servables [29]. The subsystem ETH [30] states that the
norm of the “off-diagonal” matrix ρˆmnA = TrB(|m〉〈n|)
(m 6= n) is exponentially small for subsystems with
lA/L < 1/2, which explains the similarity between re-
duced ρˆt and reduced DE. Inside the small window where
the energy density is peaked, all the reduced density ma-
trix of eigenstates give the same thermal states for the
subsystem. We show that even the full density matrix of
the DE is close to the CE at high temperatures for the
models we study here. So at high temperatures, the size
of the subsystem that thermalizes just depends on the
size of the subsystem that equilibrates to the reduced
DE.
VI. MOMENTUM DISTRIBUTION FUNCTION
In this section, we use the momentum distribution
function (MDF) to test the above conclusions. The MDF
for fermions is
nfk =
1
L
∑
p,q
e−ik(p−q)〈c†pcq〉, (21)
where p, q = 1, 2, ..., L are the real-space locations. And
the MDF for bosons is
nbk =
1
L
∑
p,q
e−ik(p−q)〈a†paq〉. (22)
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FIG. 14. (Color online) MDFs of the initial state, the time-
evolved state at tJ = 6000, the DE and the corresponding CE
as a function of momentum k ∈ (−pi, pi). The results are for
spinless fermions, with different initial inverse temperatures
β0 = 0.1 (a), β0 = 0.4 (b), β0 = 1 (c) and β0 = 10 (d).
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FIG. 15. (Color online) Same as Fig. 14 but for bosons. The
initial inverse temperatures are β0 = 0.01 (a), β0 = 0.1 (b),
β0 = 1 (c) and β0 = 10 (d).
The MDF is a few-body observable because it contains
a summation of two-body observables, so it is expected
to thermalize according to the above results. Regardless,
we calculate the MDF for the initial state ρˆ0, the time-
evolved state ρˆt at long time tJ = 6000, the DE density
matrix ρˆd and the CE density matrix ρˆc. If the MDF
equilibrates, its expectation value using ρˆt should be the
same as that using ρˆd. And if the MDF thermalizes, all
the expectation values, using ρˆt, ρˆd and ρˆc should be the
same.
Fig. 14 shows the results for spinless fermions with the
same four initial temperatures as those in Fig. 3. Let’s
first briefly describe the MDF in the initial state. At
low initial temperature β0 = 10 [Fig. 14(d)], there are
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plateaus around k = 0,±1.8. The momenta around k =
0,±pi have the highest population, while the momenta
around k = ±1.8 have the lowest population. These be-
haviors can be understood by Fourier transforming the
kinetic terms in Hamiltonian Eq. (2), −2(cos k+ cos 2k),
which has one global minima k = 0, two local minima
k = ±pi and two global maxima k ≈ ±1.8. At low tem-
perature, the global minimum k = 0 is occupied first,
then the nearby levels, one particle per level, due to the
Pauli exclusion principle. The height of the plateau is 0.5
because of normalization by the full volume. If the sur-
rounding levels have higher energy than the other two lo-
cal minima k = ±pi do, particles start to occupy k = ±pi
and their surrounding levels. Very few particles will oc-
cupy the two maxima k = ±1.8 and their surroundings.
At higher temperatures (Fig. 14(a)(b)(c)), the plateaus
are smoothed out by thermal fluctuations. Close to the
infinite temperature limit, more and more particles oc-
cupy the high energy levels, and eventually the MDF
becomes flat.
The equilibration and thermalization of the MDF in
Fig. 14 are very clear. In Fig. 14(a), β0 = 0.1, the
MDFs for ρˆt, ρˆd and ρˆc do not have a visible differ-
ence, indicating strong thermalization of the MDF. The
inversion of occupation is very interesting, and is a re-
sult of the changing of sign of the temperature. The
effective final temperature we calculated for this case is
indeed negative. The difference in three MDFs is still ex-
tremely small in Fig. 14(b) where the initial temperature
is lower β0 = 0.4. Further decreasing the initial temper-
ature results in bigger difference between the MDF for
ρˆc and the other two MDFs. This difference is clear in
Fig. 14(d), where the MDF for ρˆc has lower occupation
around k = ±pi, higher occupation around k = ±1.8,
lower occupation for k ∈ (−1.1,−0.7) and higher occupa-
tion for k ∈ (−0.7, 0). These differences are probably fi-
nite size effects because they are much smaller than those
in smaller systems with the same particle filling. Since
these differences are overall relatively small, the MDF in
the CE is still a good approximation for the real MDF at
long times. It should be emphasized that although there
are three slightly asymmetric points for k ∈ (0, 0.5) in
Fig. 14(d), which is due to time fluctuations, the MDFs
for DE and time-evolved state are the same for all four
initial temperatures.
Fig. 15 shows the results for bosons. As the model
we consider for bosons only has nearest-neighbor hop-
ping, the hopping energy only have a single minimum at
k = 0 and maxima at k = ±pi. So for positive effec-
tive temperatures [Fig. 15(b)(c)(d)], the occupation is
peaked at k = 0, while for negative effective tempera-
tures [Fig. 15(a)], the occupation is the lowest at k = 0.
Note that the MDF for ρˆt and ρˆd has little difference in
Fig. 15(a)(b)(c), and the small difference around k = 0
in Fig. 15(d) comes from time fluctuations. While they
have obvious deviations from that of the CE for all cases,
we can see that the MDF of the CE is more peaked at
k = 0 for positive effective temperatures in Fig. 15(c)(d),
while its value around k = 0 is smaller than that of the
DE for negative effective temperature in Fig. 15(a). In
Fig. 15(b), the effective temperature is close to infinity,
MDF of the CE is flatter than that of the DE. Again
these deviations are much smaller than those in smaller
systems, so we believe they are finite-size effects.
From the above results we conclude that equilibration
is much easier than thermalization. The intuitive reason
is that the time-dependent terms are expected to can-
cel out due to dephasing. And it can also be partially
understood from the similarity of TrB(ρˆ
d) and TrB(ρˆ
t)
discussed in the last section. To see it more rigorously,
we follow the derivation in Ref. [71, 80] and calculate the
variance of an observable in time
42O =
∑
m 6=n
|ρ0,mn|2|Omn|2 < M
∑
m 6=n
|ρ0,mn|2, (23)
where M is the maximal off-diagonal matrix element of
Oˆ, then similar to Eq. 16,
42O < M
(
e−S
β0
2 − e−Sd2
)
(24)
From the same arguments for Eq. (16) we conclude that
as long as the initial state is at a finite temperature,
the variance exponentially decays with the volume of
the system, as long as the off diagonal elements are not
exponentially large as eS
β0
2 . Moreover, even at T = 0,
ETH asserts that the off diagonal elements of few-body
observables are exponentially small with the size of the
system. So initial thermal states substantially decrease
the fluctuations in time.
VII. THE EFFECTIVE TEMPERATURE
We have seen that the effective temperature obtained
by Eq. 8 can be negative. It is interesting that the neg-
ative temperature state can be created simply by sud-
den expansion to a larger volume. The numerical results
presented in the previous sections are for finite system
sizes. An important question is whether this negative
temperature survives in the thermodynamic limit. To
answer this question, we do a finite size analysis of the
effective inverse temperature βeff . In order to go to
larger system sizes, we consider a configuration where
L/4 particles expand inside a ring of L sites and carry
out exact diagonalization of the final (L-site) Hamilto-
nian. Making use of the translation invariance [86], we
can then calculate the spectrum of the final Hamilto-
nian up to 28 sites with 7 particles for spinless fermions
(the dimension of Hilbert space is 1, 184, 040) and 24
sites with 6 particles for bosons (the dimension of Hilbert
space is 475, 020). We also use finite temperature den-
sity matrix renormalization group (DMRG) [87–89] with
approximated matrix product operators (MPO) applied
to matrix product states (MPS) [90] for larger systems.
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FIG. 16. (Color online) The finite size scaling of the ef-
fective inverse temperature for spinless fermions. The lines
from top to bottom, the initial inverse temperatures are
β0 = 0.2, 0.1, 0,−0.1,−0.2 respectively. The system sizes used
for fitting are L = 12, 16, 20, 24, 28 (obtained with exact diag-
onalization, blue symbols online). The data points for larger
L (L = 60, 100, 400, red symbols online) are obtained by finite
temperature DMRG with open boundary conditions.
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FIG. 17. (Color online) Same as Fig. 16 but for bosons.
Data for smaller system sizes (L = 8, 12, 16, 20, 24, blue sym-
bols online) are obtained with exact diagonalization and for
larger sizes (red symbols online) are obtained with finite tem-
perature DMRG. All the shown data is used for the curve
fitting. The shaded regions are error estimates.
We perform the calculations using the ITensor C++ Li-
brary [91], approximating the time evolution operator
with MPO to the second order [92] and setting the imag-
inary time evolution step to be τ = 0.001. We calcu-
lated systems with L = 60, 100, 400 for fermions and
L = 28, 36, 48, 64, 100 for bosons. The data for bosons
with L = 28, 36, 48 are calculated using MPO with pe-
riodic boundary conditions, while results of L = 64, 100
are calculated with open boundary conditions. Conver-
gence of finite temperature DMRG results is challeng-
ing for large bosonic systems at negative temperatures,
and only data that has reliably converged is shown in
Fig. 17. For fermionic systems, we use results from ex-
act diagonalization (L = 12, 16, 20, 24, 28) in the curve
fitting procedure and the DMRG data for larger systems
for checking extrapolation (L = 60, 100, 400). These re-
sults are shown in Fig. 16. We use all converged data
to do curve fitting for bosonic systems. The boundary
effects for L = 64, 100 (open boundary conditions) are
negligible.
The results for spinless fermions are depicted in Fig.
16. We see, for all initial temperatures shown in the
figure, that βeff < β0 and βeff decreases as L in-
creases. The effective inverse temperature βeff is an
approximated linear function of 1/L. The lines in Fig.
16 are curve fits for data from exact diagonalization
(L = 12, 16, 20, 24, 28) with third-degree polynomials.
The curve fitting is stable to the degree of the polyno-
mials and has negligible difference when higher degree
polynomials are used. The curve fits can be extrapolated
and the values of βeff in the thermodynamic limit can
be extracted. An initial inverse temperature β0 = 0.2 al-
ready results in a negative temperature state for L→∞,
and higher initial temperatures result in more negative
inverse temperature states after expansion. The validity
of the extrapolation with data from exact diagonalization
is confirmed by the data from finite temperature DMRG,
which are very close and slightly below the extrapolation
for L = 60, 100 due to boundary effects (we use open
boundary conditions in the DMRG calculations) and co-
incide with the extrapolation for L = 400. By repeat-
ing the procedure of extrapolation from β0 = −0.2 to
β0 = 0.4 with stepsize 0.01, we show the effective inverse
temperature as a function of initial inverse temperature
in the thermodynamic limit in Fig. 18. It is a smooth
function with slight concavity, from where we see that
the initial inverse temperature that has zero effective in-
verse temperature is 0.22.
Negative temperature occur in systems with bounded
spectrum and therefore have a peak in the thermal en-
tropy as function of the energy. For energies above
the value where the peak occurs, the thermal entropy
decreases with energy and these high energy states
have negative temperature. High energy states for the
fermionic model correspond to particles occupying neigh-
boring sites (so that the energy is in the form of high in-
teraction energy), or occupying high-energy k-states (en-
ergy in the form of high kinetic energy), depending on
which scale dominates. In either case, and even when
the two scales are comparable, having high energy re-
duces the number of allowed microscopic configurations
and the thermal entropy decreases with increasing en-
ergy. The thermal entropy is maximum when all the
eigenvalues of the density operators are equal, which is
the case of infinite temperature in CE. This is the stan-
dard picture for thermal entropy and negative temper-
ature. Now, in Sec. IV, we have shown that the three
density matrices (exact time-evolved at long times, di-
agonal, and canonical) all have very similar spectra for
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small subsystems, and the DE and the CE continue to
agree for larger subsystems, even up to the entire sys-
tem in some cases. So the entanglement entropy of small
subsystems behaves the same way as the thermal entropy
at negative temperature. Here, we extract the effective
temperature by finding a CE with the same total energy
as the initial system (Eq. 8), and thus find negative effec-
tive temperatures for high energies (high enough initial
temperature). In order to draw contrast later to the case
of bosons that we discuss below, we note also that even
the highest eigenenergy of the fermionic model is exten-
sive and the canonical ensemble is therefore well defined
for negative temperature. So as long as the initial energy
is higher than the infinite temperature energy of the final
Hamiltonian, the effective temperature becomes negative
after expansion.
The same plot as Fig. 16 for fermions is shown in Fig.
17 for bosons. As in the case of fermions we see that
βeff < β0 but for bosons, βeff increases with the system
size L for large enough systems. Due to strong finite size
effects, we use both exact diagonalization and DMRG
data to do curve fitting in order to get an estimate for
the error of the extrapolated value of βeff in the thermo-
dynamic limit. The solid lines in Fig. 17 are fifth-degree
polynomial fits and the estimate for the errors are ob-
tained by changing the degree of the polynomials. For
β0 = 0.1, 0.2, the curve fits are stable to both the de-
gree of polynomials and number of data points included,
and the error bars for the extrapolated values at L→∞
are too small to be seen in the plot (< 10−3). This sta-
bility lasts down to the extrapolated initial inverse tem-
perature β0c = 0.0891(6) that has zero effective inverse
temperature. The extrapolated βeff as a function of β0
(β0c < β0 < 0.4) in the thermodynamic limit is depicted
in Fig. 18, which exhibits much less concavity compared
to the case of fermions. For smaller initial inverse temper-
atures and negative βeff , βeff decreases at first and then
increases for larger systems. The curve fits are very sen-
sitive to the degree of the polynomials used in the curve
fitting, so there is large uncertainty in the extrapolated
(L → ∞) value of βeff for these cases. Finite temper-
ature DMRG is difficult for large systems of bosons at
negative temperature due to high onsite occupation and
huge quadratic onsite energy, so we do not have reliable
values of βeff for L > 48 with β0 = −0.1,−0.2. We now
discuss the upturn in βeff with increasing system size
L that is exhibited by the bosons but not the fermions.
For the bosonic model, since U/J = 3, the highest en-
ergy state corresponds the bosons all occupying a single
site, which has energy ∼ Np(Np − 1), and the next high-
est energy state has energy ∼ (Np − 1)(Np − 2), where
Np = L/4 is the total number of bosons. The energy dif-
ference between these two states is linear in Np. When
the temperature is finite and negative and L is large, the
Boltzmann weights in CE for the highest energy state
dominate [93], all bosons stay at the same site and the
energy is quadratic in Np, and therefore quadratic in L.
Initial states with non-negative or −1/L like initial in-
verse temperature have extensive total energy, and we
expect that the negative temperature should not survive
in the thermodynamic limit for bosons with repulsive in-
teractions. However, this needs to be reconciled with
the previous argument, based on decreasing entropy with
increasing energy, that the final temperature should be
negative. The infinite temperature energy of m bosons in
N sites is Um(m− 1)/(N + 1). The energy of the initial
Hamiltonian at infinite temperature is UL(L−4)/8(L+2)
(m = L/4, N = L/2), twice that of the final Hamil-
tonian at infinite temperature UL(L − 4)/16(L + 1)
(m = L/4, N = L). So when the initial state has ex-
tensive energy and the initial energy is higher than the
energy of the final Hamiltonian at infinite temperature,
βeff should be negative. These two expectations can be
conciliated by having βeff ∼ −1/L when β0 = 0, that
is, while βeff does indeed become negative for finite sys-
tems, it tends back to zero (infinite temperature) in the
thermodynamic limit. The form βeff ∼ −1/L returns
the Boltzman weights to their conventional form and en-
sures that the extensive property of the total energy is
maintained. In order to check this last remark, we calcu-
lated the total energy for quarter-filled bosonic systems
with L = 28, 32, 36, 40, 48, 56, 64, 76, 88, 100, and inverse
temperature given by β = −1/L using finite tempera-
ture DMRG. The results are plotted in Fig. 19 as a
function of system size L. The linear fit demonstrates
the extensive property of the total energy. For β0 = 0,
βeff is then expected to go to 0 as βeff = −1/L for
very large systems. Larger scale computations is needed
to confirm this numerically, but the statement is con-
sistent with our numerical results within the error bars
(Fig. 17). The statement holds for any 0 ≤ β0 ≤ β0c
in the thermodynamic limit where the initial energy is
extensive and exceeds the infinite temperature energy of
the final Hamiltonian. Finally, if the initial temperature
is already negative, for large L all bosons already form
a single particle that moves together, and the total en-
ergy is already non-extensive. The effective temperature
should then be the same as the initial temperature in
the thermodynamic limit. This is consistent with the ex-
trapolation in Fig. 17, within error bars, for β0 = −0.2.
In summary, βeff = β0 for β0 < 0 and βeff = 0 for
0 ≤ β0 ≤ β0c, as shown in Fig. 18.
VIII. CONCLUSION
We studied the Joule expansion for one-dimensional
nonintegrable quantum lattice systems containing bosons
or spinless fermions. We calculated and compared the
weights of the eigenstates in the DE and the CE, for dif-
ferent initial temperatures, for the two models. The effec-
tive final temperature for the CE is obtained by matching
the total energy of the system before and after the ex-
pansion. The effective temperature can be negative when
the initial temperature is high enough, where the weights
of the DE and the CE can match very well. As the DE
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FIG. 18. (Color online) The extrapolated βeff as a function of
β0 in the thermodynamic limit. For bosons, β0c = 0.0891(6)
is the largest initial inverse temperature that has zero effective
inverse temperature. Lines for β0 < β0c are sketched based
on the arguments (βeff = β0 for β0 < 0 and βeff = 0 for
0 ≤ β0 ≤ β0c) explained in the main text.
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FIG. 19. (Color online) Total energy of quarter-filled bosonic
systems as a function of system size for inverse temper-
ature β = −1/L. The data points correspond to L =
28, 32, 36, 40, 48, 56, 64, 76, 88, 100. The solid line is a linear
fit.
determines the equilibrated expectation values of observ-
ables, it is expected that extensive observables can ther-
malize at high initial temperatures. We analyzed the von
Neumann and second order Re´nyi entropies in the DE,
the CE and for the exact numerical time-evolved state
at long times. The agreement between the DE and the
CE can extend to the whole system for high initial tem-
peratures because of the similarity in weights. And the
agreement between the time-evolved states and the other
two can extend beyond lA = L/2 at high temperatures.
We provided analytical arguments and numerical confir-
mation that ∆S2A, the difference between the second-
order Renyi entropy calculated in the DE and the fully
time-evolved time-averaged one at long times, around
lA = L/2 is exponentially small in system size L (Fig.
8). We examined the eigenvalues and the eigenstates of
the reduced density matrices directly and found that the
reduced time-evolved density matrix at long times can
be thermal for small subsystems. The momentum dis-
tribution functions have strong thermalizations at high
initial temperature, and show population inversion after
the expansion if the effective temperature is negative.
Note again that for initial temperatures larger than
a certain value, the system thermalizes in a negative-
temperature state. Negative temperature states have
been created in cold atoms in spin systems[94] and for
motional degrees of freedom of a fermionic system[93],
and are of interest for a number of exotic phenomena that
can be realized with them[95]. We propose that negative
temperature states can be created by sudden expansion
to a larger system size. In this paper we only considered
repulsive interactions. For fermions, the negative tem-
perature is a feature that remains in the thermodynamic
limit. For bosons with repulsive interactions, there can
be no negative temperature state in the thermodynamic
limit since the energy spectrum is unbounded. For fi-
nite, experimentally realistic system sizes, there can be
negative-temperature states and these can also be ob-
tained through Joule expansion.
There are still a number of unanswered questions. For
example, what is the maximal size of the subsystem
whose Re´nyi entropy can equilibrate to those of the re-
duced DE and the reduced CE for a certain initial tem-
perature? And what is the biggest subsystem whose re-
duced time-evolved density matrix is thermal for a given
initial temperature? Why do the eigenvalues of reduced
time-evolved states in high-particle-number sub-sectors
equilibrate to different values than the reduced DE? An-
swering these questions needs further detailed study of
the diagonal and off-diagonal matrix elements of initial
states in the basis of final Hamiltonian and the reduced
density matrix of projector operators |m〉〈m| and “off-
diagonal” operators |m〉〈n| (m 6= n), which can be the
subject of future work.
In terms of experimental realization of the models
studied, the bosonic model is a simple Bose Hubbard
model that can be created with cold atoms on optical
lattices. Creating the wall that initially confines the par-
ticles to the left half of the system requires local manipu-
lation of the optical potential and may be realized using
holographic techniques [84]. The thermalization dynam-
ics from quantum quench for the simple one dimensional
Bose Hubbard model with U/J = 0.38 and effective tem-
perature βJ = 0.09 has been studied experimentally [96].
The spinless fermions model we studied contains nearest-
neighbor and next-nearest-neighbor hoppings and inter-
actions. As discussed in Sec. II, it is equivalent to a
zig-zag two-leg ladder with only nearest-neighbor terms
(inter and intra-leg). Nearest-neighbor interactions may
be created and tuned via Rydberg-dressed potentials[97–
99]. The inter and intra-leg nearest-neighbor interactions
and hopping can be tuned to different values by vary-
18
ing the lattice spacing on the rung and along the legs
to different values and exploiting the range and shape
of the Rydberg-dressed potential, as was done in Ref.
[100]. Multi-mode cavity photon-mediated interactions
[101] may also be used to create the needed interactions.
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