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A DRESSING METHOD FOR SOLITON SOLUTIONS OF THE
CAMASSA-HOLM EQUATION
ROSSEN IVANOV, TONY LYONS, AND NIGEL ORR
Abstract. The soliton solutions of the Camassa-Holm equation are derived by
the implementation of the dressing method. The form of the one and two soliton
solutions coincides with the form obtained by other methods.
1. Introduction
In this paper we will develop a dressing method to construct global solutions of
the Camassa-Holm (or CH) equation, given by
(CH)
{
qt + 2uxq + uqx = 0
q = u− uxx
and where limx→±∞ u(x, t) = u0, with u0 a positive constant. Equation (CH) is a
bi-Hamiltonian system and admits interesting smooth and peaked traveling wave
solutions [3, 4]. It arises as a model equation in the study of two-dimensional
water waves propagating over a flat bed [3, 4, 23, 21, 22, 28, 29, 30, 16, 25]. The
Camassa-Holm equation has also been found to model the propagation of nonlinear
waves in cylindrical hyper-elastic rods, wherein u(x, t) is interpreted as the radial
stretching of a rod relative to the undisturbed state, see [18].
As of now the volume of research papers dedicated to various aspects of the CH
equation is probably measured in thousands and our references are by no means
exhaustive. One remarkable feature of the Camassa-Holm equation (cf. (CH)) is
its peakon solutions, which are solutions of the form
(1.1) u(x, t) = q0e
−|x−p0t|
(where limx→±∞ u(x, t) = 0) with q0 and p0 being constants, that is to say, weak
solutions possessing a cusp at the wave crest, see [3, 4, 17, 33]. Physically the
Camassa-Holm equation is of great interest since it allows for solutions displaying
both peaking and breaking. The solutions with wave-breaking remain bounded
but their gradient becomes unbounded in finite time, cf. [3, 4, 8, 9, 6, 40]. In
addition to its versatility in modelling various physical phenomena, the Camassa-
Holm equation embodies a rich mathematical structure, a particularly interesting
feature in this regard being its interpretation as a geodesic flow on the Bott-
Virasoro group [34, 26, 14].
1
ar
X
iv
:1
70
2.
01
12
8v
1 
 [n
lin
.SI
]  
3 F
eb
 20
17
2 ROSSEN IVANOV, TONY LYONS, AND NIGEL ORR
The CH soliton solutions have been derived and studied by various methods,
such as the Hirota method [32, 33, 36, 37, 38], the Ba¨cklund transform method
[39, 31], the inverse scattering method [10, 2]. In this study we extend the inverse
scattering method by explicitly deriving the soliton solutions via the so-called
dressing method. The dressing method is one of the most convenient approaches
to the derivation of the soliton solutions of integrable PDEs [41, 42, 35, 24]. The
rationale of the method is the construction of a nontrivial (dressed) eigenfunc-
tion of the associated spectral problem from the known (bare) eigenfunction, by
means of the so-called dressing factor. The dressing factor is analytic in the entire
complex plane, with the exception of the newly added simple pole singularities
at pre-assigned discrete eigenvalues. The so called bare spectral problem, is ob-
tained by setting u(x, t) ≡ u0=const and is trivially solved to provide for the bare
eigenfunction. The dressing factor will be the main object of our study.
The Camassa-Holm equation has many similarities with the integrable Degasperis-
Procesi (or DP) equation [19, 20]. The inverse scattering of the DP equation is
studied in [13, 1], and in particular the dressing method for the DP equation is
presented in [12].
2. The Spectral Problem for the Camassa-Holm Equation
2.1. From the scalar to the matrix Lax pair. The Camassa-Holm equation
can be represented as the compatibility condition φxxt ≡ φtxx for the solutions of
the following spectral problem:
(2.1)

φxx =
(
1
4
+ λ2q
)
φ
φt =
(
1
2λ2
− u
)
φx +
ux
2
φ
.
In equation (2.1) λ is the spectral parameter, φ is a spectral eigenfunction while
the potential u(x, t) corresponds to a solution of the Camassa-Holm equation when
λ is time-independent. The compatibility produces also the relation q = u− uxx.
This solution u may be obtained from the spectral problem above by means of the
Inverse Scattering Transform as in [10, 11]. The difference is that here we do not
have a dispersion term ux, but instead we allow for a constant asymptotic value
u0 as x→ ±∞.
In our further considerations u(x, ·)−u0 will be a Schwartz class function, where
u0 > 0 and with initial data q(x, 0) > 0. Symmetry of the Camassa-holm equation
then ensures that q(x, t) > 0 for all t [7]. A discussion of the periodic case may be
found in [15] and [5]. Letting k2 = −1
4
− λ2u0, then the spectral parameter may
be written as
(2.2) λ2(k) = − 1
u0
(
k2 +
1
4
)
,
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and the reader is referred to [7] for a discussion of the spectrum of the problem
formed by equations (2.1)–(2.2). The continuous spectrum in terms of k corre-
sponds to k ∈ R. The discrete spectrum (in the upper half plane) consists of
finitely many points kn = iκn, n = 1, . . . , N where κn is real and 0 < κn < 1/2,
and hence, λn = λ(iκn) is purely imaginary. Moreover there are two such eigen-
values, denoted by λn = ±iωn where ωn > 0.
In the present work we will apply a variation of the Inverse Scattering Transform
method, namely the dressing method, whereby a known solution is used to gener-
ate an new solution, thereby yielding a family of solutions of the Camassa-Holm
equation. To implement this method it is first necessary to reformulate the spec-
tral problem in (2.1) as a matrix Lax pair. To do so we define the eigenfunction φ1
as a solution of the spectral problem and we observe that the first member may
be written according to
(2.3)
(
∂ − 1
2
)(
∂ +
1
2
)
φ1 = λ
2qφ1.
This reformulation suggests the introduction of an auxiliary spectral function
(2.4) φ2 :=
1
λ
(
∂ +
1
2
)
φ1
from which it immediately follows that(
∂ − 1
2
)
φ2 = λqφ1,
having applied equation (2.3). Defining the eigenvector
Φ =
(
φ1
φ2
)
we may reformulate the spectral problem (2.1) according to
(2.5)

Φx = LΦ L :=
( −1
2
λ
λq 1
2
)
Φt =MΦ M :=
(
1
2
(u+ ux)− 14λ2 12λ − λu
1
2λ
(q + ux + uxx)− λuq 14λ2 − 12(u+ ux)
)
which constitutes a matrix Lax pair for the Camassa-Holm equation. The com-
patability condition Φtx ≡ Φxt for every eigenvector Φ immediatley implies the
zero-curvature condition, namely
(2.6) Lt −Mx + [L,M] = 0,
where the bilinear operator [·, ·] denotes the usual matrix commutator. As with
the scalar formulation of the spectral problem, comaprison of terms of equal order
in the spectral paramater λ within the zero-curvature condition yields
O(λ0): u− uxx = q
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O(λ1): qt + 2uxq + uqx = 0,
which is precisely the Camassa-Holm equation.
2.2. The Gauge Transformed SL(2) Spectral Problem. We introduce the
gauge equivalent matrix-valued eigenfunction Ψ as follows
(2.7) Φ =: GΨ,
where the gauge transformation G is given by
(2.8) G =
(
q−
1
4 0
0 q
1
4
)
.
In terms of Ψ, the spectral problem (2.5) is written according to
(2.9) Ψx = L˜Ψ Ψt = M˜Ψ,
where we introduce
(2.10) L˜ := G−1LG−G−1Gx M˜ := G−1MG−G−1Gt.
In particular we find that the equation for Ψ may be written as
(2.11)

Ψx + (h˜σ3 − λ√qJ)Ψ(x, t, λ) = 0,
h˜ =
1
2
− qx
4q
, J =
(
0 1
1 0
)
where σ3 is the usual Pauli spin-matrix diag(1,−1). Changing from the x−variable
to a new parameter defined by
(2.12) dy =
√
qdx, y = y(x, t),
the spectral problem acquires the form of the standard Zakharov-Shabat spectral
problem [41, 42, 35, 24]
Ψy + (hσ3 − λJ)Ψ(y, t, λ) = 0, h = 1
2
√
q
− qy
4q
;
L(λ) = hσ3 − λJ ⇔ Ψy + L(λ)Ψ = 0.
(2.13)
Since L(λ) takes values in the algebra sl(2), the eigenfunctions take values in the
corresponding group - SL(2).
2.3. Diagonlaisation. Upon imposing the trivial solution u(x, t) ≡ u0 on the
spectral problem we obtain the so-called bare spectral problem, namely
(2.14)

Ψ0,y + (h0σ3 − λJ)Ψ0 = 0, h0 = 1
2
√
u0
,
Ψ0,t − 1
2h0
(
u0 − 1
2λ2
)
(h0σ3 − λJ)Ψ0 = 0.
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Since dy =
√
u0dx then y is simply a re-scaling of x for the bare spectral problem.
The solution of this linear system can be represented in the form
(2.15) Ψ0(y, t, λ) = V (λ)e
−σ3Ω(y,t,λ)V T (λ)C,
where C is an arbitrary constant matrix and
(2.16)

Ω(y, t, λ) = Λ(λ)
(
y − 1
2h0
(
u0 − 1
2λ2
)
t
)
Λ(λ) =
√
h20 + λ
2
V (λ) =
(
cos θ − sin θ
sin θ cos θ
)
cos θ =
√
Λ + h0
2Λ
, sin θ =
√
Λ− h0
2Λ
.
In what follows Λ will be always real and positive, however θ will be either real or
imaginary.
2.4. Symmetry reductions of the Spectral Problem. It can be verified easily
that the spectral operator L(λ) = hσ3 − λJ from (2.13) possesses the following
Z2-symmetry reduction (the bar is complex conjugation):
(2.17) σ3L¯(−λ¯)σ3 = L(λ)
since σ3Jσ3 = −J . Likewise, the same relation is also true for the corresponding
M -operator. This ensures that h(y, t) is real. Additionally, on the group valued
quantities, like the solutions Ψ(y, t, λ) and the dressing factor g, (see the next
section) we have
(2.18) σ3Ψ¯(y, t,−λ¯)σ3 = Ψ(y, t, λ).
Analogously, noting that
(2.19) J2 = 1, Jσ3J = −σ3,
and using Ψ−1(x, t, λ)Ψ(x, t, λ) = 1, we have
(2.20) Ψ−1y (λ) = Ψ
−1(λ)L(λ)⇒ Ψ−1y (λ)T = L(λ)Ψ−1(λ)T ,
having also used LT (λ) = L(λ) in the last equation. Hence with (2.19) we deduce
(2.21)
(
JΨ−1(λ)TJ
)
y
+ L(−λ) (JΨ−1(λ)TJ) = 0,
that is to say Ψ(−λ) and JΨ−1(λ)TJ satisfy the same spectral problem, the solu-
tions of which are unique (when fixed by the corresponding asymptotics in y and
λ), and thus Ψ(λ) = JΨ−1(−λ)TJ or
(2.22) Ψ−1(y, t, λ) = JΨ(y, t,−λ)TJ.
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3. The Soliton Solutions
3.1. The Dressing Method. The N -soliton solution corresponds to a discrete
spectrum containing N distinct eigenvalues {λn : n = 1, . . . , N}. The eigenfunc-
tions of the spectral problem are singular at the discrete eigenvalues. Starting
from a trivial (bare) solution u(x, t) = u0 where u0 is constant, with corresponding
eigenfunction Ψ0(x, t, λ), one may obtain an eigenfunction of a soliton solution
Ψ(x, t, λ) via the dressing factor g := g(x, t, λ),
(3.1) Ψ(x, t, λ) = g(x, t, λ)Ψ0(x, t, λ).
where g is singular at the points of the discrete spectrum. We work with the
y-representation as in equation (2.13), where we have x = X(y, t).
The dressing factor then satisfies the equation
(3.2) ∂yg + hσ3g − gh0σ3 − λ[J, g] = 0.
Moreover, since the solution Ψ(X(y, t), t, λ) ≡ Ψ(y, t, λ) belongs to the Lie group
SL(2), the factor g ∈ SL(2) and also satisfies the reductions given by equations
(2.18) and (2.22), namely
(3.3) σ3g¯(y, t,−λ¯)σ3 = g(y, t, λ), g−1(y, t, λ) = Jg(y, t,−λ)TJ.
We evaluate the spectral problem given by equation (2.11) at λ = 0, and note
that when written in terms of the x-variable has a solution
(3.4) Ψ(X(y, t), t, 0) = e−
1
2(X−ln
√
q)σ3 .
In terms of the y-variable, the eigenfunction of the dressed spectral problem at
λ = 0 (cf. equation (2.13)), may be written as
(3.5) Ψ(X(y, t), t, 0) = g(y, t, 0)Ψ0(y, t, 0)K0,
where Ψ0(y, t, 0) is a solution of the bare spectral problem when λ = 0, hence
K0 ∈ SL(2) is an arbitrary constant matrix, due to equation (3.1).
We note however that when the t-dependence due to the second equation of
(2.14) is taken into account that Ψ0(y, t, λ) is singular at λ = 0. As such, in
equation (3.5) we only consider the time-independent solution, namely, the solution
which satisfies spectral problem associated with the L-operator. However, when
x→∞ then y →∞ also, in which case
Ψ(X →∞, t, 0) = Ψ0(y = X√u0, t, 0)K0
and therefore Ψ(X →∞, t, 0) should be time-independent. Additionally, referring
to equation (3.19) we find
Ψt(X, t, 0) = −σ3
2
(
Xt − qt
2q
)
Ψ(X, t, 0),
A DRESSING METHOD FOR THE CAMASSA-HOLM EQUATION 7
and Ψt(∞, t, 0) = −σ3u02 Ψ(∞, t, 0), having imposed Xt = u(X, t)→ u0 as X →∞.
Hence Ψ(X, t, 0) must be of the form
Ψ(X, t, 0) = e−
1
2(X−ln
√
q−u0t)σ3
in order to have the appropriate asymptotic behaviour (the correction being inde-
pendent of y). It follows that
(3.6) e−
1
2(X(y,t)−ln
√
q−u0t)σ3 = g(y, t, 0)e−
1
2
√
u0
σ3yK0,
which gives a differential equation for X since ∂yX = q
−1/2, cf. equation (2.12).
Thus it provides the change of the variables x = X(y, t) in parametric form, where
y serves as the parameter. This of course is valid only in cases where the dressing
factor is known and in what follows we shall explain how to construct it.
3.2. Dressing factor with a simple pole. In the SL(2) Zakharov-Shabat spec-
tral problems, the simplest form of g possesses one simple pole [35, 24], which leads
to the following:
Proposition 3.1. The dressing factor g(y, t, λ) is assumed to be of the form
(3.7) g = 1 +
2iωA(y, t)
λ− iω , where ω ∈ R
and A is a matrix-valued residue of rank 1.
By virtue of equation (3.3) and Proposition 3.1, we deduce that the dressing
factor must satisfy
(3.8)
(
1 +
2iωA
λ− iω
)(
1− 2iωJA
TJ
λ+ iω
)
= 1,
and taking residues as λ→ ±iω we observe
(3.9)
{
A
(
1− JATJ) = 0
(1− A) JATJ = 0.
Rewriting the matrix A as
(3.10) A =
|n〉 〈m|
〈m|n〉 , with |n〉 =
(
n1
n2
)
and 〈m| = (m1 m2) ,
equations (3.9)–(3.10) combined with the symmetry relation (3.3) ensure
(3.11) 〈n| = 〈m| J〈m| J |m〉 ⇒ A =
|m〉 〈m| J
〈m| J |m〉 ,
in which case A = A2 meaning A is a projector. Moreover, equation (3.11) com-
bined with the first symmetry relation of (3.3) also yields
(3.12) σ3A¯σ3 = A⇒ m1 = µ, m2 = iµ, µ ∈ R.
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Replacing equation (3.7) in equation (3.2) and taking residues as λ → iω and
λ→∞, we have
(h− h0)σ3 = 2iω[J,A],
Ay + (h0σ3 + iωJ)A− A (h0σ3 − iωJ)− 2iωAJA = 0.(3.13)
Replacing equation (3.11) in equation (3.13), multiplying everywhere by J from
the right and using Jσ3J = −σ3 we have
(3.14)
(|my〉+ (h0σ3 + iωJ) |m〉) 〈m|〈m| J |m〉 +
|m〉
〈m| J |m〉 (〈my|+ 〈m| (h0σ3 + iωJ))
− 2 〈my| J |m〉 |m〉 〈m|〈m| J |m〉2 −
2iω 〈m| J2 |m〉 |m〉 〈m|
〈m| J |m〉2 = 0.
Assuming
(3.15) 〈my|+ 〈m| (h0σ3 + iωJ) = 0
we also observe that
(3.16) − 2 〈my| J |m〉 − 2iω 〈m| J2 |m〉 = −2h0 〈m|σ3J |m〉
and using
(3.17)
〈m|σ3J |m〉 = 〈m| Jσ3 |m〉
Jσ3 = −σ3J
}
⇒ 〈m|σ3J |m〉 = 0,
ensuring equation (3.14) is satisfied identically provided (3.15) holds. Furthermore,
transposing equation (3.15) we have
(3.18) |my〉+ (h0σ3 + iωJ) |m〉 = 0,
an so |m〉 is an eigenvector of the bare spectral problem, in which case |m〉 is
known.
3.3. The one-soliton solution. Equation (3.18) suggest that |m〉 satisfies the
bare spectral problem (2.14) with λ = −iω, i.e. with spectral operator
L0(y, t,−iω) = h0σ3 + iωJ
Furthermore equation (3.11) allows us to solve for |n〉 explicitly, thereby providing
an explicit formula for the dressing factor g(y, t, λ). We can write the solution of
(3.18) as
(3.19) |m〉 = Ψ(y, t,−iω) |m0〉
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where |m0〉 is a constant vector, and Ψ(y, t,−iω) ∈ SL(2) satisfies the bare spectral
problem
(3.20)

Ψy + L0(y, t,−iω)Ψ = 0
Ψt − v(ω)L0(y, t,−iω)Ψ = 0
v(ω) =
1
2h0
(
u0 +
1
2ω2
)
With λ = −iω, we have Λ =
√
h20 − ω2,
(3.21) sin(θ) = i
√
h0 − Λ
2Λ
cos(θ) =
√
h0 + Λ
2Λ
,
thus we conclude θ is imaginary.
It follows from equation (2.16) that
(3.22)

Ψ(y, t,−iω) = V e−σ3Ω(y,t)V −1
Ω(y, t) = Ω(y, t,−iω) = Λ
(
y − 1
2h0
(
u0 +
1
2ω2
)
t
)
while equation (3.19) now ensures
(3.23) |m〉 =
µ01e−Ω(y,t)√h0+Λ2Λ − iµ02eΩ(y,t)√h0−Λ2Λ
iµ01e
−Ω(y,t)
√
h0−Λ
2Λ
+ µ02e
Ω(y,t)
√
η0+Λ
2Λ

where the coefficients µ01 and µ02 are defined as
(3.24) V −1 |m0〉 =
(
µ01
µ02
)
.
Meanwhile, σ3 |m〉 = |m¯〉 yields µ01 = µ¯01 and µ02 = −µ¯02, while making the
replacement ν1 =
µ01√
2Λ
and iν2 =
µ02√
2Λ
we simplify |m〉 according to
(3.25) |m〉 =
(
ν1e
−Ω(y,t)√h0 + Λ + ν2eΩ(y,t)
√
h0 − Λ
iν1e
−Ω(y,t)√h0 − Λ + iν2eΩ(y,t)
√
h0 + Λ
)
.
Referring to equations (3.21) and (3.25) we have
dX
dy
eX−u0t = −e− y√u0
[
(h0 + Λ)e
Ω(y,t) + ce−Ω(y,t)
(h0 − Λ)eΩ(y,t) + ce−Ω(y,t)
]2
, c :=
ν2ω
ν1
(3.26)
haveing let K0 = −1.
Implementing the change of variables (y, t) → (−y,−t) and observing that
Ω(−y,−t) = −Ω(y, t), the differential equation for X becomes
dX
dy
e
X−u0t− y√u0 =
[
(h0 + Λ)e
−Ω(y,t) + ceΩ(y,t)
(h0 − Λ)e−Ω(y,t) + ceΩ(y,t)
]2
.(3.27)
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The reason for doing so is the following: The Camassa-Holm equation written in
terms of the (y, t)-variables (the so-called ACH equation-see for instance [39, 27])
is invariant under (y, t) → (−y,−t). Thus choosing any solution of the ACH
equation and imposing the change of varibles (y, t)→ (−y,−t), we obtain another
solution once we determine x = X(y, t). In other words, if X(y, t) is a soltution
of the Camassa-Holm equation then so to is x = X(−y,−t). Moreover, with this
change of vafiables we also have x→ y√
u0
when y → ±∞, cf. equation (2.12).
Explicty the change of variables imposes the following trasnformation on our
differential equation for X
dX(−y,−t)
d(−y) e
X(−y,−t)−u0(−t) = e−
y√
u0
[
(h0 + Λ)e
Ω(y,t) + ce−Ω(y,t)
(h0 − Λ)eΩ(y,t) + ce−Ω(y,t)
]2
,
dX(y, t)
dy
eX(y,t)−u0t = e
y√
u0
[
(h0 + Λ)e
Ω(−y,−t) + ce−Ω(−y,−t)
(h0 − Λ)eΩ(−y,−t) + ce−Ω(−y,−t)
]2
,
(3.28)
Formally this may be integrated by separation of variables, however we may also
look for a solution in the form
(3.29) X(y, t) =
y√
u0
+ u0t+ ln
∣∣∣∣AB
∣∣∣∣
with
(3.30) A = a1e
Ω(y,t) + a2e
−Ω(y,t) B = (h0 − Λ)e−Ω(y,t) + ceΩ(y,t).
Replacing equations (3.29)–(3.30) in equation (3.26), we conclude that a1 = c,
a2 = (h0 + Λ
2)/(h0 − Λ) and thus
(3.31) X(y, t) =
y√
u0
+ ln
∣∣∣∣(h0 + Λ)2e−Ω(y,t) + γ2eΩ(y,t)(h0 − Λ)2e−Ω(y,t) + γ2eΩ(y,t)
∣∣∣∣ , γ2 = c(h0 − Λ).
When γ2 = c(h0 − Λ) > 0 this expression can be written also as
(3.32) X(y, t) =
y√
u0
+ u0t+ ln
∣∣∣∣∣∣
(h0+Λ)2−γ2
(h0+Λ)2+γ2
tanh Ω(y, t)− 1
γ2−(h0−Λ)2,
γ2+(h0−Λ)2 tanh Ω(y, t) + 1
∣∣∣∣∣∣ .
We introduc the constant
U =
Λ
h0
< 1
and choose constants such that γ = ω, therby simplifying the expression for
X(y, t), which is now given by
(3.33) X(y, t) =
y√
u0
+ u0t+ ln
∣∣∣∣U tanh Ω(y, t)− 1U tanh Ω(y, t) + 1
∣∣∣∣
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The soliton solution itself is given in the form that appears in [39] as well
(3.34)
u(X(y, t), t) =
∂X
∂t
;
u(X, t) = u0 +
U2
(
u0 +
1
2ω2
)
(1− tanh2 Ω)
1− U2 tanh2 Ω ,
Ω = Λy − U
2
(
u0 +
1
2ω2
)
t.
We note that as y → ±∞, then tanh → ±1 while u → u0, which we ovserve in
the soliton profile shown in Figure 1. Interestingly, choosing constants such that
c(h0 −Λ) = −γ2 < 0, X(y, t) is no longer a monotonic function for all y ∈ R, and
the solution u(x, t) is a function with discontinuities, cf. [39] where such solutions
are termed unphysical.
20 15 10 5 0 5 10 15 20
x
0.9
1.0
1.1
1.2
1.3
1.4
u
(x
,0
)
Figure 1. The one-soliton solution at t = 0 where ν1 = 1, ν2 = 2,
u0 = 1 and ω = 0.25.
3.4. The two-soliton solution. The dressing factor in this case has singularities
at two different points of the discrete spectrum, which we denote iω1 and iω2, with
residues 2iωkAk (k = 1, 2.). Extending Proposition 3.1, we have
(3.35) g(y, t, λ) = 1 +
2iω1A1(y, t)
λ− iω1 +
2iω2A2(y, t)
λ− iω2 .
The Z2 reduction σ3g¯(y, t,−λ¯)σ3 = g(y, t, λ) necessitates
(3.36) σ3A¯k(y, t)σ3 = Ak(y, t), k = 1, 2.
Applying equation (3.2) to the dressing factor g as given by equation (3.35) ensures
the corresponding equations for the residues, namely
(3.37) Ak,y + hσ3Ak − Akh0σ3 − iωk[J,Ak] = 0, k = 1, 2.
Matrix solutions, Ak, of the form
(3.38) A1 = |n〉 〈m| , A2 = |N〉 〈M | ,
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may be obtained if
(3.39) ∂y |n〉+ (hσ3 − iω1J) |n〉 = 0, ∂y 〈m| = 〈m| (h0σ3 − iω1J)
and
(3.40) ∂y |N〉+ (hσ3 − iω2J) |N〉 = 0, ∂y 〈M | = 〈M | (h0σ3 − iω2J).
That is to say, the vectors 〈m| , 〈M | satisfy the bare equations and therefore are
known in principle. The condition (3.36) can be satisfied by imposing 〈m¯| = 〈m|σ3,〈
M¯
∣∣ = 〈M |σ3, and likewise for |n〉 , |N〉. The reduction given in (3.3) leads to
(3.41)
[
1 +
2iω1A1
λ− iω1 +
2iω2A2
λ− iω2
] [
1− 2iω1JA
T
1 J
λ+ iω1
− 2iω2JA
T
2 J
λ+ iω2
]
= 1,
which is identically satisfied for all λ. Thus, the residues obtained at λ = iωk,
(with k = 1, 2) ensure
A1
(
1− JAT1 J − η2JAT2 J
)
= 0, η2 =
2ω2
ω1 + ω2
,(3.42)
A2
(
1− η1JAT1 J − JAT2 J
)
= 0, η1 =
2ω1
ω1 + ω2
.(3.43)
Using equations (3.38)-3.42 we obtain the following system
〈m| = 〈m| J |m〉 〈n| J + η2 〈m| J |M〉 〈N | J,(3.44)
〈M | = η1 〈M | J |m〉 〈n| J + 〈M | J |M〉 〈N | J.(3.45)
for the unknown vectors |n〉 and |N〉. The solutions are
|n〉 = 1
∆
( 〈M | J |M〉 J |m〉 − η2 〈m| J |M〉 J |M〉 ),(3.46)
|N〉 = 1
∆
( 〈m| J |m〉 J |M〉 − η1 〈M | J |m〉 J |m〉 ),(3.47)
with
(3.48) ∆ = 〈M | J |M〉 〈m| J |m〉 − η1η2 〈m| J |M〉2 ,
which can be written in terms of the vector components as
(3.49) ∆ = (η1m2M1 − η2m1M2)(η1m1M2 − η2m2M1).
Thus, the residues Ak can be expressed in terms of the known vector components
of
(3.50) 〈m| = 〈m(0)∣∣Ψ−10 (y, t, iω1), 〈M | = 〈M(0)∣∣Ψ−10 (y, t, iω2),
where
〈
m(0)
∣∣ , 〈M(0)∣∣ are arbitrary constant vectors. The SL(2) dressing factor
(3.35) at λ = 0 is
g(y, t; 0) = 1− 2(A1 + A2) = diag(g11, g22)(3.51)
= diag
(
ω1M1m2 − ω2M2m1
ω1M2m1 − ω2M1m2 ,
ω1M2m1 − ω2M1m2
ω1M1m2 − ω2M2m1
)
,
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while the differential equation for X(y, t) is
(3.52) (∂yX)e
X−2h0y−u0t = g222 =
(
ω1M2m1 − ω2M1m2
ω1M1m2 − ω2M2m1
)2
.
We recall that
(3.53) Ψ(y, t, iωk) = Vke
−σ3ΩkV −1k
with
(3.54)

Ωk(y, t) = Λk
(
y − t
2h0
(
u0 +
1
2ω2k
))
, Λk =
√
h20 − ω2k
Vk =
(
cos(θk) − sin(θk)
sin(θk) cos(θk)
)
,
cos(θk) =
√
h0 + Λk
2Λk
sin(θk) = i
√
h0 − Λk
2Λk
for k ∈ {1, 2} (cf. equation (2.16)). We use (3.50) noticing that 〈m(0)∣∣V1 =
(µ1, iµ2) is a constant vector. Choosing µ1, µ2 to be real and positive, then explic-
itly we have
m1 =
√
h0 + Λ1
√
µ1
µ2
eΩ1(y,t) +
√
h0 − Λ1
√
µ2
µ1
e−Ω1(y,t),
m2 = i
(√
h0 − Λ1
√
µ1
µ2
eΩ1(y,t) +
√
h0 + Λ1
√
µ2
µ1
e−Ω1(y,t)
)
,
up to an irrelevant overall constant of
√
µ1µ2(2Λ1)
−1/2.
We may change the definition of Ω1(y, t) by an additive constant,
(3.55) Ω1(y, t) = Λ1
(
y − t
2h0
(
u0 +
1
2ω21
))
+ ln
√
µ1
µ2
,
which yields
m1 =
√
h0 + Λ1e
Ω1(y,t) +
√
h0 − Λ1e−Ω1(y,t),
m2 = i
(√
h0 − Λ1eΩ1(y,t) +
√
h0 + Λ1e
−Ω1(y,t)
)(3.56)
Similarly, taking the constant vector
〈
M(0)
∣∣V2 = (ν1,−iν2) with ν1, ν2 real and
positive, we have
M1 =
√
h0 + Λ2e
Ω2(y,t) −
√
h0 − Λ2e−Ω2(y,t),
M2 = i
(√
h0 − Λ2eΩ2(y,t) −
√
h0 + Λ2e
−Ω2(y,t)
)
,
Ω2(y, t) = Λ2
(
y − t
2h0
(
u0 +
1
2ω22
))
+ ln
√
ν1
ν2
.
(3.57)
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The expression
(3.58) g22 =
ω1M2m1 − ω2M1m2
ω1M1m2 − ω2M2m1 =
T
B
,
which we deduce from equations (3.56)–(3.57), has denominator
B =ω1ω2
(
Λ2 − Λ1√
(h0 − Λ1)(h0 − Λ2)
eΩ1+Ω2 + +
Λ2 − Λ1√
(h0 + Λ1)(h0 + Λ2)
e−Ω1−Ω2
+
Λ2 + Λ1√
(h0 − Λ1)(h0 + Λ2)
eΩ1−Ω2 +
Λ2 + Λ1√
(h0 + Λ1)(h0 − Λ2)
e−Ω1+Ω2
)
.
(3.59)
Introducing the constants
(3.60) nk =
4
√
h0 + Λk
h0 − Λk ,
we obtain
(3.61)
B =
√
ω1ω2(Λ
2
2−Λ21)
(
n1n2
eΩ1+Ω2
Λ1 + Λ2
+
1
n1n2
e−Ω1−Ω2
Λ1 + Λ2
+
n1
n2
eΩ1−Ω2
Λ2 − Λ1 +
n2
n1
e−Ω1+Ω2
Λ2 − Λ1
)
.
Similarly it is found that
(3.62)
T =
√
ω1ω2(Λ
2
2−Λ21)
(
1
n1n2
eΩ1+Ω2
Λ1 + Λ2
+ n1n2
e−Ω1−Ω2
Λ1 + Λ2
+
n2
n1
eΩ1−Ω2
Λ2 − Λ1 +
n1
n2
e−Ω1+Ω2
Λ2 − Λ1
)
.
Again, we are looking for a solution of (3.52) in the form (3.29) with
(3.63) A = α1e
Ω1+Ω2 + α2e
−Ω1−Ω2 + α3eΩ1−Ω2 + α4e−Ω1+Ω2 ,
for some constants αk, as yet unknown constants. Equation (3.52) requires
(3.64) 2h0AB +BAy − ABy = T 2,
whose solution A is given by
(3.65)
A =
√
ω1ω2(Λ
2
2−Λ21)
(
1
n31n
3
2
eΩ1+Ω2
Λ1 + Λ2
+ n31n
3
2
e−Ω1−Ω2
Λ1 + Λ2
+
n32
n31
eΩ1−Ω2
Λ2 − Λ1 +
n31
n32
e−Ω1+Ω2
Λ2 − Λ1
)
.
The ratio A/B may also be written as
(3.66)
A
B
=
1 + 1
n61
Λ2+Λ1
Λ2−Λ1 e
2Ω1 + 1
n62
Λ2+Λ1
Λ2−Λ1 e
2Ω2 + e
2Ω1+2Ω2
n61n
6
2
1 + n21
Λ2+Λ1
Λ2−Λ1 e
2Ω1 + n22
Λ2+Λ1
Λ2−Λ1 e
2Ω2 + n21n
2
2e
2Ω1+2Ω2
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which we simplyfy by means of the following redefinitions:
Ω1(y, t) = Λ1
(
y − t
2h0
(
u0 +
1
2ω21
))
+ ln
√
µ1
µ2
− lnn1 + 1
2
ln
Λ2 + Λ1
Λ2 − Λ1 ,
Ω2(y, t) = Λ2
(
y − t
2h0
(
u0 +
1
2ω22
))
+ ln
√
ν1
ν2
− lnn2 + 1
2
ln
Λ2 + Λ1
Λ2 − Λ1 .
(3.67)
Alternatively, these may be simply written as
(3.68) Ωk(y, t) = Λk
(
y − t
2h0
(
u0 +
1
2ω2k
))
+ ξk
for some constants ξk related to the initial separation of the solitons. It follows
that
A
B
=
1 + 1
n41
e2Ω1 + 1
n42
e2Ω2 +
(
Λ2−Λ1
Λ2+Λ1
)2
e2Ω1+2Ω2
n41n
4
2
1 + n41e
2Ω1 + n42e
2Ω2 +
(
Λ2−Λ1
Λ2+Λ1
)2
n41n
4
2e
2Ω1+2Ω2
n4k =
1− Uk
1 + Uk
, Uk =
Λk
h0
< 1,
X(y, t) =
y√
u0
+ u0t+ ln
∣∣∣∣AB
∣∣∣∣ ,
u(X(y, t), t) =
∂X
∂t
.
(3.69)
which is of a form similar to that found in [32]. The two-soliton interaction is
illustrated in Figure 2 below.
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Figure 2. Snapshots of the two soliton solution of the Camassa-
Holm equation (CH), for three values of t ∈ {−10, 0, 10}. The other
parameters are u0 = 1, ω1 = 0.35 and ω2 = 0.25. The constants of
integration were chosen as µ1 = 1, µ2 = 2, ν1 = 2, ν2 = 3.
4. Discussion
We have applied the dressing method to derive the one and two soliton solutions
of the Camassa-Holm equation. The multisoliton solutions can be obtained by
other methods, however the dressing method is based on the spectral theory of
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the integrable system. The method can be extended for the multisoliton case by
considering dressing factors with simple poles of the form
(4.1) g(y, t, λ) = 1 +
2iω1A1(y, t)
λ− iω1 +
2iω2A2(y, t)
λ− iω2 + . . .+
2iωnAn(y, t)
λ− iωn .
The restriction placed on the functional class (that is to Schwartz class) ensures
the smoothness of the solutions for the corresponding discrete spectrum (and scat-
tering data in general, which includes the choice of the constants µk, νk) . It is
well known that in the limit u0 → 0 the solitons will develop a peak and become
peakons [39], see also [33, 2].
We have to point out that for a different choice of the scattering data the dressing
method provides the so-called cuspon solutions, which are characterised by waves
with a cusp at the crest, where u(x, t) is not differentiable. Such functions are
solutions only in a week sense, and clearly outside of the Schwartz class. They will
be obtained in a forthcoming publication.
References
[1] Boutet de Monvel A. and Shepelsky D., A Riemann-Hilbert approach for the Degasperis-
Procesi equation, Nonlinearity 26 (2013), 2081–2107; arXiv:1107.5995 [nlin.SI]
[2] Boutet de Monvel A. and Shepelsky D., Riemann-Hilbert approach for the Camassa-Holm
equation on the line, C. R. Math. Acad. Sci. Paris 343 (2006), 627–32.
[3] Camassa R. and Holm D., An integrable shallow water equation with peaked solitons. Phys.
Rev. Lett. 71, 1661–1664 (1993); arXiv:patt-sol/9305002
[4] Camassa R., Holm D. and Hyman J., A new integrable shallow water equation. Adv. Appl.
Mech. 31, (1994) 1–33.
[5] Constantin A., On the inverse spectral problem for the Camassa-Holm equation. J. Funct.
Anal. 155 (1998) 352–363.
[6] Constantin A., Existence of permanent and breaking waves for a shallow water equation: a
geometric approach, Ann. Inst. Fourier (Grenoble) 50 (2000) 321–362.
[7] Constantin A., On the scattering problem for the Camassa-Holm equation, Proc. R. Soc.
Lond. A457 (2001) 953–970.
[8] Constantin A. and Escher J., Wave breaking for nonlinear nonlocal shallow water equations,
Acta Mathematica 181(1998) 229–243.
[9] Constantin A. and Escher J., Global existence and blow up for a shallow water equation,
Ann. Sc. Norm. Sup. Pisa, Ser. IV 26 (1998) pp. 303–328.
[10] Constantin A., Gerdjikov V. and Ivanov R., Inverse scattering transform for the Camassa-
Holm equation, Inv. Problems 22 (2006), 2197–2207; arXiv: nlin/0603019v2 [nlin.SI].
[11] Constantin A., Gerdjikov V. and Ivanov R., Generalised Fourier transform for the Camassa-
Holm hierarchy, Inv. Problems 23 (2007) 1565–1597; nlin.SI/0707.2048.
[12] Constantin, A. and Ivanov, R., Dressing Method for the Degasperis-Procesi Equation, Stud.
Appl. Math. (2016), DOI: 10.1111/sapm.12149; arXiv:1608.02120 [nlin.SI]
[13] Constantin A., Ivanov R. and Lenells J., Inverse scattering transform for the Degasperis-
Procesi equation, Nonlinearity 23 (2010), 2559 – 2575; arXiv:1205.4754 [nlin.SI]
[14] Constantin A. and Kolev B., Geodesic flow on the diffeomorphism group of the circle,
Comment. Math. Helv. 78 (2003) 787–804.
[15] Constantin A. and McKean H.P., A shallow water equation on the circle, Commun. Pure
Appl. Math. 52 (1999) 949–982.
A DRESSING METHOD FOR THE CAMASSA-HOLM EQUATION 17
[16] Constantin A. and Lannes D., The hydrodynamical relevance of the Camassa-Holm and
Degasperis-Procesi equations, Arch. Ration. Mech. Anal. (2009) 192 165–186.
[17] Constantin A. and Strauss W., Stability of peakons, Commun. Pure Appl. Math. 53 (2000)
603–610.
[18] Dai H.-H., Model equations for nonlinear dispersive waves in a compressible Mooney-Rivlin
rod, Acta Mech. 127 (1998) 193–207.
[19] Degasperis A. and Procesi M., Asymptotic integrability, in Symmetry and Perturbation
Theory, edited by A. Degasperis and G. Gaeta, World Scientific (1999), pp. 23–37.
[20] Degasperis A., Holm D. and Hone A., A new integrable equation with peakon solutions,
Theor. Math. Phys. 133 (2002), 1461–1472.
[21] Dullin H. R., Gottwald G. A. and Holm D. D., Camassa-Holm, Korteweg-de Vries-5 and
other asymptotically equivalent equations for shallow water waves, Fluid Dynam. Res. 33
(2003), 73–95.
[22] Dullin H. R., Gottwald G. A. and Holm D. D., On asymptotically equivalent shallow water
wave equations, Physica D 190 (2004), 1–14.
[23] Fokas A. S., On a class of physically important integrable equations, Physica D 87 (1995),
145–150.
[24] Gerdjikov V., Vilasi G. and Yanovski A., Integrable Hamiltonian Hierarchies. Spectral and
Geometric Methods, Lecture Notes in Physics 748, Springer Verlag, Berlin, Heidelberg, New
York (2008).
[25] Holm D. and Ivanov R., Smooth and peaked solitons of the Camassa-Holm equation and
applications, J. Geom. Symm. Phys. 22 (2011) 13–49.
[26] Holm D., Marsden J. and Ratiu T., The Euler-Poincare´ equations and semidirect products
with applications to continuum theories, Adv. Math. 137 (1998) 1–81.
[27] Ivanov R.I., Conformal Properties and Ba¨cklund Transform for the Associated Camassa-
Holm Equation, Phys. Lett. A 345, 235–243 (2005); nlin.SI/0507005.
[28] Johnson R.S., Camassa-Holm, Korteweg-de Vries and related models for water waves, J.
Fluid. Mech. 457 (2002) 63–82.
[29] Johnson R.S., On solutions of the Camassa-Holm equation, Proc. Roy. Soc. Lond. A 459
(2003) 1687–1708.
[30] Johnson, R.S.: The Camassa-Holm equation for water waves moving over a shear flow, Fluid
Dynamics Research 33 (2003) 97–111.
[31] Li, Y. and Zhang, J.: The multiple-soliton solutions of the Camassa-Holm equation, Proc.
R. Soc. Lond. A 460, 2617-2627 (2004)
[32] Matsuno Y., Parametric representation for the multisoliton solution of the Camassa-Holm
equation J. Phys. Soc. Japan 74 (2005) 1983–1987; arXiv:nlin.SI/0504055
[33] Matsuno Y., The peakon limit of the N-soliton solution of the Camassa-Holm equation J.
Phys. Soc. Japan 76 (2007) 034003, arXiv:nlin/0701051
[34] Misiolek G., A shallow water equation as a geodesic flow on the Bott-Virasoro group, J.
Geom. Phys. 24 (1998) 203–208.
[35] Novikov S.P., Manakov S.V., Pitaevsky L.P. and Zakharov V.E.: Theory of solitons: the
inverse scattering method. New York: Plenum, 1984
[36] Parker A., On the Camassa-Holm equation and a direct method of solution I. Bilinear form
and solitary waves. Proc. R. Soc. Lond. A 460 (2004) 2929–2957.
[37] Parker A., On the Camassa-Holm equation and a direct method of solution II. Soliton
solutions, Proc. R. Soc. Lond. A 461 (2005) 3611–3632.
[38] Parker A., On the Camassa-Holm equation and a direct method of solution III. N-soliton
solutions. Proc. R. Soc. Lond. A 461 (2005) 3893–3911.
18 ROSSEN IVANOV, TONY LYONS, AND NIGEL ORR
[39] Rasin A. and Schiff J., Ba¨cklund transformations for the Camassa-Holm equation, J. Nonlin.
Sci, 27 (2017) 45–69; doi:10.1007/s00332-016-9325-6; arXiv:1508.05636 [nlin.SI]
[40] Popivanov P. and Slavova A., Nonlinear Waves: An Introduction, World Scientific, NJ
(2011).
[41] V. E. Zakharov, and A. B. Shabat. A scheme for integrating nonlinear evolution equations
of mathematical physics by the inverse scattering method. I, Funct. Anal. Appl. 8 (1974)
226–235.
[42] V. E. Zakharov, and A. B. Shabat. Integration of the nonlinear equations of mathematical
physics by the inverse scattering method II, Funct. Anal. Appl. 13 (1979) 166–174.
School of Mathematical Sciences, Dublin Institute of Technology, Kevin Street,
Dublin 8, Ireland
E-mail address: rossen.ivanov@dit.ie
Department of Computing and Mathematics, Waterford Institute of Technol-
ogy, Waterford, Ireland
E-mail address: tlyons@wit.ie
School of Mathematical Sciences, Dublin Institute of Technology, Kevin Street,
Dublin 8, Ireland
E-mail address: nigel.orr@dit.ie
