Label distribution is more general than both single-label annotation and multi-label annotation. It covers a certain number of labels, representing the degree to which each label describes the instance. The learning process on the instances labeled by label distributions is called label distribution learning (LDL). Unfortunately, many training sets only contain simple logical labels rather than label distributions due to the difficulty of obtaining the label distributions directly. To solve this problem, one way is to recover the label distributions from the logical labels in the training set via leveraging the topological information of the feature space and the correlation among the labels. Such process of recovering label distributions from logical labels is defined as label enhancement (LE), which reinforces the supervision information in the training sets. This paper proposes a novel LE algorithm called Graph Laplacian Label Enhancement (GLLE). Experimental results on one artificial dataset and fourteen real-world LDL datasets show clear advantages of GLLE over several existing LE algorithms. Furthermore, experimental results on eleven multi-label learning datasets validate the advantage of GLLE over the state-of-the-art multi-label learning approaches.
INTRODUCTION
L EARNING with ambiguity is a hot topic in recent machine learning and data mining research. A learning process is essentially building a mapping from the instances to the labels. This paper mainly focuses on the ambiguity at the label side of the mapping, i.e., one instance is not necessarily mapped to one label. Multi-label learning (MLL) [1] studies the problem where each example is represented by a single instance while associated with a set of labels simultaneously, and the task is to learn a multi-label predictor which maps an instance to a relevant label set [2] , [3] . During the past decade, multi-label learning techniques have been widely employed to learn from data with rich semantics, such as text [4] , image [5] , audio [6] , video [7] , etc.
In most of the supervised data, an instance x is assigned with l y x ∈ {0, 1} to each possible label y, representing whether y describes x. In this paper, l y
x is called logical label as l y
x reflects the logical relationship between the label and the instance. Logical label answers the essential question "which label can describe the instance", but not involves the explicit relative importance of each label. To solve this problem, a more natural way to label an instance x is to assign a real number d y x to each possible label y, representing the degree to which y describes x. Without loss of generality, assume that d y x ∈ [0, 1]. Further suppose that the label set is complete, i.e., using all the labels in the set can always fully describe the instance. Then, y d y x = 1. Such d y
x is called the description degree of y to x. For a particular instance, the description degrees of all the labels constitute a real-valued vector called label distribution, which describes the instance more comprehensively than logical labels. The learning process on the instances labeled by label distributions is therefore called label distribution learning (LDL) [8] . Label distribution is more general than logical labels in most supervised learning problems because the relevance or irrelevance of a label to an instance is essentially relative in mainly three aspects:
• The differentiation between the relevant and irrelevant labels is relative. A bipartite partition of the label set into relevant and irrelevant labels with respect to an instance is actually a simplification of the real problem. In many cases, the boundary between relevant and irrelevant labels is not clear. For example, in emotion analysis from facial expressions, a facial expression often conveys a complex mixture of basic emotions (e.g., happy, sad, surprise, anger, disgust and fear) [9] . As shown in Fig. 1(a) , for an expression, different basic emotions exhibit different intensities. The partition between the relevant and irrelevant emotions depends on the choice of the threshold. But there is no absolutely subjective criterion to determine the threshold.
• When multiple labels are associated with an instance, the relative importance among them is more likely to be different rather than exactly equal. For example, in Fig. 1(b) , a natural scene image may be annotated with the labels sky, water, building and cloud simultaneously, but the relative importance of each label to this image is different.
• The "irrelevance" of each irrelevant label may be very different. For example, in Fig. 1(c) , for a car, the label airplane is more irrelevant than the label tank.
However, in most training sets, label distribution is not explicitly available. It is difficult to obtain the label distributions directly because the process of quantifying the description degrees is costly. Therefore, we need a way to recover the label distributions from the logical labels in the training set by exploiting the relative importance of each label. This process is called label enhancement (LE) in this paper. LE reinforces the supervision information in the training sets via leveraging the topological information in the feature space and the correlation among the labels. After the label distributions are recovered, more effective supervised learning can be achieved by leveraging the label distributions [10] , [11] .
Note that although there is no explicit concept of LE defined in existing work, some methods with similar function to LE have been proposed. For example, logical labels are transferred to a discretized bivariate Gaussian label distribution centered at the coarse ground-truth label by using priori knowledge in head pose estimation [12] and facial age estimation [13] . Some work [14] , [15] builds the membership degrees to the labels, which can constitute a label distribution. Some work [10] , [11] establishes the relationship between instances and labels by graph and transfer logical labels into label distributions.
Preliminary results of this paper have been reported in a shorter conference version [16] . While only the topological information of the feature space is used in [16] , here we consider the label correlations and explore them in the experiments. Moreover, an alternating solution is used to solve the optimization problem. Besides, the predictive experiment on MLL datasets is conducted to show that GLLE performs favorably against state-of-the-art multi-label learning approaches.
The rest of this paper is organized as follows. Firstly, some related work is briefly reviewed and discussed in Section 2. Secondly, the formulation of LE and the details of the existing LE algorithms are proposed in Section 3. Then, a new LE algorithm is proposed in Section 4. After that, the results of the comparative experiments are reported in Section 5. Finally, conclusions are drawn in Section 6.
RELATED WORK
LDL is a novel learning paradigm, which labels an instance with a label distribution and learns a map-ping from instance to label distribution straightly. There are several algorithms [8] designed for LDL. In general, they can be grouped into three categories. PT-Bayes and PT-SVM aim to change the training examples into weighted single-label instances by sampling, which can transform LDL problem as SLL or MLL learning solved by SVM and Naive Bayes. AA-Bayes and AA-BP adapt the hard-threshold labels to the soft ones by some specific mechanisms, which extend traditional MLL algorithms to deal with label distributions. Besides, there are some specialized algorithms to directly match the LDL problems, and the representative one is SA-BFGS. This algorithm is proposed by applying maximum entropy model with Kullback-Leibler divergence as loss function to learn the label distribution.
LDL has been successfully applied to many real applications, such as facial landmark detection [17] , age estimation [18] , [19] , head pose estimation [12] , multi-label ranking for natural scene images [20] , zero-shot Learning [21] and emotion analysis from texts [22] . According to the theoretical analysis [23] , LDL is approximate to the optimal classifier via learning on the instances labeled by the ground-truth label distributions. However, in most training sets, the label distribution is not explicitly available. There are few work to deal with this situation. One recent paper [10] adopts the propagation technique to generate the label distributions without considering the correlations between the labels.
Label distribution explicitly models label ambiguity with the description degree, which is not the probability that y correctly labels x, but the proportion that y accounts for in a full class description of x. Therefore, label distribution can be distinguished from the previous studies on probabilistic labels [24] , [25] , [26] , where the basic assumption is that only one correct label is assigned to each instance. Probabilistic labels are mainly used when the real label of the instance cannot be obtained with certainty. In practice, it is usually difficult to determine the probability (or confidence) of a label. In most cases, it relies on the prior knowledge of the human experts, which is a highly subjective and variable process. As a result, the problem of learning from probabilistic labels has not been extensively studied to date.
From the conceptual point of view, it is worthwhile to distinguish description degree from the concept membership used in fuzzy classification. Membership is designed to handle the status of partial truth, which is a truth value which ranges between completely true and completely false. On the other hand, description degree reflects the ambiguity of the label description of the instance, i.e., one label may only partially describe the instance, but it is completely true that the label describes the instance. Fortunately, although the concept of membership is fundamentally different from description degree, some methods [14] , [15] which focus on generating membership can be applied to generate label distributions.
LABEL ENHANCEMENT

Formulation of Label Enhancement
First of all, the main notations used in this paper are listed as follows. The instance variable is denoted by x, the particular i-th instance is denoted by x i , the label variable is denoted by y, the particular j-th label value is denoted by y j , the logical label vector of x i is denoted by l i = (l y1 xi , l y2 xi , ..., l yc xi ) , where c is the number of possible labels. The description degree of y to x is denoted by d y x , and the label distribution of x i is denoted by d i = (d y1 xi , d y2 xi , ..., d yc xi ) . Let X = R q denote the q-dimensional feature space. Then, the process of LE can be defined as follows.
Given a training set S = {(x i , l i )|1 ≤ i ≤ n}, where x i ∈ X and l i ∈ {0, 1} c , LE recovers the label distribution d i of x i from the logical label vector l i , and thus transforms S into a LDL training set
Existing Label Enhancement Algorithms
Fuzzy Label Enhancement
The LE algorithm based on fuzzy clustering (FCM) [14] employs fuzzy C-means clustering [27] which attempts to cluster feature vectors by iteratively minimizing an objective function. Supposing that fuzzy C-means clustering divides the training set S into p clusters and µ k denotes the k-th cluster prototype. Then, the membership degree of x i to the k-th cluster is calculated by
where β > 1, and Dist(, ) is the Euclidean distance. Then, the matrix A providing soft connections between classes and clusters is constructed by initializing a c × p zero matrix A and updating each row A j through
where m xi = [m 1 xi , m 2 xi , ..., m p xi ]. Then, the membership degree vector of x i to the labels is calculated by using fuzzy compositiond i = A • m xi . Finally, the label distribution corresponding to each instance is generated via the softmax
For each label y j , the LE algorithm based on kernel method (KM) [15] divides S into two sets, i.e., C 
The distance between a sample x i ∈ C yj + and the center of C yj + is calculated by
The calculations involving ϕ (x i ) can be obtained indirectly though the kernel function
Then, the membership degree of x i to each label can be calculated bỹ
where δ > 0. Finally, the membership degrees are transferred to the label distribution via the softmax normalization.
Graph-based Label Enhancement
The LE algorithm based on label propagation (LP) [10] recovers the label distributions from logical labels by using iterative label propagation technique [28] . Let G denotes the fully-connected graph constructed over S, and then the n×n symmetric similarity matrix A is specified for G as
Correspondingly, the label propagation matrix P is constructed from the similarity matrix through P = A − 1 2 AÂ − 1 2 . HereÂ is a diagonal matrix with the elementŝ a ii = n j=1 a ij . At the t-th iteration, the label distribution matrix D = [d 1 , d 2 , ..., d n ] is updated by propagating labeling-importance information with the label propagation matrix P as
where L = [l 1 , l 2 , ..., l n ] is the logical label matrix in training set and the initial matrix D (0) = L. Specifically, α ∈ (0, 1) is the balancing parameter which controls the fraction of the information inherited from the label propagation and the logical label matrix. Finally, D (t) will converge to D * , and the label distributions are normalized via the softmax normalization. The LE algorithm based on manifold learning (ML) [11] considers that the topological structure of the feature space can be represented by a graph G. W is the weight matrix whose element w ij represents the weight of the relationship between x i and x j . This method assumes that each data point can be optimally reconstructed by using a linear combination of its neighbors [29] , [30] . Then, the approximation of the feature manifold is to induce the minimization of
where w ij = 0 unless x j is one of x i 's K-nearest neighbors and n j=1 w ij = 1. According to the smoothness assumption [31] , the topological structure of the feature space can be transferred to the label space local by local. Then, the reconstruction of the label manifold can infer to the minimization of
where λ > 0. The label distributions are generated with the optimization by using a constrained quadratic programming process. Finally, d i can be normalize via the softmax normalization.
THE PROPOSED APPROACH
In this section, a new LE algorithm named Graph Laplacian Label Enhancement (GLLE) is proposed, which recovers the label distributions from the logical labels in the training set via leveraging the topological information of the feature space and the correlation among the labels.
Optimization Framework
Given a training set S, the feature matrix X = [x 1 , x 2 , ..., x n ] and the logical label matrix L = [l 1 , l 2 , ..., l n ] are constructed. Our aim is to recover the label distribution matrix D = [d 1 , d 2 , ..., d n ] from the logical label matrix L.
To solve this problem, GLLE assumes the parametric model
where W = [w 1 , ..., w c ] is a weight matrix and b ∈ R c is a bias vector. ϕ(x) is a nonlinear transformation of x to a higher dimensional feature space. For convenient describing,Ŵ = [W , b] and φ i = [ϕ(x i ); 1] are set. Accordingly, the goal of our method is to determine the best parameter W * that can generate a reasonable label distribution d i given the instance x i . Thus our goal becomes to find the optimal modelŴ * which minimizeŝ
where L is a loss function, Ω is the functions to leverage the topological information of the feature space, and Z is the function to leverage the correlation among the labels. Note that LE is essentially a pre-processing applied to the training set, which is different from standard supervised learning. Therefore, our optimization does not need to consider the overfitting problem. Since the information in the label distributions is inherited from the initial logical labels, L(Ŵ ) in Eq. (11) is defined as the least squares (LS) loss function
Leveraging Topological Information
In order to mine the hidden label importance from the training examples via leveraging the topological information of the feature space, the local similarity matrix A is specified as follows.
•
Step 1. An edge is put between x i and x j if x i is among K-nearest neighbors of x j or x j is among K-nearest neighbors of x i .
Step 2. If x i and x j are connected, then
where σ > 0 is the width parameter for similarity calculation which is fixed to be 1 in this paper.
According to the smoothness assumption [31] , the points close to each other are more likely to share a label. Intuitively, if x i and x j have a high degree of similarity, as measured by a ij , then d i and d j should be near to one another. This intuition leads to the following function Ω(Ŵ ) in Eq. (11):
where G =Â − A is the graph Laplacian andÂ is the diagonal matrix whose elements areâ ii = n j=1 a ij .
Handling Label Correlations
The label correlations [32] are considered to provide helpful extra information to recover the label distributions from logical labels in the training sets. Specifically, the more correlative two labels are, the closer the corresponding description degrees should be. In other words, d i should more be more similar to d j if the i-th and j-th labels are more correlated. Here d i is the vector constituted by all the description degrees of the i-th label, i.e., d i = (d yi x1 , d yi x2 , ..., d yi xn ). Assuming that the label correlations are measured by the label correlation matrix R whose elements are r ij , Z(Ŵ ) in Eq. (11) is defined as:
where C =R − R is the Laplacian matrix, andR is the diagonal matrix whose elements arer ii = n j=1 r ij .
In real-world tasks, however, label correlations are naturally local, where a label correlation may be shared by only a subset of instances rather than all the instances [33] . Assume that the training data can be separated into m groups {G 1 , G 2 , ..., G m }, where instances in the same group share the same subset of label correlations. Inspired by [34] , the groups can be discovered via clustering. Therefore, the following function is proposed instead of Eq. (15):
where D i is the matrix consisting of the label distributions corresponding to all the instance in G i , C i is the Laplacian matrix representing the local correlation in G i , Φ i is the feature matrix representing the higher dimensional features to the instance in G i .
Formulating the LE problem into an optimization framework over Eq. (12), Eq. (14) and Eq. (16), the following optimization problem is obtained:
In this paper, instead of specifying any label correlation matrix, each Laplacian matrix C i is learned directly. Note that optimization w.r.t. C i can not guarantee that C i is the normalized Laplacian matrix, and may lead to the trivial solution C i = 0. To avoid the problems, C i is decomposed as E i E i and the constrain diag(E i E i ) = 1 is added. Then the following formulation is obtained:
If the best parameterŴ * is determined, the label distribution d i can be generated through Eq. (10). Finally, d i is normalized via the softmax normalization.
According to the representor's theorem [35] , under fairly general conditions, a learning problem can be expressed as a linear combination of the training examples in the feature space, i.e. w j = i θ j ϕ(x i ). If this expression is replaced into Eq. (18), it will generate the inner product< ϕ(x i ), ϕ(x j ) >, and then the kernel trick can be applied.
The Alternating Solution
We solve the optimization problem in Eq. (18) in an alternating way, i.e., optimizing one of the two variables with the other fixed. WhenŴ is fixed to solve E, Eq. (18) can be reduced to:
Note that Eq. (19) can be further decomposed into m optimization problems, where the i-th one is:
The optimization of Eq. (20) uses projected gradient descent. The gradient of the objective w.r.t. E i is
To satisfy the constraint diag(E i E i ) = 1, each row of E i is projected onto the unit norm ball after each update
where e i,(j) is the j-th row of E i . When E is fixed to solveŴ , the task becomes:
The optimization of Eq. (23) uses an effective quasi-Newton method BFGS [36] . As to the optimization of the target function T (Ŵ ), the computation of BFGS is mainly related to the first-order gradient, which can be obtained through
EXPERIMENTS
Recovery Experiment
As shown in Fig. 2 , we recover the label distributions from the logical labels via the LE algorithms, and then compare the recovered label distributions with the ground-truth label distributions. Some basic statistics about these 15 datasets are given in Table 1 .
The first dataset is an artificial toy dataset which is generated to show in a direct and visual way whether the LE algorithms can recover the label distributions from the logical labels. In this dataset, the instance x is of threedimensional and there are three labels. The label distribution
is created in the following way.
, and β 1 = β 2 = 0.01. In order to show the results of LE algorithms in a direct and visual way, the examples of the toy dataset are selected from a certain manifold in the feature space. The first two components of the instance x, x 1 and x 2 , are located at a grid of the interval 0.04 within the range [−1, 1], and there are in total 51×51 = 2601 instances. The third component x 3 is calculated by
Then, the label distribution d corresponding to each is calculated via Eq. (25)- (27) . The second to the fourteen datasets are real-world LDL datasets [8] collected from biological experiments on the yeast genes, facial expression images, natural scene images and movies, respectively. 
Evaluation Measures
When the ground-truth label distributions are available in the test datasets, a natural choice of the evaluation measure is the distance or similarity measure. There are many distance/similarity measures proposed in clustering or classification work. For example, a fuzzy extension of the rand index [37] is proposed for classifiers and clustering. Zhang [38] , [39] proposed generalized adjusted rand indices and generalized pair-counting similarity measures for clustering and cluster ensembles. Cha [40] performed a semantic similarity analysis on 41 measures for the distance/similarity between distributions from 8 syntactic families. The output of LE algorithm is label distribution rather than logical output of clustering or classification, which makes some commonly used measures inapplicable. As suggested in [8] , we select six measures , i.e., Chebyshev distance (Cheb), Clark distance (Clark), Canberra metric (Canber), Kullback-Leibler divergence (KL), cosine coefficient (Cosine) and intersection similarity (Intersec), which belong to the Minkowski family, the χ 2 family, the L 1 family, the Shannons entropy family, the inner product family, and the intersection family, respectively. The first four are distance measures and the last two are similarity measures.
Suppose the real label distribution is the predicted label distribution isd = [d 1 ,d 2 , ...,d c ], then the formulae of the six measures are summarized in Table 2, where the "↓" after the distance measures indicates "the smaller the better", and the "↑" after the similarity measures indicates "the larger the better". Considering that the selected measures all come from different families, the selected measures are significantly different in both syntax and semantics.
Methodology
The four algorithms described in Section 3.2, i.e., FCM [14] , KM [15] , LP [10] , ML [11] , and our GLLE are all applied to the 15 datasets shown in Table 1 . For each compared algorithm, we adopt the suggested configuration in their literature, i.e., the parameter α in LP is set to 0.5, the number of neighbors K for ML is set to c+1, the parameter β in FCM is set to 2, and the kernel function in KM is Gaussian kernel. For GLLE, the parameter λ 1 and λ 2 are chosen among {10 −2 , 10 −1 , ..., 100}, and the number of neighbors K is set to c + 1. The kernel function in GLLE is Gaussian kernel. We consider the following LDL learning setting. With each instance, a label distribution is associated. The training set, however, contains for each instance not the actual distribution, but a set of labels. The set includes the labels with the highest weights in the distribution, and is the smallest set such that the sum of these weights exceeds a given threshold. This setting can model, for instance, the way in which users label images or add keywords to texts: it assumes that users add labels starting with the most relevant ones, until they feel the labeling is sufficiently complete. Therefore, the logical labels in the datasets can be binarized from the real label distributions as follows. For each instance x, the greatest description degree d yj x is found, and the label y j is set to relevant label, i.e., l yj x = 1. Then, we calculate the sum of the description degrees of all the current relevant labels H = yj ∈Y + d yj x , where Y + is the set of the current relevant labels. If H is less than a predefined threshold T , we continue finding the greatest description degree among other labels excluded from Y + and select the label corresponding to the greatest description degree into Y + . This process continues until H > T . Finally, the logical labels to the labels in Y + are set to 1, and other logical labels are set to 0. In our experiments, T = 0.5.
Recovery Performance
In order to visually show the results of the LE algorithms on the artificial dataset, the description degrees of the three labels are regarded as the three color channels of the RGB color space, respectively. In this way, the color of a point in the feature space will visually represent its label distribution. Thus, the label distribution recovered by the LE algorithms can be compared with the ground-truth label distribution through observing the color patterns on the manifold. For easier comparison, the images are visually enhanced by applying a decorrelation stretch process. The results are shown in Fig. 3 . It can be seen that GLLE recovers almost identical color patterns with the ground-truth. LP, ML and FCM can also recover similar color patterns with the ground-truth. However, KM fails to obtain a reasonable result.
For quantitative analysis, Table 3 tabulates the results of the five LE algorithms on all the datasets evaluated by Cheb and Cosine, and the best performance on each dataset is highlighted by boldface. For each evaluation metric, ↓ indicates the smaller the better while ↑ indicates the larger the better. Note that since each LE algorithm only runs once, there is no record of standard deviation. GLLE ranks 1st in 94.4% cases across six evaluation measures. Thus, GLLE generally performs better than other LE algorithms.
LDL Predictive Experiment
In order to further test the effectiveness of LDL after the LE pre-process on the logical-labeled datasets, we first recover the label distributions from the logical labels via the LE algorithms, and then use the recovered label distributions for LDL training. Finally, the trained LDL models are tested on the new test dataset, and the label distribution predictions are compared with those predictions made by the LDL model directly trained on the ground-truth label distributions. The LDL training algorithm used in this paper is SA-BFGS [8] . The process is shown in Fig. 4 . The datasets and evaluation measures in section 5.1 are used in this experiments.
Methodology
In this experiment, the compared LE algorithms and parameters configuration are identical to Section 5.1. 'FCM', 'KM', 'LP', 'ML' and 'GLLE' represent the predictions made by the LDL model trained on the label distributions recovered by each LE algorithm, respectively. In addition, the prediction performance upper bound is made by the LDL model directly trained on the ground-truth label distributions. All the algorithms are tested via ten-fold cross validation. 
Predictive Performance
The histograms of the ratio of the LE + LDL performance over the performance upper-bound (i.e., predictions made by the LDL model trained on the ground-truth label distributions) are given in Fig. 5 . The average rank of each algorithm over all the datasets is shown in Table 4 . Based on the experimental results, GLLE ranks 1st in 96.7% cases across all the evaluation measures. Thus, GLLE achieves superior performance over other LE algorithms. Note that in most cases, GLLE is very close to the performance upper bound, especially on the Nature Scene and Yeast-spoem datasets. But the difference between them is relatively larger on a few datasets (SJAFFE, Yeast-cold, Yeast-diau and Yeast-alpha). This is because that the description degrees constituting each ground-truth label distribution in these datasets are almost equal. Thus, the binarization process to generate the logical labels might become unstable. It is hard to recover the reasonable label distributions from these logical labels. When the description degrees constituting each ground-truth label distribution in the datasets (e.g., the Nature Scene, Yeast-spoem and Yeastspo datasets) are much different, the binarization process can easily differentiate the relevant labels and the irrelevant labels, which is helpful to recover the reasonable label distributions. Compared with the second best algorithm, on average, GLLE's distance to the performance upper bound is closer by 65.0% on Cheb, 62.6% on Clark, 60.3% on Canber, 57.0% on KL, 41.9% on Cosine, and 55.6% on Intersec, respectively. The results of the LDL predictive performances prove the effectiveness of LDL after LE pre-process by using GLLE on the logical-labeled training sets. 502  68  174  2  emotion  593  72  6  3  medical  978  1,449  45  4  llog  1,460  1,004  75  5  enron  1,702  1,001  53  6  msra  1,868  898  19  7  image  2,000  294  5  8  scene  2,407  294  5  9  slashdot  3,782  1,079  22  10 corel5k 5,000 499 374
MLL Predictive Experiment
As mentioned in section 1, more effective supervised learning can be achieved when the label distributions are recovered. In this experiment, the effective performance of MLL prediction based on LE can be validated. Firstly, the label distributions are recover from the logical labels in MLL datasets via the LE algorithms. After that, the LDL model can be trained on the recovered label distributions by SA-BFGS. Finally, the multi-label predictions are binarized from label distribution predictions made by the LDL model, which enable the comparison with the predictive performance of the state-of-the-art MLL algorithms. This process is shown in Fig. 6 .
Datasets
There are ten MLL datasets 2 used in the experiments. Some basic statistics about these datasets are given in Table 5 . The MLL datasets cover a broad range of cases with diversified multi-label properties and thus serve as a solid basis for thorough comparative studies. 
Evaluation Measures
Five widely-used MLL evaluation metrics are selected in this experiment, i.e., Hamming loss, One-error, Coverage, Ranking loss and Average precision [3] . Note that for all the five multi-label metrics, their values vary between [0,1]. Furthermore, for average precision, the larger the values the better the performance; While for the other four metrics, the smaller the values the better the performance. These metrics serve as good indicators for comprehensive comparative studies as they evaluate the performance of the learned models from various aspects.
Methodology
In this experiment, GLLE is compared with several state-ofthe-art multi-label learning algorithms:
• Binary Relevance (BR): This is a first-order approach which decomposes the multi-label learning problem into q independent binary classification problems [41] .
• Calibrated Label Ranking (CLR): This is a secondorder approach which transforms the multi-label learning problem into the label ranking problem, where ranking among labels is carried out by preference learning techniques [42] .
• Ensemble of Classifier Chains (ECC): This is a highorder approach which transforms the multi-label learning problem into a chain of binary classification problems with random order, where subsequent classifiers in the chain take predictions of preceding ones as extra input features [43] . The ensemble size is set to 30.
• Random k-labelsets (RAKEL): This is a high-order approach which transforms the multi-label learning problem into an ensemble of multi-class learning problems, where each component multi-class learning problem is derived from a random k-labelset in Y using label powerset techniques [3] , [44] . Here, the ensemble size is set to be 2q with k = 3 as suggested in the literature [45] .
Since the parametric predictor employed by SA-BFGS can be viewed equivalently as multinomial logistic regression models, each of the four comparing algorithms are implemented under the MULAN multi-label learning package [46] by instantiating their base learners with logistic regression models. Note that some work [10] , [11] validates the effectiveness of LP and ML in MLL, GLLE is also compared with them. Table 6 tabulates the results of the three LE based algorithms (GLLE, LP and ML) and the four state-of-the-art algorithms (BR, CLR, ECC and RAKEL) on the ten MLL datasets evaluated by five evaluation metrics, and the best performance on each dataset is highlighted by boldface. For each evaluation metric, ↓ indicates the smaller the better while ↑ indicates the larger the better. All the algorithms are tested via tenfold cross validation. The ranks are given in the parentheses right after the performance values. The average rank of each algorithm over all the datasets is also calculated and given in the last row of each table.
Predictive Performance
When looking at the average ranks over all the ten realworld datasets, GLLE achieves rather competitive performance over other LE algorithms. Besides, the rankings of each LE based algorithm on five measures are higher than the four state-of-the-art MLL algorithms. . When compared with the four state-of-the-art MLL algorithms, GLLE ranks 1st in 86.0% cases and ranks 2nd in 12.0% cases across, LP ranks 1st in 60.0% cases and ranks 2nd in 22.0% cases, ML ranks 1st in 78.0% cases and ranks 2nd in 18.0% cases, respectively. Thus, each LE based algorithm achieves rather superior performance over the four state-of-the-art multilabel learning algorithms across all the evaluation measures.
Label Correlations Exploration
As mentioned before, one of our methods advantages is that it could learn label correlations explicitly. In this part, the effectiveness of proposed algorithm in label correlations exploration is examined. The explorations are conducted on the real-world LDL dataset Nature Scene [8] . Nature Scene contains nine labels: plant, sky, cloud, snow, building, desert, mountain, water and sun. To show the label correlations learned by GLLE, we use two local groups extracted from Nature Scene. The label correlation learned by GLLE are shown in Fig. 7 , and the value in label correlation matrix is scaled into [0, 1]. Fig. 7 shows that local label correlation does vary from group to group. For instance, "sun" is highly correlated with "plant", "sky", "desert" and "water" (Fig. 7(c) ) in group 1. This can also be seen from the images in Fig. 7(a) . Moreover, "desert" co-occurs with "sky" and "sun". In group 2 ( Fig. 7(d) ), "mountain"is highly correlated with "plant", "sky" and "snow", whereas "desert" occurs less often with plant ( Fig.  7(b) ). All these correlations are consistent with intuition.
CONCLUSION
This paper shows label enhancement, which reinforces the supervision information in the training sets. LE can recover the label distributions from the logical labels in the training sets by utilizing the topological information of the feature space and the correlation among the labels. In order to solve the LE problem, we introduce existing algorithms that can be used for LE and propose a novel method called GLLE. Extensive comparative studies clearly validate the advantage of GLLE against other LE algorithms and the effectiveness of LDL after LE pre-process on the logicallabeled datasets.
LE is motivated by the LDL learning framework on the datasets denoted by logical labels. However, LE might also be used to solve other kinds of problems. Generally speaking, there are at least three scenarios where LE could be helpful:
• There is a dataset that associates the logical labels with the instances. This is the most direct application of LE, as described in this paper. Each of the three scenarios actually covers a vast area of applications. A lot of interesting work, both at the theoretical level and at the application level, may be conducted in the future.
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