Abstract. An H-decomposition of a graph G = (V, E) is a partition of E into subgraphs isomorphic to H. Given a fixed graph H, the H-decomposition problem is to determine whether an input graph G admits an H-decomposition.
1. Introduction. Given a graph H, the H-decomposition problem is stated as follows: Can the edge set of an input graph G be partitioned into subgraphs isomorphic to H?
Holyer [10] conjectured the NP-completeness [8] of H-decomposition whenever H consists of at least three edges. In that wide form, the conjecture was known to be false (assuming P = NP) even before it was stated. Brouwer and Wilson [4] presented a polynomial-time algorithm for the case where H is the union of t disjoint edges (H = tK 2 ). Independently, Alon [1] obtained the same result after the case of H = 3K 2 was studied in details by Bialostocki and Roditty [3] . Later, Preisler and Tarsi [15] presented a polynomial algorithm for the union of a single path of two edges and t disjoint edges, H = P 3 tK 2 . The case where H = P 3 K 2 was solved previously by Favaron, Lonc, and Truszczynski [7] . Recently, Lonc [12] proved the existence of a polynomial-time algorithm for the case where H = sP 3 is the union of s vertex disjoint, two-edges-long paths.
In all of the above, polynomial algorithms were found for H-decomposition in which each connected component of H is either a single-edge-or two-edge-long path. This led to a relaxed version of Holyer's conjecture, restricted to graphs H which contain a connected component with three edges or more.
Several partial results in that direction have been obtained during the last decade. Holyer [10] , [9] proved his conjecture for (H =) complete graphs, for simple paths, and for simple circuits. Leven (unpublished) presented a proof for the case where H is a star (a complete bipartite graph K 1,n ). Cohen and Tarsi [17] generalized those results to a family of graphs which contains the set of all trees. Masuyama and Hakimi [18] proved NP-completeness for all graphs which include a vertex of degree 1.
A related topic is the factorization problem, which is the analogous problem for vertex partition: Determine for a fixed graph H whether an input graph G = (V, E) contains vertex-disjoint subgraphs, isomorphic to H, such that the union of their vertex sets is V . Kirkpatrick and Hell [11] proved that this problem is NP-complete (NPC) if and only if H contains at least three vertices in a connected component.
The content of this paper is a complete proof of Holyer's conjecture, that is, a proof of the following result. Theorem 1.1. H-decomposition is NPC whenever H contains a connected component with three edges or more.
We conclude this section with some notational remarks.
• Let G = (V, E) be a graph G with vertex set V = V (G) and edge set E = E(G). For another graph G ′ = (V, E ′ ), we use G − G ′ or G − E ′ to denote (V, E − E ′ ), and for a set V ′ of vertices, we define G − V ′ = (V − V ′ , E − {e ∈ E : e is incident to a vertex of V ′ }).
• The graph G = (V, H) is k-connected if G − V ′ is connected for any (k − 1)-element subset V ′ of V , and it is k-separable if it is not (k + 1)-connected.
• An H-subgraph of G is a subgraph of G which is isomorphic to H.
• If G admits an H-decomposition D, then we refer to each graph in D as a D-part. • Let D be an H-decomposition of G and let H ′ be a D-part. Since H ′ is an H-subgraph, there exists an isomorphism f : V (H ′ ) → V (H) (select a certain isomorphism if there are more than one). For v ∈ V (H ′ ) ⊆ V (G) and x ∈ V (H), the relation x = f (v) is denoted by v = x(H ′ ). We also say in this case that v plays the role of x in H ′ .
2. Methodological overview. Our proof of Theorem 1.1 is rather long and technical-not to say cumbersome. This section can be read as a stand-alone extended abstract which draws the overall picture without coping with all technical details. Yet it is also an integrated part of the proof, setting the general frame, whereas the following sections fill in the empty squares.
One major difficulty faced in previous attempts to prove Theorem 1.1 lies in its wide nature. Apparently, it is rather easy to custom tailor the necessary machinery for a given graph H. It is a much harder task to design a suit that fits all graphs. For example, if G is H-decomposable, then the degree of each vertex of G is the sum of certain vertex degrees of H. This leads to the following definition of the graph parameter g(H).
Definition 2.1. Let H = (V, E) be a graph. The greatest common divisor of the degrees d(x) over all vertices x ∈ V is denoted by g(H).
Clearly, the set of H-decomposable graphs is reached when g(H) = 1, and indeed the graphs H treated in [17] and in [18] all have g(H) = 1. For a uniform general proof, a family of simply structured graphs is required, where H-decomposable graphs can be found regardless of the specific graph H at hand. Such a family is merely the set of complete graphs K n due to the following theorem by Wilson [14] , which is considered to be the key theorem of graph-decomposition theory.
Wilson's theorem. For every graph H = (V, E), the conditions |E| divides ( n 2 ) and g(H) divides (n − 1), which are obviously necessary for the complete graph K n to be H-decomposable, are also sufficient if n is larger than some constant n 0 (H).
With complete graphs as the basic building blocks, we still use three different main proof schemes, each designed for a certain family of graphs H. It is observed in [17] that if C-decomposition is NPC, where C is a connected component of H, then H-decomposition is also NPC. It then suffices to consider connected graphs H.
Graph decomposition is basically a partition of a set into disjoint subsets taken from a given collection. It seems natural to consider a similar problem, known to be NPC, as a starting point for a polynomial reduction. (H-decomposition is clearly in NP; our task here is to prove NP-hardness.) The problem selected for our first two schemes is the following.
Definition 2.
2. An instance of k-XC (k-eXact Cover) is a pair I = (U, A), where U is a finite set and A is a collection of k-element subsets of U . The k-XC problem on I is to decide whether there exists a partial collection X ⊆ A of pairwise-disjoint sets such that |U | = k · |X| and A∈X A = U .
For every integer k ≥ 3, k-XC is known to be NPC (k-dimensional matching is a restricted version of k-XC).
To prove that H-decomposition is NPC, for every instance I = (U, A) of k-XC (for some constant k ≥ 3), we construct a graph G H (I) in polynomial time such that H-decomposition of G(I) is equivalent to k-XC on I.
2.1. First scheme: Blocks with isolated boundary edges. Let I = (U, A) be an instance of k-XC. To represent each k-tuple A ∈ A, we design an "all-ornone" building block. This should be a graph BL A , which contains k incidence edges, e 1 , . . . , e k , each representing the inclusion of an element x ∈ U in A. Both graphs BL A and BL A − {e 1 , . . . , e k } should be H-decomposable.
The graph G H (I) is formed by merely grouping the blocks together such that every element x ∈ U is represented by an incidence edge e x , shared by all blocks BL A , for which x ∈ A. Other than that, the blocks are vertex disjoint.
An exact cover X of I easily translates into an H-decomposition of G H (I) as follows: Decompose BL A for every A ∈ X and BL A − {e 1 , . . . , e k } for the other ktuples A, which are not in X. Since X is an exact cover, given any x ∈ U , the common incidence edge e x is "used" by one of the blocks and hence an H-decomposition of G H (I) is indeed formed (see Figure 1) .
To meet the "only if" requirement of the reduction, the block should be designed such that any H-decomposition of G H (I) would impose an H-decomposition on either BL A or BL A − {e 1 , . . . , e k } for every A ∈ A. For clear discussion of that aspect, we introduce some further notation. Definition 2.3.
• A module M = (V, E, B) is a connected graph on vertex set V and edge set E, which contains a prespecified subgraph B, called its boundary. The vertices (respectively, edges) of B are the boundary vertices (respectively, boundary edges) of M . The edges of M − B(M ) are the interior edges of M and the interior vertices are those incident to no boundary edge.
• A modular extension of a module M is a graph G which contains M as an induced subgraph such that no edge in G − M is adjacent to an interior vertex of M . We also say in that case that M is a modular subgraph of G.
• Let G be a modular extension of M . A subgraph T of G which includes an interior edge of M as well as an edge of G − M is called split (with respect to M ). We can use now the new terminology to summarize the scheme as a lemma. Lemma 2.1. H-decomposition is NP-complete, if H allows the existence of a block module BL H whose boundary B consists of k vertex-disjoint edges for some integer k ≥ 3 and it satisfies the following conditions:
1. BL H and BL H − B are both H-decomposable.
2. Any H-decomposition of a modular extension of BL H contains an H-decomposition of either BL H or BL H − B. It is straightforward to verify that condition 2 indeed provides the "only if" direction to complete the reduction described above. The explicit construction of block modules is presented in section 3.
Second scheme: Boundary cliques.
There exists an inherent flaw in the use of Lemma 2.1 related to the graphic parameter g(H).
An obviously necessary condition for H-decomposability of a graph G is g(H)|g(G). Consequently, if a graph G and a subgraph G ′ of G are both H-decomposable, then g(H)|g(G − G ′ ). Consider the block module BL H of Lemma 2.1 and its subgraph BL H − B. Both graphs are H-decomposable and the difference between them is the boundary B consisting of vertex-disjoint edges. Clearly, g(B) = 1 and hence this scheme is applicable only for graphs H with g(H) = 1.
The isolated boundary edges of the first scheme are replaced in the second by m-cliques. The value of m depends on the graph H at hand and is specified in section 4. For reasons that will become clear later, we define d = m − 1.
Given an instance I = (U, A) of 3 d -XC, a graph G H (I) is constructed as follows: For every A = {x 1 , . . . , x 3 d } ∈ A, we construct a grouping module GR A , which replaces the block module of the first scheme. The boundary of GR A consists of 
For every x ∈ U , let all grouping modules GR A for which x ∈ A share a common boundary arm E x .
The antiarms are taken care of by means of another module, the r-alternator, r-A H . Its boundary consists of r edge-disjoint m-cliques K 1 , . . . , K r , such that the graph obtained by deleting any r − 1 of them is H-decomposable. We refer to each of these cliques as an arm of the alternator.
For each element x included in A 1 , . . . , A t (A i ∈ A), we construct a t-alternator AE x , each arm of which is an antiarm of one of GR A1 , . . . , GR At . The graph obtained is G H (I) (see Figure 2) . ∈ X. Consider an element x ∈ U which belongs to sets A 1 , . . . , A t . Since X is an exact cover, the common arm E x is covered by exactly one of the D + Ai 's, for which A i ∈ X and t−1 arms of the t-alternator AE x are covered, each by a decomposition D − Aj , A j / ∈ X. The remaining "one-armed alternators" are H-decomposable and thus complete an H-decomposition of G H (I). Our construction of the grouping module is based on the existence of the Holyer graph H m,3 , which is defined in [10] (see also section 5), where the following is proven.
Lemma 2.2. There are exactly two distinct K m -decompositions of H m,3 :
, each consisting of 3 m−1 m-cliques. The grouping module GR A consists of a copy of the Holyer graph H d+1,3 , where for K − , are the arms and antiarms of GR A , respectively. Due to our definition of the alternator and Lemma 2.2, the subgraphs obtained from GR A by deleting either all of its arms or all of its antiarms are indeed Hdecomposable. It remains to assure that any H-decomposition of G H (I) would impose an exact cover on I. This mission is much more involved and relies on a careful design of the alternator modules, which is left to section 4.
2.3. Third scheme: Triangular graphs. Due to technical reasons that are explicitly stated in section 4.2, our second scheme fails when H is a graph of a certain type, which we call triangular. This is basically a triangle, where each of the three edges is replaced by any connected component. Figure 3) .
Fortunately, Holyer's proof [10] for the case where H is a triangle can be modified to cover all triangular graphs. Holyer's method and its application to triangular graphs is described in section 5.
Case listing.
We conclude this preliminary section with a "checklist" of the various families of graphs for which different versions of the proof are given.
• 3-connected graphs with g(H) = 1 are treated in section 3.1.
• 2-connected, 2-separable graphs with g(H) = 1 are treated in section 3.2.
• 5-connected graphs with g(H) > 1 are treated in section 4.1. Fig. 3 . A triangular graph.
• 2-connected, 4-separable, nontriangular graphs with g(H) > 1 are treated in section 4.2.
• 1-separable, nontriangular graphs are treated in section 4.3.
• Triangular graphs are treated in section 5. One can easily verify that the list above indeed covers all connected graphs H. After considering the last two cases in the list, it remains to consider 2-connected, nontriangular graphs. Such graphs with g(H) = 1 are treated in the first two cases and graphs with g(H) > 1 are treated in the next two. Despite some overlapping, none of the cases is redundant.
3. Explicit construction of BL H . Block modules which comply with Lemma 2.1 are made up of smaller modules, which we call chains. Definition 3.1. A chain module related to a connected graph H is a module C H = (V, E, B) whose boundary contains two edges and which satisfies the following conditions:
1. A path in C H which includes both boundary edges is at least k + 2 edges long.
2.
Once either one of the boundary edges is deleted from C H , the remaining graph is H-decomposable. 3. If G is a modular extension of C H which admits an H-decomposition D, where no D-part includes both boundary edges of C H , then no D-part is split. Lemma 3.1. Let H be a connected graph with k ≥ 3 edges. The H-decomposition problem is NP-complete if H allows the existence of a chain module C H = (V, E, B).
Proof. A block module LB H is formed of a copy H ′ of H, every edge of which is a boundary edge of one of k chain modules, which are otherwise vertex disjoint. The other boundary edges of the chains will be denoted by e 1 , . . . , e k and serve as boundary edges of the block. We now show that BL H meets the requirement set in Lemma 2.1. The graph LB H − H ′ is the union of k chains with one boundary edge deleted from each. The same holds for LB H − {e 1 , . . . , e k }. Condition 2 of Definition 3.1 then implies that both LB H and LB H − {e 1 , . . . , e k } are H-decomposable, as condition 1 of Lemma 2.1 requires. Let G be a modular extension of LB H and let D be an H-decomposition of G. Condition 1 of Definition 3.1 makes the boundary edges of a chain too far apart for one H-subgraph to include both of them, and no shortcut in G is possible due to the structure of the block. Then no H-subgraph of G exists which includes both boundary edges of a chain. By condition 3 of Definition 3.1, no D-part is split with respect to any of the chains. By condition 2, the number of edges in a chain is 1 (modk). Consequently, D contains a decomposition of each one of the chain modules with either one of its boundary edges deleted. The only H-subgraph which includes an edge of H ′ with no edge interior to a chain is
Hence condition 2 of Lemma 2.1 is met.
We proceed by constructing chain modules which satisfy the conditions stated in Definition 3.1. The chain is formed by concatenation of smaller modules, which we call links. Each link module includes two boundary edges, the removal of either one of which provides an H-decomposable graph. Several links are chained, each sharing one boundary edge with each neighbor, to form a chain module, where the boundary edges are far apart from each other, as required by condition 1 of Definition 3.1. As pointed out in section 2, this technique is restricted to graphs H where g(H) = 1. We assume first that H is 3-connected, which makes condition 3 very easy to meet. The structure of the link module is later modified to fit to the case where H is 2-connected and 2-separable. The case where H is 1-separable is treated in section 4.3 using a different scheme. 
To verify the proposition, start with a K n+1 -decomposition D of K N , where the (n + 1)-clique, on v, c, and the n − 1 vertices which then become nonadjacent to v, is a D-part. Once all of the edges incident to v in this clique (including (v, c)) are deleted, the remaining edges form a copy of K n . Since K n and K n+1 are both H-decomposable, the partition obtained can be refined into an H-decomposition of L H − {(v, c)} (see Figure 4 ). The same argument holds for
. . , L 2k ) of 2k copies of L H is concatenated into a chain module C H by means of identifying the edge (v i , d i ) (that is, the edge (v, d) of L i ) with the edge (c i+1 , v i+1 ) and their corresponding end vertices (v i with c i+1 and d i with v i+1 ) for every 1 ≤ i ≤ 2k − 1. The two edges (c 1 , v 1 ) and (v 2k , d 2k ) serve as the boundary edges of C H (see Figure 5 ).
It remains to show that C H indeed satisfies the conditions of Definition 3.1. Condition 1 is satisfied since the boundary edges of the chain are located 2k links apart
The boundary edges from each other. Condition 2 is a straightforward corollary of Proposition 3.2. Any split subgraph with at most k edges disconnects at the two end vertices of a boundary edge. The 3-connectivity of H then implies condition 3.
Constructing the chain where H is 2-connected and 2-separable.
3-connectivity is essential for the last argument. The link module L H is almost a complete graph, and many copies of any graph H of lower connectivity are split among chains, violating condition 3 of Definition 3.1. To avoid this, we focus on a D-part which includes a boundary edge of a link module. We construct a sparse modified link where the connection of this D-part with the rest of the graph is "minimal." When the modified link module L ′ H replaces L H as the basic brick of a chain, the conditions of Definition 3.1 are met for 2-connected, 2-separable graphs. This mission requires a deeper look into the structure of 2-separable graphs. Definition 3.2. A separating pair (SP) of a 2-connected graph H is a pair of vertices {x, y} ⊂ V such that the graph H −{x, y} = (V −{x, y}, E −{e|e is incident to either x or y}) is not connected. An {x, y}-component is a subgraph of H induced by the union of {x, y} with a connected component of H − {x, y}. All {x, y}-components then share vertices x and y (and an edge (x, y) if it exists), and they are otherwise disjoint. An SP -sequence of H is a sequence ({x 1 , y 1 }, . . . , {x t , y t }) of distinct (not necessarily disjoint) SP 's such that all {x j , y j } for j > i are included in the same
be a 2-connected, 2-separable, graph with g(H) = 1 and |E| = k ≥ 3. Let S = ({x 1 , y 1 }, . . . , {x t , y t }) be an SP-sequence of H of maximum length t. Also, let S be selected such that the degree d(x t ) is minimum among all SP-sequences of length t. From an {x t , y t }-component which does not contain {x t−1 , y t−1 }, select a vertex z = y t adjacent to x t (see Figure 6 ). In accordance with Proposition 3.2, we start
Recall that D is formed by decomposing complete graphs and hence no constraint holds regarding the roles of c, d, and v in H v . We take advantage of this freedom
H is the union of all T ∈ D ′ and the edge (v ′ , c) with boundary edges (v ′ , c) and
H (see Figure 6 ). The modified link is meant to satisfy the following stronger version of Proposition 3.2.
H by deleting either one of its boundary edges 
be the copy in H v ′ of the maximal SP-sequence S as defined above. The modified link is designed to make "most of" its kernel H v ′ be "separated" from the rest of the link, to which it is connected only through the farthest {x t , y t }-component. Accordingly, the sequence S ′ is also an SPsequence of L and of G. Select an edge e from an {x
, which can be appended to S ′ to form a longer SP-sequence -a contradiction. This implies that H(L) ⊂ L. Regarding the degree of v ′ (L), this vertex belongs to the tth SP of S ′ . The sequence S was selected to make the degree of
The chain module C H , where H is 2-connected and 2-separable, is constructed by the concatenation of 2k modified links L ′ H exactly as described in the previous subsection for 3-connected graphs. The vertex v of each link is replaced by the vertex v ′ of the modified link. It remains to verify that the conditions of Lemma 3.1 are met by that construction. Condition 1 is satisfied since the boundary edges of the chain are located 2k modified links apart from each other. Condition 2 is a consequence of part 1 of ′ 's boundary edges passes through at least k articulation points of C ′ (see Figure 7) .
Since H is 2-connected, only one D-part can be partially contained in C ′ . According to the construction of a chain, the number of edges in C is 1(mod k). This clearly still holds for C ′ . Hence, there must be a single D-part which contains a single edge of C ′ and this edge is clearly a boundary edge of C as required.
4. Constructing alternator modules. The link module used in the first scheme has two boundary edges, and an H-decomposable subgraph is obtained when either one of them is deleted. This is impossible, as indicated in section 2.2, when g(H) > 1. Instead, we use another module, called a square, as the elementary block from which r-alternators are built. The boundary of the square is a 4-cycle such that if either pair of opposite edges is removed, we obtain an H-decomposable graph. Figure 8 ). We first verify that the alternator indeed complies with the scheme described in section 2.2.
Proposition 4.1. The subgraph obtained from an r-alternator by deleting r − 1 of its arms is H-decomposable.
Proof. Select 1 ≤ q ≤ r and delete each of the H-subgraphs induced by
Once all of the cliques K q ′ , q ′ = q, are also removed, there are altogether two edges deleted from each square S q i,j , which form a complete matching on its boundary. The remaining subgraph is thus H-decomposable by condition 1 of Definition 4.1.
We now show that the process by which an exact cover on I is translated into an H-decomposition of G H (I), described in section 2.2, is indeed invertible. Once this is done, the entire scheme is summarized into the existence of square modules.
Lemma 4.2. If H allows the existence of a square module (cf. Definition 4.1), then H-decomposition is NPC.
Proof. Let G H (I) be the graph whose construction is detailed in section 2.2, and let D be an H-decomposition of G H (I). Let G ′ denote the subgraph obtained from G H (I) after the deletion of the D-parts which cover the interior of all of the square modules S q i,j in all of the alternator modules which form G H (I). Applying condition 2 of Definition 4.1, G ′ is the union of all wings of the alternators involved, with some additional edges incident with the common boundary vertices. It turns out that the degree sequence of the vertices of G ′ is that of t disjoint copies of H, where t is the total number of wings in G H (I), which is also the number of parts in an H-decomposition of G ′ , except for some excessive repetition of the maximal degree d. Now focus on the vertices of a wing. Each of them is of degree at most d, which implies that no such vertex is shared between two distinct D-parts; otherwise, there would be too many vertices of certain small degree for t edge-disjoint D-parts. Consequently, for any ralternator module in G H (I), each wing is entirely contained in a single D-part, which must be induced by V (H It now remains to argue that square modules indeed exist. Notice that condition 1 of Definition 4.1 might be met regardless of g(H) because the degrees of vertices in the subgraph obtained do not depend on which one of the two pairs of edges is deleted. However, g(H) > 1 appears to be helpful for meeting condition 2, as indicated by the following lemma. (In contrast with condition 2, if g(H) = 1, then a D-part may contain two adjacent boundary edges.) This is why our first scheme did not become redundant once the second was developed. ′ holds. Clearly, R = S − T ∈D ′ T is a subset of B(S) = {e 1 , e 2 , e 3 , e 4 }. Since g(H) > 1, the difference between the degrees of a vertex in two unions of disjoint H-subgraphs is either 0 or at least 2. Thus if condition 1 is satisfied, then R is a complete matching on {v 1 , v 2 , v 3 , v 4 } that is either R = {e 1 , e 3 } or R = {e 2 , e 4 }, which is the assertion of condition 2.
The first step towards establishing the existence of S H is the following construction of a presquare module for any given graph H. The presquare module P S H . Let H be any graph. In accordance with Wilson's theorem, select integers n and N such that K n is H-decomposable and K N is K ndecomposable. Make N big enough to allow two vertex-disjoint copies of K n in a K n -decomposition of K N . Select four vertices v 1 , v 2 , v 3 , v 4 of the graph K N = (V, E) and two sets Y, Z ⊂ V of n − 2 vertices each, disjoint from each other and from {v 1 , v 2 , v 3 , v 4 }. Insert a new vertex x ∈ V and define P S H (v 1 , v 2 , v 3 , v 4 ) to be
Let the boundary B(P S H ) of the module be the 4-cycle {e 1 = (v 1 , v 2 ), e 2 = (v 2 , v 3 ), e 3 = (v 3 , v 4 ), e 4 = (v 4 , v 1 )} (see Figure 9 ).
The presquare satisfies the first condition of Definition 4.1. Proposition 4.4. Each of P S H −{e 1 , e 3 } and P S H −{e 2 , e 4 } is H-decomposable. To verify the proposition, delete the edges of the two n-cliques induced by Y ∪ {x, v 2 } and by Z ∪ {x, v 4 }. If the two edges e 1 = (v 1 , v 2 ), e 3 = (v 3 , v 4 ) are also deleted, then the remaining edges are those of the original K N from which two ncliques induced by Y ∪ {v 1 , v 2 } and by Z ∪ {v 3 , v 4 } are deleted. By the definition of n and N , This remaining graph can be partitioned to complete K n -decomposition, and hence H-decomposition, of S H − {e 1 , e 3 }. The same argument holds for S H − {e 2 , e 4 }.
The means by which the presquare is used to construct the square module vary as various families of graphs H are considered.
4.1. The square module for 5-connected graphs. If H is 5-connected and g(H) > 1, we simply define S H = P S H . The four boundary vertices of P S H make any split subgraph 4-separable. The assertion of condition 2 ′ of Lemma 4.3 immediately follows.
4.2.
Constructing the square module for 2-connected, 4-separable, nontriangular graphs H with g(H) >1. When graphs H of lower connectivity are considered, we face a situation that is analogous to the one we dealt with in section 3.2. Here we take similar measures as we define a modified presquare module P S ′ H . The construction here is more complex, and several copies of the modified presquare are required to form one square module. It so happens that the square module obtained fails in meeting the definition if H is either 1-separable or triangular. These two cases are treated separately.
Separating sets of two, three, or four vertices are involved here, and hence some more definitions are required. Definition 4.2. A minimal separating set (MS) of a graph G = (V, E) is a set of vertices S ⊂ V , such that (G − S) = (V − S, E − {e : e is incident to an element of S}) is not connected and no proper subset of S has this property. An S-component is a subgraph of G, induced by the union of S and a connected component of G − S.
A k-separating sequence (k-SS) is a sequence Q = {S 1 , S 2 , . . . , S n } of distinct M Ss of cardinality |S i | ≤ k such that their cardinalities |S 1 |, . . . , |S n | form a nondecreasing sequence and for every 1 ≤ i ≤ n − 1, all S j 's, j > i, are contained in the same S i -component. Let n j (Q) denote the number of M Ss in Q which are of cardinality j. We define a partial order among k-SSs of G by Q 1 > Q 2 if n j (Q 1 ) > n j (Q 2 ) for the smallest j, where n j (Q 1 ) = n j (Q 2 ). A maximal k-SS is maximal with respect to that partial order.
Let Q = {S 1 , S 2 , . . . , S n } be a k-SS of G. Let C 0 (Q, G) denote the union of the S 1 -components which do not contain S 2 and let C n (Q, G) be one of the S n -components which do not contain S n−1 . (If n = 1, then C 1 (Q, G) is any component and C 0 (Q, G) is the union of all the others.) Proposition 4.5. Let H be a subgraph of G and Q = {S 1 , . . . , S n } be a maximal k-SS of H such that no edge of G−H is incident to any vertex of H −C n (Q, H). If H ′ is an H-subgraph of G which includes an edge e 0 ∈ C 0 (Q, H), then S is a (maximal) k-SS of H ′ . Proof. Since no edge of G − H is incident to V (H − C n ), the sequence Q is also a k-SS of G. Being as big as H, the subgraph H ′ includes an edge e n ∈ C n (Q, G). The removal of any S i disconnects e 0 from e n ; hence there exists an MS of H ′ , S ′ ⊆ S i . We should prove that S ′ = S i . Take the smallest i for which S ′ ′ ⊆ S i . Since H ′ is isomorphic to H and Q is maximal, S ′ must equal S t for some t < i (otherwise,
, that is, S ′ = S t ′ ⊆ S i for some t < i. This is a contradiction since no MS is a proper subset of another.
The modified presquare module P S ′ H . Recalling the construction of P S H and Proposition 4.4, form an H-decomposition D of P S H − {e 1 , e 3 }, where e 1 = (v 1 , v 2 ) and e 3 = (v 3 , v 4 ). Let Q = (S 1 , . . . , S n ) be a maximal 4-SS, where S n = {x 1 , . . . , x r }, such that d(x r ) is minimum among all maximal 4-SSs. Select a vertex z ∈ S n which is adjacent to x r in C n (Q, H). can be applied to v , defined in Proposition 4.6, from all the P S ′ H 's in S H . As a result of that proposition, each thin grid vertex, except v 1 and v 3 , is completely saturated by the above D-parts and is hence isolated in G ′ . The remainder of each modified presquare is a "diagonal strip" connected to the rest of G ′ by the two fat grid vertices, to which we refer as the end vertices of that strip. There might remain a single edge connecting v 1 to an interior vertex x of S H and one connecting v 3 to an interior vertex y (in addition to many vertices adjacent to v 1 and to v 3 in G − S H ). Let H 0 be an H-subgraph of G ′ which contains a vertex v 0 of G − S H . Assume that H 0 contains an interior vertex of S H . As an H-subgraph, H 0 is too small to go around the whole torus. Let u be a grid vertex in H 0 which is furthest (in geometric distance on the torus) from the boundary square. At most two strips lead from u to the boundary and thus either H 0 is 1-separable or it is triangular by u and the other end vertices of the above two strips u ′ and u ′′ (see Figure 10 ). More careful attention should be paid to the case where H 0 is limited to the squares which surround the boundary and includes the edge (v 1 , x) (and/or (v 3 , y)). A short case analysis shows that also in that scenario H 0 is either 1-separable or triangular by v 1 , x, and a certain grid vertex whose identity depends on the exact location of x. Since H is 2-connected and nontriangular, the above leads to a contradiction and thus condition 2 ′ is satisfied.
4.3. The reduction for 1-separable nontriangular graphs. For a 1-separable graph H, we first select a particular 2-connected component C of H. The graph H − C is called the tail of H. Given an instance I of 3 d -XC, we construct G C (I) and then expand it to obtain G H (I) by inserting the right number of tails, hanging at each vertex. Being 2-connected, C can replace H in the scheme described in the last section. Yet some minor modifications of the construction of G C (I) are required to cover the case where g(C) = 1. The presquare module is replaced by a structure which we call a new presquare module, N S H ; this is also an expansion of a known module, the modified presquare module, P S ′ C . Careful selection of C assures that an H-decomposition of G H (I) (and of N S H ) implies a C-decomposition of G C (I) (and of P S ′ C ). Finally, we claim that every C-decomposition of G C (I) indeed implies a solution for I.
This subsection is divided into three parts. In the first part, we define the notion of expansion and describe the new presquare module. In the second part, we show that an H-decomposition of an expanded graph implies a C-decomposition of the original one. We conclude this subsection by showing that C-decomposition of G C (I) implies a solution for I when g(C) = 1. For g(C) > 1, this fact was already shown in section 4.2. We start by stating the rules by which the subgraph 2-connected block C is selected.
Let x be a separating vertex of H such that {x} is the last MS of a maximal 1-SS and let C be a 2-connected {x}-component. Choose x and C to make |E(C)| the maximum among all such selections. If such C does not exist, then H contains a vertex of degree 1. NP-completeness for that case is proven in [18] .
We are now in a position to define the expanded graph. Definition 4.3.
• Let D be an H-decomposition of G and let x and v be vertices of H and G, respectively. We define N (x, v, D) to be the number of D-parts H ′ for which x(H ′ ) = v.
• Let x be a separating vertex of H and let C be an {x}-component of H. Let D be a C-decomposition of a graph G. We construct the {H, C, D}-expansion G ′ as follows: For each vertex v of G, construct n(v) = N (x, v, D) copies of H − C, in which v is identified with x and the other vertices are new. These copies are denoted by
The new presquare module N S H . Let D be a C-decomposition of P S ′ C . We define the new presquare module, N S H (D), to be an {H, C, D}-expansion of P S ′ C . In section 4.2, it is shown that the modified presquare module P S ′ C satisfies both condition 1 of Definition 4.1 and Proposition 4.7. Moreover, these two conditions are sufficient for constructing a square module that satisfies Definition 4.1. We now show that the definition of N S H is independent of the selection of D and prove the conditions satisfied by the new presquare module.
Lemma 4.9.
1. 
Proof. Let D be an H-decomposition of G H . If each {x}-component of H is isomorphic to C, then each D-part is an edge-disjoint union of C-subgraphs. Therefore, assume that not all of the {x}-components are isomorphic. We wish to prove that for every D ′ ∈ D, the set E(D ′ ) E(G C ) is an edge-disjoint union of copies of C. Take any separating vertex v ∈ V (G C ) ⊂ V (G H ) and any {v}-component C ′ in G H , which is edge-disjoint from G C .
Note that C was selected as the end component of a maximal sequence of separating vertices and hence at most one {x}-component of H is 1-separable. First, assume that C ′ is 1-separable. Let H ′ be a D-part that intersects C ′ and contains a maximal path of separating vertices in C ′ . Since the size of H ′ equals the size of H, the vertex v is also a separating vertex of H ′ . Therefore, H ′ contains a maximal path of separating vertices in H and hence does not contain any separating vertex from another tail of H. Thus at most one 1-separable component of H is contained in each D-part. Since the number of such components in
The graph G H −G C contains N edge-disjoint copies of H −C, i.e., N edge-disjoint copies of each 2-connected component of H, except C. Since E(C) was chosen to be maximum, no component of G H − G C is shared between more than one D-part. (Otherwise, there will be too many small components.) If we remove all of those components from D, we obtain a C-decomposition of G C .
From this presquare module, we construct the modified square module S The case where g(C) = 1. When g(C) = 1, we modify the construction of G C (I). The first step in the construction of the alternator was the selection of a vertex u, for which d(u) was maximum. The selection of u changes when g(C) = 1, but otherwise the construction remains the same. Recall that the construction of G C (I) did not involve any constraints on d(u) and g(C). (The constraints were required only for the correctness proof.)
The graph G H (I) is therefore, constructed as follows: Select a vertex z in C and let d = d(z). Given an instance I = (U, A) of 3 d -XC, construct G C,z (I) with the following exception: For any 2-alternator module in G C,z (I) and 0 ≤ i ≤ d, let w i,i+1 be a "thin" vertex in S Proof. Suppose z is a vertex which satisfies the above and let D be a Cdecomposition of G C,z (I). Take any 2-alternator of G C,z (I), A = 2-A C , and let D i , 0 ≤ i ≤ d, be the D-parts which are internal to A but not to any square module. Since each wing is contained in exactly one
We first show that q = q 0 = · · · = q d . Suppose without loss of generality that q 0 = 1. Since w 0,1 is "thin" in S First, assume that x is adjacent to every vertex in C and select z to be x. Let D be a C-decomposition of G C (I), which exists by Lemma 4.10, and let D ′ be the set of D-parts which are not included in any square module. Take any vertex w = w i,j . If w plays the role of x in a D ′ -part, then its vertex set V is included in are v q i 's. Since each v q i is connected to at most one wing, each wing is contained in exactly one D ′ -part. Finally, we can assume that there exists a vertex v in C which is not adjacent to x. In that case, select z to be a vertex whose distance from x is maximal and denote its distance from x by l.
Again, let D ′ be a C-decomposition of G C (I) after removing the parts which are included in square modules. Take any D ′ -part P which contains x(H The proof of Lemma 5.1 is a modification of Holyer's proof for triangles [10] , where he presents a polynomial-time reduction of 3SAT to K 3 -decomposition.
Definition 5.
1. An instance of 3SAT is a set of clauses C = {C 1 , . . . , C r } in variables u 1 , . . . , u s . Each clause C i consists of three literals l i,1 , l i,2 , and l i,3 , where a literal l i,j is either a variable u k or its negation u k . The problem is to determine whether C is satisfiable, that is, whether there exists a Boolean assignment to the variables which simultaneously satisfies all of the clauses in C. A clause is satisfied if one or more of its literals has value "true."
The basic building block used for our reduction is a modified version of the Holyer graph H 3,p . For every n ≥ 3 and p ≥ 3, the Holyer graph is H n,p = (V n,p , E n,p ), where
and "≡" stands for congruence mod p (see Figure 11) . Note that H n,p can be regarded as embedded in the (n − 1)-dimensional torus T n−1 = S 1 × · · · × S 1 and that the local structure of H n,p is the same for each p. (H n,p should not be confused with the H-decomposition subgraph.) Lemma 5.2. The graph H 3,p has the following properties:
1. The degree of each vertex is 6. 2. The largest complete subgraph is a triangle. Now suppose l i,j is u k and consider the join between C i,j and U k . We claim that the edges in the vicinity of this join are K 3 -decomposable if and only if at least one of C i,j and U k is T-partitioned. If (say) C i,j is T-partitioned, this accounts for all of the edges of C i,j near the joining patch except for those of the patch itself. The patch can be regarded as belonging to U k , which can then be locally partitioned in either way. If, on the other hand, both C i,j and U k are F-partitioned, a similar argument shows that the edges of the patch not belonging to the central K 3 are forced to belong to the F-partitions of both C i,j and U k , which is a contradiction. Similarly, if l i,j is u k , then either C i,j is F-partitioned or U k is T-partitioned. Finally, we show that each of the three components of K in G H (I). Therefore, the only SPs which are not guaranteed to be in S are {v 2 , w}, w ∈ V (G 0 ) \ {v 0 , v 1 } for some K ′ 3 -subgraph of G H (I). If there is no such SP in H, then a simple counting argument implies that each of the three components of A is contained in exactly one D-part. Hence assume that H contains n > 2 separating pairs, {v 2 , w 1 }, . . . , {v 2 , w n } such that w i ∈ G 0 for i = 1, . . . , n (v 0 = w 1 and v 1 = w n ). If more than one D-part intersects the G 0 component of A, then there are more than ( n 2 ) + n − 2 separating pairs in S, more than S could possibly contain. Therefore, G 0 intersects with exactly one D-part and each of G 0 , G 1 , and G 2 is included in exactly one D-part.
To complete the proof of Theorem 1.1, we need only prove Lemma 5.1 for 1-separable graphs. H-decomposition of G H (I) is definitely implied by the satisfiability of I, exactly as described in the last proof. The other direction does not follow since the counting argument is highly dependent on 2-connectivity. To overcome this difficulty, we replace SSs by corresponding SPs. As in section 4.3, we define C, a 2-connected component of H. Lemma 4.10 then implies that H-decomposition of G H (I) contains a C-decomposition of a subgraph of G H (I), from which the satisfiability of I follows.
6. Concluding remarks. The existence and structure of graph decompositions for various pairs (G, H) is a well-established branch of "classical" graph theory (see, e.g., [2] and [16] for a partial list of references), and the natural question regarding the computational complexity of the corresponding decision problems arose long ago. Despite substantial effort devoted to that issue, no general answer has been given until now.
The history of the problem solved by Theorem 1.1 is sketched in the introduction. It seems that the use of Wilson's theorem was the key step toward our general proof. Without it, the problem was settled only for complete graphs and a rather limited family of graphs H, all with g(H) = 1. Yet, also with Wilson's theorem at hand, many technical difficulties were tackled along the way.
Notice that our theorem does not completely settle the complexity status of all graph-decomposition problems. However, very recently, after the first version of this paper had already been submitted for publication, we heard that Bryś and Lonc [5] has presented a polynomial time-algorithm to decide H-decomposability whenever H has no component with more than two edges. Their presentation follows many partial results obtained during the last 15 years, most of which are listed in the introduction.
Apparently, graph decomposition presents a pattern which was already observed in graph coloring, satisfiability, and many other graph-theoretical and combinatorial decision problems. The border between polynomial and NPC problems is crossed once a simple size parameter of the problem changes from 2 to 3. Unlike other combinatorial problems (e.g., graph isomorphism) whose complexity status is an open problem, graph decomposition, being in NPC, does not provide any consequences regarding the general complexity hierarchy. In that sense, our result brings no surprise. It just confirms the expected. It is surprising, however, how complicated the proof turned out to be, in comparison to NP-completeness proofs of other basic graph-theoretical problems. Of course, there might be a much simpler way to get to that result, a way that we -as well as others who have dealt with the problem since the early 1980s-have thus far missed.
