Non-uniqueness of minimizers for strictly polyconvex functionals by Spadaro, E N
Digital Object Identifier (DOI) 10.1007/s00205-008-0156-y
Arch. Rational Mech. Anal. 193 (2009) 659–678
Non-Uniqueness of Minimizers for Strictly
Polyconvex Functionals
Emanuele Nunzio Spadaro
Communicated by S. Müller
Abstract
In this note we solve a problem posed by Ball (in Philos Trans R Soc Lond Ser A
306(1496):557–611, 1982) about the uniqueness of smooth equilibrium solutions
to boundary value problems for strictly polyconvex functionals,
F(u) =
∫
Ω
f (∇u(x)) dx and u|∂Ω = u0,
where Ω is homeomorphic to a ball.
We give several examples of non-uniqueness. The main example is a boundary
value problem with at least two different global minimizers, both analytic up to the
boundary. All these examples are suggested by the theory of minimal surfaces.
1. Introduction
In [3] Ball posed the following problem (Problem 8). Let F be a strictly poly-
convex functional,
F(u) =
∫
Ω
f (∇u(x)) dx, (1.1)
where u : Ω ⊂ Rn → Rm (n, m  2) is in some Sobolev space and Ω is homeo-
morphic to a ball. Given pure displacement boundary conditions u|∂Ω = u0, is
there uniqueness of smooth equilibrium solutions?
We answer this question negatively, giving an example in dimension 2 (m =
n = 2) of a smooth integrand f and a boundary value u0 such that (1.1) admits at
least two absolute minimizers, both analytic up to the boundary. We state this result
in the following theorem.
660 Emanuele Nunzio Spadaro
Theorem 1.1. Let Ω ⊂ R2 be the unit ball. There is a strictly polyconvex function
f : R4 → R and an analytic function u0 on ∂Ω such that the functional F has at
least two analytic (up to the boundary) absolute minimizers in
H =
{
u ∈ W 1,2(Ω;R2) : u|∂Ω = u0
}
.
This example is taken from the elegant proof of non-uniqueness of the Dirichlet
problem for the non-parametric area functional in codimension 2, given by Lawson
and Osserman in [13].
Roughly speaking, we choose boundary conditions corresponding to squeezing
the ball until it has a dumb-bell shape. Then we prove that an absolute minimizer
cannot have the symmetries of the dumb-bell, thus implying non-uniqueness. In
dimension two, the boundary data we construct is not one to one with its image.
The reason is that, in order to create the constraint for which the minimizer is not
symmetric, we have to overlap the two halves of the dumb-bell. Nevertheless, we
show that the lack of injectivity is not the main point of the construction. In the
same spirit as in the previous example, we describe an injective boundary displace-
ment in dimension 3, that is a function u0 : ∂Ω ⊂ R2 → R3, for which the same
conclusion as in Theorem 1 holds.
Theorem 1.1′. There is a strictly polyconvex function f : R6 → R and an analytic
injective function u0 : ∂Ω → R3, where Ω ⊂ R2 is the unit ball, such that the
functional F has at least two absolute minimizers, analytic up to the boundary,
with boundary value u0.
The injectivity of the boundary value is significant in reading this example in
Elasticity Theory: indeed, one can imagine that the displacement given in the the-
orem corresponds to a physically admissible deformation of a planar membrane in
R
3
, without overlapping, and that the functional is the elastic energy of the body
(even if frame indifference and polyconvexity are not very compatible for maps
from R2 to R3, as shown by Pipkin’s work on membranes [16]).
However, it is worthwhile to stress two limits of our counterexample in Theo-
rem 1.1. It is genuinely two dimensional and (see also Remark 2.2) the Jacobian
of minimizing planar maps changes sign: unlike the lack of injectivity, we believe
this restriction plays a role in the construction of the counterexample.
Starting from this, we construct examples with arbitrarily many local minimiz-
ers and an example with uncountably many stable stationary points (equilibrium
solutions), as stated in the following theorems.
Theorem 1.2. For every n ∈ N, there exist a smooth planar domain Ω homeomor-
phic to a ball, a smooth function φ : ∂Ω → R2 and a smooth strictly polyconvex
functional F with at least n local minimizers in the class u ∈ W 1,2(Ω;R2) with
u|∂Ω = φ.
Theorem 1.3. There exist a planar domain Ω homeomorphic to a ball (with ∂Ω
lipschitz except at one point), a function φ : ∂Ω → R2 and a strictly polyconvex
function f such that the functional F has uncountably many stable equilibrium
solutions in the class u ∈ W 1,2(Ω;R2) with u|∂Ω = φ.
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The idea for these constructions comes again from the theory of minimal
surfaces: we indeed apply the so called “bridge principle” to connect local mini-
mizers and to build new ones (for a proof of a general bridge principle for minimal
surfaces, and for an account of its history, we refer to the paper of B. White [22]).
As for Theorem 1, we point out that one can have injectivity of the boundary
displacement in both Theorems 1.2 and 1.3 if the target is R3, see Remarks 3.5
and 3.6.
The problem of uniqueness for equilibrium solutions in nonlinear elasticity has
received much well-deserved attention in the last decades. There are, indeed, results
both in the direction of uniqueness and in that of non-uniqueness. Among the first,
we recall the uniqueness result of John [10] in the case of deformations with small
strains; the result of Knops and Stuart [11] in which they prove uniqueness for linear
boundary displacements and Ω star-shaped; and the work of Taheri [20]. On the
other side, non-uniqueness has been proved for mixed boundary value problems,
see for example [2]; for domains not homeomorphic to a ball, see for example the
works of John [10], Post and Sivaloganathan [17] and Taheri [21], in which non-
uniqueness is proved when the domain Ω is topologically non-trivial (meaning, for
Ω ⊂ R2, that Ω is not simply connected); and, finally, for non-smooth equilibrium
solutions, see for example the works of Müller and Šverák [15] and of Székelyhidi
[18].
This paper is organized as follows. In Section 2 we report a more elementary
version of the proof of Lawson and Osserman in [13] and prove Theorems 1.1 and
1.1′. In Section 3 we prove Theorems 1.2 and 1.3: to this aim, we state and prove
an elementary “bridge principle” which is sufficient for our purposes.
We would like to thank C. De Lellis, B. Kirchheim, J. Kristensen and
L. Székelyhidi for many useful discussions; and N. Fusco for having posed the
question about the injectivity of the boundary value.
2. Existence of at least two analytic different minimizers
Throughout this section, we denote by Ω the unit ball in R2,
Ω =
{
x = (x1, x2) ∈ R2 | x21 + x22 < 1
}
,
and by A the area functional,
A(u) =
∫
Ω
√
1 + |∇u(x)|2 + (det ∇u(x))2 dx .
Here u belongs to the Sobolev space W 1,2(Ω;R2) and A is the area of the graph
of u.
In [13] Lawson and Osserman proved the existence part of the following result.
Theorem 2.1. There exists a real analytic function u0 : ∂Ω → R2 such that A has
at least two absolute analytic (up to the boundary) minimizers in the class
H =
{
u ∈ W 1,2(Ω;R2) : u|∂Ω = u0
}
.
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Fig. 1. Shape of the curve γ0
Here we report a modified and more elementary version of their proof.
Proof. We divide the proof into steps.
Step 1. We define the boundary condition u0.
Let γ0 be an analytic dumb-bell shaped (immersed) curve in R2 of the type
pictured in Fig. 1: γ0 is assumed to be invariant under the symmetries with respect
to the two axes,
(x1, x2) → (−x1, x2) and (x1, x2) → (x1,−x2).
(It is not difficult to see that such curves exist: an easy example is the curve defined
by the equation y2 − x4 + x6 = 0).
Define u0 : ∂Ω → R2 to be a parametrized double tracing of γ = Rγ0 (we
defer the choice of R until later), where each loop is covered once in each direction
and the parameter is a multiple of the arc length:
for example, set u0 to be the parametrization such that
u0(1, 0) = u0(0, 1) = u0(−1, 0) = u0(0,−1) = 0,
and maps each half of ∂Ω onto γ , as sketched in the picture (Fig. 2).
Step 2. Assuming uniqueness of the minimizer, we estimate its energy from
below, proving that
A(umin)  4 c0 R2, (2.1)
where c0 is a constant depending on γ0 and R is the parameter defining γ , hence
the boundary condition u0.
Fig. 2. The boundary value u0
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Due to the analyticity of γ and to its symmetries, it follows that the graph of
u0, that is the set
Γu0 = {(x, u0(x)) | x ∈ ∂Ω} ,
is an analytic Jordan curve in R4 and is invariant under the following symmetries
σ1, σ2 : R4 → R4,
σ1(x1, x2, x3, x4) = (−x1,−x2, x3,−x4),
σ2(x1, x2, x3, x4) = (−x1, x2,−x3, x4) .
From the theory of generalized parametric minimal surfaces we know that there
exists a minimizer of A in H (the so called Douglas solution), see [13] (Theorem
4.1, pag. 5), and that this minimizer is analytic up to the boundary, see [9], (for
a comprehensive account of these results we refer to [4] – in particular, for the
regularity see Theorem 2 of Section 7.3, p. 33, vol II).
Let us assume the uniqueness of such a minimizer umin: it follows that its graph
must be invariant under the symmetries σ1 and σ2, that is
umin(−x1,−x2) =
(
u1min(−x1,−x2), u2min(−x1,−x2)
)
=
(
u1min(x1, x2),−u2min(x1, x2)
)
, (2.2)
umin(−x1, x2) =
(
u1min(−x1, x2), u2min(−x1, x2)
)
=
(
−u1min(x1, x2), u2min(x1, x2)
)
.
From this we easily deduce the following two consequences:
(i)
umin(t, 0) = 0 and
{
u1min(0, t) = 0,
u2min(0, t) = u2min(0,−t),
(2.3)
for every t ∈ (−1, 1), by direct substitution in (2.2);
(ii) if we set Ωi = Ω ∩ {i th − quadrant} for i = 1, . . . , 4, that is
Ω1 = Ω ∩ {(x1, x2) | x1 > 0, x2 > 0} ,
Ω2 = Ω ∩ {(x1, x2) | x1 < 0, x2 > 0} , etc . . . ,
we have
A(umin,Ωi ) :=
∫
Ωi
√
1 + |∇umin(x)|2 + (det ∇umin(x))2 dx
= A(umin,Ω j ), ∀ i, j ∈ {1, . . . , 4} .
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If we call A the subset of the plane enclosed by one bubble of γ (say, for example,
the shaded region in the right portion of Fig. 3), we claim that
A(umin,Ωi )  L2(A) = c0 R2, ∀ i = 1, . . . , 4, (2.4)
where c0 > 0 is a constant depending on γ0 and L2 is the Lebesgue measure in the
plane, and hence (2.1).
Without loss of generality (see (ii) above), we consider i = 1 and calculate
the degree of the map umin in Ω1 at a point y ∈ A (for a definition and the first
properties of the degree of a continuous map we refer to [14]). We claim that it is
different from 0: indeed, from (2.3) we infer that umin|∂Ω1 is homotopic to the map
v =
{
umin in Ω1 ∩
{
x21 + x22 = 1
}
0 in Ω1 ∩ ({x1 = 0} ∪ {x2 = 0}) , (2.5)
for which deg(v,Ω1, y) = 1, as can be seen by an easy computation. So, one infers
immediately that A ⊆ umin(Ω¯1), hence
A(umin,Ω1) =
∫
Ω1
√
1 + |∇umin(x)|2 + (det ∇umin(x))2 dx

∫
Ω1
|det ∇umin(x)| dx  L2(umin(Ω¯1))  L2(A) = c0 R2 .
This concludes the proof of (2.4).
Step 3. If R is sufficiently large, we exhibit another function u ∈ H such that
A(u) < A(umin), thus contrasting with the assumption of umin being the unique
minimizer.
Consider the function u which is linear on the segments
{(x1, x2) ∈ Ω | x1 + x2 = c} ,
and such that u|∂Ω = u0. Note that u is constant on these segments if |c|  1
(Fig. 3). It is easy to recognize that
A(u) =
∫
Ω
√
1 + |∇u(x)|2 + (det ∇u(x))2 dx

∫
Ω
(1 + |∇u(x)| + |det ∇u(x)|) dx
 π + c1 R + 2L2(A) = π + c1 R + 2 c0 R2,
Fig. 3. The competitor u
Non-Uniqueness of Minimizers for Strictly Polyconvex Functionals 665
with c1 a constant depending on γ0, where we used the injectivity of u in the set
{(x1, x2) ∈ Ω | |x1 + x2| > 1} and the area formula.
For R large enough, we have
2 c0 R2 > π + c1 R .
Therefore, we conclude that A(u) < A(umin), that is the minimizer for A in H
is not unique. Hence, there are at least two absolute minimizers which, for the
regularity theorem quoted before, [9], are analytic up to the boundary. unionsq
The preceding theorem provides a smooth polyconvex functional with at least
two analytic minimizers: however, the area functional is not strictly polyconvex,
according to the following definition.
Definition 2.1. A function f : R4 → R is strictly polyconvex if there exists a
positive constant c > 0 with the following property:
for every x ∈ R4 there exist v ∈ R4 and a ∈ R such that
f (y)  f (x) + v · (y − x) + a (det y − det x) + c |y − x |2 ∀ y ∈ R4,
where det x = x1 x4 − x2 x3.
Or, equivalently, f is polyconvex if there exists a convex function g : R5 → R
and c > 0 such that
f (x) = c |x |2 + g(x, det x) .
Remark 2.1. It is not difficult to show the equivalence of the two definitions: the
second condition implies the first because of the convexity of g; the converse fol-
lows by the observation that f (x) − c |x |2 is by hypothesis a convex function in
(x, det x).
Due to the regularity of the minimizers (they are analytic, hence in particular
they are globally Lipschitz), it is a simple task to modify the area functional in order
to get a strictly polyconvex one with two global minimizers.
Proof of Theorem 1.1. Let umin and vmin be the two analytic global minimiz-
ers for A given by Theorem 2.1 and consider a smooth positive convex function
g : R → R such that
g(x) = 0 if |x |  2 λ,
x2  g(x)  2x2 if |x |  4 λ,
where λ = max {‖∇umin‖L∞(Ω) , ‖∇vmin‖L∞(Ω)}. Then the functional
G(u) = A(u) +
∫
Ω
g (|∇u(x)|) dx
is a smooth strictly polyconvex functional (as can be verified easily) and has umin
and vmin as minimizers: indeed,
G(umin) = A(umin)  A(u)  G(u), (2.6)
for every u ∈ H (the same being true for vmin).
Hence, we have proved Theorem 1.1. unionsq
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Remark 2.2. We note here that, for every u : Ω → R2 sufficiently smooth and
such that u|∂Ω = u0 (hence, in particular, for the analytic minimizers), one can
prove that ∫
Ω
det (∇u(x)) dx = 0, (2.7)
that is u is not sign-preserving.
To see this, write det(∇u) as the divergence of a vector,
det(∇u) = ∂u
1
∂x1
∂u2
∂x2
− ∂u
1
∂x2
∂u2
∂x1
= div
(
u2
(
∇u1
)⊥)
,
where
(∇u1)⊥ = (− ∂u1
∂x2
, ∂u
1
∂x1
)
; and use the divergence theorem to compute
∫
Ω
det (∇u(x)) dx =
∫
Ω
div
(
u2(x)
(
∇u1(x)
)⊥)
dx
=
∫
∂Ω
u2(x)
(
∇u1(x)
)⊥ · η dx
= −
∫
∂Ω
u2(x)∇u1(x) · τ dx
= −
∫ 2π
0
u20(s)
(
u10
)′
(s) ds, (2.8)
where we considered u0 as a function defined in [0, 2π ], u0 : [0, 2π ] → R2 and η
and τ are, respectively, the normal and the tangential vectors to ∂Ω , that is
η(x1, x2) = (x1, x2) and τ(x1, x2) = (x2,−x1).
Now, we notice that the symmetries of γ and the choice of the parametrization u0
imply that, for s ∈ [0, π2
]
,
{
u10 (s) = −u10
( 3π
2 + s
)
u20 (s) = u20
( 3π
2 + s
) and
{
u10
(
π
2 + s
) = −u10 (π + s)
u20
(
π
2 + s
) = u20 (π + s) .
Hence, we have
∫ π
2
0
u20
(
u10
)′ = −
∫ 2π
3π
2
u20
(
u10
)′
and
∫ π
π
2
u20
(
u10
)′ = −
∫ 3π
2
π
u20
(
u10
)′
,
so that, from (2.8), we conclude (2.7). Moreover, it is not difficult to see that, for
all such regular maps u with u|∂Ω = u0,
det(∇u) ≡ 0. (2.9)
To see (2.9), we prove that u (Ω) has positive measure, which, together with Sard’s
lemma, implies (2.9), that is, that not all the points in Ω can be critical. More pre-
cisely, we claim that u (Ω) contains one of the two bounded connected components
delimited by γ , which we call A and B (see Fig. 4).
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A B
Fig. 4. A and B
Indeed, the claim follows once one proves that, for every pair of points x ∈ A
and y ∈ B, γ is not homotopic to a constant in R2\{x, y}. In turn, the last assertion
is a consequence of the following three well known facts:
(i) there exists a continuous retraction of R2\{x, y} into the image of γ , γ (∂Ω),
which is a topological rose (or bouquet of circles);
(ii) the loop γ is homotopic to a b a−1 b−1, where a and b are the generators of the
first homotopy group of this space corresponding to parametrize clockwise
∂ A and ∂ B;
(iii) the first homotopic group of a topological rose with more than one circle is
not commutative.
Let us point out the role of the boundary condition u0 in the construction above:
thanks to its symmetries we can rule out the uniqueness of the minimizer.
The lack of injectivity of the boundary displacement is used only to provide the
right symmetries: indeed, if we consider functions u : Ω → R3, it is possible to
find an example with one to one boundary conditions.
The example is based again on the area functional, and the proof is similar to
the one of Theorem 2.1 (and can be found in [13] as well): we sketch it here.
Proof of Theorem 1.1′. We consider the curve γ0 of the type pictured in Fig. 5. It
is assumed to:
(α) be analytic,
(β) lie in the union of two pairs of parallel planes, each pair at distance ε  1
apart,
Fig. 5. Shape of the curve γ0 in the three dimensional case
668 Emanuele Nunzio Spadaro
(γ ) be invariant with respect to the following symmetries (note that the first two
do not preserve the orientation of γ0):
(x1, x2, x3) → (x1, x2,−x3),
(x1, x2, x3) → (x1,−x2, x3),
(x1, x2, x3) → (−x1,−x3, x2).
As a boundary condition we consider u0 : ∂Ω → R3 a parametrization ofγ = Rγ0,
where the parameter is a multiple of the arc length, so that the graph of u0 is sym-
metric with respect to the following symmetries:
σ1(x1, x2, x3, x4, x5) = (−x1,−x2, x3,−x4,−x5),
σ2(x1, x2, x3, x4, x5) = (−x1, x2,−x3,−x4,−x5),
σ3(x1, x2, x3, x4, x5) = (x2,−x1,−x3, x5,−x4).
If the minimizer were unique, its energy (which is the area of its graph) would
be at least 4 c0 R2, where c0 is a constant depending only on γ0 (here one can use a
degree argument as in the proof of Theorem 2.1, or one can see the original proof
in [13] – this symmetric minimizer must resemble the function pictured in Fig. 6
which is invariant under the symmetries above). But the competitor sketched in
Fig. 7 is easily recognized to have energy less than [2 c0 + c1 ε] R2 + c2 R + c3, so
that we reach the same contradiction for R large enough and ε  1. This concludes
the proof of Theorem 1.1′. unionsq
Fig. 6. Symmetric function
Fig. 7. Competitor
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3. Arbitrarily many local minimizers and uncountable stable equilibrium
solutions
Starting from the example of Theorem 1.1, we construct boundary value prob-
lems with more than two equilibrium solutions.
As pointed out in the introduction, the basic idea in these constructions is to use
a “bridge principle”, as for minimal surfaces: the main step for this procedure is
given in the next theorem. In what follows f will always denote a smooth strictly
polyconvex function, f : R2d → R, such that there exist constants c and C for
which
c|x |2  f (x)  C |x |2, (3.1)
and, for every planar domain Ω , we set F(·,Ω) to be the functional
F(u,Ω) :=
∫
Ω
f (∇u(x)) dx .
For the sake of clarity, f : R2d → R is strictly polyconvex if there exists a convex
function g : R d(d+3)2 → R such that
f (x) = g
(
x, M1(x), . . . , M d(d−1)
2
(x)
)
+ c |x |2,
where Mi (x) are the Minors of the d × 2 matrix x . In the case d = 2 there is only
one such Minor, the determinant of x , and we recover the definition given in the
previous section. For d = 3 there are three Minors,
M1(x) = x1 x4 − x2 x3, M2(x) = x1 x6 − x2 x5, M3(x) = x2 x6 − x3 x5.
Remark 3.1. The first inequality of (3.1) is not restrictive. Consider indeed a strictly
polyconvex function f . Then
f (x)  f (0) + C0 · x +
d(d−1)
2∑
i=1
Ci Mi (x) + c|x |2.
If we consider
g(x) := f (x) − f (0) − C0 · x −
d(d−1)
2∑
i=1
Ci Mi (x),
the minimizers of
∫
Ω
f (∇u) and those of ∫
Ω
g(∇u) coincide, because f (0) +
C0 · x + ∑
d(d−1)
2
i=1 Ci Mi (x) is a Null-Lagrangian, and g satisfies the left hand side
inequality of (3.1).
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Before stating and proving the theorem, we introduce some additional notation
(consistent with that used in [22]).
Given two planar smooth open sets with disjoint closures, O1 and O2, we say
that a smooth curve Γ connects them transversally if Γ ∩ Oi ⊂ ∂Γ for i = 1, 2
and Γ is not tangent to ∂O1 and ∂O2.
Moreover, given two such open sets and a curve connecting them transversally,
we say that P ⊂ R2 is a bridge along Γ if it is the image of an homeomorphism
ψ : (−1, 1) × [−1, 1] → P
such that ψ(0, ·) parametrizes Γ and such that ψ(x, t) ∈ O¯1 ∪ O¯2 if and only if
t = −1 or t = 1; finally, ω(P) = supx∈P dist(x, ∂ P) is called the width of P .
Theorem 3.1. Let {Ωi }i=1,...,n be n bounded domains in R2, each homeomorphic
to a ball, with smooth boundaries and disjoint closures, Ω¯i ∩ Ω¯ j = ∅ for every
i = j , and let f be as above. Let φi be smooth boundary data,
φi : ∂Ωi → Rd for i = 1, 2, . . . , n,
such that for each i the functional F(·,Ωi ) has at least two isolated local minimizers
in the class {
u ∈ W 1,2
(
Ωi ;Rd
)
, u|∂Ωi = φi
}
.
Then there exists a smooth bounded domain A ⊂ R2, homeomorphic to a ball and
containing the set Ω = ∪ni=1Ωi , and a boundary value φ : ∂ A → Rd such that
the functional F(·, A) has at least 2n local minimizers in the class of functions
u ∈ W 1,2(A;Rd) with u|∂ A = φ.
Remark 3.2. We will apply this theorem to the functionals built up in the previous
section, hence in the applications the dimension of the target space will always be
d = 2 or d = 3.
Proof. Step 1. Construction of the set A and of the boundary value.
For each i = 1, . . . , n − 1 consider smooth embedded curves Γi connecting
Ωi and Ωi+1 transversally such that they are disjoint from the other Ω j , that is
Γi ∩ Ω j = ∅ for every j = i, i + 1.
To construct the domain A, consider a sequence of unions of bridges, say{
Pk = ∪n−1i=1 Pki
}
k∈N, where P
k
i is a bridge along Γi , whose sum of widths is
infinitesimal, ωk = ∑n−1i=1 ω(Pki ) → 0 as k goes to ∞.
Let Ak = Ω ∪ Pk – recall that Ω = ∪ni=1Ωi . It is not difficult to see that we
can choose bridges Pki in such a way that the open sets Ak have smooth boundaries;
moreover it is easily recognized that Ak are homeomorphic to a ball (see Fig. 8 for
the case n = 3).
For what concerns the boundary value, let w : R2\Ω → Rd be a smooth com-
pactly supported function such that w ≡ φi on ∂Ωi for every i , (clearly there is no
problem for the existence of such a function), and set φ ≡ w in ∂ Ak .
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Fig. 8. Example of Ak in the case n = 3
Step 2. We want to prove that for some k the set Ak and the boundary values
φ ≡ w on ∂ Ak satisfy the thesis of the theorem.
Let v1i and v2i be two isolated local minimizers for F(·,Ωi ) (whose existence is
guaranteed by hypotheses), i = 1, . . . , n, and let ε > 0 be such that
ε <
1
2
min
{∥∥∥v1i − v2i
∥∥∥
W 1,2(Ωi ;Rd )
, i = 1 . . . , n
}
,
and, for j = 1, 2 and i = 1, . . . , n,
F(v ji ,Ωi ) < F(u,Ωi ) ∀ u such that
∥∥∥u − v ji
∥∥∥
W 1,2(Ωi ;Rd )
 ε . (3.2)
For each n-tuple α = (α1, . . . , αn) ∈ {1, 2}n , we consider the problem
(Pαk ) min
{
F(u, Ak) : u ∈ W
1,2(Ak;Rd), u|∂ Ak ≡ w,∥∥u − vαii
∥∥
W 1,2(Ωi ;Rd )  ε, i = 1, . . . , n
}
.
Note that the sets of functions satisfying the constraints of these problems are not
empty: for example they contain the functions uα defined in (3.4).
By the semicontinuity of the functional (see for example [1]) and its coercivity,
given by (3.1),
c
∫
Ak
|∇u(x)|2dx 
∫
Ak
f (∇u(x))dx,
the above problems have at least a solution uαk . Moreover, fixing k, these solu-
tions are all distinct (due to the constraints ∥∥uαk − vαii
∥∥
W 1,2(Ωi ;Rd )  ε for every
i = 1, . . . , n).
If we proved that, for some k, every uαk satisfies∥∥uαk − vαii
∥∥
W 1,2(Ωi ;Rd ) < ε, for every i = 1, . . . , n, (3.3)
then
{
uαk
}
α∈{1,2}n would be local minimizers for F(·,Ak) in W 1,2(Ak;Rd), thus
showing that for such k the domain Ak and the boundary value φ ≡ w on ∂ Ak
provide an example with 2n different local minimizers.
Step 3. Proof of (3.3).
For each α, let uα and uαk denote the following functions in W 1,2(R2;Rd),
uα =
{
v
αi
i in Ωi , i = 1, . . . , n
w in R2\Ω; and u
α
k =
{
u
αi
k in A
k,
w in R2\Ak . (3.4)
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If we showed that a subsequence of uαk converges to uα in W 1,2(R2;Rd) for every
α, then (3.3) would be proved and the proof concluded.
Fix α. First we notice that
{
uαk
}
converges weakly to uα . Indeed, by the bound-
edness in W 1,2(R2;Rd) (because uαk have equibounded energies, as can be seen
by the comparison with uα) the sequence {uαk
}
converges weakly to some v ∈
W 1,2(R2;Rd). It is readily recognized that v ≡ w in R2\Ω . By the weak lower
semicontinuity of F we get
F(v, R2) = F(v,Ω) + F(v, R2\Ω)  lim inf
k→+∞ F(u
α
k , R
2)
 lim inf
k→+∞ F(u
α
k , A
k) + F(w, R2\Ω)
 lim inf
k→+∞ F(u
α, Ak) + F(w, R2\Ω)
 lim inf
k→+∞
[
F(uα,Ω) + F(w, Pk)
]
+ F(w, R2\Ω)
= F(uα,Ω) + F(w, R2\Ω) = F(uα, R2),
In the above calculation we used the minimality of uαk , passing from the second
line to the third, and L2(Pk) → 0 (because the widths ωk → 0) in order to deduce
the last equalities.
Given that uα is an isolated local minimizer in Ωi for every i , see (3.2), we
conclude that v = uα .
Next we show that the convergence is strong. A preliminary step is to prove
that there exists convergence of the energies:
lim
k→+∞
∫
R2
f (∇uαk (x))dx =
∫
R2
f (∇uα(x))dx . (3.5)
Indeed, using the minimality of uαk in Ak , we get∫
R2
f (∇uαk (x)) dx =
∫
Ak
f (∇uαk (x)) dx +
∫
R2\Ak
f (∇w(x))dx

∫
Ak
f (∇uα(x)) dx +
∫
R2\Ak
f (∇w(x))dx
=
∫
R2
f (∇uα(x)) dx .
Hence, taking into account the lower semicontinuity of F ,∫
R2
f (∇uα(x)) dx  lim inf
k→+∞
∫
R2
f (∇uαk (x)) dx
 lim sup
k→+∞
∫
R2
f (∇uαk (x)) dx

∫
R2
f (∇uα(x)) dx .
Using this convergence of the energies and the strict polyconvexity of the integrand
f (x) = c |x |2 +g(x, det x), we can prove the strong convergence. Indeed, because
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of the polyconvexity of g(x, det x) = f (x) − c |x |2 and hence the semicontinuity
of the related functional, we have∫
R2
[
f (∇uα(x)) − c |∇uα(x)|2] dx
=
∫
R2
g
(∇uα(x), det ∇uα(x)) dx
 lim inf
k→+∞
∫
R2
g
(∇uαk (x), det ∇uαk (x)) dx
= lim inf
k→+∞
∫
R2
[
f (∇uαk (x)) − c |∇uαk (x)|2
]
dx .
Thus, by (3.5),
lim sup
k→+∞
∫
R2
|∇uαk (x)|2dx 
∫
R2
|∇uα(x)|2dx . (3.6)
Now it is easily recognized that (3.6) and the weak convergence uαk ⇀ uα in
W 1,2(R2;Rd) give the strong convergence in W 1,2(R2;Rd), thus concluding the
proof. unionsq
Remark 3.3. We point out that the above proof can be obviously generalized in
the case F(·,Ωi ) has ki isolated local minimizers (instead of 2); the theorem then
provides a domain with
∏n
i=1 ki local minimizers.
Remark 3.4. We recall that the argument about strong convergence of weak con-
vergent sequences in the presence of the convergence of quasiconvex energy was
given by Evans and Gariepy in [6] and [7]. We thank Prof. Nicola Fusco for pointing
out these references.
We can, hence, consider the case of the functional F of Theorem 1.1 and prove
Theorem 1.2.
Proof of Theorem 1.2. We showed in Theorem 1 that there exists a boundary value
problem for F with at least two smooth (analytic) absolute minimizers: if they were
isolated we could apply Theorem 3.1 to
Ωi = (3i, 0) + D i = 1, . . . , n,
the translated by the vector (3i, 0) of the unit disc D, and
φi (x) = u0(x − (3i, 0))
as boundary data (see Fig. 9 in the case n = 3). In this way we conclude the
existence of a pure displacement boundary value problem for a strict polyconvex
functional defined on a set homeomorphic to a ball with at least 2n local minimizers
(Fig. 10).
On the other hand, if F does not have two isolated absolute minimizers, it is
readily recognized that it must have uncountably many minimizers (because the set
of absolute minimizers would be a perfect set, that is, would coincide with the set of
its limit points), having in any case an example with arbitrarily many minimizers.
Thus proves Theorem 1.2. unionsq
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Fig. 9. Example of domain with 23 local minimizers
P0
Q
Ω2
Ω0
Ω1
Fig. 10. Construction of the set Ai : the dashed one is A0
Remark 3.5. In the same way, if we consider functions with target R3, we can also
manage the boundary value to be one to one (using Theorem 1.1′).
With the techniques in Theorem 3.1 we may also exhibits an example of a
strictly polyconvex boundary value problem with uncountably many stable equi-
librium solutions.
Proof of Theorem 1.3. The idea is to iterate the construction in Theorem 1.2.
Consider the functional F given in Theorem 1.1.
Step 1. We construct the set A and the boundary value.
Let us define the vectors ai = (2−i , 0). Consider the domains
Ωi = ai + 2−i−2 D, for i ∈ N,
which are translated and rescaled unit discs; let Ω = ∪i∈NΩi , and
φi (x) = 2−i−2 u0
(
2i+2(x − ai )
)
, for x ∈ ∂Ωi ,
with u0 the same as in Theorem 1.1. It is clear that F(·,Ωi ) still has two smooth
absolute minimizers v1i and v
2
i with boundary value φi .
Now consider a function w ∈ Cc(R2\Ω;R2)∩W 1,2(R2\Ω;R2) such that w ≡ φi
on ∂Ωi .
It is not difficult to show the existence of such a function. Consider for example
a smooth extension of φ0 in R2\Ω0 with support in Q, where Q is the cube centered
at (1, 0) with side length 38 . We define w(x) =
∑
i∈N 2−i−2φ0
(
2i+2(x − ai )
)
and
with an easy calculation see that w satisfies the hypotheses – see Fig. 10.
Now we can start our recursive procedure: as usual we can suppose that the
minimizers of F(·,Ωi ) are isolated (otherwise there is nothing to prove).
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By Theorem 3.1 there exists a bridge P0 connecting Ω0 and Ω1 such that, for
the smooth open set A0 = Ω0 ∪ P0 ∪ Ω1 and for the boundary value φ ≡ w on
∂ A0, the functional F has at least four local minimizers,
u(α0,α1) with αi ∈ {1, 2}.
Moreover these minimizers are close to the original minimizers in W 1,2-norm,
∥∥∥u(α0,α1) − vαii
∥∥∥
W 1,2(Ωi ;R2)
 ε1 for i = 0, 1,
for some ε1 > 0 to be chosen later.
Again, we may suppose that these minimizers are isolated and use Theorem 3.1
to conclude that there exists a bridge P1 connecting A0 and Ω2 such that in
A1 = A0 ∪ P1 ∪ Ω2 we have at least eight local minimizers for F with boundary
value w, and such minimizers are close in norm to the previous one, so
∥∥∥u(α0,α1,α2) − u(α0,α1)
∥∥∥
W 1,2(A0;R2)
 ε2,
and ∥∥∥u(α0,α1,α2) − vα22
∥∥∥
W 1,2(Ω2;R2)
 ε2,
where every αi ranges over the set {1, 2}, and for some ε2 > 0.
Repeating this argument, we obtain a sequence of smooth open sets Ak and a
sequence of functions {uαk }αk∈{1,2}kk∈N which are local minimizers in Ak with bound-
ary value w, and such that
∥∥∥u(α0,...,αk+1) − u(α1,...,αk )
∥∥∥
W 1,2(Ak−1;R2)
 εk (3.7)
and ∥∥∥u(α0,...,αk+1) − vαk+1k
∥∥∥
W 1,2(Ωk ;R2)
 εk, (3.8)
where εk > 0 are to be fixed.
In order to do that, let δm be such that
∥∥∥v1m − v2m
∥∥∥
W 1,2(Ωm ;R2)
<
δm
2
. (3.9)
We choose εk in such a way that
∞∑
k=m
εk  δm ∀ m ∈ N. (3.10)
Consider the functions uαk defined in all of R2, being extended out of the respective
Ak by w.
For every infinite sequence α = (α1, α2, . . .) ∈ {1, 2}ℵ0 , consider the sequence
{uαk }, where αk = (α1, . . . , αk) is the k-tuple of the first k entries of α. This is
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a convergent sequence – because of (3.7) and (3.10) – and we denote its limit by
uα . For distinct α and β the limits uα and uβ are different, thanks to the conditions
(3.8), (3.10) and (3.9).
So, we have obtained a set of distinct functions {uα}α∈{1,2}ℵ0 such that uα ≡ w
on ∂ A, where
A = ∪∞k=0 Ak = limk→+∞ Ak .
Note that Ak ⊂ Ak+1 and that A is homeomorphic to a ball, with ∂ A lipschitz
regular except that at the origin (0, 0).
Step 2. Finally, we prove that the above A and the boundary value w on ∂ A
have the desired property.
Since they are limits of local minimizers, hence in particular stable equilibrium
solutions, it follows that the uα are stable equilibrium points for F . Indeed, for
every ϕ ∈ C∞c (A) it must be supp ϕ ⊂ A j , for some j , and for every uα we have
d
d ε
F(uα + ε ϕ)|ε=0 =
∫
A
∇ f (∇uα(x)) · ∇ϕ(x)dx
=
∫
A j
∇ f (∇uα(x)) · ∇ϕ(x)dx
= lim
k→+∞
∫
A j
∇ f
(
∇uαk (x)
)
· ∇ϕ(x)dx = 0,
because uαk converges in norm to uα and are all stationary points in A j for k  j .
Analogously, for the stability we have
d2
d ε2
F(uα + ε ϕ)|ε=0 =
∫
A
D2 f (∇uα(x))∇ϕ(x) · ∇ϕ(x)dx
=
∫
A j
D2 f (∇uα(x))∇ϕ(x) · ∇ϕ(x)dx
= lim
k→+∞
∫
A j
D2 f
(
∇uαk (x)
)
∇ϕ(x) · ∇ϕ(x)dx = 0,
that is uα are stable for perturbations in C∞c (A). Moreover, since A has
smooth boundary except at 0, it is not difficult to show that C∞c (A;R2) is dense in
W 1,20 (A;R2), so that from the previous calculation follows the stability for
perturbations φ ∈ W 1,20 (A;R2).
So, {uα}α∈{1,2}ℵ0 being all distinct stationary equilibrium solutions, we have
proved the theorem. unionsq
Remark 3.6. As usual, the same result is true with one to one boundary value in
the three dimensional case (we need only to start the procedure from a functional
with injective boundary data, see Theorem 1.1′).
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