It is shown that complex-valued boundary value problems for several classes of recurrent relations with two independent variables, of some considerable interest, are solvable on the following domain: C = {(n, k) : 0 ≤ k ≤ n, k ∈ N 0 , n ∈ N}, the so called combinatorial domain. The recurrent relations include some of the most important combinatorial ones, which, among other things, serve as a motivation for the investigation. The methods for solving the boundary value problems are presented and explained in detail.
Introduction
As usual, N stands for the set of all positive integers {1, 2, 3, . . .}, whereas N 0 = N ∪ {0}. If m and n are two numbers from N 0 such that m ≤ n, then for the set of all i ∈ N 0 such that m ≤ i ≤ n, we use the following notation i = m, n. Throughout the paper, as usual, we adopt the convention that: Let:
(the harmonic numbers). By C n k , 0 ≤ k ≤ n, are denoted the Binomial coefficients, which can be introduced, for example, as the coefficients of the polynomial P n (x) = (1 + x) n , n ∈ N 0 , that is, we have:
Recall that, for the coefficients, the following formula holds:
where:
j and 0! := 1.
Note that:
One of the basic relations involving the coefficients is the following two-dimensional recurrent relation:
for k, n ∈ N, such that 1 ≤ k < n, which is easily obtained from the following obvious identity (1 + x) n−1 (1 + x) = (1 + x) n . Many other equalities and relations involving the coefficients, can be found, for example, in the following books: [1] [2] [3] [4] [5] [6] . More specifically, some basic relations can be found in [1, 2] , while some more complex ones can be found in [3] . Book [4] is of an encyclopedic character and presents a large list of various relations. More complex methods, among others, for investigating relations with the coefficients can be found in [5] . Use of the coefficients in combinatorics, as well as their combinatorial meaning can be found in many books, for example, in [2, 6] . Formula (1), the equalities in (2) , as well as the recurrent relation (3) were the main motivations in [7] , in which the relation (3), together with (2) , was considered in a new way.
One of the main things in [7] , connected to the recurrent relation (3), is the solvability, which is an old topic (see the classics [1, 3, 5, [8] [9] [10] for well-known methods for solving difference equations). The topic has reattracted some interest recently, especially after 2004 when Stevo Stević used a transformation for showing the solvability of the nonlinear difference equation:
(for some extensions of the results, see [11, 12] , while the corresponding results for some related systems of difference equations can be found in [13] ). Since that time, related transformations have been frequently used on difference equations ( [14] [15] [16] ), as well as on close to symmetric systems (see [15, 17, 18] and numerous references therein), an area essentially initiated by Papaschinopoulos and Schinas (see [19] [20] [21] [22] [23] [24] [25] ). Somewhat more complex methods can be found in [26] . For some related topics, such as finding invariants, special types of solutions and applications of solvable difference equations (see, for example, [21] [22] [23] 25, [27] [28] [29] and the references therein). Quite frequently, the solvability was essentially shown by using some special cases of the following difference equation:
where coefficients (a n ) n∈N , (b n ) n∈N , and the initial value x 0 are real or complex (see [11] [12] [13] [14] [15] 17, 18, 26, 30] ), which shows how useful the equation is (for how Equation (4) is solved, consult, for example, [3, 8] ; the book [3] has a nice explanation of three methods for solving it). Recently, we have studied several classes of product-type equations and systems (see [31] [32] [33] [34] and the references therein), which cannot be directly solved by Equation (4), but behind their solvability is hidden the equation. Namely, these papers on product-type equations and systems use the solvability of some special cases of the following product-type analog of Equation (4):
(note that, if a n , b n , z n are positive, by taking the logarithm, the equation is transformed to Equation (4), which also shows the importance of the equation). It has been noticed in [7] that Equation (4) can be useful not only in solving some ordinary difference equations, but also in solving some important equations with two independent variables, which has motivated us to conduct further investigations in this direction ( [35, 36] ). In fact, Refs. [7, 35, 36] are devoted to the solvability of some boundary value problems. This paper is a continuation of our investigation of the solvability of difference equations, as well as the solvability of some boundary value problems for difference equations with two independent variables. It should be pointed out that not all of the coefficients of the equations studied here will be constant, which makes the study more complex. Note also that, for the special case a n = 1 of Equation (4), which is used in [7] , is a simpler case, but the behavior of the solutions to Equation (4) can be quite complex (see [37] [38] [39] for the case of metric spaces). Let x (0) := 1 and:
for n ∈ N, the so called falling factorial.
It is easy to see that x (n) is a polynomial of degree n, so that the following equality holds
for some integer numbers S n k , k, n ∈ N 0 . These numbers S n k are called (signed) Stirling's numbers of the first kind (see, for example, [3, 9] ). Now, we will present some basic facts on the Stirling numbers. First, from Equality (5), we immediately see that:
From the definition of x (n) , Equality (5) and by using Viète formulas, it is easy to see that:
where i j ∈ {1, 2, . . . , n − 1}, j = 1, n − k, and 1 ≤ k ≤ n − 1, from which it follows that:
From (5), since:
and by some calculations, we also have that:
from which by comparing the coefficients of x k are obtained the equations:
From (12)- (14), Formulas (6), (7), (9)- (11) can also be obtained. Namely, from (12) and since S 1 0 = 0, we again obtain (6), whereas from (14) and since S 1 1 = 1, we again obtain (7). From (13) with k = 1 and by using (6) ,
is obtained, from which, along with S 1 1 = 1, it follows again that (9) holds. From (13) with k = n and by using (7), is obtained:
, from which by summing up this equality from 1 to n, and by using the fact S 1 0 = 0, it again easily follows that (11) holds. Formula (10) can also be found, essentially reducing recurrent relation (13) with k = 2, to a special case of Equation (4). Namely, using (9) into (13), we have that:
, summing up such obtained equalities for i = 3, n, and using the fact that S 2 2 = 1, we obtain:
The formula can be found in [9] , but the author did not notice its connection with Equation (4). This process can be continued for other values of k. It is a natural problem to try to find a general formula for solutions to Equation (13) , including the (special) solution S n k . As far as we know, there are no formulas of this type in the literature and our task will be to present some.
If we use the change of variables:
then the recurrent relation that is obtained from (13) when n → n − 1, is transformed to the following one:
where 1 ≤ k < n, k, n ∈ N, and, from (8) and (16), it is clear that sequence |S n k | is a solution to Equation (17) , which is a partial difference equation (for some classical results on the equations, mostly connected to the their solvability, see, for example, [9, 10] , for some results up to 2003, see [40] ; see also an interesting paper [41] ). The numbers |S n k |, 0 ≤ k ≤ n, are called the unsigned Stirling's numbers of the first kind. To reduce working with expressions with negative signs to a great extent, from now on, we will consider Equation (17) instead of the equation obtained from (13) when n → n − 1. Further details on the Stirling numbers can be found, for example, in [3, 5, 6, 9] .
From (17), we see that the Stirling numbers are a solution to a two-dimensional recurrent relation with given boundary conditions S n n and S n 0 , n ∈ N. Since there is a closed form formula for it, that is, a formula for the solution to Equation (17) with the conditions:
n ∈ N, it is expected that the equation can be also solved on the following domain:
the so called combinatorial domain ( [7] ), for any values of d n,0 and d n,n , which is the case with the so called Binomial partial difference equation (see [7] ). Our analysis has shown that the methods presented in [9, 10] do not seem suitable for solving Equation (17) on domain C, although we do not exclude a possibility that some modification of the methods could be suitable.
Using the idea and method in [7] , we show, among other things, that there are closed form formulas for solutions to Equation (17) on domain C in terms of given boundary values d n,0 and d n,n , n ∈ N.
Main Results
In this section, we show, among other things, how general solutions to the boundary-value problems for Equation (17) on domain C can be found by using the main idea and method in [7] , which has been also recently employed in [35] for the case of another partial difference equation. Namely, domain C is divided into naturally chosen half-lines, and Equation (17) is regarded on each of these lines as an equation of type (4) , that is, as a one-dimensional difference equation. Such one-dimensional equations are "solved" on the half lines, and, based on the obtained formulas, the general solution to the boundary-value problems for Equation (17) is obtained. In order to solve the equation, the method requires certain modifications, which are done/explained in the procedure that follows. There are also two natural ways of how to slice the domain C by lines. Based on the choice of slicing, some different looking solutions of the same problem are obtained. Besides Equation (17) , an extension of it will be considered by using a different slicing, as well as another equation with a coefficient appearing in a different place.
Solving Equation (17)
To solve Equation (17), we will use the slicing of domain C by the lines:
where c ∈ N.
To be more suggestive, we will present the first three steps in detail and then give the general solution of the boundary-value problem on the domain. Let k = 1, and then (17) becomes:
for n ≥ 2. Multiplying the relation:
j=i j, summing up such obtained equalities for 2 ≤ i ≤ n and canceling the equal terms appearing on both sides of the summed equality, we get:
for n ≥ 2. In fact, by using above-mentioned conventions, we see that (19) also holds for n = 1. Letting k = 2, then (17) becomes:
for n ≥ 3. Multiplying the relation:
j=i j, summing up such obtained equalities for 3 ≤ i ≤ n and canceling the equal terms appearing on both sides of the summed equality, we get:
for n ≥ 3. In fact, (21) also holds for n = 2. By using (19) into (21), we get:
for n ≥ 3. Letting k = 3, then (17) becomes:
for n ≥ 4. Multiplying the relation:
by ∏ n−1 j=i j, summing up such obtained equalities for all 4 ≤ i ≤ n and canceling the equal terms appearing on both sides of such obtained equality, it follows that:
for every n ≥ 4 (in fact, it is immediately seen that the equality (24) holds also for n = 3). By using (22) into (24), we get:
for n ≥ 3. Assume that, for a fixed k such that k ≤ n, we have proved that:
for n ≥ k. If, in (17), we replace k by k + 1, we get:
for n ≥ k + 2. Multiplying the relation:
j=i j, summing up such obtained equalities for all k + 2 ≤ i ≤ n and canceling the equal terms appearing on both sides of the such obtained equality, it follows that:
for n ≥ k + 2 (in fact, for n ≥ k + 1).
Using (26) into (28), we get:
for n ≥ k + 2. Note that (29) also holds for n = k + 1. From (19) , (29) and the method of induction, it follows that Formula (26) holds for n ≥ k.
From the above conducted detailed analysis and consideration, we see that the following result holds.
Theorem 1.
If (a k ) k∈N , (b k ) k∈N are given sequences of complex numbers. Then, the solution to the partial difference Equation (17) on the domain C, with the boundary value conditions,
is given by:
Proof. Using all the conditions given in (30) in Formula (26), Formula (31) is obtained.
From Theorem 1 and (16), the following corollary follows.
given sequences of real numbers, then the solution to the partial difference equation:
on the domain C, with the boundary value conditions:
Remark 1. Note that, in the first three steps above, as well as in the main part of the inductive argument, we essentially used a method for solving Equation (4) (see, how we "solve" Equations (18), (20), (23) and (27)).
Partial Difference Equations with an Interchanged Coefficient
In this section, we consider the following partial difference equation:
on domain C. We will solve the equation also by slicing domain C by the lines k = c, c ∈ N and use the above procedure for solving the corresponding one-dimensional difference equations on such obtained half-lines that will lead to the general solution to the boundary-value problem for Equation (35) on the domain.
Assuming first that k = 1, then (35) becomes:
for n ≥ 2. Summing up the following relations:
for 2 ≤ i ≤ n, we get:
for n ≥ 2. Note that (37) also holds for n = 1. Letting k = 2, then (35) becomes:
for n ≥ 3. Summing up the relations:
for 3 ≤ i ≤ n, canceling the equal terms and using Formula (37), we get:
for n ≥ 3. Note that (39) also holds for n = 2.
Assume that the following formula has been proved for a k ∈ N and n ≥ k,
Then, by using (35) with k → k + 1, we get:
for n ≥ k + 2. Summing up the relations:
for k + 2 ≤ i ≤ n, and using (40), it follows that:
for n ≥ k + 2 ((42) obviously holds for n = k + 1). From (37), (42) and the method of mathematical induction, it follows that Formula (40) really holds for n ≥ k. Now, note that the procedure described above can be applied to every partial difference equation in the following form:
on domain C, where ( f (m)) m∈N is a complex sequence. The following theorem holds (the proof is omitted since it is similar to the one given in the case f (m) = m).
Theorem 2. Let (u j ) j∈N , (v j ) j∈N be given sequences of complex numbers. Then, the solution to Equation (43) on the domain C, with the following conditions
for n ≥ k.
Theorem 2 shows that the calculation of iterated sums plays an important role in solving Equation (43). (17) Here, we consider the following class of partial difference equations:
An Extension to Equation
where (n, k) ∈ C, which is an extension to Equation (17) , and whose special cases appear in the literature. In contrast to the previous two equations, this time, we will find a solution to the equation by slicing domain C in a different way. Namely, the domain will be sliced now by the lines:
where l ∈ N.
For n = k + 1, Equation (45) becomes:
for k ∈ N. Summing up equalities (46) from 1 to k,
is obtained for k ∈ N. Note that (47) holds also for k = 0. For n = k + 2, Equation (45) becomes:
for k ∈ N. Summing up equalities (48) from 1 to k, and using (47) in such obtained equality, we get: (i 2 + 1)
or by changing the order of the summation:
for k, n ∈ N, such that n ≥ k + 1.
Conclusions
Here, we have presented another influence and application of linear first-order difference equations, this time on the solvability of some boundary value problems for some important classes of recurrent relations with two independent variables on the so-called combinatorial domain. Our method of half-lines is used and suitably modified to show the solvability of the problems. To a certain extent, we have been motivated by some recurrent relations in combinatorics, particularly by the recurrent relation generating Stirling's numbers of the first kind. Using this fact, as well as the fact that the recurrent relation for the binomial coefficients can be solved by the method of half-lines, it is highly expected that some suitable modifications of the method can be successfully used in considering the other related recurrent relations that stem from combinatorics, as well as the other areas of mathematics and science, which will be one of our topics for further investigation.
