Abstract
Introduction
Motif discovery in unaligned DNA sequences is a challenging problem in both computer science and molecular biology. Motifs can be used to determine either evolutionary or functional relationships. Over the past few years, numerous tools have become available for this task of motif discovery, differing from each other chiefly in their definition of what constitutes a motif, what constitutes statistical overrepresentation of a motif and the method used to find statistically overrepresented motifs. Benchmark experiments [1, 2] of some of these motif discovery tools reveal that the nucleotide and the binding site level accuracy are very low in DNA sequences.
Typically, methods tackling the motif discovery problem have focused on position weight matrix (PWM)-based methods, or more complex probabilistic mode. That has led to the development of numerous algorithms, including MEME [3] , AlignACE [4] , BioProspector [5] , MotifSampler [6] , Consensus [7] , GLAM [8] , The Improbizer [9] etc. In the probabilistic methods, the motif model is represented as a PWM and the motif is assumed to be hidden in a noisy background sequence. To find the parameters of such a model, maximum likelihood estimation or maximum a posteriori score is used. The most frequent methods for solving the problem are Expectation Maximization (EM) and Gibbs sampling, sometimes greedy search is also used. EM is a maximum likelihood algorithm for estimating the parameters of a probabilistic model. Gibbs sampling is a stochastic equivalent of EM. In this paper, we present a de novo motif discovery algorithm called Greedy MotifSAM based on Gibbs sampling. The algorithm starts from a greedy search for finding good starting points, and then, one occurrence per sequence of the motif in the dataset is discovered by site sampler, based on this motif occurrences, motif sampler is used to find zero or more non-overlapping occurrences of the motif in each sequence, so our method is capable of discovering several different motifs with differing numbers of occurrences in a single dataset. Finally, we use the binding sites (motif) information of eukaryotic transcription factors stored in TRANSFAC [10] database to test our method. Benchmark [1] experiments show that our method has improved performance in de novo motif finding.
Materials and methods

The position weight matrix
By far the most common representation of motifs is the position weight matrix (PWM), also known as a position-specific scoring matrix (PSSM). In a PWM, the motif is of fixed size. Each position in the motif model has four associated characters probabilities: the probability of an A, C, G and T at that position for DNA sequences. The positions are assumed to be independent, so a PWM define a product multinomial model. A PWM is referred to asθ w , where w is the motif width, each entry p b,i contains the probability that character b occurs at position i in the motif, such that
A is the size of the alphabet (A=4 for DNA sequences). ,1 ,
For each segment (substring) x=(x 1 ,x 2 ,…,x w ) of length w in a sequence the probability Q x of segment x being generated by the motif modelθ w is calculated as follows,
The background model
Most of the state-of-the-art gene detection software uses a context-dependent model based on a higherorder Markov process to represent DNA sequences. A background model solely based on single nucleotide frequencies poorly reflects the complex structure of genome sequences. In this paper, we use a complex context-dependent background model. The model of order m means that the probability of finding a nucleotide b at position i in a sequence depends on the m previous nucleotides in the sequence. For a segment x in a DNA sequence, the probability P x of segment x being generated by the background model B m is given by
Greedy search for choosing multiple starting points
The free parameters for a motif model based on PWM are the motif length w and the entries in PWM. One might try using randomly chosen letter frequency matrices as starting points. In this paper, a greedy search strategy is used to choose more intelligent ones.
Every w-letter segments that appear in the sample are converted into a letter probability matrix and use each such matrix as a starting point. Some of these segments will be the actual motif occurrences and the corresponding matrix values are likely to be good starting points. In every sequence only one segment which has the highest probability
is chosen, then for N sequences chosen N segments. Convert the N segments into a probability matrix, if this probability matrix has the highest log-likelihood ratio score, then its starting point is chosen. The loglikelihood ratio is
where b i is the background probability of character b i , n i,j is the occurrence of character b i at position j in the motif, p i,j = n i,j /N. When the width of the motif is not specified by the user, multiple starting points with different width in the given range are chosen.
Site sampler
Every possible segment of width w within a sequence is considered as a possible instance of the motif. Site sampler finds one occurrence per sequence of the motif in the dataset. Based on the probabilities P x and Q x , the weight
is assigned to segment x, and with each segment so weighted, a random one is selected. The implementation of our site sampler algorithm is based on the original Gibbs sampling algorithm previously described by Lawrence et al. [11] . The process of discovering one motif is called a pass in site sampler. During one passing, the search starts from multiple starting points with different motif widths, at the end only one motif which has the best statistical significant (we use p_value [12] ) is selected to keep down. To find several different motifs, the occurrences of motifs already discovered are erased, then run site sampler procedure once more. Thus, the search greedily discovers a new motif one each pass.
Site sampler terminates either after a user-specified maximum number of iterations (by default 500) or until the change in i w θ (Euclidean distance) falls below a user-specified threshold (by default 10 -6 ).
Motif sampler
After the first stage site sampler, several different motifs have been discovered, and each motif has only one occurrence per sequence, but it is often too restrictive an assumption to hold the total number of unknown sites as fixed and known, so we allow an unknown number of motif sites per sequence. Using the parameters of different motif models which have been found by site sampler as starting points, motif sampler finds zero or more non-overlapping occurrences of the motif in each sequence, this idea is inspired by some earlier literatures [14] . More specifically, consider k different motifs of widths w 1 , so e i /N i corresponds to the prior probability that the ith motif will occur at an arbitrary site in the sequences, and the corresponding posterior probability
, where a i is the number of pseudo sites, A i is the total number of pseudo sites.
Each segment x in a sequence is likely to be any of the k+1 model instances, so at site x, the ith motif is weighted by F x , , ,
where s j is the character observed at the jth position of the segment at the site, , , Step2: Sample one of the models (possibly the background model) proportional to F x .
The terminate conditions for motif sampler are either after a user-specified maximum number of iterations (by default 500) or until the change of the sum of the posterior probabilities 15] falls below a user-specified threshold (by default 10 -6 ).
The greedy two-stage Gibbs sampling algorithm 4. Performance assessment
We use the nucleotide and site level accuracy [1, 2] to evaluate the performance of our algorithm. Firstly, the following values for calculating accuracy metrics are defined: nTP (true positive), the number of nucleotide positions in both known sites and predicted sites; nFN (false negative), the number of nucleotide positions in known sites but not in predicted sites; nFP (false positive), the number of nucleotide positions not in known sites but in predicted sites; nTN (true negative), the number of nucleotide positions in neither known sites nor predicted sites; sTP, the number of known sites overlapped by predicted sites; sFN, the number of known sites not overlapped by predicted sites; sFP, the number of predicted sites not overlapped by known sites. Then, at either the nucleotide (x=n) or site (x=s) level, one can define the sensitivity xS n : xS n =xTP/(xTP+xFN), and the specificity xS p : xS p =xTP/(xTP+xFP). In order to capture both specificity and sensitivity in a single accuracy measurement, the nucleotide level performance coefficient is define as: nPC=nTP(nTP+nFN+nFP), and the site level average site performance as: sASP=(sS n +sS p )/2.
Results
The data sets are available as a benchmark at the assessment web site http://bio.cs.washington.edu/assessment/. It contains 56 data sets with known binding sites from fly, human, mouse and yeast. Our results are compared to that by MEME [3] , AlignACE [4] , MotifSampler [6] , Consensus [7] , GLAM [8] , and The Improbizer [9] , these are the motif discovery tools base on PWM model. Note that MEME and The Improbizer are based on EM algorithm; AlignACE, MotifSampler and GLAM are all based on Gibbs sampling strategy; Consensus uses a greedy method to search for the matrix with maximum information content. For Greedy MotifSAM, the motif width ranges from 10 to 30, and increases by multiply a factor 2 ; the number of motifs is 5. For the discovered 5 motifs, only select the single best motif and report the positions and sequences of that motif's occurrences. Figure1a shows the results of all the 56 data sets (regardless of species, data set type). Figure  1b breaks down the data sets according to species (regardless of data set type) using nPC as a proxy for correctness. Figure 1c breaks Figure 1b nPC by species First, we found that at the nucleotide level, the prediction accuracy of all algorithms is relatively low. The accuracy levels are lower than the performance scores reported on ECRDB62A set [2] . This is due to their longer sequences ranging from 500 to 3000 nt, while the sequence lengths in ECRDB62A vary from 86 to 676 nt. Second, the nS p of Greedy motifSAM is relatively low compared to MEME [3] , AlignACE [4] , MotifSampler [6] and Consensus [7] , this is due to when find true positive sites, the number of false positive sites is high, the result is shown in Figure 1d . Figure 2 shows the execution time for Greedy motifSAM to discover one motif when run with DNA datasets of varying sizes (thousands of characters) on a HP Compaq dc7700 convertible Minitower ( Intel® Core(TM)2 CPU, 1.86GHz, 1.97GB memory). 
Speed of Greedy motifSAM
Discussion
We have developed a new motif discovery algorithm based on Gibbs sampling, which is the most frequent used method. We compare the performance of our method to that of MEME, AlignACE, MotifSampler, Consensus, GLAM, and The Improbizer, and achieve a good performance.
Our experiments indicate that the highest significance scores (we use the p_value) are not necessarily the best prediction of the target motifs, that leading to the lower prediction accuracy. The lack of correlation between the significance scores and the accuracy scores shows that high significance score does not necessarily indicate high prediction accuracy. How to tackle the consistency between the significance scores and the accuracy scores is our next work.
In experiments, we observed that Gibbs sampling strategy tends to become too inefficient to identify the binding sites correctly for long input sequences. The results suggest a need for improving scalability of our motif discovery algorithm, which is particularly important when motifs are sought from an increasing number of complete genome sequences. Gibbs sampling is a heuristic search algorithm, the performances of this method are subject to potential suboptimal solutions in the search space. One way to tackle this problem is to import stronger global optimization techniques, such as genetic algorithms and others. So-called hybrid algorithms assemble the Gibbs sampling and global optimization algorithms to build a stronger algorithm, and extensive experiments are needed to evaluate the algorithm's performance.
Acknowledgements
This work was supported by the NNSF of China under Grant Nos.60705114.
