The central puzzle of the cuprate superconductors at low hole density is the nature of the pseudogap regime. It has a number of seemingly distinct experimental signatures: a suppression of the paramagnetic spin susceptibility at high temperatures, low energy electronic excitations that extend over arcs in the Brillouin zone, X-ray detection of charge density wave order at intermediate temperatures, and quantum oscillations at high magnetic fields and low temperatures. We show that a model of competing charge density wave and superconducting orders provides a unified description of the intermediate and low temperature regimes. We treat quantum oscillations at high field beyond semiclassical approximations, and find clear and robust signatures of an electron pocket compatible with existing observations; we also predict oscillations due to additional hole pockets. In the zero field and intermediate temperature regime, we compute the electronic spectrum in the presence of thermally fluctuating charge density and superconducting orders, and find general agreement with experimental trends.
The suppression of the paramagnetic spin susceptibility of the cuprate superconductors at a high temperature [1] (often denoted T * ) implies the growth of antiferromagnetic spin correlations, and a gap-like decrease in the electronic density of states at the Fermi level. Theoretical models of the resulting pseudogap regime can be broadly divided into two distinct categories.
In the first viewpoint, the antiferromagnetic correlations are the precursor to the onset of a quantum spin liquid [2] [3] [4] [5] . For this to be a useful characterization, there should be remnants of the topological order of the spin liquid at high temperatures. One possibility is the presence of closed Fermi pockets which violate the Luttinger theorem constraining the total area enclosed by the Fermi surface [2] [3] [4] , but the present photoemission spectra only show intensity on open arcs in the Brillouin zone.
In the second viewpoint [6] [7] [8] [9] [10] , which we develop here, the antiferromagnetic correlations are precursors to the appearance of antiferromagnetism, superconductivity, charge density wave, and possibly other conventional orders at low temperatures. In the pseudogap regime, we then have primarily thermal and classical, rather than quantum, fluctuations of these orders. In the recent work of Hayward et al. [11] , it was shown that the unusual temperature dependence of the X-ray scattering signal of the charge density wave order [12] [13] [14] [15] [16] is obtained naturally from an effective classical model of angular thermal fluctuations of the charge and superconducting orders alone. The same model has also been connected to diamagnetism measurements over the same temperature range [17] . Within this framework, in the intermediate temperature range over which the charge order correlations have been observed, antiferromagnetic correlations need not be included explicitly, but can be absorbed into the phenomenological parameters of the classical model of charge and superconducting orders. Here also we limit our analysis to these intermediate and lower temperatures, and do not find it necessary to refer explicitly to antiferromagnetism.
First, we address the origin of the quantum oscillations observed in high-fields and low temperatures [18] [19] [20] [21] [22] [23] [24] . Harrison and Sebastian propose [21] that these can be understood as a consequence of a bidirectional charge density wave order: they argue that with the Fermi surface topology of the holedoped cuprates, such an order leads to oscillations from a single electron pocket, and that this is compatible with all important observed features. Their analysis is based upon a computation in zero field, followed by a semiclassical account of the influence of the magnetic field. However, since incommensurate charge order induces a complex Fermi surface reconstruction, it is not a priori evident that this particular electron pocket would dominate the oscillations. We present a fully quantum mechanical analysis carried out in a model which includes the lattice potential, charge order, and the magnetic field, and do indeed find signatures of the electron pocket in the quantum oscillations. We also find clear oscillations from smaller hole pockets, which should be detectable in experiments. Our analysis includes a description of the crossover in the oscillations from bidirectional (checkerboard) to unidirectional (stripe-like) density wave order.
Second, we turn to photoemission experiments [25] [26] [27] [28] [29] [30] [31] at intermediate temperatures. We couple electrons to the thermally fluctuating charge and superconducting orders described by the angular fluctuation model of Hayward et al. [11] , and compute the electron spectral function as a function of momentum and energy. Our results are in good agreement with observed trends.
Throughout this work we consider a specific form of a density wave which resides primarily upon the bonds of the lattice: this is not crucial for the quantum oscillations, but is important for the electron spectral function at intermediate temperatures. Building on recent experimental and theoretical work [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] we use a bond density wave (BDW) with a d-form factor. The color density plot displays the electron spectral function in the presence of long-range bidirectional bond density wave (BDW) at zero magnetic field (in the unfolded Brillouin zone). Such long-ranged BDW is likely to be present only in a strong magnetic field and will not be seen in ARPES experiments. Annotations are superimposed to highlight aspects of the spectral density. In black, the Fermi surface used for our computation. Dashed arrows mark the wavevectors of the BDW. The BDW causes reconstruction of the Fermi surface and the formation of an electron-like pocket, marked in red, and two hole-like pockets, marked in blue. The pocket contours are obtained by semiclassical analysis as described in sec. III A. The parameters are t 1 = 1.0, t 2 = −0.33, t 3 = 0.03, µ = −0.9604, p = 10%, P 
The details are discussed in sec. I C (c) Quantum oscillations in the density of states induced by an applied magnetic field: red lines mark peaks associated with the electron pocket (frequency 432 T or 1.55% of Brillouin zone), and blue lines those from the hole pockets (frequency 90.9 T or 0.326% of Brillouin zone).
I. RESULTS

A. Model
We base our analysis on the following model hamiltonian
+ h.c.
Here r labels the sites of a square lattice and the vector a runs over first, second and third neighbors, and also on-site (a = 0). The first term is the usual kinetic term, with hopping parameters t a .
The second term couples the electron to the superconducting order parameter. The coefficient ∆ a specifies the superconducting form factor and the field Ψ is the superconducting order parameter: it can be short-ranged or acquire an expectation value.
The third term couples the fermion to the bond order. The index i labels different wavevectors Q i , the coefficients P i a specify the corresponding form factors and the fields Φ i are the order parameters, which can also be long-ranged or fluctuating.
Both interaction terms can be obtained by appropriate decoupling of the Heisenberg interaction in the particle-hole and particle-particle channels [33] .
We use a d-wave superconducting form factor ∆ ±x = +∆ 0 /2, ∆ ±ŷ = −∆ 0 /2 and a bond order with the same form factor P i ±x [32, 33] which is supported by recent experimental evidence [45, 46 ] although a small swave component may also be present [47] . We consider a set of two wavevectors Q 1 = 2π(δ, 0) and Q 2 = 2π(0, δ), with δ ∼ 0.3, also based on experimental evidence.
A summary of our main results appears in fig.1 , which shows the electronic spectral functions in the presence of long-range incommensurate BDW ( fig.1a ) and in the presence of fluctuating BDW and superconductivity ( fig.1b) .
B. Quantum oscillations from density wave order Fig. 1(a) illustrates Fermi surface reconstruction by a bidirectional density wave modulation with wavevectors parallel to the Cu-O bonds and period ∼ 3 lattice spacings.We constrain the Fermi surface by spectroscopy experiments [48] , and use the remaining freedom in hopping parameters to obtain an electron pocket of about the right size. While our analysis mainly centers around the experiments on YBCO, which has a sligthly orthorombic lattice, for simplicity we assume tetragonal symmetry. We also ignore the effect of bilayer splitting. Based on the results of Sebastian et al. [49] , we expect that the inclusion of these effects would produce additional satellite frequencies, but we leave these issues to future work.
The BDW opens up gaps at nested points on the Fermi surface which gets reconstructed into a pocket, highlighted in red, of about the right size, carrying electron-like (negatively charged) excitations. This reconstruction scheme was first proposed in [21] as a way to explain the small quantum oscillation frequency observed in underdoped YBCO [18] , as well as negative Hall and Seeback coefficients [19] observed at low temperature in high magnetic fields. Quite generically, this reconstruction scheme also produces two hole pockets, marked in blue in the figure.
In the background of Fig. 1(a) we display the electron spectral function. In this observable, the four sides of the electron pocket are manifest as four disconnected arc-like features near the nodal regions. In a semiclassical picture, these four arcs Doping dependence of the electron pocket oscillation frequency. The computed frequencies of the electron pockets (red dots), in comparison with experimental data (black diamonds, adapted from [50] ). Oscillations from the hole pocket have frequency ∼100T, and are off-scale. On the top, electron spectral function corresponding to p = 10%, 12%, 14%. The commensuration factor δ = 0.40 − 0.73p, extrapolated from measurements in [51] ; if we slightly modify this relation to δ = 0.39 − 0.73p, we obtain oscillation frequencies much closer to experimental observations. P are recomposed in a single orbit as described in section III A. Note that the spectral function is obtained in the presence of long-range charge order. At zero field the order is shortranged and the effect is less visible. Therefore, it would be quite difficult to observe signatures of the electron pocket in photoemission experiments.
The presence of closed pockets causes oscillations in the density of states at the Fermi level, shown in Fig. 1(c) . Periodic oscillations with frequency matching the area of both the electron and the hole pockets are clearly recognizable, corresponding to two pockets of area 1.55% and 0.326% of the Brillouin zone. We find matching semiclassical orbits as follows: the red and blue contours in Fig. 1(a) are the contours E k = 0 discussed in III A. By numerical integration, we find the area within the red contour to be 1.45% of the Brillouin zone, and we match it to the shortest oscillation period, while the area within the blue contour is 0.321% of the Brillouin zone, corresponding to the largest period. Both semiclassical frequencies are quite close to the exact result.
Let us stress that previous treatments of this problem were restricted to charge modulations with commensuration periods of 3-4 lattice spacing, whereas the experimental BDW is incommensurate. The BDW discussed in Fig. 1 has a commensuration period of 10 lattice spacings and δ = 0.3, close to experimental values, and there is no obstruction to studying even longer commensuration periods. In fact, we are able to compute the doping dependence of the oscillation fre- 
quency as the commensuration factor δ varies. Although there are theoretical models [32, 33] predicting that the bond order wavevector is tied to the geometry of the Fermi surface, connecting special points called hot spots where the Fermi surface intersects the magnetic Brillouin zone, it is unclear if the experimentally obtained wavevector is identical to this wavevector across different families of the cuprates. In this work, we prefer to obtain the wavevector from experiment, and we take δ = 0.40 − 0.73p, based on the data in ref. [51] .
As shown in fig. 2 , the frequency of oscillations associated with the electron pocket grows with doping, in reasonable agreement with experiments. This is confirmed by the growing size of the pocket as seen in the spectral function. We also find that the size of the hole pocket decreases with doping, and we observe a corresponding change in the oscillation frequency.While this very small pocket is a rather natural and almost unavoidable consequence of this reconstruction scheme, the detection of corresponding quantum oscillations is challenging. In particular, it may be difficult to distinguish them from the interference between electron pocket oscillations due to bilayer splitting. Moreover, its location closer to the antinodal region leaves it more exposed to enhanced scattering and superconducting fluctuations, and this could suppress the amplitude of oscillations beyond detection. There are however indications of its existence in the recent work of Ref. 52 .
The reconstruction scheme used so far assumes a bidirectional bond density wave with equal amplitude on both wavevectors Q 1 = 2π (δ, 0) and Q 2 = 2π (0, δ), a so called checkerboard order. As there is some experimental evidence [53, 54] that instead supports stripe order, it is natural to ask how the picture changes when the order is not isotropic. Other analysis of quantum oscillations in the presence of stripe order are in Refs. 55-57, but with models and Fermi surface configurations which differ from ours. Fig. 3 displays the electron spectral function for purely stripe order, anisotropic checkerboard order, and isotropic checkerboard order. When the order is unidirectional, a single large (∼ 4% of Brillouin zone, in black) hole pocket is generated. Turning on a small amplitude on the second wavevector causes the opening of further gaps, and the creation of one electron pocket (in red) and two inequivalent hole pockets (blue and green), which are smoothly connected to the ones present in the isotropic case. All these features have a consequence on the spectrum of quantum oscillations, as shown in Fig. 4 . In particular, oscillations from the large hole pocket are disrupted as soon as the second wavevector gains a relatively small amplitude, and peaks associated with the three smaller pockets are immediately visible.
There is only one major peak whose frequency does not correspond to the area of any pocket, and it is marked by a golden band. This peak is a manifestation of magnetic breakdown, and is discussed in more detail in the supplementary notes (section II.A).
C. Order parameter fluctuations above T c
A quantitative effective description of the zero field, T > T c regime of the underdoped cuprates has recently been proposed in terms of a multicomponent O(6) order parameter, n (a 6-component vector of unit length), collecting the order parameters of both superconductivity and BDW [11, 32, 34, 58] . At low temperature, terms that break the O(6) symmetry explicitly cause n to fluctuate preferentially along the direction that corresponds to superconductivity. This produces longrange superconductivity. On the other hand, at higher temperature, O(6) symmetry is approximately restored and n fluctuates along all directions, yielding short-ranged superconducting and bond order correlations. Here, we couple the O(6) order to the electrons and compute the electronic self energies. Similar computations of photoemission spectrum have been carried out earlier for the case of superconducting fluctuations [59] [60] [61] [62] [63] ; our analysis below shows that a combined model agrees well with many of the observed trends as a function of temperature, angle around the Fermi surface, and energy.
The O(6) field, n, collects all components of the superconducting and bond order parameters,
and is governed by a non linear σ−model (NLσM) action:
where ρ S and ρ S λ control the helicity moduli of the superconducting and of the density wave order respectively. The coupling g breaks the symmetry between the Ψ and Φ x , Φ y directions. It sets the relative energetic cost of ordering between the superconducting and density wave directions. We take g > 0, so that superconductivity is preferred at low temperatures (see supplementary figure 2 ). The coupling w imposes the square lattice point group symmetry on the density wave order.
In the large N limit (N being the number of components of n), the propagators of Ψ and Φ x,y have a massive form of the type (we ignore here the possibility of having a C 4 → C 2 , Ising symmetry breaking),
where the parametersσ andφ are to be determined in terms of the couplings in (4) by solving the large N saddle point equations,
which we regulate with a hard momentum cutoff q 2 < Λ 2 (see supplementary methods III A).
The mass σ of the superconducting order parameter is strongly temperature dependent, and it is exponentially suppressed if T ρ S :
This is how the large N sigma model approximates long-range superconductivity (see supplementary figure 3 ). On the other hand, for
The mass of the bond order parameter isσ+g (when w = 0), and hence the parameter g determines the correlation length of the bond order at low temperatures. We take the universal number g/Λ 2 ∼ 0.2, based on the results in ref. [11] , but we still have to fix Λ. We choose it in such a way that the correlation length of the density wave order at low temperature is a few lattice spacings. We also verify explicitly that our conclusions are not affected as the correlation length of the bond order varies from 2 to 10 lattice spacings, which is the range in which the experimental value lies.
The NLσM (4) is a completely classical model, and neglects the fact that superconducting and bond order parameters are coupled to the gapless fermionic degrees of freedom along the Fermi surface. We include this contribution at RPA level, computing the one-loop self-energy of the bosons due to the interaction with the fermions (see supplementary figure  4 ). The sole effect of these bubbles is to give rise to damping terms at low energies (see supplementary methods III B). The improved form of the propagators is,
where α s,b parametrizes the strength of damping (we will take α s = α b = 1 in the rest of the computation).
The electron spectral function due to the retarded selfenergy Σ(k, ω) of the electrons in the presence of fluctuating superconducting and bond order parameters is given by,
The self-energy has two contributions, from the particleparticle and particle-hole channel. We have
where Ω n are bosonic Matsubara frequencies, ω n are fermionic Matsubara frequenices and
The self energies are identical for up and down spin. We carry out the Matsubara sum analytically (see the Methods section) and carry out the integral over q numerically using an adaptive integration routine.
There are two energy scales in the system: the bandwidth, set by the hopping t 1 ≈ 3000 K, and the bare helicity modulus ρ S ≈ 150K, which controls the temperature at which there is an onset of phase fluctuations of n in the O(6) model, and hence the temperature dependence of the correlation length of superconducting and bond order fluctuations. In the following, we explore a range of temperature ρ S T 2ρ S , with ρ S = 0.05 t 1 . We express temperature in units of t 1 .
In Fig. 5 we display a section of the spectral function A(k, ω) at constant frequency equal to the Fermi energy (ω = 0), at four different temperatures. Even at the lowest temperature, a portion of the Fermi surface close to the node, a Fermi arc, survives as a contour of well-defined excitations in the presence of bond order and superconducting fluctuations. As the temperature increases, there is a gradual build up of spectral weight in the antinodal regions, and around T ≈ 0.08, the full Fermi surface is recovered.
Let us now give an intuitive picture for what is causing the arcs. The damping of the superconducting order, combined with the d−wave form factor, leads to enhanced scattering of the fermionic excitations close to the anti-nodes. What is left in the form of an arc are essentially the nodal quasiparticles which have survived as sharp excitations. As temperature increases, a larger region around the nodes survives the effect of scattering by superconducting fluctuations. This is consistent with the observations of Kanigel et al. [26] , who also observed an increase in the arc length as a function of increasing temperature.
It is reasonable to expect that d−wave bond order fluctuations would also cause enhanced scattering around points of the Fermi surface that are nested by the BDW wavevector. However, the correlation length of the bond order is much shorter than the superconducting one, by merit of our choice of the parameters g and Λ, and hence this phenomenon is not visible in Fig. 5 . In general, for correlation lengths of order a few lattice spacings, as seen in experiment, the effect of bond order fluctuations on the spectral function is negligible.
If, however, the correlation length is enhanced, for example by setting g = 0, such that we have a fully isotropic O(6) model, then bond order fluctuations have a distinct effect, as shown in Fig. 6 . At the lowest temperature the original Fermi surface breaks up into an arc-like feature close to the nodes and a number of shadow-like features similar to those discussed earlier in connection to long-range bond order. In spite of the bond order correlations being short-ranged and fluctuating, the shadows arise purely from the real part of the selfenergy.
In addition to the observations made above, here we have the additional effect that superconducting fluctuations somewhat suppress the shadows near the antinodes. It would be interesting to look for signatures of these features in future experiments in high quality samples.
Interestingly, more recent experiments carried out using a different protocol seem to suggest that the arc length stays constant over a wide range of temperature and eventually undergoes a collapse at low temperatures [30] . This was presented as evidence for the BDW fluctuations playing a more prominent role in giving rise to the arcs. However, within our setup, the density wave fluctuations with a correlation length of even up to 10 lattice spacings don't play any significant role in the arc phenomenology. Furthermore, in the presence of purely density wave fluctuations, the energy gap is centered above the Fermi energy for points situated between the antinodes and regions that are nested by the density wave wavevector [64] . This has been confirmed in ARPES experiments [27, 29] .
Let us now discuss the properties of A(k, ω) as a function of frequency for k points on the bare Fermi surface k = 0. As shown in Fig. 7 , at the lowest temperature T = 0.04, a well-defined gap is present at the antinodes. Moving towards the node (from the blue to the red scans), the gap closes at a k point which we identify with the tip of the arc. As temperature increases the gap closes and the full Fermi surface is recovered at sufficiently high temperatures. We note in passing that the location of the peak at the antinode at T = 0.08 is shifted away from ω = 0 due to a renormalization of the bare dispersion by Re Σ(k, ω = 0). Fig. 8 displays the quasiparticle dispersion along the black dashed lines labelled 1-4 in Fig.5 as a function of temperature. For the first cut, at the antinode, there is a well-defined gap in the quasiparticle spectrum at the Fermi surface, which closes as temperature increases. The overall scale of the gap is set by the magnitudes of ∆ 0 and P i 0 . A similar behavior is seen for the second and third cut, albeit with a smaller gap that closes at a lower temperature. The fourth cut is a scan across the nodes and the dispersion remains gapless since neither the SC nor the BDW fluctuations affect the nodal quasiparticles.
As noted above, for our specific choice of parameters, the BDW fluctuations are subdominant to the SC fluctuations in the photoemission spectrum. In particular, the dispersions and the gap structure in the normal state obtained from this analysis are approximately particle-hole symmetric (as evident from Figs. 7 and 8). However, recent experiments have seen evidence for particle-hole asymmetry at the tips of the Fermiarcs and in the antinodes [27, 28] . Such an asymmetry arises naturally in the presence of more pronounced BDW fluctuations (as compared to the superconducting fluctuations). Our formalism can reproduce some of these features in the presence of fluctuating BDW with longer correlation lengths and stronger coupling to the fermions.
Finally, we reiterate the statement in the introduction that the present computation is expected to apply at the intermediate temperatures where charge order fluctuations are appreciable. A more complex model also including antiferromagnetism is likely needed at higher temperatures, which we do not discuss here.
II. DISCUSSION
We have analyzed the influence of incommensurate density wave order on quantum oscillations and the combined effect of pairing and density wave fluctuations on photoemission in the underdoped cuprates. We believe that our analysis, in combination with other recent results [11] , obviates the need for more exotic orders to explain the physics of the underdoped cuprates in current high-field [18] [19] [20] [21] [22] [23] [24] , photoemission [26, 29, 30] , NMR [12, 16] , STM [46, 53, 54, [65] [66] [67] [68] [69] , and Xray [13-15, 45, 68, 69] experiments. It can also be subjected to further tests by experiments at higher fields, in cleaner samples, or with higher precision. However, exotic physics can appear at quantum critical point(s) at which the density wave (or related) order disappears [70, 71] , and this points to a natural direction for future research on the strange metal.
Fermi surface reconstruction in the presence of BDW order. In blue, the Fermi surface, with points connected by a BDW wavevector Q in evidence. In red, the zeros of the reconstructed dispersion E p . On the right, reconstruction in the presence of two wavevectors Q 1 and Q 2 .
III. METHODS
A. Semiclassical treatment of quantum oscillations
Quantum oscillations are a manifestation of Landau quantization. As the magnetic field varies, Landau levels are brought across the Fermi energy one after the other, causing the density of states to peak periodically, with consequent oscillations in thermodynamic and transport quantities. We now briefly derive Landau quantization for free electrons on a lattice at the semiclassical level. The derivation is then extended to include the presence of periodic charge modulations, which may or may not be commensurate. The fully quantum computation will be carried out in the next subsection. For simplicity we work in 2 dimensions.
We introduce a wavepacket
In order to derive an effective action for k,r we start from the action
where
is the single particle hamiltonian. Were ψ the most general wavefunction, this action would yield the Schrödinger equation. Taking instead the parametrization (13), substituting and neglecting subleading terms in 1/L we obtain the following effective action
This action describes the dynamics of the system as closely as possible while using the parametrization (13) . The quantity k− A is conserved on the equations of motion, as it plays the role of a Hamiltonian. The two components of p ≡ k − A(r) are canonically conjugate, and a complementary pair also exists: in the gauge A(r) = Bxŷ it is formed by Y =ȳ − k x /B and k y . They satisfy
The pair (Y, k y ) decouples, and the equations of motion prescribe that p x , p y describe an orbit p = const. Carrying out Bohr-Sommerfeld quantization of the motion of this (p x , p y ) particle, we have the condition 1 B p =ω n p x dp y = 2πn ,
that determines the energy ω n of the Landau levels. Alternatively, there will be a peak in the density of states at the Fermi level when the magnetic field satisfies
Now we include a periodic density wave modulation in the hamiltonian:
Since the potential P can scatter the momentum k to k + Q, it is necessary to consider a more general wavepacket
with real u, v. Substituting in (14) and assuming that L is much bigger than both the lattice spacing and the period of the density wave, we have
and the action becomes identical to the case P = 0, only with the dispersion p changed to E p . An intuitive picture of the dynamics of the system is given in Fig. 9 . As a first approximation, thinking of P as a small perturbation, the electron starting at p 2 moves along the Fermi surface more or less unperturbed until p 1 . Since p 1 and p 1 + Q are strongly mixed, the electron gets scattered by P to p 1 + Q, then proceeds to p 2 + Q, and gets scattered back to p 2 , completing an orbit. Moving to the more accurate description above, the wavepacket travels along the curve E p = 0, the red pocket in the figure. On the left side of the pocket u 1, v 0, whereas u 0, v 1 on the right side, so the electron can be thought of having momentum p on one side, and p + Q on the other. The scattering due to P is then realized as the sharp transition in u, v near p 1 and p 2 .
Our discussion neglected higher order processes in P that can scatter the electron from p to p + nQ, because these are suppressed for small P. In principle, however, they can be included by considering a more general wavepacket carrying a superposition of all relevant momenta. A more important generalization on the same line is necessary if two density waves with different wavevectors are present. For example, Fig. 9 also shows the case of two orthogonal wavevectors Q 1 and Q 2 , which yield an orbit involving four patches of the Fermi surface as a lowest order process. In order to describe this orbit, a superposition of the four momenta k, k + Q 1 , k + Q 2 , k + Q 1 + Q 2 is necessary. Through an analysis very similar to the one above, we are led to the eigenvalue equation
analogous to (24) . The wavepacket travels along the curve E p = 0, shown in red in Fig. 9 . Additional scattering processes p → p+ n i Q i can also be included, but the computation becomes rather involved.
B. Exact treatment of Quantum oscillations
Here we describe an exact treatment of both the density wave order and the magnetic field acting on the full Schrödinger equation for the electrons. The density of states at the Fermi level is given by
where H is given by (21) . By ordering appropriately the two dimensional index r, the matrix H can be cast to blocktridiagonal form. For a lattice of N x × N y sites, the blocks have size 2N y if second and third neighbor hopping is allowed, and there are N b = N x /2 of them. 
The diagonal blocks of G = H −1 , and hence the trace, can be efficiently (time ∼ N x N 3 y ) calculated with the following iterative algorithm [72] ,
Since the computational cost scales only linearly in N x , it is possible to take N x ∼ 1000, and finite size effect in this direction are negligible. Therefore, it is possible to have open boundary conditions as shown in Fig. 10 , and vary the magnetic field continuously, since the flux through the lattice need not be quantized. On the other hand, N y is constrained to be much smaller, N y ∼ 50, and it is necessary to impose periodic boundary conditions in this direction. As a consequence, the wavevectors of density wave modulations must satisfy the constraint Q y N y = 2πn, a mild commensuration constraint.
C. Fermion self-energy
The naive Matsubara sum
although convergent, has poles for both Im ω > 0 and Im ω < 0. We are however free to add to H 0 the function
because H 1 (iω n , , ε) = 0. It is easy to verify that the function
is analytic for Im ω > 0, and hence yields the retarded selfenergy. Note that H 0 is a real function of ω whereas H 1 has both a real and an imaginary part. Moreover, as a consequence of unitarity, In terms of H we have As discussed in the section on quantum oscillations, we observed an extra frequency in Fig. 4 of the main article, which did not correspond to the area of any pocket. It is only present when the amplitude on the second wavevector is relatively small, and hence the gap separating the elecron pocket from the blue hole pocket is really small. From a semiclassical point of view, it is then possible for the wavepacket coordinate p to tunnel through this gap and complete the orbit marked in supplementary fig. 11 by the dashed line. Naively one would guess that the oscillation frequency due to this orbit should be given by the sum of the areas of the two pockets. However, the two pocket are encircled with opposite orientations, so the oscillation frequency is given instead by the difference of the two areas.
Appendix B: Supplementary methods
O(6) Model
The O(6) model for fluctuating superconductivity and bond density wave, as introduced originally in ref. [11] can be represented pictorially (see supplementary fig. 12 ). In this paper, we are interested in the regime where n fluctuates along all directions, as shown in the first figure.
In order to solve for the temperature dependence of σ, the saddle point equations must be regulated, and we employ a hard momentum cutoff q 2 < Λ 2 . We have
On dimensional grounds, the equations above are invariant under
and φ is non-zero only if w 0. The universal function σ/Λ 2 for a few choice parameters and w = 0 is shown in supplementary fig. 13 . 
Bosonic self-energy
Let us compute the frequency dependence that arises due to the coupling of Ψ and Φ to the underlying fermions. We want to evaluate the bubble diagrams of the type shown in supplementary fig. 14 .
We start by evaluating the diagram in supplementary fig. 14(a) . It is given by,
where iω n is a bosonic Matsubara frequency. The leading contribution to this diagram comes from the quasiparticles in the vicinity of the antinodes, where |∆ k | ≈ 2∆ 0 is maximum. Let us therefore analyze the behavior of Π s at q = 0 by expanding in the vicinity of the antinodes. We can expand k = v.k where the Fermi velocities at the antipodal points are related by symmetry [47] . The imaginary part of the retarded bubble at real frequencies, ω (iω n → ω + i0 + ), then evaluates to, 
where we have used the fact that at low temperatures, the 1/T behavior gets cutoff by ∆ 0 . The linear dependence on ω implies a Landau damped form in the propagator, which gives rise to many of the interesting features at low energies. Similarly, we can compute the diagram in supplementary figure 14 (b). In the low energy limit, we would like to evaluate the bubble due to the fermions in the antinodal regions that are nested by the CDW wavevector, Q i . The Fermi velocities at two such points in the vicinity of (π, 0) are given by v 1 = (v x , v y ) and v 2 = (v x , −v y ). The expression for the particle-hole bubble is given by the standard Lindhard-type form, 
which is once again a sign of the BDW propagator having a Landau damping term at low energies.
