Abstract: Cable assembly problem is formulated as searching for cable routes and the cable routing problem is one of the most challenging optimisation problems. Cable routing is the process of searching for obstacle-free path, which is constrained by the assembly points. Before routing, the routing environment is simplified to a two-dimensional grid map for computing
Introduction
Cables are essential for energy transferring and signal exchanging. A reasonable cable routing result not only can reduce product development costs and product development cycle, but also can enhance performance of product. With the increasingly complex cable routing environment and the increasing number of cables in the environment, conventional method of manual routing has become inadequate.. However, computer-aided routing is a more efficient method than manual routing. It can find reasonable routes in a short time by artificial intelligent (AI) algorithms.
AI techniques (Cui and Gao, 2012 ) have proven to be very effective for solving optimisation problems and have become increasingly popular in automatic routing field because of low effectiveness of manual routing. There are some well-known AI-based algorithms such as particle swarm optimisation (PSO) Kennedy, 1995a, 1995b; Eberhart et al., 1996) , ant colony optimisation (ACO) (Dorigo et al., 1996) , and artificial neural network algorithm (ANNA) (Holland, 1975) , etc. With the success of AI-based algorithms in the field of automatic piping (Liu and Wang, 2012; Ren et al., 2014; Qu et al., 2016) , robot automatic path finding (Mo and Xu, 2015; Maram et al., 2016) and manufacturing (Scholz-Reiter et al., 2011; Shakeri et al., 2013; Maniraj et al., 2015) , the feasibility of cable routing by AI-based algorithms was proven. Genetic algorithm (GA) (Conru, 1994) has been applied to solve the cable routing problem in 1994. However, the routing path generated by the method may cross obstacles in cable routing environment. Probabilistic road map (PRM) proposed by Kabul et al. (2007) and rapidly-exploring random trees (RRT) (Lavalle and Kuffner,) proposed by Lavalle and Kuffner (2000) generates lots of redundant points, which is the reason that these methods are hard to find optimal path in many obstacles environment. Therefore, it is necessary to study a new algorithm for cable routing.
PSO was first proposed by Kennedy and Eberhart in 1995. PSO requires fewer control parameters and has a faster convergence speed than conventional algorithms. However, PSO does not show advantages in solving multivariable problem. Intelligent water drop algorithm (IWDA) was proposed by Shah-Hosseini in 2007. It is applied to solve the path planning problem (Salmanpour and Motameri, 2014) . IWDA is strong in robustness and easier to reach the global optimum with lower convergence speed. In this paper, PSO is used in global searching stage to improve convergence speed. A variant IWDA with several parameters is used as local searching stage to improve computation accuracy and stability, and B-spline curve smoothing strategy was used to optimise the obtained route to assist the algorithm.
The structure of the rest of paper is organised as follows. In Section 2, cable routing environment simplifying method is proposed. Then, HIWDA combining a variant IWDA with PSO and the route smoothing strategy by B-spline curves are proposed in Section 3. Subsequently, the results of simulation experiments are given in Section 4. Finally, several conclusions are explained in Section 5.
Model of cable routing environment

Routing environment simplifying
For improving product stability and reducing the complexity of environment, cables are attached to the surfaces in the routing environment. However, modelling in three-dimensional space may increases the space complexity of algorithm and time cost. Before the simplifying, known information includes:
The position of start point P 1 and end point P 2 .
The surface i for cable routing with its normal vector n i . And the method of simplifying which will transform original environment into a two-dimensional routing environment is expressed as follow:
The boundary of all obstacles
Rotate surfaces, until all normal vectors (n 1 , n 2 , n 3 , …, n n ) are perpendicular to the same plane (step1 of Figure 1 ). And then merge all faces into a new surface (step2 of Figure 1 ).
Generate the minimum bounding box of the new surface (step3 in Figure 1 ). The areas which are between the boundaries of the bounding box and new surface are unfeasible, the same as obstacle areas (grey areas in Figure 1 ).
Grid division
For reducing algorithm computing cost, the two-dimensional routing environment should be converted into a grid map by grid processing method, which is shown in Figure 2 .
The two-dimensional routing environment [presented in Figure 2 (a)] is initially converted into a n × n initial grid map by the set of horizontal dividing lines GL {gl 1 , gl 2 , gl 3 , …, gl n+1 } and the set of vertical dividing lines GW{gw 1 , gw 2 , gw 3 , …, gw n+1 } [as in Figure 2(b) ]. The distance glen between two adjacent horizontal dividing lines (the width of a grid in the initial grid map) and the distance g wid between two adjacent vertical dividing lines (the length of a grid in the initial grid map) can be expressed as:
where A total indicates the area of the initial grid map; A routing indicates the area of routing in the grid map; wid indicates the width of the grid map; len indicates the length of the grid map. 
And then, the axis aligned bounding boxes (Gino, 1997) [the dashed line in Figure 2 
, ( )
where the x-axis coordinate value of dividing line ( After grid division, any grid containing inaccessible area is regarded as an inaccessible grid (grey grid in Figure 2 ), the white grid denotes the grid for cable routing and the poly line through multiple control points (black points in Figure 2 
Route generation
In a grid map, a particle (search agent) move vertically along vertical line or move horizontally along horizontal line until a complete route is searched; this connects with start point and end point. For improving the efficiency of algorithm, if the number of vertical lines between start point and end point is greater than the number of horizontal lines, an individual will move from a horizontal line to the adjacent horizontal line in the grid map. Otherwise, an individual will move from a vertical line to the adjacent vertical line in the grid map.
By assuming the number of horizontal/vertical lines between start point and end point is m and an individual moves row by row (or column by column), there are m control points [black points in Figure 2(d) ] between start point and end point which are located in different lines respectively. Therefore, the length of the route F can be expressed as follows:
where the coordinate of control point i is (x i , y i ). The local function dis(i) denotes the distance between control point i and i + 1. And in the local function dis(i), if the segment between control point i and i + 1 is collision-free, the Euclidean distance is applied to evaluate the length of the segment. Otherwise Manhattan distance is used as the penalty function to evaluate the length of the segment.
Hybrid intelligent water drop algorithm for the cable routing
PSO is a kind of artificial intelligence algorithm with high efficiency and fast convergence speed, but it is hard to solve discrete and multi-variable optimisation problems. On the other hand, the particles' movement direction is chosen by local functions related to the change of surrounding soil in IWDA. Meanwhile updating probability for choosing a direction to move costs a lot of computing time, and a huge amount parameter values influencing the performance of the algorithm is hard to determine.
In this paper, a variant IWDA with several parameters and the hybrid algorithm for cable routing is proposed. PSO is applied to the global searching. In local searching, variant IWDA is proposed with initial parameters generated by PSO.
Global searching
In PSO, through the information sharing among individuals, the movement way of the whole group is changed from disorder to order. Then, the optimal solution in the solution space is obtained. Each particle is defined by its position , p stands for the local optimal solution of particle i at time step t -1 and g t-1 stands for the global optimal solution at time step t -1. Parameters c 1 and c 2 are control factor to the particle velocity; w ≤ 1 is a weighting factor. Figure 3 shows the example of updating a route. In Figure 3 , the dotted line constrained by the grey points (control points) is the routing path before updating (old solution). Arrows denote the change tendencies of control points by equation (10). After updating, the dotted line is replaced by the new solution passing through red points (new variables) according to the change of control points by equation (11).
After updating all particle positions, the fitness of particles is calculated by equation (9) to update local optimal solution and global optimal solution at the iteration t.
Local searching
After global searching is done, there are D sub-optimal solutions (route sub ) obtained by global searching and the set of inaccessible area is NONA. Soil in the position i is initialised:
( 1 4 ) where soil i represents the decrement of soil in the position i, d max denotes the maximum Euclidean distance between two adjacent control points in global searching, the parameter δ is selected as a positive value to control the soil change influenced by sub-optimal solutions and the parameter Initsoil is a positive number. In local searching (a variant IWDA), all particles are reset to the start point which are applied to find completed routes. In global searching a particle chooses the position j as its next position base on the probability P ij :
where soil u denotes the decrement of soil in the position u, Neighbors(i) represents neighbours list of position i, and the local function Eup(i, u) is applied to compute the Euclidean distance between two positions, while parameters is selected as positive numbers and ρ [0 1] is a random vector drawn from uniform distribution.
After a particle moves to the position j from the position i, the velocity of the particle is updated and if the particle move faster, the change of soil amount (∆soil ij ) is greater:
where parameter is applied to make the velocity of the particle vary nonlinearly, and the parameter is selected as a positive number. The local function Eup(i, j) is applied to compute the Euclidean distance between position i and position j. And then, this amount of soil (∆soil ij ) is removed from the path by equation (19), and added to the soil carried by particle equation (20):
where parameter ρ is a positive number and is close to zero. After all particles complete their routes, the best route route best during the iteration is selected, and the decrement of soil in the route is updated by equation (21) ( 2 1 ) where IWD best soil denotes the amount of soil carried by the iteration-best particle which moved in the iteration-best route route best . num is the number of grids between start point and end point in the grid map. (10) and equation (11); 05 Evaluate the fitness of the particle by equation (8) and equation (9) 12 Select D sub-optimal solutions from the coarse search stage;
13 Initialise soils by equation (13) When the convergence accuracy σ(t) < 0.01 at the iteration t >20, or the Itc (maximum number of iterations) iteration has been completed, searching will stop. The convergence accuracy σ(t) is defined by:
where F t denotes the fitness of the best solution at the iteration t. Local function Eup(sp, ep) is used to computing the Euclidean distance between start point and end point in the grid map. Based on the above discussion, the pseudo codes of HIWDA for cable routing are described shown in Algorithm 1.
Route smoothing technique
In most cases, routes obtained by meta-heuristic algorithms, is not directly applied to the cable routing because of the non-smooth routes. Some techniques for further smoothing path are proposed (Miura, 2006) . B-spline curves are employed to dynamically smooth feasible trajectory. B-spline curves are piecewise continued curves which have low degree, computational efficient and piecewise smoothness.
In the smoothing strategy, all control points are obtained by the best route of HIWDA (in Section 4). If there are n + 1 control points with coordinates P 0 (x 0 , y 0 , z 0 ), …, P n (x n , y n , z n ) in the route obtained by HIWDA, the B-spline curve are written as:
where t is the variable in the B-spline function, N i , k(t) is the blending functions (Lavalle and Kuffner, 2000) and k ≥ 1 is its degree. Figure 4 shows a two-dimensional B-spline curve (k = 3) with control points of route (red points) and its control polygon (black arrow). The original route (blue poly line) obtained by HIWDA will be replaced by the new route (red curve), and the optimised route for cable routing is more feasible. 
Simulation experiments
In this section, the performance of HIWDA to cable routing optimisation is verified by a series of experiments under several complex environments with multiple obstacles. Figure 5 shows the cable routing by HIWDA in a box (10 cm × 18 cm × 20 cm) with parameters (shown in Table 1 ), and route smooth by B-spline curves. Assuming that the cable radius is 0.5 cm, the grey cylinders denote connectors and cables cannot cross through the yellow blocks.
In Figure 5 , the green cable (CABLE-GC) attached to one box surface, the red cable (CABLE-RC) attached two box surfaces and the blue cable (CABLE-BC) attached to three box surfaces are collision-free. Obviously, all cables are connected with connectors in a short distance. Therefore, the proposed HIWDA meet the requirement of cable routing. To conduct a fair comparison in terms of computing times, all experiments were implemented on a PC with a AMD-A10-7300 Radeon R6 running at 1.9 GHz, 6 GB of RAM and a hard drive of 450 GB. All comparisons among the algorithms were compiled by using MATLAB 7.2 and running under Windows 10. Furthermore, for verifying the efficiency of the HIWDA and The shortest length over 50 times independently obtained by bat algorithm (BA) (Guo et al., 2015) , multi-agent simulated annealing algorithm (MSAA) (Lin et al., 2012) , improved particle swarm optimisation (IPSO) (Cheng et al., 2013) , IWDA (Salmanpour and Motameri, 2014) and the proposed HIWDA are listed in Table 2 and Figure 6 . It is evident that HIWDA is able to find a much shorter route path for cable routing with the best stability.
In Figure 6 , the BA (MSAA, IPSO, IWDA or HIWDA) is convergent at the iteration t A (iteration t B , iteration t C , iteration t D or iteration t E ). Convergence speed of HIWDA is relatively slower than other algorithms in a simple routing case, which is shown in Figure 6(a) . When the routing case is more complex, the convergence speed of HIWDA get better result with faster speed than other algorithms which is shown in Figure 6(b) .
The reason that HIWDA achieve better effect in complex cases is due to the combination of advantage of PSO and a variant IWDA. The global searching (which generates some sub-optimal solutions with a short time) reduces the time cost of HIWDA and the probability of generating local optimal solution by providing these sub-optimal solutions to local searching. The local searching promotes the changes of sub-optimal solutions. Since, algorithms such as IPSO, BA, IWDA or MSAA suffer from a premature convergence, the results of this work prove that combination of global searching (PSO) and local searching (a variant IWDA) is able to alleviate this drawback by abruptly changing the routes of the particles in the search space. Sudden change of particle movements in HIWDA shows the advantage of extensive exploration of the search space for cable routing and local optimal avoidance.
Conclusions
AI-based algorithms have been widely applied to resolve complex optimisation problems. However, not all AI-based algorithms solve the problem of cable routing effectively. In this paper, we have proposed a novel approach for cable routing which is hybridisation of PSO and variant IWDA. The combination improves solution accuracy by the global searching and reducing time cost by local searching stage. Furthermore, B-spline curve smoothing strategy was applied for smoothing routes by HIWDA to get more feasible routing path. By comparing with other different algorithms (IPSO, IWDA, MSAA and BA), the algorithm results in better performance of searching for cable routes in complex cases. HIWDA shows its advantages for cable routing problem in the simulation experiments.
