Load size for a service on the Internet changes remarkably every hour. Thus, it is expected for service system scales to change dynamically according to load size. KVS (key-value store) is a scalable DBMS (database management system) widely used in largescale Internet services. In this paper, we focus on Cassandra, a popular open-source KVS implementation, and discuss methods for improving dynamic scaling performance. First, we evaluate node joining time, which is the time to complete adding a node to a running KVS system, and show that its bottleneck process is disk I/O. Second, we analyze disk accesses in the nodes and indicate that some heavily accessed files cause a large number of disk accesses. Third, we propose two methods for improving elasticity, which means decreasing node adding and removing time, of Cassandra. One method reduces disk accesses significantly by keeping the heavily accessed file in the page cache. The other method optimizes I/O scheduler behavior. Lastly, we evaluate elasticity of our methods. Our experimental results demonstrate that the methods can improve the scaling-up and scaling-down performance of Cassandra.
Introduction
Load size for services on the Internet, such as large-scale SNS (social networking services), changes every hour. In the case of accesses for Facebook services in Japan, the greatest number of posts, 10.53% of the total number of posts made in a day, are sent to the site between 6:00 P.M. and 7:00 P.M., and the least number of posts, 0.1% of the daily total, are sent between 3:00 A.M. and 4:00 A.M. [1] . That is, the ratio of daytime posting frequency divided by those made at midnight is approximately 100. In largescale services, KVS (key-value store), a simple and scalable DBMS (database management system), is widely used for managing large-scale data. Some KVS implementations, such as Cassandra [2] , can dynamically add and remove nodes to a running KVS system. This dynamic scaling allows adjusting the system size to the current load, such as increasing the system size during the day in order to process huge amounts of access, and decreasing the size at midnight to save power consumption. In order to achieve this dynamic size optimization, system scaling performance is important. In this paper, we focus on Cassandra, a popular KVS implementation, and investigate system scaling performance, which is the time to complete adding a node to a running system, and the bottleneck process of node joining. After the investigation, we propose two methods for reducing node joining and leaving time based on such investigation. Then, we evaluate our system and demonstrate that our methods can increase scaling-up and scaling-down performance of KVS. The remainder of this paper is organized as follows. Section 2 introduces Cassandra and its node joining process. Section 3 discusses the performance and bottleneck process of Cassandra's node joining. Section 4 proposes methods for decreasing time to complete scaling-up and scaling-down. Section 5 evaluates our proposed methods and demonstrates that the methods can improve performance effectively. Section 6 introduces related works. Section 7 concludes our work.
KVS and Cassandra

KVS
KVS is a DBMS based on associative array, which is a data structure composed of keys and values. In KVS, values are stored and retrieved using a key. A key uniquely identifies the values and helps to find data quickly. Unlike RDBMS (relational database management system), which manages data using tables, KVS arranges data simply with less consistency and does not provide many complicated functions. Such simplicity leads to KVS being scalable. Thus, KVS is often used in large-scale Internet services. Cassandra is one of the most popular KVS implementations.
Cassandra
Cassandra is a famous open-source distributed KVS implementation. It was designed for managing huge amounts of data using many computers with high availability. Facebook developed it originally, and it is currently being developed in a top-level project of the Apache Software Foundation. Cassandra is based on the distributed hash table from Amazon Dynamo [3] and data model from Google BigTable [4] . Eventual consistency model is used to manage replicas. Cassandra has two data arranging methods: with and without virtual nodes.
Data Layout without Virtual Nodes in Cassandra
In cases of arranging without virtual nodes, physical nodes are arranged in a ring of hash space according to its token.
Copyright c 2017 The Institute of Electronics, Information and Communication Engineers Figure 1 shows an overview of the arrangement of data and nodes. Every node is responsible for an area in the hash ring space between its token and the token of the previous node. Upon reading or writing key-values, the hash function is calculated with an inputting key. Then, a node responsible for the hash output value stores the pair of key and value, and processes the read or write request. In Cassandra, a system can have plural replicas of each data. If the number of replicas, including the original, is greater than one, the nodes that follow the original node with greater tokens maintain the replicas. Using multiple replicas, the system can be fault-tolerant. Adding nodes to a running system is performed as follows. The area for which the newly added node is responsible is determined according to the token of the new node. Then, the system transmits the data from the existing node, which has the data before joining, to the joining node. Similarly, removing nodes from a running system is performed as follows. The areas for the staying nodes are determined according to the tokens of the staying nodes. The leaving node transmits its data to nodes which will be responsible for these data. Removing a node also causes data transmission from the leaving node to the nodes responsible for the data. As described above, the joining and leaving of nodes lead to large data receiving and sending.
Data Layout with Virtual Nodes in Cassandra
In this subsection, we introduce data and nodes arrangement with virtual nodes. The virtual node function has been implemented since Cassandra 1.2.0. One physical node can have plural virtual nodes. In the default setting, a physical node has 256 virtual nodes. Each physical node is responsible for all the data areas of its virtual nodes in the hash ring. The token of each virtual node is determined randomly. An overview of the arrangement using virtual nodes is illustrated in Fig. 2 . Using virtual nodes, many nodes, for example, several hundreds of nodes, can exist virtually even if there are only a few physical nodes. Without virtual nodes, the balancing and skewing load of storing data in the steady state can be achieved by balancing and skewing the token areas in the hash space. However, the balancing and skewing of the load from adding and removing nodes cannot be achieved without virtual nodes because the area for joining or leaving a node is a continuous token area in the hash space, and data transmission is performed between certain nodes. In contrast, the balancing and skewing load for adding and removing nodes can also be achieved utilizing virtual nodes.
Data Storing in Cassandra
The data model of Cassandra is a column-oriented model. The data model consists of keyspaces, column families, rows, row keys, column keys, and column values like Fig. 3 . Column family is called table since CQL3. A keyspace has column families. A Column family has Rows. A Row has a row key and Columns. A Column has a Column key and a Column value.
Cassandra data is stored in Memtable and SStable. Memtable is stored in the main memory, and SStable is stored in the disk. Figure 4 illustrates a write process of Cassandra. Upon receiving a write request, the corresponding node writes Commitlog to the disk and data to Memtable. After writing, the request response is returned. When the Memtable size exceeds the threshold or a flash command is issued, Memtable is written to the disk and it becomes SStable. Upon receiving a read request, both Memtable and SStable are read. SStable is mainly composed of three file types, Data, Index, and Filter. Data files maintain the main data from SStable, such as key-value pairs. Index files include offsets, where each offset is a pointer to a pair of keyvalue in the Data files. Filter files contain keys allocated to the node. SStable is read in the order of Filter, Index, and Data files upon receiving a read request. Figure 5 illustrates an overview of reading from SStable. First, the Bloom filter, which is always kept in memory, is checked to discover which SStables are likely to have the requested data. If the filter is positive, the Index file of the SStable in disk is read and the pointer to the position in the Data file is obtained. Then data in Data file in disk is read. Figure 6 indicates the data structure in OS level. Bloom filter is kept in a heap memory in the Cassandra process. Files, such as Data and Index files, are stored in disk. Because some parts of these files are stored in the page cache in memory, an access to these files sometimes is processed very fast. In the case of the figure, accesses to data in the rectangle with a dotted line result in cache hit. Accesses to other data result in cache 
AutoCompaction
Cassandra automatically merges four files into one when there are four files of the same size as shown in Fig. 4 . This process is called AutoCompaction, and it improves the performance of reading data from the disk; it also tunes the disk's file layout. However, AutoCompaction causes a large number of disk accesses.
Basic Performance Evaluation
As described in the previous section, the performance of a running Cassandra system can be extended by adding a node. In this section, we investigate node joining performance. We define the start time, end time, and time to complete node joining as shown in Fig. 7 . The joining start time is defined as the time the joining command is issued. The joining end time is defined as time when the state of the new joining node changes from Joining to Normal. The time to complete node joining is the duration from start to end time.
The experimental system is composed of three existing and one joining node. That is, we measured the time required to complete improving the running system size from three to four nodes. The virtual node function is enabled. Each physical node has 256 virtual nodes. The database was created by YCSB (Yahoo Cloud Serving Benchmark) [5] . The database has approximately 16 million records, and its size is approximately 17 GB. The number of replicas is three, and the consistency level is ALL. During the experiment, 120 ops/sec read requests were provided by 120 YCSB threads. The detailed specification of the node computers is described in Table 1 . All the nodes are connected with a Gigabit Ethernet switch PowerConnect 2724 via straight-through cables. The switch has 24 ports and its capacity is 48.0 Gbps. Cassandra version is 2.1.2. In this paper, we call this experiment "Normal." This implies an experiment without the proposed methods. 
Node Joining Bottleneck
CPU and I/O utilization of existing and joining nodes during node addition is depicted in Fig. 8 . The transition of I/O utilization of each node is depicted in Fig. 9 . "Comp. start" in the figure means the start time of AutoCompaction. The time to complete node addition is shown as "Normal" in Fig. 10 . Nodes 1 to 3 are the existing nodes and Node 4 is the joining node. Figure 8 indicates that disk I/O utilization of the existing nodes is highest during the join. From Fig. 9 , we can see that the disk I/O processes in the existing nodes are the bottleneck of node joining before start of AutoCompaction. We can see also that those in the joining node are the bottleneck after start of AutoCompaction.
The behaviors at node joining of this version and the newest version of Cassandra implementations are similar. The disk I/O processes are the bottleneck with the newest implementation, which is Cassandra 3.9. 
File Access Frequency Discussion
The previous experiment revealed that disk I/O in the existing nodes is the bottleneck before start of AutoCompaction. For further discussion, we explored file access frequency in the existing nodes.
We modified the Linux kernel in the existing nodes and monitored issues with I/O requests for the HDD (Hard Disk Drive). The number of accesses per second and the file sizes of the existing nodes are shown in Fig. 11 . Because observation is executed in the SCSI subsystem, which is in a layer lower than the page cache in the block layer, the number of accesses in the figure depicts the number of actual accesses to the HDD. Figure 11 indicates that Data files are the largest, and their size is 34 times that of Index files. However, the access frequencies of both files before join are similar. During and after join, the frequencies of Data files are twice that of Index files. From the figure, we can see that the disk I/O processes in the existing nodes, which are the bottleneck, are mainly for Data and Index files. Figure 12 depicts access frequency per byte, i.e., the number of reuses per byte, of each file type. The figure implies that accesses to bytes in the Index files have the largest impact on the bottleneck. Thus, we expect that reducing HDD access to the files may have significant impact on node joining performance. Figure 13 depicts the relation between the sizes of issued requests during AutoCompaction and their frequencies. In Fig. 13 , "Merged I/O size" is obtained by merging temporally and spatially continuous I/O requests [7] . For example, three temporally continuous requests for address 1024 KB of size 16 KB, one for address 1040 KB of size 16 KB, and one for address 1056 KB of size 16 KB are consolidated into a request of size 48 KB. Most operating systems, including Linux, divide a large I/O request from an application into small I/O requests and send these requests to a storage device one by one. Focusing on HDD performance, merged I/O size is important because it determines HDD behavior, i.e., sequential access or random access.
Access Sequentially Discussion
Furthermore, Fig. 13 indicates that many large I/O requests are issued to HDD during AutoCompaction. This implies that operations of the HDD are highly sequential. As a result, we conclude that improving sequential access performance is advantageous for decreasing the completion time of AutoCompaction.
In Linux, an I/O scheduler manages the schedule of I/O requests. The I/O scheduler is equipped with the LowLatency option [8] . If LowLatency is enabled, the I/O scheduler attempts to re-evaluate the slice time for each process based on the target latency set for the system. Enabling this gives priority to fairness over throughput; disabling disregards target latency, hence, allowing each process in the system to receive a full time slice. In the default setting, LowLatency is enabled. Target latency is used to calculate the time slice for a process if the Low Latency mode is enabled. This ensures that sync requests have an estimated latency. This constrains the time slice to I/O requests and may decline sequential read throughput.
Proposed Methods
Active Cache
In this section, we propose to actively control page cache in order to avoid dropping heavily accessed files. The experiment in Sect. 3 demonstrated that the bottleneck processes of node joining before start of AutoCompaction are accesses to Index and Data files. In particular, Index files are important. Although these files are remarkably smaller than Data files, they cause comparable accesses to the HDD. In most cases, it is expected for frequently accessed files to be stored in a page cache because the operating system holds the recently accessed files in the cache using LRU (least recently used) algorithm [6] . However, in this case, the frequently accessed Index files are often dropped from the page cache and cause many HDD accesses. This is because huge numbers of accesses to Data files fill the page cache, and these accesses drop the Index files from the cache.
Therefore, we propose periodically updating the access times of blocks of Index files in order to avoid dropping these blocks. This method maintains all Index files in the page cache by issuing the system call read() to the files. The system call is called via the standard function of C language. The intervals of calls can be tuned. In this paper, we choose the minimum interval, which is one micro second using usleep() C language function. Every call updates access time of a 4 KB block. This is the simplest setting. Its overhead will be discussed in Sect. 5.1. We call this method ActCache. Figure 14 illustrates the mechanism about how the proposed method works. The ActCache process keeps accessing Index files, then the entire of Index files are always in the page caches. As shown in Fig. 5 , reading an SStable involves an access to an Index file. Page cache hit of Index files remarkably improves performance. On the contrary, some parts of Index files are not stored in the page cache without the ActCache like Fig. 6 . This causes many disk accesses and severely declines performance.
Disabling Low Latency
During join, the joining node receives large amount of data. Then, AutoCompaction, described in Sect. 2.6, is performed. As mention above, Fig. 9 depicts transition of I/O utilization of each node. The figure shows that the utilization of Node 4, the joining node, keeps almost 100% after the start of AutoCompaction. From this, we can think that AutoCompaction gives large I/O loads to the disk. Figure 15 shows disk I/O utilization while AutoCompaction without joining. "NLL" in the figure shows I/O utilization of the experiment with disabling LowLatency option of CFQ I/O scheduler. "Normal" shows the result with default setup, wherein LowLatency is enabled. The figure demonstrates that I/O utilization can be decreased by disabling LowLatency option. Disabling this option allows each process to use a full time slice. This results in decrease of disk seeks and increase of I/O request sizes. Figure 16 illustrates the mechanism about how this method works. In a case of the option is enabled, each time slice is small and the scheduler frequently switches its target. This is not suitable for large sequential accesses. In a case of it is disabled, the number of seeks are reduced. A detailed explanation of LowLatency is presented in Appendix A. In this subsection, we propose to disable LowLatency option in order to reduce node joining time. We call this proposed method NLL, which stands for No LowLatency. In addition, we call a method which utilizes both of the methods, ActCache and NLL, AC+NLL.
Evaluation
In this section, we present evaluations of our methods.
Joining Time
We measured the node joining time with the proposed methods. The environment is the same as that of Sect. 3. The experimental results of the proposed methods are indicated by ActCache, NLL, and AC+NLL in Fig. 10 . The figure shows that ActCache, NLL, and AC+NLL decrease the joining time by 30%, 39%, and 39%, respectively, from Normal. CPU utilization and disk I/O utilization are shown in Fig. 17 and Fig. 18 , respectively. In these figures, the horizontal axes show the period. The period "After join" is divided into two periods-"After join (during AtComp.)" and "After join (after AtComp.)". The former is the period between the times of completions of the join and AutoCompaction. The latter is that after the completion of AutoCompaction. Figure 17 shows that CPU overhead caused by ActCache is not severe. It is less than 8%. As described in Sect. 4.1, every system call updates access time of a 4 KB block. The implementation spent about 13 seconds to update the access times of all the blocks. The implementation issues system calls with highest frequency and the largest overhead. We can argue that this performance is the baseline and the performance can be improved by tuning this interval. Figure 18 implies that ActCache decreases disk I/O utilization of the existing nodes.
A comparison of transaction throughput and latency is shown in Fig. 19 . One transaction in this paper means one Cassandra operation, i.e. get or set. Before and after the join, all of the methods satisfy the requested performance, which is 120 ops/sec. In contrast, Normal does not meet the required performance during the join. The performance provided by Normal exceeds the requested performance because the unprocessed requests during the join are processed after the join. In addition, the latency of Normal significantly increases after the join. Figure 19 demonstrates that the latency of KVS requests can be significantly decreased by utilizing ActCache before the join, during the join, and after AutoCompaction. "After Join (during AtComp.)" and "After Join (after AtComp.)" will be discussed further in Sect. 5.4. By comparing the performance before and after the join, it is clear that the latter with four nodes outperforms the former with three nodes. We will discuss this conclusion further in Sect. 5.4.
Memory Size
We decreased the main memory size of the nodes to 2 GB and measured the performance. The heap sizes of Cassandra processes were also halved from the default setting. A total The latency during the join of the normal method significantly increases by decreasing the main memory. Again, "After Join (during AtComp.)" and "After Join (after AtComp.)" will be discussed in Sect. 5.4.
Leaving Time
In this subsection, we evaluate the performance of node leaving. A node was removed from a running KVS system with four nodes. Node leaving time and transaction performance was measured. Cassandra denotes node removal by "decommission." We defined the start time of node leaving as the time when nodetool issues a decommission command and the end time as the time when the nodetool process is complete. The time to complete node leaving is the duration from the start to end times. The environment and setup are same as that of the previous subsection. For decommission, data in the leaving node was transferred to the remaining nodes; thus, this process also heavily issues I/O requests. The experimental results are shown in Fig. 21 . Transaction throughput and transaction latency are shown in Fig. 22 . In the case of node leaving, AutoCompaction is not performed; thus, "After leave" is not divided into the during and after AutoCompaction periods. The figures demonstrate that the proposed methods are also effective for node leaving. Figure 22 indicates that only the proposed method with AC+NLL provides the requested performance during and after leave with three nodes.
AutoCompaction
As described in Sect. 2.6, Cassandra executes AutoCompaction to consolidate four files into one file.
Node joining significantly increases files sizes and AutoCompaction begins during joining. When joining is complete, AutoCompaction remains running. This severely depreciates performance. In this subsection, we discuss the performance during and after AutoCompaction. "After Join (during AtComp.)" and "After Join (after AtComp.)" in Figs. 8, 17, 18, 19, A· 1, A· 3, and A· 4 show the separate performances. Figures 19, A· 1, A· 3 , and A· 4 indicate that node joining temporally decreases performance because of AutoCompaction. After AutoCompaction is complete, the performance after join outperforms that of before join.
Comparing Normal and AC+NLL, it is clear that the proposed method provides better performance in all of the cases. In some cases, for example in Fig. 19 , the throughput of Normal "After Join (during AtComp)" is higher than that of AC+NLL. This does not imply that Normal outperforms our methods. In the experiment in Fig. 19 , the requested performance is 120 ops/sec. In the case of Normal, the system could not meet the requests during the join, and the unprocessed requests were executed after the join. Thus, the transaction performance exceeded 120 ops/sec. In contrast, the system using both of the proposed methods, AC+NLL, met the requested performance during the experiment.
System Scale
In this subsection, we present the performance evaluation with the various scales of the KVS systems.
We added a node to the system with six running nodes and evaluated the node joining time and performance. The joining times are shown as "6 -> 7" in Fig. 23 . The results show that the proposed methods are also effective for node joining with this system size. The measured transaction throughput and latency are shown in Fig. A· 3 in Appendix B. Furthermore, we performed a node joining experiment beginning with nine nodes, where one additional node was added, for a total of ten nodes. The node joining times and performance are shown as "9 -> 10" in Fig. 23 and Fig. A· 4 in Appendix B, respectively. These results also demonstrate that the proposed methods improve a node joining process of this size. Comparing the results with the smaller and larger systems, notice that NLL increases as the system scale increases. This is mainly because the frequency of AutoCompaction increases as the number of files transmitted to the joining node increases.
The experimental results of node leaving are shown in Fig. 23 and Figs. A· 5 and A· 6 in Appendix B. The label "7 -> 6" and "10 -> 9" indicate the experiments of removing one node from the system with seven and ten nodes, respectively. Notice that the proposed methods are also effective for the node leaving process in a larger system.
Discussion
First, we present discussion about applicability of the proposed idea to other KVS systems. We think ActCache can be applied to systems with which a certain file is accessed extremely frequently and the file is easily replaced by huge amount of accesses to other files. Redis [9] is not expected to be suitable for our method because it is mainly used for in-memory data structure store. HBase [9] may be suitable for our method since it stores data in files. In many cases of HBase, files are stored in HDFS. We then expect that investigation on HDFS and its native file system enable effective utilization of our method. NLL can be applied to processes with large scale sequential accesses such as compaction. Redis is mainly for in-memory data structure and not suitable for this method. HBase has compaction function. We then expect that our method may be effective for this database.
Second, we present discussion on tuning and CPU overhead of ActCache. In this paper, we evaluate our method with the smallest interval and the largest overhead brought by periodic updates. We then demonstrate that this method is effective without tuning. It is mainly because the target situation is in I/O bound state and side-effect is not severe. However, this small interval is not optimal, thus we presume that further improvement can be achieved by adjusting this update interval.
Related Work
The following works focus on KVS or a similar DBMS. Google BigTable [4] , Amazon Dynamo [3] , and Yahoo PNUTS [10] are studies for KVS. Many distributed hash tables, including Cassandra, are based on these works. As the file system for these data, GFS [11] and HDFS [12] are presented for BigTable and HBase, respectively. RAMCloud [13] and Memcached [14] are systems wherein data is stored in DRAM. Memcached provides KVS. Das et al. provided G-Store [15] , which supports multiple key accesses to the database. Menon et al. explored KVS performance in hybrid storage systems using HDD and SSD [16] . Nakamura et al. proposed an improved Cassandra that can be optimized for read or write operations [17] . These are pioneering works on KVS, and Cassandra is based on these works. However, these studies do not sufficiently consider scaling performance.
The following works are on the dynamic scaling performance of KVS. Dory et al. provided an evaluation of KVS scalability using large-scale Wikipedia data [18] . Then, they indicated that good dynamic scaling performance was not obtained. Das et al. proposed a method for performing data transmission without actual transfers using identifiers [19] . Elmore et al. proposed on-demand pull and asynchronous push for live migration [20] . This approach is useful for dynamic scaling with data migration. However, it is applicable only for small databases. Vo et al. proposed the elastic distributed storage system EcStore [21] that supports load-adaptive replication. However, it does not consider the cost of data transmission. Li et al. presented an overview of KVS elasticity studies [22] and discussed improving Cassandra by separating data partitioning and placement. However, all these works do not provide methods for improving dynamic scaling performance by I/O optimization. In addition, these works are not exclusive to our work. Thus, these and our work can complement each other.
In works [23] , [24] , the methods for actively controlling page cache and reducing I/O loads of AutoCompaction are proposed. This paper is based on the works [23] , [24] .
However, these works do not provide profound evaluation. Evaluation with various scale of systems for different situations, i.e. node joining or leaving, and discussion on effect of system scale and AutoCompaction were not provided.
Conclusion
In our work, we aimed to improve the scaling-up and scaling-down performance of KVS. We focused on Cassandra and showed the behavior of the Cassandra system during node joining. Our observation demonstrated that the I/O processing is the bottleneck of node joining. Then, we proposed two methods for reducing the time to complete enhancing and reducing the system. Our evaluation demonstrated that our methods can decrease node joining and leaving time effectively.
We plan to discuss a method for further improving scaling performance by not only pinning pages, but also dropping pages.
The transaction throughput and latency are shown in Fig. A· 1 to Fig. A· 6 . 
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