We study central limit theorems for certain nonlinear sequences of random variables. In particular, we prove the central limit theorems for the bounded conductivity of the random resistor networks on hierarchical lattices
Introduction
Let D be a closed interval of R (bounded or unbounded) and f : D k → D (k ≥ 2) be a continuous function. Let x 0 be a D-valued random variable with a distribution µ 0 . We define a hierarchical sequence of random variables {x n : n = 0, 1, 2, . . .} inductively by
x n = f (x n−1,1 , x n−1,2 , . . . , x n−1,k )
where for each n ≥ 1 x n−1,1 x n−1,2 . . . , x n−1,k are independent identically distributed (shortly IID) random variables having the same distribution as x n−1 . For each n ≥ 0 let us denote a distribution of x n by µ n . We thus write
We are interested in central limit theorem for the hierarchical sequence x n under suitable assumptions of f . Assume that f is twice continuously differentiable at (c n , c n , . . . , c n ) where c n = E[x n ]. Let α n,i = ∂f ∂u i (c n , c n , . . . , c n )
By expanding x n+1 at (c n , c n , . . . , c n ), we get
α n,i (x n,i − c n ) + second order + · · ·
For each n let
α n,i and
Then z n = d n + second order + · · · Hence x n+1 can be viewed as a linear function of x n,i plus some random variable z n of "small" variance. The following central limit theorem applies to sequences of this kind (not necessarily defined by iterations).
Theorem 1 For all n ≥ 0, let k n be a positive integer greater than or equal to 2. Assume that a sequence of real-valued random variables {x n , n = 0, 1, 2, · · ·} satisfies the following recursive relation.
α n,i x n,i + z n (5) where for each n ≥ 0 α n,i (i ≤ k n ) are real numbers, z n is a real-valued random variable with E[z 2 n ] < ∞, and {x n,i : i = 1, · · · , k n } are IID random variables with same distribution as x n . We also assume that E[x 2 0 ] < ∞ and that there exists a δ > 0 such that for all n |α n,i | ≥ δ and |α n,j | ≥ δ for at least two distinct indices i and j ("mixing" property). Let λ n = kn i=1 α 2 n,i and sup n λ n < ∞. Furthermore, assume that there exist δ 1 > 0, δ 2 > 0,
converges in distribution to a unit normal variable.
We will prove Theorem 1 in section 2. To apply Theorem 1 to some hierarchical sequence of real-valued random variables x n , we have to prove the variance bounds (6). In order to prove the variance bounds in many cases, we need weak laws of large numbers and large deviation estimates. In section 3, we will prove weak laws of large numbers and large deviation estimates for some class of functions f .
We will say that a continuous function f : D k → D (where D is a closed interval) is averaging if the following three conditions hold:
2. f is monotone, that is, for all u i and u
3. if equality holds in 2 then
for at least two distinct indices i and j
The following Theorem 2, proved in section 4, is one of the applications of Theorem 1. 
is connected and consists of more than one point. Suppose there exists c ∈ (a, b) such that x n converges to c in probability (a weak law of large numbers ). Also assume that there exists ǫ 1 > 0 such that (c − ǫ 1 , c + ǫ 1 ) ⊂ (a, b) and f is twice continuously differentiable on (c−ǫ 1 , c+ǫ 1 ) k and that ∂f ∂u i (c, c, . . . , c) > 0 for two distinct indices i. Then
converges to a unit normal variable in distribution.
Another application of Theorem 1 is to prove a central limit theorem for the conductivity of random resistor networks on hierarchical lattices. Let us define hierarchical lattices first. A detail description of various hierarchical lattices can be found in [3] and [4] . Let G = (S, B, (s t , s b )) be a graph with site set S, bond set B, top site s t and bottom site s b . The top site and bottom site are called surface sites since they are the sites where we apply the potential difference. All other sites are called internal sites. Let k be the total number of bonds of G. We define a hierarchical lattice H = {H n : n = 0, 1, 2} (constructed from the fixed graph G) inductively. At level 0, H 0 is a single bond. At level n, a graph H n is constructed from H n−1 by replacing each bond of H n−1 by the fixed graph G. Since at each level each bond is replaced by the graph G having k bonds, H n consists of total k n bonds, many internal sites and two surface sites where we apply the potential difference. We will assume that the graph G used in constructing the hierarchical lattice H n , is connected and there exist at least two bond-disjoint self-avoiding paths connecting two surface sites of G. we will also assume that for any bond b of G there exists a self-avoiding path passing through the bond b and connecting two surface sites. Furthermore we will assume any self-avoiding path connecting two surface sites of G has at least length 2. Let us order all bonds of G in a specific way. For each i = 1, . . . , k let u i ≥ 0 be the conductance of the i-th bond of G. Let h(u 1 , u 2 , . . . , u k ) be the conductance of the graph
Then this function f is nonnegative continuous, monotone increasing, homogeneous of degree one, concave, and f (1, 1, . . . , 1) = 1 (See [5] ). Let x 0,i be IID random variables with a common distribution µ 0 where x 0.i represents the random conductance of i-th bond of G. Then the random conductance x n of the hierarchical lattice H n is given by
Clearly a normalized random conductance
Let x 0 be a bounded nonnegative random variable. Let
Note that the function g(p) does not depend on the distribution of x 0 but depends only on the parameter p. In [5] , Shneiberg proved that there exists c(µ 0 ) such that the normalized conductivity x n converges to c(µ 0 ) in probability and that there exists a unique fixed point
The following Theorem 3 is a central limit theorem for the conductivity of random resistor networks on hierarchical lattices. The proof will be given in section 4.
Theorem 3 Let x n be the conductivity of a random resistor network on a hierarchical lattice H constructed using a fixed graph G described above. Assume that a random variable x 0 is nonnegative, bounded and not almost surely
. where p c (G) is a unique fixed point of g mentioned above. Then the random variables
converge in distribution to a unit normal variable.
we expect a non-Gaussian behavior for x n .
Proof of Theorem 1
In this section we use the notations introduced in Theorem 1 as well as the following. For all n ≥ 0 let
and for all n ≥ 1 let
Then the assumptions in Theorem 1 say that for all n
Then σ ∞ exists and is a positive real number. Moreover there exist positive real constants C 3 , C 4 , and C 5 such that for all n
Proof: From (16) and by the triangle inequality,
where λ = inf n λ n > δ. By summing up the above inequality for all n ≥ m, we can find a positive constant C 6 such that for all m
Since the above series converges absolutely, in particular σ ∞ exists (and is finite) and for all m
Therefore from (16) and from the above inequality, for all m we have
Since the above inequality (18) is true for all m, from δ 2 > δ 1 σ ∞ cannot be zero. Three inequalities of Lemma 1 follow immediately from the positivity of σ ∞ , and (16).
Lemma 2 Let C 7 be any positive constant, and let X and Y be random variables with zero means and variances less than C 2 7 . Then for all t (|t| <
Also we have
Proof: Since |e
for any real number u,
, the value E[exp(itX)] lies inside of a circle of radius 1/2 centered at (1, 0) in the complex plane (similarly to Y ). Hence for |t| < 
where in the last part we used Cauchy-Schwarz inequality and the triangle inequality. The second part of Lemma 2 is elementary and the proof can be found in many basic probability textbooks (for example see [2] ). For all n let us define a characteristic function φ n of the normalized random variable x n by
Lemma 3 There exists a positive constant C 8 such that for any |t| <
(the convergence is uniform on |t| <
). Therefore x n converges in distribution to a normal variable with mean zero and variance σ 
Note that for any real γ n,j satisfying j γ 2 n,j = 1, we have
From the above inequality (22), it follows that for all |t| ≤
Note that by one of the assumptions in Theorem 1 ("mixing" property)
converges to zero when m → ∞. From the second part of Lemma 2, it follows that for any n and any ǫ 1 > 0 there exists an
Hence for any m ≥ M 1 , by summing the above inequality over all i 1 , i 2 , . . . , i m , we obtain
From (23) and (24), using the triangle inequality, we have for all n, ǫ 1 > 0, and |t| <
Since ǫ 1 > 0 is arbitrary, the proof is finished by taking the limit n → ∞.
Proof of Theorem 1. From Lemma 3,
converges to a unit normal variable in distribution. Since
we finish the proof of Theorem 1.
Law of large numbers
In this section we state and prove weak law of large numbers and large deviation estimate used later to prove central limit theorems for hierarchical sequences of real-valued random variables. To be more precise, we define some terminology below. A sequence of real-valued random variables x n satisfies a weak law of large numbers if there exists a real number c such that for any ǫ > 0 lim
We say that x n satisfies a large deviation estimate if there exists a real number c such that for any ǫ 1 > 0 and ǫ 2 > 0, there exists M > 0 such that for all n
The above is not the strongest large deviation estimate satisfied by hierarchical sequences studied in this paper, but it is a sufficient condition for central limit theorems.
Proposition 4 Let D be a closed interval (bounded or unbounded) of R.
Let f : D k → D be differentiable and x 0 be a D-valued random variable with E[exp(δ|x 0 |)] < ∞ for some δ > 0. Also assume that there exists ǫ > 0 such that
Then a weak law of large numbers and a large deviation estimate hold.
Proof: Let us define g(u) = f (u, u, . . . , u). Then by the mean value theorem
Thus g is a contraction mapping on D and, consequently has a unique fixed point c ∈ D, that is f (c, c, . . . , c) = c. Then by the mean value theorem and our assumptions on f ,
Therefore for any positive real number v
From the above inequality, for any v > 0 and for all n we have
where in the last equation we used Chebyshev's inequality. Weak law of large numbers and large deviation estimate follows immediately from the above inequality. In case c = a, the above inequality is obvious, hence we will assume that c ∈ (a, b]. Let F n (u) = P[x n ≤ u] be the distribution function of x n and let Q = {u ∈ [a, b] : for any ǫ > 0 there exists an M such that F n (u) ≤ Mǫ n } (28) We only need to prove that sup Q = c. Without loss of generality we will assume that f is symmetric under the exchange of k variables. First we will show that for some positive ǫ 1 , a + ǫ 1 ∈ Q. Since f (a, c, c, . . . , c) > a (by monotonicity) there exists ǫ 1 ∈ (0, c − a) such that
From the above inequality and by the weak law of large numbers, it follows that a + ǫ 1 ∈ Q. Now we will prove that sup Q = c. We will prove this by contradiction. Let u = sup Q < c. First note that u ≥ a + ǫ 1 . Since f (u, c, c, . . . , c) > u (by monotonicity) there exists ǫ 2 ∈ (0, ǫ 1 ) such that
Take any ǫ > 0. By weak law of large numbers and from u − ǫ 2 ∈ Q (by the assumption of u ), there exist N and M > 0 such that for all n ≥ N
Obviously by induction that there exists K > 0 such that for all n F n (u + ǫ 2 ) ≤ Kǫ n , which is a contradiction by definition of Q. Hence we finished the proof of Proposition 5.
Variance bounds
In this section we will prove Theorem 2 and Theorem 3. Let [a, b] be a closed and bounded interval of R. Throughout this section, we assume that
is averaging and x 0 is [a, b]-valued random variable. We also assume that there exists a real number c ∈ (a, b) such that x n , defined as in (1), converges to c in probability. In section 3, we showed for such a function f , our sequence x n satisfies a large deviation estimate. Furthermore We assume that there exists ǫ 1 > 0 such that f is twice continuously differentiable on (c−ǫ 1 , c+ǫ 1 ) k . We use the same notations introduced in section 1, section 2 and the following as well. Let
Let a random variable x ′ 0 be an independent copy of x 0 , and for all n define x ′ n , y ′ n and z ′ n similarly as we defined x n , y n , and z n in (2), (4) and (14). We have the following variance bounds.
Proposition 6 For any ǫ > 0 there exists M > 0 such that for all n
Proof: Since x n , taking values in a bounded interval [a, b], converges to c in probability, c n converges to c. Note that there exists ǫ 1 > 0 such that f is twice continuously differentiable on (c − ǫ 1 , c + ǫ 1 ) k . Hence for such ǫ 1 > 0 there exists N 1 such that for all n ≥ N 1 c − ǫ 1 < c n < c + ǫ 1 . Therefore there exists M 1 > 0 such that for all n ≥ N 1
Since for any ǫ 2 > 0 and for all n ≥ N 1
applying a large deviation estimate to the above inequality, for any ǫ 3 there exists N 2 > N 1 such that for all n ≥ N 2
From the triangle inequality and the above inequality, for all n ≥ N 2 we have
Hence, by the induction on n, for any ǫ 3 > 0 there exists
Also note that
Therefore from (29) there exists M 3 > 0 and N 1 > 0 such that for all n ≥ N 1
From (14) 
Since for any ǫ 4 > 0 there exists M 6 such that for all a and b (a + b)
Since, by a large deviation estimate, we can show that for any ǫ 5 > 0 there exists N 3 > N 2 such that for all n ≥ N 3
From the above two inequalities, for any ǫ > 0 there exists an N 3 > 0 such that for all n ≥ N 3
Hence from (29), (30) and the above inequality, by induction, we prove the desired statement of Proposition 6.
Proposition 7 For all ǫ > 0 let
Suppose that for any ǫ > 0 there exists N > 0 such that C(N, ǫ) > 0. Then for any ǫ > 0 there exists
Proof: By the averaging property of f and by mean value theorem, for any ǫ > 0 there exists ǫ 1 > 0 such that for all |x n,i − c| ≤ ǫ 1 and |x ′ n,i − c| ≤ ǫ 1 where i = 1, 2, . . . , k, we have
By applying the triangle inequality to the above inequality,
Hence using the independence and the triangle inequality, we obtain
By weak law of large numbers, there exists N > 0 such that for all n ≥ N,
Since the above is true for any ǫ > 0 (ǫ 1 and N depending on ǫ ), Proposition 7 follows immediately by induction. Proof of Theorem 2: Suppose x n and f satisfy all assumptions of Theorem 2. We only need to prove that the same sequence x n satisfies all assumptions of Theorem 1. We only need to check (6). Since f is averaging, α i ≥ 0 (by monotonicity ) and k i=1 α i = 1. Also α i > 0 at least for two distinct indices (by assumptions of Theorem 2). Hence
For all n, define the essential range of x n by R(x n ) = {u ∈ [a, b] : for any ǫ > 0 P[|x n − c| > ǫ] > 0 } Since R(x 0 ) is connected and consists of more than one point, by assumptions of Theorem 2 and by averaging property of f R(x n ) = R(x 0 ) is connected and consists of more than one point. In particular for all n and ǫ 1 > 0 C(n, ǫ 1 ) > 0. Since 0 < λ < 1, by Proposition 6 and Proposition 7, the condition (6) follows immediately.
Proof of Theorem 3: Since
, it is enough to prove the central limit theorem for x n . Note that f is averaging and since P[x 0 > 0] > p c (G), there exists c > 0 such that x n converges to c in probability (see [5] ). Moreover f is at least twice continuously differentiable in the neighborhood of (c, c, . . . , c). Since each self-avoiding path connecting two surface sites of G has length at least 2, there exists δ > 0 such that 
where minimum is taken over all real-valued functions v, defined on site set of G, satisfying v(s t ) = 1 and v(s b ) = 0 and the normalization constant C > 0 is chosen to satisfy f (1, 1, . . . , 1) = 1 (see [1] for variational principle of conductivity). Let A and B be two bond-disjoint self-avoiding paths connecting two surface sites of G. Let 
Take any ǫ > 0. Since x 0 is not almost surely a constant, by averaging property of f x n is not almost surely a constant. Also by weak law of large numbers, there exists N such that
For such N, we can choose two distinct real numbers a N ∈ R(x N ) and b N ∈ R(x N ) such that |a N − c| < ǫ 2
Without loss of generality, let us assume that a N < b N . For all n > N, define a n and b n inductively by a n = f (a n−1 , a n−1 , . . . , a n−1 ) = a n−1 and b n = f (w n−1,1 , w n−1,2 , . . . , w n−1,k ) where w n−1,i = b n−1 if i ∈ A a n−1 otherwise
Clearly for all n ≥ N, a n and b n are distinct and elements of R(x n ). Furthermore by (37) b n − a n converges to zero when n goes to infinity. Hence for large n, C(n, ǫ) > 0. Since 0 < λ < 1, (6) follows immediately from Proposition 6 and Proposition 7.
