Abstract. Let A be a cogroup in the category of connected graded algebras over a commutative ring R. Let ν denote the inverse of A and χ the antipode of the underlying Hopf algebra of A. We clarify the differences and similarities of ν and χ, and show that ν coincides with χ if and only if A is commutative as a graded algebra. Let A co CG be the category of cogroups satisfying these equivalent conditions. If R is a field, the category A co CG is completely determined. We also establish an equivalence of the full subcategory of A co CG consisting of objects of finite type with a full subcategory of the category of positively graded R-modules without any assumption on R. The results in the case of R = Q are applied to the theory of co-H-groups.
Introduction and main results.
Cogroups in the category of connected graded algebras are important both in algebra and topology, and they have been studied by many authors (e.g. [6] , [9] , [3] , [5] ). In this paper, particular concern is focused on two important, but confusing self-maps of such a cogroup A: the inverse ν of A and the antipode χ of the underlying Hopf algebra of A. We investigate the differences and similarities between the inverse ν and the antipode χ, and show that ν and χ coincide if and only if A is commutative as a graded algebra. We denote the category of cogroups satisfying these equivalent conditions by A co CG . Then we establish an equivalence of the category A co CG with a full subcategory of the category M of positively graded modules in the case where the ground ring R is a field. In this case, the category A co CG can be completely determined since the full subcategory of M is simple. If we restrict ourselves to objects of finite type, we obtain a similar equivalence of categories without any assumption on R. However, the full subcategory of M, and hence A co CG is rather complicated in the case where R is not a field, which is illustrated by examples. We also show that a cogroup A whose underlying algebra is graded commutative is a cocommutative cogroup at least if R is a field or A is of finite type. The results for R = Q are applied to the theory of co-H-groups.
Let us begin by recalling fundamental results on cogroups in the category of connected graded algebras.
Let A be the category of connected graded algebras over a commutative ring R, and C the category of connected graded coalgebras over R (cf. [8] ). Let A CM and A CG denote the subcategory of comonoids in A and that of cogroups in A respectively; comonoids and cogroups in A are with respect to the categorical coproduct in A.
For C ∈ C and B ∈ A, G(C, B) denotes the set of homomorphisms of graded R-modules f : C −→ B such that f 0 is the identity homomorphism of R. G(C, B) is a group under the convolution product * (see Lemma 2.1).
The following theorem is essentially due to Berstein [6, Theorem 1.2].
Theorem A.
(1) There exist functors S : A CM −→ C and T CM : C −→ A CM such that S and T CM are mutually inverses up to natural isomorphism. For C ∈ C, the underlying graded algebra of T CM (C) is a tensor algebra on C = n>0 C n .
(2) For A ∈ A CM , the monoid-valued functor A(A, ) is naturally isomorphic to the functor G(SA, ). For A ∈ A CG , let ν and χ denote the inverse of A and the antipode of the underlying Hopf algebra of A respectively ([6, p. 261], Remark 2.2). These two maps often cause confusion; the fault of Berstein's proof also comes from this confusion. Thus it is important to clarify the differences and similarities between ν and χ.
A major difference is that ν is a homomorphism of graded algebras, whereas χ is an antihomomorphism of graded algebras ( [8, 8.7 . Proposition]). On the other hand, ν is very similar to χ in view of the following theorem. Let us construct the functor C from the category M of positively graded R-modules to the category C which is used together with the equivalence T CM : C −→ A CG to investigate the category A A positively graded module N is called locally at most singly generated if for any maximal ideal m of R, the localization N m at m is isomorphic to 0 or R m /a m [n] for some ideal a ⊂ m and some n, where n is even if chR m /a m = 2. Let S denote the full subcategory of M consisting of locally at most singly generated objects. S f t denotes the full subcategory of S consisting of objects of finite type.
Let F denote the full subcategory of S consisting of objects isomorphic to one of 0,
Note that F coincides with S in the case where R is a field.
We can investigate the structure of categories A (1) T CM • C restricts to the fully faithful functor
Let us explicitly describe the most basic objects of A
A(0) denote the graded algebra R equipped with the obvious cogroup structure. For n > 0, let A(n) denote the cogroup in A satisfying the following conditions:
on a generator X of degree n. The cogroups A(0) and A(n) give explicit descriptions of T CM R and T CM C(R, n) respectively (cf. Lemma 2.4).
From Theorem 1.4(2), we can easily deduce Corollary 1.5. Suppose that the ground ring R is a field.
(1) The category A co CG is equivalent to the full subcategory consisting of
In the case where R is not a field, there are objects of A co CG other than A(n); Theorem 1.4(1) implies that A = T CM C(R/a, 2k) is an object of A co CG . In the case where the ground ring R is not local, we can construct several types of objects A in A co CG such that A is not even singly generated as a graded algebra. Example 1.6.
(1) Let M be a projective module of rank 1, and n a positive integer. Suppose that n is even if chR = 2.
and A is not of finite type for any ring T with Z T ⊂ Q.
We have investigated the category A co CG of cogroups in A whose underlying algebras are graded commutative. Berstein found the condition that a cogroup A is cocommutative and the condition that a cogroup A is cocommutative as a graded coalgebra ([6, p.262]). Let A coCG be the full subcategory of A CG consisting of cocommutative objects, and co A CG the full subcategory of A CG consisting of objects whose underlying coalgebras are graded cocommutative. We would like to compare the full subcategories A are not equivalences of categories in general (cf. Example 1.6).
Next we summarize the relationship between cogroups in A and co-Hgroups, and give a topological application of Theorems 1.3 and 1.4.
Let H ′ be the category of 1-connected co-H-groups having the homotopy type of a CW -complex, and homotopy classes of co-H-maps. Let H ′ Q be the full subcategory of H ′ consisting of 1-connected rational co-H-groups. The following is deduced from results of Berstein [6] and Scheerer [9] .
Theorem B. Suppose that the ground ring R is a field.
(1) The loop space homology H * (Ω · ; R) defines a functor from H ′ to A CG . (2) Let X be an object of H ′ . Then the cogroup H * (ΩX; R) in A has H * (Ων; R) and H * (χ; R) as an inverse and an antipode respectively, where ν is a homotopy inverse of the co-H-group X and χ is a homotopy inverse of the H-group ΩX. In view of Theorem B, the fact that any comonoid in A is a cogroup (Theorem A(2)) corresponds to the fact that any 1-connected homotopyassociative co-H-complex is a co-H-group. On the other hand, the fact that any connected bialgebra has an antipode (Lemma 2.1 and Remark 2.2) corresponds to the fact that any connected homotopy-associative Hcomplex is an H-group. (i) Ων ≃ χ.
(ii) χ is an H-map.
(iii) ΩX is a homotopy commutative H-group.
(iv) X is co-H-equivalent to a singleton or the rationalization of S 2n+1 (= ΣS 2n ) for some n > 0. (v) X is rationally contractible or rationally equivalent to S 2n+1 for some n > 0.
We give proofs of the results in Section 2.
Proofs of main results.
We begin by recalling a result of Milnor-Moore [8] . The following lemma is Proposition 8.2 in [8]; we need not only the statement but also the proof. (Another reason why we record even its proof is that the inductive formula for the convolution-inverse of f in [8] is incorrect; it is the formula for the antipode.) Lemma 2.1. Let C = (C, ∆, ǫ) and B = (B, µ, η) be objects of C and A
respectively. Then G(C, B) is a group under the convolution product with identity
Proof. Recall that for f, g ∈ G(C, B), the convolution product f * g is defined to be the composite
Then it is clear that G(C, B) is a monoid with identity ηǫ.
For f ∈ G(C, B), we construct a right inverse g by induction. Set g 0 = 1 R and suppose that g is defined on C <n := i<n C i . For x ∈ C n , write ∆x =
Similarly we can construct a left inverse h of f . The usual argument implies that g coincides with h, and hence that g is an inverse of f .
Proof of Theorem A(2). Consider the natural bijection A(A, B) −→ G(SA, B)
induced by the inclusion SA ֒ −−→ A (cf. Theorem A(1) and the construction in [6] ). Then formula (2.6 ′ ) in [6] implies that this bijection preserves multiplication. Proof. We proceed by induction on the degree.
It is obvious that χ is bijective on H 0 . Suppose that χ is surjective in degree < n. Since χ is an antihomomorphism of graded algebras ( [8, 8.7 Proposition]), χ restricts to an endomorpism of decomposable elements in H n . (Decomposable elements in H n are sums of products of elements of degree < n.) Thus χ induces the endomorphism χ n on Q n H := H n /{decomposable elements in H n }. Since the endomorphism of decomposable elements in H n is surjective by induction hypothesis, it is enough to show that the endomorphism χ n on Q n H is surjective. For x ∈ H n , write ∆x = x⊗1+Σy i ⊗z i +1⊗x with 0 < deg y i , deg z i < n, and recall the inductive formula for the convolution-inverse in the proof of Lemma 2.1. Then the inductive formula applied to the case of f = 1 H gives χ(x) = −x − Σy i χ(z i ), which implies that χ n is the multiplication by −1, and hence that χ n is surjective.
Proof of Theorem 1.3. (i) ⇒ (ii) Obvious.
(ii) ⇒ (iii) Let a and b be elements of A p and A q respectively. By Lemma 2.3, we can choose elementsã andb with χ(ã) = a and χ(b) = b. Note that χ is both an antihomomorphism and a homomorphism of graded algebras by [8, 8.7 Proposition] and the assumption. Then we have
(iii) ⇒ (i) Since A is commutative as a graded algebra, χ is a homomorphism of graded algebras. Thus Theorem A(1) and Theorem 1.2 imply that ν = χ.
For the proof of Theorem 1.4, we prove the following lemmas. The categorical coproduct in A is denoted by * . Proof.
(1) It is easily seen that C(N) satisfies the coassociativity and counit axioms. from that on ∆ and formula (2, 6 ′ ) in [6] . The formula on ν follows from that on Φ. (1) Let x be a generator of N n and write N n = R/a · x. Then we have 
Since A is isomorphic to T (SA) in A (Theorem A(1)), (iii) is equivalent to the condition that SA is in F (Lemma 2.6(1)), which is equivalent to (iv) by Lemma 2.4(1). (3) Note that a positively graded module N is of finite type if and only if so is the tensor algebra T (N). Thus we show that for a cogroup A in A whose underlying graded module is of finite type, the condition (iii) in Theorem 1.3 is equivalent to the following:
Since A is isomorphic to T (SA) in A (Theorem A(1)), (iii) is equivalent to the condition that SA is in S f t (Lemma 2.6(2)), which is equivalent to (v) by Lemma 2.4(1) and an argument similar to that of the proof of Lemma 2.5(2). This equivalence and the full-faithfulness of T CM • C : M −→ A CG complete the proof. results in this paper resulted from an attempt to answer questions raised by him. I am also indebt to Prof. Bergman whose comments made enormous contribution to my work.
