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Abstract Digital image processing and epifluorescence
microscopy provide one of the main and basic tools
for living biological cell analysis and studying. Devel-
oping, testing, and comparing those image processing
methods properly is eased by the use of a controlled
environment. Taking advantage of an existing data-
base of verified and trustworthy images and meta-
data helps controlling the validity of the processing
results. Manually generating that golden database is a
long process involving specialists being able to appre-
hend and extract useful data out of fluorescent images.
Having enough cases in the database to challenge the
processing methods and gain trust in them can only
be achieved manually through time-consuming, prone
to human-error processes. More and more we need to
automate this process. This paper presents a framework
implementing a novel approach to generate synthetic
fluorescent images of fluorescently stained cell popula-
tions by simulating the imaging process of fluorescent
molecules. Ultimately, the proposed simulator allows
us to generate images and golden data to populate
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the database, thus providing tools for the development,
evaluation, and testing of processing algorithms meant
to be used in automated systems.
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1 Introduction
Fluorescence microscopy is a non-intrusive imaging
system that enables to image in situ cells and target
some biological details such as the DNA distribution
inside the cell nucleus [1] or even the movement of
surface receptors [2]. These applications always require
the use of digital image processing techniques in order
to precisely locate their target and extract valuable
information. For example, once the fluorescent signal
of a biological target has been recovered, determining
quantitative relationships between the signal and bi-
ological metrics both in 2D images [3] and in recon-
structed 3D structures [4] is possible. These examples
show that signal processing for fluorescence microscopy
has become important to analyze and extract data. The
applied image processing methods have to be tested
and validated before being used with enough trust in an
automated system. Aside from the classic heuristic al-
gorithms development cycle, which is based on refining
processing methods by working on actual real images,
simulation tools provide a new approach for working on
image processing algorithms. As showed in [5, 7], veri-
fying and validating the information extracted by those
algorithms can be done by comparing them to golden
meta-data, which are known to be valid and correct.
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In other words, processing methods under evaluation
are asked to find solutions that are already known
to test their capabilities. This approach allows one to
quantify and compare realistically different processing
methods. Generating that golden database can be done
either manually or by using a simulation framework.
The former is not convenient for various reasons. Man-
ually analyzing and extracting golden meta-data from a
database of images can be time-consuming. It is prone
to human error and requires an experimental setup to
gather those images. A tool simulating an environment
and the imaging system is able to provide both the
golden meta-data and the related images. Assuming
the simulator is able to embed features in the pro-
duced images targeted by some given algorithms, these
can be quantitatively compared and studied. In the
case of fluorescence imaging for biological applications,
the variability expressed by the samples is huge. It is
difficult to have enough control over the biological
fluorescent samples in order to generate images for the
database that exhibit one or many desired features. On
the other hand, a simulator does not suffer from this
lack of controllability.
The goal of this paper is to present a tool that
can be used to develop and evaluate algorithms for
fluorescently stained samples, in particular for estimat-
ing variations in the amount of cell receptors. This pa-
per presents an approach to generate synthetic images
that is conceptually simple. Two distinct engines form
the simulator: the emulation of the sample and the
simulation of the optical properties of the detection and
imaging system. The former is directly dependent on
the experiment that the processing method will work
on. It generates a distribution of the fluorophores, in
space, present in a cell population. The synthetic images
are produced by simulating optical properties such as
light diffraction within a microscope or sampling effects
of the imager.
Related tools have already been developed by
Lehmussola et al. [5, 6] and Svoboda et al. [7]. Unlike
this work which breaks down the fluorescence simu-
lation down to the fluorophore level, those are using
a sum of Perlin’s noise functions [8] as a model for
simulating the texture of the fluorescently stained cell
nuclei and organelles. Similarly, Lehmussola is gener-
ating a cell population and generates bi-dimensional
fluorescence images while Svodoba focuses on a single
cell but extends the output images in the third dimen-
sion by using a 3D point-spread function (PSF).
This paper is organized as follows: Section 2 explains
the simulation strategy at a high level, keeping imple-
mentation and mathematical details aside. Right after,
Section 3 describes the mathematics used to generate
clouds of fluorophores constituting the simulated cell
populations. In Section 4, various optical properties
(e.g., sample illumination, PSF, imager simulation) that
are implemented in the tool are presented. Section 5
focuses on the computational cost of the implemented
tool. Section 6 describes and comments the results ob-
tained by applying a deconvolution algorithm on some
images generated by our simulator according to known
scenarios. Section 7 shows an example of application of
the tool, quantitatively analyzing the capabilities of the
deconvolution algorithm with various signal-to-noise
ratio (SNR) for a given scenario. Finally, the Section 8
concludes this paper.
2 Simulation Strategy
The strategy used for this simulator is intuitive and
matches a real fluorescence microscopy setup. On one
hand, we have a fluorescently stained biological sample.
On the other hand, we have the imaging system (i.e., the
optics and image sensor couple).
First, we need to emulate a fluorescent sample. Such
samples involve one or more fluorescent dyes labeling
structures and/or molecules of interests. In other words,
a fluorescent sample can be seen cloud of fluorescent
molecules dispersed in space under the imaging system
objective. Labeling a sample with a fluorescent dye im-
plies that a single target (e.g., antibody) can be labeled
by one or more fluorophores. Thus, for our simulator,
the smallest element we are dealing with is a cluster
of fluorophores having a given location in space. One
simply has to provide the distribution of the fluorescent
clusters in space by modeling the samples to study.
Our work partly deals with image processing meth-
ods evaluating variations in the amount of cell recep-
tors within a population of cells. For this purpose, we
generate a population of cells using parametric equa-
tions. Each cell constitutes of a group of randomly
distributed fluorescent clusters, each containing one or
many fluorophores. The idea here is to simulate what
is happening in a biological sample when receptors are
expressed and start grouping together [9]. These clus-
ters, with their location and the amount of fluorophores
they embed, represent the basic golden information
that processing algorithms can recover.
Second, given the cloud of fluorescent clusters,
the framework simulates the imaging process. Each
fluorescent cluster is assumed to be a single point of
light, emitting photons at a given intensity and wave-
length. The tool then simulates the passage of these
photons in the optical path. Last, an image sensor,
which gathers the photons and samples them to form an
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image, is simulated. The optical behavior simulated by
the tool is that of a classical wide-field epifluorescence
microscope with charge coupled device (CCD) or com-
plementary metal oxide semiconductor imaging. Since
fluorescent clusters have a range of sizes within the
nanometer scale (below the optical resolution of wide-
field microscope), each of them is considered as a single
source point of light. Using models of the PSF of the op-
tical system [10], a diffraction pattern of the fluorescent
clusters can be computed. Later on, the diffraction pat-
tern is sampled by simulating the behavior of an imager.
The output of the latter is the synthetic fluorescent
image of the cell population.
3 Cell Population Simulation
The first task of our simulation tool is the genera-
tion of a cloud of fluorescent clusters defining the cell
population. The methodology applied to generate this
cloud is separated in two distinct steps, using a top-
down approach, from population properties to clus-
ters location. First we are generating a population of
cells with random locations and shapes based on the
parametric models described in [5]. Second, each cell
within the generated population is assigned to multiple
fluorescent clusters.
3.1 Cell Population
In order to simulate a cell population, we must first
define a region where the cells will be distributed. For
this, a rectangular area is defined using 2D Cartesian
coordinates
{
x ∈ [0, sx]
y ∈ [0, sy] (1)
Within this range, a chosen number of points are uni-
formly distributed using
[
xc
yc
]
=
[
U (0, sx)
U (0, sy)
]
(2)
where U (a, b) defines a uniform distribution within
on the interval [a, b ]. Each of those points [xc yc]T
is defining the location of the center of a cell clus-
ter constituting the cell population. Furthermore, each
cluster is associated with a number of cells also chosen
uniformly and randomly within a user-defined range
using U (cmin, cmax). This gives the basic skeleton of the
simulated cell population. Grouping cells by clusters
comes from the observation that cells are often spatially
packed. Figure 1 provides an example of this behavior.
Fig. 1 Caco-2 human cells with fluorescently stained TLR-2
receptors
In order to distribute cells around a given cluster center,
the simulation engine is using
[
x
y
]
=
[
xc
yc
]
+ N (0, σ 2c ) (3)
where [x y]T are the spatial coordinates of a new cell,
[xc yc]T is the cell cluster center, and N (0, σ 2c ) is a
normal distribution with a zero mean and a standard
deviation of σc.
Once a cell location has been generated, we are using
the model presented in [5] to generate the random
shape of the nuclei. Using the parametric equation of
a circle, we randomize the polar coordinates of the
vertices of a regular polygon with k edges. The radial
coordinate and the angle coordinate of each vertex (i =
0, · · · , k) are uniformly randomized with
[
ri
θi
]
=
⎡
⎣ r + U (−α, α)2π i
k
+ U (−β, β)
⎤
⎦ (4)
These vertices are then simply connected together us-
ing cubic spline interpolation, giving the final shape of
the cell nuclei defined as rn(θ).
Controlling the overlapping between cells is also an
element that must be taken into consideration. While
implementing a method that can segment spread cells
on a fluorescent image is easy, doing so when cells
are packed is another problem. To simulate this, each
generated cell is given a radius R with respect to its
center whose value is defined by the uniform distri-
bution U (Rmin, Rmax). Eventually, if smaller than the
maximum value of rn(θ), this radius is increased to
not cut through the associated nuclei. We define an
BioNanoSci. (2012) 2:94–103 97
Fig. 2 Simulated cells;
fluorescent cluster locations
on the left and associated
simulated image on the right
overlapping metric between two synthetic cells a and
b using
oab = dabRa + Rb (5)
where dab is the distance between the two cell centers
and {Ra, Rb } are their radii. The user can specify the
overlapping value above which a new cell can be in-
cluded in the population.
3.2 Fluorescent Clusters
A fluorescent cluster represents the most simple and
basic element in our simulation tool. The fluorescent
cluster distribution model we implemented fits images
like the one depicted by Fig. 1. We are aiming at
modeling cells whose membranes have been permeabi-
lized allowing fluorescently stained clusters of surface
receptors to enter the cytoplasm [11]. Modeling the
dispersion of these clusters for each cell is done using
[
r(θ)
θ
]
=
[
rn(θ) + |N (0, σ 2f )|
U (0, 2π)
]
(6)
where [r θ ]T are the polar coordinates of a new cluster
location with respect to the cell center and rn being the
parametric equation defining the nucleic shape.
So far, we have only been modeling cell shapes
and fluorescent clusters distribution in a bi-dimensional
world. In order to take into account from focus
fluorophores, we simply add a third dimension toward
the simulated optical axis. Each fluorescent cluster is
assigned a depth parameter z which is uniformly dis-
tributed according to U (z0, z1) where z0 and z1 rep-
resent the deepest and highest plane, respectively, in
between which the clusters will be distributed, with the
special case of z = 0 representing the in focus plane.
Figure 2 illustrates some synthetic cells that have been
generated with the presented simulation engine.
4 Cell Population Imaging
This section accounts for the optical and measurement
errors that arise when imaging a fluorescent sample.
The fluorescent proteins produce emission light upon
excitation; the optical system gathers that light and
focuses it onto the imager. Our simulator takes into
consideration different errors to mimic the optical sys-
tem. The first is the uneven exciting light [12], illumi-
nating the cells with a spatially varying intensity. The
second is the light diffraction occurring in any optical
system [13], which can be fully described by the PSF
of the microscope. At last, we model the effects of the
imager, which is sampling the image coming out of the
simulated microscope and adding various noises such as
the photon-shot noise, thermal noise, and readout noise
[14]. Figure 3 shows side by side real and simulated clus-
ters of fluorophores where the simulator parameters
have been tweaked to match the experimental setup.
4.1 Excitation Light Model
In a classical fluorescence microscopy setup, the source
of light cannot be evenly spread onto the sample, creat-
ing a vignetting effect of the final images. A quadratic
polynomial can be used to model the distribution of
light intensity as suggested in [12]. An example of this
effect is shown by Fig. 4.
4.2 Optics Modeling
A fluorescent wide-field microscope is an optical sys-
tem that can be fully modeled by its 3D PSF. The PSF
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Fig. 3 Comparison of simulated (left) and real (right) fluorescent
clusters. Caco-2 human cells with permeabilized membrane and
stained TLR-2 receptors have been used. The top right of each
image represents a cell nuclei while the fluorescent clusters,
bound to the TLR-2 receptors, are emitting photons within the
cell cytoplasm. The real image has been taken with a ×40 air
objective having a numerical aperture of 0.9. A CCD imager
having 4.4 × 4.4 μm have been used. The simulator has been
configured to match the experimental parameters. Each image
covers an area of 10 × 10 μm on the sample
of an optical system is the diffraction pattern that is
produced when the system is imaging a point source
object located anywhere in the object space. In other
words, it is its impulse response. Multiple models exist
to represent the 3D PSF, among which the Gibson and
Lanni scalar model [13] and some Gaussian approxi-
mations derived by Zhang et al. in [15]. Due to the
amount of fluorescent clusters we might simulate and
thus the amount of PSF evaluations the simulator needs
to compute, the former model is too computationally
intensive. In this implementation of the simulator, we
decided to use the least-square Gaussian approxima-
tions of the 3D PSF for wide-field microscopes:
PSF(r, z|zp) = A exp
(
− r
2
2σ 2ρ
− z
2
2σ 2z
)
(7)
where the Gaussian parameters σρ and σz are set such
that the least-square error is minimized. Their expres-
Fig. 4 Simulated image of an overly exposed sample exhibiting
the uneven lighting distribution onto the sample
sion, assuming a wide-field microscope in the paraxial
and nonparaxial cases, can be found in [15]. B. Zhang
et al. also evaluated the error made by such approxima-
tions. According to their conclusion, when the imaged
point source is close or in the focal plane, the PSF
approximation is accurate. However, it loses accuracy
for out-of-focus point sources. We must be aware of this
fact while analyzing simulation results.
4.3 Imager Modeling
This part of the simulator is the one generating the final
image. It is split into two steps: sampling and acquiring.
The sampling step takes into account the diffraction
pattern of each fluorophore cluster, the quantum
efficiency of the photosites, the background noise, and
the uneven shading presented in Section 4.1. Note
that our simulator considers each pixel to be identical
[16], i.e., we assume they all have the same quantum
efficiency, the same dark current generation,. . . The
diffraction patterns are computed as presented in Sec-
tion 4.2 assuming no magnification in the simulated
microscope. In order to take into account a radial
magnification factor, one must find a linear relation
between a photosite on the ith line and the jth column
and the spatial coordinate in the image space [x y]T
[
i
j
]
↔
⎡
⎢⎣
x
M
y
M
⎤
⎥⎦ (8)
where M is the magnification factor specified on the
objective. Knowing this relation, we can evaluate the
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amount of electrons per second hitting a given photo-
site using
dE
dt
(i(x), j(y)) = [(I ∗ PSF) Qe + Ng] s(x, y) (9)
where I × PSF is a convolution operation between the
ideal image (impulses mapped with the location of the
fluorophores) and the PSF, Qe is quantum efficiency
of the photosites, Ng is the constant background noise,
and s(x, y) models the uneven shading.
The acquiring step simply integrates dE(i, j)/dt over
time in order to determine how many electrons hit a
given photosite:
NE(i, j) = P
(∫ T
0
[
((S.E(i, j)) + Ndc) dt
]) + Nro (10)
where S can be either 0 or 1 and represents the effect of
a shutter, Ndc is the dark current expressed in electron
per second, t is the exposure time, Nro is the readout
noise modeled by a normal distribution as suggested
in [14], and the operator P is the photon shot noise.
The values of the pixels in the final image are simply
derived from NE using a gain factor expressed in unit
per electrons.
5 Computational Cost
The current implementation of the simulator is divided
in two parts, generating a cloud of fluorescent clusters
and imaging those clusters, as presented in Sections 3
and 4 respectively.
The computational effort of the procedure gener-
ating the fluorescent clusters has a linear dependency
with the number of clusters to be generated. This
was expected according to the process introduced in
Section 3, which consists of randomizing the location
of the clusters in a defined space.
The imaging process as presented in Section 4 has
two major input parameters that influence the execu-
tion time. The number of fluorescent clusters to be
imaged, and the density, or size of the simulated imager
photosites. For each fluorescent cluster, an evaluation
of its diffraction pattern contributing to the final image
is computed using Eq. 7. This results in a linear time
dependency between the execution time and number of
clusters. The execution time measurements, graphically
depicted in Fig. 5, exhibit this linear behavior.
Furthermore, the execution time of the imaging
process has a quadratic dependency with the inverse of
the square footage of the simulated imager photosites.
Measurements of this behavior are graphically depicted
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Fig. 5 Execution time of the simulation tool versus the amount of
fluorescent clusters in the cell population. Assuming all the other
parameters are constant, the time required to image a cloud of
fluorescent clusters shows a linear dependency with the amount
of clusters. The simulated imager features an array of 1,200 ×
1,600 photosites each having a size of 4.4 × 4.4 μm
in Fig. 6. When a fluorescent cluster is imaged by the
simulator, Eq. 7 is used for modeling the diffraction
pattern and needs to be sampled. Given the location of
an imaged cluster on the simulated imager, this equa-
tion needs to be evaluated for each photosite surround-
ing the projected center. This results in a quadratic
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Fig. 6 Execution time of the simulation tool versus the size of the
simulated imager photosites. Assuming all the other parameters
are constant, the time required to image a cloud of fluorescent
clusters shows a quadratic dependency with the inverse of the
photosite size. The number of fluorescent clusters was fixed to
1,000. The simulated imager features a constant size active area
of 5,280 × 7,040 μm where the photosites are located
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behavior. For example, doubling the photosite density
by reducing their square footage results in a quadrupled
number of evaluations of Eq. 7.
The time required for the addition of noise, as
defined by Eqs. 9 and 10, is linearly dependent with the
number of photosites in the simulated imager. It is, as
expected, independent from the number of fluorescent
clusters and is negligible compared to the evaluation of
the convolution operation in Eq. 9.
The simulations used to generate Figs. 5 and 6 were
executed on a single core of a workstation featuring
Intel Xeon X5650 processors at 2.66 GHz using MAT-
LAB (R2009b, 64bit).
6 Validation
6.1 Deconvolution Method
In order to validate our image simulator, we are us-
ing an existing algorithm that implements means to
deconvolve the number of fluorophores present in a
fluorescent cluster [17]. Hereunder, we refer to this
method as the reference method. It is using basis his-
tograms, like the ones shown in Fig. 7, to process an
image gray-level histogram such as the one plotted
in Fig. 8. This reference method has been developed
and tested by generating intensity histogram directly
based on mathematical models according to some pa-
rameters (e.g., the number of fluorescent clusters and
the amount of fluorophores per cluster). Images have
been generated using our simulator based on these
parameters. For each scenario, the results produced by
the reference method using the mathematically gener-
ated histogram and the histogram generated from the
simulated images are compared (Table 1).
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Fig. 7 Basis histograms used to deconvolve intensity distribu-
tions. Each curves is a signature of a fluorescent cluster having
a single (high and narrow curve) or multiple fluorophores (lower
and wider curves). It is the quantum information used by the
deconvolving method to process histograms
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Fig. 8 Example of fluorophore intensity distribution generated
from our imager simulator. This distribution represents the sim-
ulation scenario 1MD as showed in Table 1
The reference method developed by Mutch et al.
[17] is based on their observation showing that in
a fluorescent image, the intensity distribution of the
pixels containing the useful signal (i.e., the region of
interest) is best fitted using a lognormal distribution
(probability distribution of a random variable whose
logarithm is normally distributed). In that research, the
measured intensity of a fluorescent cluster is modeled
using
I(x, y) =
⎛
⎝ J∏
j=1
F j(x, y)
⎞
⎠ cI (11)
where c is the number of fluorophores in the cluster,
I is the intensity of a single fluorophore, and F j rep-
resents various effects of the measurement process like
the PSF. From the central limit theorem, the intensity
distribution of various fluorescent clusters for a large J
dictates a lognormal profile.
The various scenarios considered to validate the
results computed by the reference method based on
Table 1 Deconvolution results of various simulation cases
Sim. scenario Sim. aˆc aˆc Our
value Mutch et al. [17] simulator
1MD a1 1,500 1,505 ± 44 1,459 ± 377
a2 1,500 1,457 ± 93 1,368 ± 382
3MD a3 1,500 1,461 ± 194 1,783 ± 133
a4 1,500 1,472 ± 259 1,218 ± 80
4MD a4 1,500 1,448 ± 390 2,175 ± 101
a5 1,500 1,370 ± 522 830 ± 131
6MD a4 3,000 2,703 ± 320 2,568 ± 987
7MD a1 200 190 ± 46 58 ± 30
a2 1,200 1,205 ± 134 1,345 ± 71
a3 1,200 1,226 ± 288 1,350 ± 147
a4 400 310 ± 267 216 ± 143
The computed estimates are expressed in the form of μ ± σ ,
where μ is the mean value and σ is the standard deviation over
100 deconvolved intensity profiles
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images generated by our simulator are presented in [17]
(Table 5) and redisplayed in Table 1. Each scenario
has some input parameters indicating the amount of
fluorescent clusters ac having c fluorophores. For exam-
ple, the scenario labeled 1MD defines a sample having
3,000 fluorescent clusters including 1,500 clusters with 1
fluorophore (a1) and 1,500 clusters with 2 fluorophores
(a2). From the input parameters ac, we are generating
a couple of intensity profiles for each scenario within
Table 1, which are then fed to the reference method
for processing. The goal of this method is to find an
estimation aˆc of the ac.
Each simulation scenario requires two intensity
profiles, one generated directly using mathematical
models, which is the approach employed in [17] to
validate their algorithm, and the other computed from
the image generated using the input parameters ac
by our synthetic image generator. The results of the
deconvolution of those intensity profiles are presented
in Table 1, where the first column of the results indi-
cates the estimate aˆc computed from the mathemati-
cally crafted intensity profiles and the second column
shows the estimate aˆc computed from the intensity
profiles of the generated synthetic images. Note that
for the latter, a noise removal step is required be-
fore deconvolving since the various noises described in
Section 4.3 introduce an offset in the intensity profile
that must be removed to avoid misresolved fluorophore
amounts.
The consistency of the synthetic image generator is
established by pointing out that both approaches lead
to statistically equal estimates, using the processing
algorithm of Mutch et al. [17] as a reference tool and
knowing it has already been used in practical applica-
tions [18].
6.2 Signal-to-Noise Characteristics
The SNR is a very important parameter to evaluate the
quality of an image. Algorithms processing fluorescent
images require images either taken with a short ex-
posure time (e.g., Lucky imaging [19]) or with a long
exposure time (e.g., super-resolution methods [20]). In
those cases, the SNR is either read-noise-limited or
photon-noise-limited. A short exposure time favors the
influence of the readout noise since the amount of
electrons gathered by the photosites from the signal is
low. For longer exposure times, the amount of electrons
gathered by the photosites is bigger and the readout
noise is neglectable compared to the photon-shot noise.
Figure 9 shows that images produced by our simula-
tor have this behavior. The plot of the SNR versus the
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Fig. 9 SNR versus exposure time. We can distinguish two typical
regions: the read-noise-limited region and the photon-shot-noise-
limited region
exposure time exhibits the two aforementioned noise-
limited regions. The used SNR definition is
SNR =
∑N
j=1
∑M
i=1 NˆE(i, j)2∑N
j=1
∑M
i=1
(
NˆE(i, j) − NE(i, j)
)2 (12)
SNRdB = 10log10(SNR) (13)
where NˆE(i, j) is the expected amount of electrons
gathered by the photosite from the signal on the ith
line and jth column and NE is the same, but including
electrons generated by noise sources.
7 Application
Evaluating, comparing, and testing image processing
algorithms for fluorescence microscopy is directly de-
Table 2 Deconvolution results for the scenario 1MD with vari-
ous SNR levels
SNR (dB) aˆ1 aˆ2
1 0 ± 0 0 ± 0
2 0 ± 1 0 ± 4
3 744 ± 148 1,104 ± 209
4 821 ± 62 1,299 ± 64
5 940 ± 56 1,661 ± 99
6 904 ± 62 1,611 ± 130
7 1,250 ± 52 1,029 ± 94
8 1,322 ± 63 1,341 ± 92
9 1,313 ± 57 1,522 ± 112
10 1,319 ± 48 1,613 ± 94
Expected value for a1 and a2 is 1,500. The computed estimates for
a given SNR are expressed in the form of μ ± σ , where μ is the
mean value and σ is the standard deviation over 100 deconvolved
intensity profiles, minus the outliers
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pendent on the experiment being performed. Thus, in
order to use simulated images for those purposes, the
tool must be configured to match the experimental
setup such as the optics, imager characteristics, or light
illumination. Equally important, the generated cloud of
clusters and the number of fluorophores they embed
should match the experiment as well.
As an example of application of the developed sim-
ulator, we are quantitatively analyzing the capabilities
of the deconvolution algorithm [17] for the scenario
1MD by varying the SNR of the produced images. For
this analysis, 100 photon-noise-limited images having
a fixed average SNR were processed by the decon-
volution algorithm. After filtering out the outliers in
the results, a couple estimates are computed, for the
number of fluorescent clusters having 1 fluorophore
(aˆ1) and 2 fluorophores (aˆ2). The computed estimates
for various levels of SNR are gathered in Table 2.
The true, expected values are a1 = 1,500 and a2 =
1,500 as defined by the scenario 1MD. In those con-
ditions, considering the photon-shot noise and a SNR
defined by Eq. 13, we can point that a SNR below 7 dB
induce an error on the estimates of over 20% compared
to the expected values.
8 Conclusion
This paper presented a new approach to generate syn-
thetic fluorescent images based on imaging fluorescent
clusters. The engine is composed of two main parts.
First, the location of the fluorescent clusters as well as
the number of fluorophores per cluster are generated.
Second, these clusters are rendered using models of the
imaging system PSF and simulating the sampling prop-
erties of an imager. The user is asked for experimental
parameters that can be easily found, such as the sample
and cell sizes, optical parameters (numerical aperture,
magnification,. . . ), and imager specifications (photosite
amount and size, quantum efficiency,. . . ).
This tool is primary used as a development tool for
image processing algorithms. For example, algorithms
whose jobs are to quantitatively evaluate the amount
of cell receptors. It falls within the range of simulation
tools that are often used for development and debug-
ging purposes in many disciplines. Having a generic and
configurable model of a microscope and image sensor
for fluorescence microscopy helps with the develop-
ment of image processing algorithms. By defining the
geometry and the location of fluorescent clusters, one
can simulate various scenarios and evaluate the effects
of the optical properties of the system. This gives us
means to simulate a given experiment without having
to set it up in a lab and gather some early intel on
how the processing methods are performing in these
cases. The simulation tool provides a totally controlled
environment where repeatability and border cases can
be easily created, which is not always the case with real
experiments, especially when dealing with biological
samples.
On the other hand, this paper uses the synthetic
image generator with a simple distribution model of
fluorescently stained cell receptors. The simplicity of
this model was a deliberate choice since the goal of
this work was to validate the image generator using a
know algorithm processing images of fluorescent clus-
ters. Future work would be to extend and try various
cell receptor distribution models in order to develop
algorithms that can extract quantitative information
data about biological samples.
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