Abstract-Heat-flow measurements imply that the San Andreas Fault operates at lower shear stresses than generally predicted from laboratory friction data. This suggests that a dramatic weakening effect or reduced heat production occur during dynamic slip. Numerical studies intimate that grain rolling or localization may cause weakening or reduced heating, however laboratory evidence for these effects are sparse. We directly measure frictional resistance (v), shear heating and microstructural evolution with accumulated strain in layers of quartz powder sheared at a range of effective stresses (| n =5-70 MPa) and sliding velocities (V= 0.01-10 mm/s). Tests conducted at | n ]25 MPa show strong evidence for shear localization due to intense grain fracture. In contrast, tests conducted at low effective stress (| n = 5 MPa) show no preferential fabric development and minimal grain fracture hence we conclude that non-destructive processes such as grain rolling/sliding, distributed throughout the layer, dominate deformation. Temperature measured close to the fault increases systematically with | n and V, consistent with a one-dimensional heat-flow solution for frictional heating in a finite width layer. Mechanical results indicate stable sliding (v 0.6) for all tests, irrespective of deformation regime, and show no evidence for reduced frictional resistance at rapid slip or high effective stresses. Our measurements verify that the heat production equation (q = v| n V) holds regardless of localization state or fracture regime. Thus, for quasistatic velocities (V 510 mm/s) and effective stresses relevant to earthquake rupture, neither grain rolling/sliding or shear localization appear to be a viable mechanism for the dramatic weakening or reduced heating required to explain the heat flow paradox.
Introduction
An enduring paradox in earthquake studies is that the heat flow measured near the San Andreas Fault is much lower than that predicted using stress field, plate velocity and standard laboratory derived friction values (e.g., LACHENBRUCH and SASS, 1980) . The heat production equation (1) relates shear heating to the work done due to frictional shear:
where q is rate of heat production per unit area;~is shear stress, which during steady sliding equals friction coefficient (v) multiplied by effective normal stress (| n ); and V is sliding velocity. Solutions to this heat-flow debate (summarized in SCHOLZ, 1996 SCHOLZ, , 2000 require a reduction in q and generally invoke mechanisms to reduce fault friction. For example the addition of clays may lubricate the fault zone reducing friction, however, it is unclear whether clays are pervasive in natural fault zones (CHESTER et al., 1993) . Alternatively, frictional melting due to high temperatures caused by rapid sliding on the fault may reduce shear stress (MCKENZIE and BRUNE, 1972) . SIBSON (1975) argued that pseudotachylytes observed in the field were evidence of this type of frictional melting during seismic slip events.
There is little experimental data to test these hypotheses since few laboratory studies have systematically measured both friction and shear heating over a wide range of conditions. However, melts formed in the laboratory during high velocity frictional sliding were found to: (1) have very low viscosity, which may lubricate fault surfaces (SPRAY, 1993) ; and (2) be associated with rapid changes in friction (TSUTSUMI and SHIMAMOTO, 1997) . Even below the melting point, temperature may affect the stability and velocity dependence of friction (e.g., STESKY, 1978; LOCKNER et al., 1986; BLANPIED et al., 1995) . YOSHIOKA (1985 YOSHIOKA ( , 1986 and BROWN (1998) showed that unstable stick-slip sliding on simulated faults generates less heat than stable sliding, suggesting that different mechanisms may operate in each regime.
Mature fault zones generally contain significant quantities of wear material or gouge. However, previous experimental work (e.g., BLANPIED et al., 1998; BROWN, 1998) has mainly concentrated on the shearing of bare surfaces with no gouge. There are very few direct observations of shear heating in granular layers (LOCK-NER and OKUBO, 1983) , hence this topic clearly warrants further investigation. Numerical experiments of faults containing granular material show low-heat generation compared to faults with no gouge (MORA and PLACE, 1998) . This may suggest a dramatic weakening in faults with gouge. MORA and PLACE (1999) show evidence of significant weakening associated with the onset of localized slip in faults with gouge which is mainly attributed to grain rolling. Hence they (MORA and PLACE, 1998) propose that the mechanism for low-heat generation in faults with gouge is rolling and bouncing of grains leading to minimal slip between individual grains. This raises questions regarding the role of localization fabrics in heating and how grain fracture (absent in these numerical simulations) would affect shear heating compared to a non-destructive mechanism such as grain rolling/sliding.
The purpose of this paper is to present new laboratory results investigating shear heating in granular layers as a function of accumulated strain, localization, normal stress and sliding velocity. Results indicate that the heat production equation holds for distributed and localized shear and that for a given value of q, heat production is comparable for grain rolling/sliding and grain fracture regimes.
Experimental Technique
We shear layers of quartz powder between rough steel surfaces in a servo-controlled direct shear apparatus (Fig. 1) . The quartz powder simulates the fault gouge present in mature fault zones. The granular material has an initial grain size of 50-150 vm and sub-rounded -angular grains. The rough steel surfaces approximate the boundary conditions of rough rock and inhibit boundary slip.
We apply a uniform normal force to the side blocks, then apply a constant or stepped load point velocity to the middle block. The resulting shear stress, normal stress, shear displacement and layer thickness changes are continuously measured by transducers during deformation. Friction is nominally defined as shear stress Figure 1 Schematic diagram of the sample geometry illustrating the 3-mm thick granular quartz layers sandwiched between rough steel blocks. Shear and normal stress orientations are indicated and the locations of thermocouples are marked. Three K-type thermocouples (TC1, TC13, TC16) located in blind access holes in one steel side block measure temperature centered on the 50 × 50 mm 2 granular layer at distances 2 mm, 6 mm, 6 mm from the center of the layer respectively. Two additional surface thermocouples (TC7, TC10) were attached directly to the center and side blocks, 19.5 mm and 3 mm from the center of the granular layer, respectively. Thermocouples are calibrated giving absolute temperatures correct to within 1°C and data are generally presented as temperature rise with respect to the initial conditions. divided by normal stress. Additional experimental details are given in MAIR and MARONE (1999a) . Temperature is measured by multiple sensor locations near the gouge layer to investigate heat conduction through the sample assembly (Fig. 1) .
Velocity stepping tests were carried out to investigate the thermal and mechanical response at differing normal stresses. Temperature changes give important information on shear heating, whereas the friction rate parameter indicates fault zone structure and stability. Constant velocity tests were carried out to study the influence of normal stress and sliding velocity on shear heating for a given V| n product. Shear heating was studied for different deformation regimes (e.g., localized versus distributed shear, and fracture versus non-fracture conditions). Experimental conditions covered the following range: 0.0015 V5 10 mm/ s; 5 5| n 570 MPa; slip 0 -20 mm (Table 1 ). All tests were carried out at room temperature and humidity.
Experimental Results

Deformation of Granular Layers
The coefficient of friction (shear stress/normal stress) and layer thickness are plotted as a function of shear displacement for a typical high velocity test in Figure  2 . Friction increases on initial loading, with some macroscopic strain hardening and then reaches approximately steady state (neutral behavior) after a few millimeters of slip. Second-order perturbations associated with decade step changes in loading velocity are superimposed. At a step increase in velocity, friction shows an abrupt increase and subsequent exponential decay to a new steady state. The converse is observed for a step decrease in velocity. Detailed analyses over a wide range of conditions (0.0015 V 510 mm/s, 255| n 5 70 MPa) indicate that steady-state friction is 0.6 after a few mm slip for all tests and yield no evidence for reduced friction at rapid slip or enhanced normal stress (MAIR and MARONE, 1999a) . This result applies for the thermal conditions and displacements of our experiments, which overlap with those for which numerical simulations (MORA and PLACE, 1998) have found dramatic weakening. For larger net slip and greater shear heating, GOLDSBY and TULLIS (1998) have reported dramatic weakening.
The friction rate parameter (a− b) is determined directly from our velocity stepping experiments (see inset to Fig. 3 ). (a− b) indicates the localization state of the gouge as well as fault zone stability (e.g., MARONE and KILGORE, 1993) . All of our tests (with the exception of the | n = 5 MPa experiment) undergo a gradual transition from velocity strengthening (a− b\0) to velocity weakening (a− bB 0) with accumulated slip (Fig. 3 ). This is interpreted as a transition from distributed to localized shear at 5 -10 mm slip (MARONE, 1998) . Previous work indicates that sliding velocity (0.0015 V 510 mm/s) has little systematic influence on (a− b), however higher normal stress systematically increases both initial strengthening and subsequent weakening by a small amount (MAIR and MARONE, 1999a) . The test carried out at | n =5 MPa shows distinctly different behavior, with velocity strengthening, interpreted as distributed shear, persisting throughout the entire experiment.
Direct (SEM) observations of granular layers deformed at low normal stress (| n =5 MPa; V = 5 mm/s) for 20 mm slip show little or no grain size reduction with respect to the starting powder and no fabric can be identified (Fig. 4a) . In contrast, initially identical layers subjected to a higher normal stress (| n = 50 MPa; V= 0.5 mm/s) and 20 mm slip show distinct fabric development highlighted by oblique 
The sense of shear is indicated by arrows. Note the intense grain size reduction and development of heterogeneous fabric in b) which is not apparent in a). Both layers were originally 3 mm thick hence layer thinning is clearly enhanced at high | n .
strands of intense grain size reduction (Fig. 4b) . Clearly, significant comminution of grains has occurred at | n =50 MPa, whereas almost no grain fracture has ensued at | n =5 MPa. We suggest from these observations that deformation at 'high' normal stress (| n ]25 MPa) is achieved mainly through grain fracture whereas the dominant deformation mechanism at 'low' normal stresses (| n = 5 MPa) is a non-destructive process such as grain rolling or sliding. Moreover 'high' and 'low' normal stresses result in highly localized and homogeneously distributed shear respectively, consistent with the interpretations of friction velocity dependence (Fig.  3) . MAIR and MARONE (1999b) studied progressive deformation as a function of accumulated slip for identical tests conducted at 'high' normal stresses (255 | n 5 70 MPa) revealing the following. At 5 mm slip (i.e., within the velocity strengthening regime, Fig. 3 ), shear is distributed homogeneously throughout the granular layer whereas at 20 mm slip (i.e., the velocity weakening regime, Fig. 3 ) distinct fabrics highlighted by grain size reduction have developed indicating the transition to localized shear. This independent observation is consistent with the interpretation given above for the transition in friction velocity dependence.
The microstructural and mechanical observations correlate well, therefore we can study the influence of different deformation regimes and localization state on shear heating by comparing data from tests conducted at 'high' (| n ] 25 MPa) and 'low' (| n =5 MPa) normal stresses.
Heat Production
From equation (1) it is clear that heat production (q) should be affected by changes in applied normal stress or sliding velocity. We test this theory by independently varying sliding velocity and normal stress, focussing on two cases where the product V| n is equal to 2.5× 10 5 W/m 2 and 0.25× 10 5 W/m 2 , respectively. Figure 5 shows heat production (q) due to frictional heating (calculated as the product of shear stress and sliding velocity (~V) measured during constant velocity tests) as a function of shear displacement. After the first few mm of slip, the frictional work done (q) is comparable for tests with different sliding velocities and normal stresses but the same product (V| n ). Two levels of 'steady-state' heat production, equal to 1.4×10 5 and 0.14× 10 5 W/m 2 , are associated with the two cases examined.
From section 3.1 we know that the deformation regime and degree of localization depend strongly on normal stress. By altering the normal stress we can study the non-fracture (5 MPa) and fracture (50 MPa) regimes. We can isolate the influence of deformation regime on shear heating (Table 1 ; Fig. 5 ) by varying normal stress (5, 50 MPa) and velocity (5, 0.5 mm/s) in a complementary way, such that the product remains constant (i.e., | n V= 0.25× 10 5 W/m 2 ), hence the work done is the same for both regimes. An important observation (Fig. 5) is that heat Vol. 157, 2000 Figure 5 Heat production q ( =~V) versus shear displacement for a range of tests. Dotted lines indicate | n =5 MPa; black solid lines | n = 25 MPa; grey lines | n =50 MPa. Sliding velocity is varied in a complementary way to give V| n = 2.5× 10 5 W/m 2 or 0.25 ×10 5 W/m 2 (see Table 1 ). After a few mm slip, heat production q is comparable for a given product irrespective of the individual values of V or | n .
production is similar for the fracture and non-fracture regimes. In the next section we will directly measure the temperature rise produced and thereby test if the heat production equation holds for all our tests.
Temperature Measurements: Velocity Stepping Tests
Temperature change is monitored throughout the tests to reveal temperature signals associated with differing heat production. In Figure 6 , temperature change measured at thermocouple TC1 is plotted as a function of shear displacement where velocity is stepped between 0.3 -3 mm/s and | n = 25-70 MPa. The overall trend shows temperature increasing with accumulated slip, consistent with continual shear heating throughout the test. There is a positive relation between the overall temperature rise and increasing normal stress.
Superimposed onto these are smaller temperature excursions associated with individual step changes in loading velocity (0.3 -3 mm/s). The increase in temperature is greater and more rapid at higher velocity, consistent with the enhanced heat production at higher velocity described by equation (1). The temperature changes lag behind the velocity perturbations due to thermal inertia, finite diffusivity, and the distance between the fault zone and the thermocouple. This explains why the rapid increase in temperature associated with the faster (shaded) velocity reaches the sensor during the subsequent low velocity (unshaded) part. The rate of temperature rise (the slope of the perturbations) systematically increases with normal stress, consistent with results from bare surface experiments (BROWN, 1998) . At any specific shear displacement, the temperature rise observed is systematically larger at higher normal stress. This is anticipated from equation (1) due to the enhanced heat production at high | n . For a given test, the temperature rise associated with an individual velocity step is largest at the beginning of the test and gradually decreases in size with increasing slip. A related observation is made for the cooling associated with a step down in velocity. Initially, heating is larger than cooling even during the slow velocity periods, however with additional slip, the heating decreases until net cooling during the slow steps is observed. This effect is enhanced at high normal stress.
Temperature Measurements: Constant Velocity Tests
Recognizing that the influences of individual velocity steps may be difficult to decompose we evaluate a simpler case, where V is constant throughout the test. Temperature is monitored simultaneously at several locations in order to determine heat conduction in the sample setup and to constrain modelling parameters for the heat-flow solution presented later. In these tests, we vary normal stress and velocity in a complementary manner such that the product is constant, focussing on two cases V| n =2.5 ×10 5 W/m 2 and V| n = 0.25× 10 5 W/m 2 . We see from Figure 5 , that heat production (q) for a constant V| n product is comparable. Therefore, we can independently study the influence of normal stress and sliding velocity on temperature change for a given value of q (Table 1) .
In Figure 7 , temperature change is plotted as a function of time where conditions are as follows: a) V =5 mm/s, | n = 50 MPa; b) V= 10 mm/s, | n = 25 MPa. Figure 8 shows two additional cases: a) V =1 mm/s, | n = 25 MPa; and b) V= 5 mm/s, | n =5 MPa. The main aspects of all four cases in Figures 7 and 8 are similar. All show a rapid (though nonlinear) increase in temperature of a few°C throughout the heating stage then rapid cooling when shearing ceases. Thermocouples farther from the granular layer have smaller temperature rises and peak temperature is achieved after a longer time interval consistent with expectations from thermal diffusion. An interesting observation is that the temperature rise at TC16 always exceeds that measured at TC13 although the thermocouples are the same distance from the fault zone. This is because the bottom of the middle block that has already participated in shearing is hotter than the top section that has not. As the middle block moves down it carries heat with it hence TC16 is hotter than TC13. Another point is that TC7 eventually reaches higher temperatures than TC10 despite being farther from the source. Here we must invoke the contribution from the second layer. TC7, located equidistant from both fault zones, receives heat of the same amplitude at the same time from both layers. In contrast, the other sensors receive heat of different amplitudes from both layers at different times and hence the contribution of the second layer is generally delayed and significantly smaller.
The different values of heat productions in Figures 7 and 8 influence the temperature rise (note the change in scale). For a given heat production (i.e., Fig.  7 or 8, respectively) , the rate of temperature rise is influenced by sliding velocity (i.e., plot a or b). Although the heat production is essentially comparable in a) and b), in each figure, the peak temperature change is larger in the lower velocity tests in each case. This is due to the finite time required for thermal diffusion through the sample. In the faster tests the duration of heating and hence the length of a test is shorter than the diffusion time required for the heat pulse to reach the sensor. Hence the peak temperature is apparently low. This effect is discussed below.
In summary, the total temperature rise for 20 mm slip (measured at TC1) is plotted versus normal stress in Figure 9 . This plot highlights the influence of both normal stress and sliding velocity. Note in particular that an increase in normal Figure 9 Total temperature change after 20 mm slip versus applied normal stress for both velocity stepping and constant velocity tests. All the data are measured at TC1. The solid line is best-fit regression to data (indicated by open circles) from test at range of | n between 25 -70 MPa and V =0.3-3 mm/s. Solid line is forced to cut origin since temperature rise will be zero for zero heat production. Other markers show total temperature change after 20 mm slip for a range of constant velocity tests. Dotted lines are visual guides linking data for a given velocity and the origin. Velocity conditions are marked. A systematic temperature increase is observed as a function of both increasing normal stress and velocity.
stress shown by open circles gives a linear increase in temperature. An increase in velocity yields a systematic although not linear increase in temperature. This is due to the finite time required for thermal diffusion.
Heat-flow Solution
Method
We use a 1-D heat-flow solution for frictional heating in a layer of finite thickness to investigate the variation in shear heating predicted for the conditions of our tests. The equation governing 1-D unsteady transport of heat can be written:
where T is temperature; t is time; z is density; C is specific heat; Q is the rate of heat generation per unit volume (i.e., Q= q/w); s= k/zC is thermal diffusivity where k is thermal conductivity; and x is distance. Equation (2) indicates that the rate of temperature increase at a distance x away from the source is a balance between a heat production term and a heat conduction term. We solve for temperature using the approach of CARDWELL et al. (1978) who consider that heating is uniform over a fault of finite width w:
In equation (3), | f is frictional stress on the fault; D is fault displacement; s is slip duration; and H is the Heavyside step function. We assume that granular layer thickness (w/2 = 1 mm) is constant throughout the test and that temperature change is averaged over this entire layer. We choose material constants (k= 9.3 W/(m · C); s =7.8 × 10 − 7 mm 2 /s) which lie between tabulated values for steel and sandstone and give the best fit to our experimental data. Heat production is calculated from equation (3) using our measured values of friction (v= 0.6), normal stress (| n ), distance from the center of the fault zone (x) and velocity (V) ( Table 2) . Simulations are designed to reproduce the conditions of our experiments (Figs. 6, 7, 8) and yield temperature change as a function of time (or slip).
Simulation Results
Simulations were run duplicating the range of stress conditions and velocity stepping histories of the data presented in Figure 6 . The temperature rise 2 mm from the center of the layer (i.e., the position of TC1) is plotted as a function of Vol. 157, 2000 40  50  2  1  2 0  25  4  2  5  5  5  2  4  50  2  0  10  25  2  10  2  25  3  10  2  25  2  4  25  10  2  10 25 6
x is the distance from center of the fault zone (i.e., the heat source) to the sensor. Table 2 . These 1-D shear heating simulations are shown for the two velocities V=1, 10 mm/s, and | n = 25 MPa for varying distances (x) measured from the center of the granular layer. One simulation calculates the temperature change at the center of the 2 mm wide layer (i.e., x= 0 mm).
time in Figure 10 . The main features of the data in Figure 6 are reproduced. Also apparent are the perturbations in temperature associated with individual velocity steps. Importantly, for a given test, these temperature perturbations gradually decrease in size with increasing displacement. Figure 11 shows temperature rise versus time for a series of constant velocity simulations. The distance from the center of the fault zone (x) is varied (2-6 mm) to simulate the temperature measured at different sensors. In addition, one simulation is run for the temperature rise expected at the center of the layer (x= 0 mm). Heat production is constant during a time interval corresponding to 20 mm slip and is zero for all other times, comparable to experiments (Figs. 7, 8) . Heating and cooling associated with the period of shear heating are shown in all curves. Maximum temperature decreases with the distance from the fault zone and the time required to reach maximum temperature increases systematically with distance. Results are qualitatively comparable to data presented in Figures 7, 8 . The temperature change expected at the center of the layer is 8°C. If the layer, where heat is produced, was thinner e.g., a shear band 0.1 mm thick as suggested from microstructural observations (Fig. 4b) , temperature rise would instead be 12°C. The total temperature changes obtained from simulations of temperature change (at TC1) following 20 mm slip are plotted in Figure 12 (solid symbols) as a function of steady-state heat production. Experimental data (from TC1) for the relevant Vol. 157, 2000 Figure 12 Total temperature change during 20 mm slip versus heat production (q). Experimental data shown as open symbols for the conditions annotated. One-dimensional heat-flow solutions for the same conditions are indicated by the corresponding solid markers. Thermal properties used in the simulations are shown.
In general, the model approximates the data well.
conditions (open symbols) are superimposed. For a given heat production the temperature change is smaller for high velocity tests due to the finite time required for thermal diffusion through the sample. In general the one-dimensional heat flow results are in good qualitative agreement with our experimental data (Fig. 12) . The agreement between the data and models is best for the low q case, however the model underpredicts data for higher q. This likely due to the 1-D nature of the model. A more complex model would be required to fit other aspects of the data, however, given the focus here on the experimental data, additional modelling was considered beyond the scope of the current work.
Discussion
We have carried out experiments on granular layers over a wide range of conditions where we measure the quantities important in the heat production equation. Our study shows that temperature increases systematically as a function of both normal stress and sliding velocity, as observed previously in granular layers at lower normal stress conditions (LOCKNER and OKUBO, 1983 ) and on bare granite surfaces (BLANPIED et al., 1998; BROWN, 1998) . We verify that the heat production equation holds for all tests. The conditions studied span regimes where deformation is interpreted to be dominated by very different mechanisms of grain fracture (| n ]25 MPa) and grain rolling (| n = 5 MPa). Interestingly, heat production and temperature rise are comparable in both regimes. In addition, we investigate the influence of distributed versus localized slip. The degree of localization has no dramatic effect on heating. Moreover, we find no evidence for dramatic velocity weakening at high velocity or normal stress.
The main aspects of the temperature data for all our tests are well approximated by a simple one-dimensional heat-flow solution (Fig. 12) . Importantly, tests at high and low normal stress can be described by the same heat-flow solution that lacks any complexities in microstructure. This indicates that the bulk thermal and mechanical properties of a granular layer are comparable irrespective of localization state or deformation regime. The data therefore imply that the frictional work done in shearing is equivalent whether the deformation regime is non-destructive (e.g., rolling) or involves the production of new surfaces through grain fracture. Hence we conclude that the energy dissipated due to new surface generation is minor compared to the overall work done, agreeing with the work of LOCKNER and OKUBO (1983) .
A possible alternative explanation is that energy is dissipated differently at low normal stress. In previous studies on bare surfaces (BLANPIED et al., 1998; BEELER et al., 1996) , the work done due to fault dilation was essentially ignored since dilation was indeed minimal, however faults containing granular material show significantly larger dilation. If fault zone dilation is enhanced more at low normal stress as preliminary observations of granular layers suggest (MAIR and MARONE, manuscript in preparation), more work may be required to achieve this dilation. This energy could in theory compensate for the energy involved in grain fracture at high normal stress and alleviate the necessity that fracture is a minor energy sink. This model is speculative and clearly requires quantitative testing.
Our friction and microstructural data are consistent with previous observations (e.g., MARONE et al., 1990; BEELER et al., 1996) indicating that velocity strengthening is associated with distributed shear and velocity weakening is associated with localized deformation, respectively. An additional result is an association between a broad particle size distribution and localization (fracture regime, Fig. 4b ) compared to a narrow range of grain sizes associated with distributed deformation (rolling regime, Fig. 4a ). These observations correspond to a conceptual model based on numerical studies by MORGAN and BOETTCHER (1999) who propose that a broad grain size distribution (or larger number of grains) may assist shear localization due to a 'lubrication' effect of small grains acting as rollers. For a distribution of similarly sized grains (or a small number of grains) they anticipate the entire granular layer deforming by distributed shear.
Extrapolation of our laboratory results to natural fault systems is speculative due to differences in loading conditions, e.g., net slip. We can, however, directly compare our work to recent numerical studies investigating shear in granular layers for a similar range of conditions and deformation regimes (e.g., PLACE, 1998, 1999) . MORA and PLACE (1998) suggest significant weakening and reduced shear heating is associated with a switch from sliding to rolling mechanisms. In our experiments, we interpret grain rolling to be an important, perhaps the dominant deformation mechanism operating at low normal stress. However, we see no evidence for weakening or low heat production as proposed by MORA and PLACE (1998) . This may indicate that grain rolling is not the sole deformation mechanism operating in our tests at low normal stress and that deformation is accommodated by a combination of rolling and sliding. MORA and PLACE (1999) state that the weakening observed in their numerical simulations is due to a self-organization process which appears to be localized slip. We show that dramatic weakening does not occur in our experiments for either localized or distributed slip. Thus, the particular self-organization processes thought to be responsible for weakening in the numerical experiments (MORA and PLACE, 1999) may not be occurring in our laboratory tests. In summary, based on our study of shear heating in granular layers, we conclude that fault strength and heat flow are consistent with theoretical predictions for a wide range of slip velocities and effective stresses.
Conclusions
The heat production equation holds for all conditions studied for both localized and distributed shear. For a given q, the heat generated is similar in regimes where fracture and non-fracture are thought to dominate. The presence or absence of localized shear structures has little influence on heat production or temperature rise. If our results can be extrapolated to the San Andreas Fault, they would predict a strong fault with significant heating and hence additional mechanisms must operate to explain the heat-flow paradox.
