• We propose an efficient privacy-preserving item-based collaborative filtering method.
Introduction
Recommender systems are becoming important due to the increasing ''information overload'' challenge on the Internet. Collaborative filtering (CF), as one of the most popular recommendation techniques, is adopted by many online service providers, such as Amazon [1] , Youtube [2] and Google News [3] . CF methods work as follows: (1) the server first collects user historical behaviors and analyzes user/item correlations; and (2) recommendations are generated based on these user/item correlations. During this process, user specific, hence, sensitive information, such as data. Cryptography based PPCF methods generally adopt homomorphic encryption to encrypt user information. Then, recommendation scores could be computed on encrypted data, so that user privacy are protected. It is known that, complex encryptions and decryptions are computationally prohibitive for large-scale online services which face with serious scalability issues. Data perturbation based PPCF methods inject noise on user data to prevent recommender system from obtaining user privacy. However, this kind of methods decrease the accuracy of recommendations [11] [12] [13] . It is known that accuracy is the ultimate goal of recommender system, so that degradations in recommendation accuracy are not acceptable in real online services. Moreover, data perturbation technique is limited in privacy preservation. Recent works [14, 15] have shown that the server could partially recover user privacy from perturbed user data using machine learning techniques. In summary, it calls for a collaborative filtering method which offers high efficiency and high accuracy and protects user privacy for large-scale online services.
In this paper, an efficient privacy-preserving item-based collaborative filtering algorithm is proposed, which can protect user privacy during recommendation process without compromising accuracy and efficiency. In the proposed method, item similarities are calculated by efficient secure multi-party computation (SMPC), which can achieve the same efficiency and accuracy as centralized item similarity computation. After similarity computation, users could locally calculate recommendation scores and obtain recommendations with privacy. The proposed method is evaluated on the Netflix Prize dataset, and experimental results demonstrate that the proposed method can achieve higher efficiency than two well-known PPCF solutions without compromising recommendation accuracy. The contributions of this work are summarized as follows:
1. An efficient privacy-preserving item-based collaborative filtering algorithm is proposed to protect user privacy during recommendation process without compromising recommendation accuracy and efficiency. 2. An unsynchronized secure multi-party computation protocol is proposed to achieve multi-party computation without requiring that users should be online simultaneously during computation. 3. Two similarity computation algorithms are proposed to efficiently measure item similarities without compromising user privacy. Meanwhile, the proposed methods could incrementally compute item similarities, so that the item similarity model could be updated incrementally in the proposed method. 4. The proposed method is evaluated on the Netflix Prize dataset.
Experimental results demonstrate that the overall efficiency of the proposed method outperforms a randomized perturbation based PPCF method and a homomorphic encryption based PPCF method by over 14X and 386X, respectively. Meanwhile, the proposed method achieves the same accuracy compared with the homomorphic encryption based PPCF method and outperforms the randomized perturbation based PPCF method by approximately 0.13%-1.07% in accuracy.
The rest of this paper is organized as follows: Section 2 discusses related work. Section 3 presents the proposed privacy-preserving item-based collaborative filtering algorithm. Section 4 discusses and proves the privacy-preservation property of the proposed method. Section 5 presents and discusses the detailed evaluation results. Finally, we conclude this paper in Section 6.
Related work
Recommender systems have become an important research area in recent years [16] . Compared with content-based recommendation approach [17] , collaborative filtering (CF) is one of the most widely adopted recommendation approach in existing recommender systems [16] . A wide range of CF methods have been proposed in the literature, which generally fall into two main categories: user-based CF [3, 18] , item-based CF [1, 2, 19] . Existing studies show that item-based CF methods could achieve comparable or better recommendation accuracy compared with user-based CF methods [19, 20] . Meanwhile, item similarities can be calculated on a subset of user ratings [1] , so that item-based CF methods are of better scalability. Moreover, user-based CF methods suffer from the ''cold start user'' problem, which is less of an issue in item-based CF methods. Overall, item-based CF methods play an important role in recommender system, so that the design of privacy-preserving item-based CF algorithm in this paper is beneficial.
Privacy issues of collaborative filtering have also been identified and investigated by recent works [5, [9] [10] [11] [12] [13] . Existing works toward privacy-preserving collaborative filtering (PPCF) could be classified into two main categories. The first type of PPCF methods adopt cryptography to hide user private data. Canny [5] proposed a privacy-preserving SVD-based collaborative filtering method. In his solution, users compute the singular value decomposition (SVD) of the user-item matrix using homomorphic encryption, in which user privacy are protected by the encryption technique. After SVD computation, users can obtain recommendations via local computations. Aïmeur et al. [9] proposed the Alambic system, which can protect user privacy in a hybrid recommender system. The basic idea of Alambic system is that user private data are separated between the service provider and a semi-trusted third party, and the public key infrastructure is adopted to ensure data security. Thus, user privacy could be protected if the service provider does not collude with the semi-trusted third party. Kikuchi et al. [10] proposed a privacy-preserving collaborative filtering method, in which user similarities are calculated using homomorphic encryption. Meanwhile, item recommendation scores are also calculated using homomorphic encryption and then decrypted by a set of trusted authorities, so that user can obtain recommendations without privacy violation. Cryptography based PPCF solutions have the same accuracy compared with CF methods without privacy protection. However, encryption operations and computations on encrypted data greatly increase the computation overhead of recommender system. Our study using the Netflix Prize dataset shows that homomorphic encryption based PPCF method requires approximately 30X computation time compared with CF method without privacy protection. Thus, this kind of methods are not appropriate for applications with large-scale users and items. On the contrary, the privacy-preserving item-based CF method proposed in this paper does not rely on cryptography to protect user privacy, so that much higher efficiency is achieved.
The second type of PPCF methods adopt data perturbation techniques to inject noise on user private data before sending to recommender system, so that user privacy could be protected. Polat et al. [11] proposed a randomized perturbation technique to protect user privacy, in which random noises are injected to user rating data to prevent the recommender system from obtaining user privacy. However, the noise would affect the recommendation accuracy as demonstrated in their experiments. Zhang et al. [12] found that service provider could infer true user-item ratings from perturbed user-item ratings if all users are using the same perturbation variance. They proposed a two-way communication privacy-preserving approach, in which users perturb their item ratings based on the guidance from the recommender server. Their experimental results demonstrated that the new perturbation approach could reveal less privacy compared with existing perturbation approach at the same recommendation accuracy level. McSherry et al. [13] adopted the differential privacy method in collaborative filtering, which can hide true user-item ratings with bounded probability of inferring from the perturbed data and computation results. As shown in their experiments, the accuracy losses range from approximately 2% to 14% with different amount of available data. The data perturbation based PPCF methods are as efficient as CF methods without privacy protection. But accuracy is the ultimate goal of recommender system, so that degradations in accuracy is not acceptable in real online services. Moreover, the data perturbation technique could not protect user privacy with strong guarantee because the service provider could derive user privacy from perturbed user data using machine learning techniques as demonstrated in recent works [14, 15] . Compared with these data perturbation based PPCF methods, the privacypreserving item-based CF method proposed in this paper does not manipulate user data or recommendation algorithm, so that there is no tradeoff between accuracy and privacy.
Efficient privacy-preserving item-based collaborative filtering
In this work, user privacy are protected by a proposed efficient secure multi-party computation (SMPC) protocol. In this section, we first present how to achieve unsynchronized SMPC in a distributed environment. Then, privacy-preserving item-based collaborative filtering using the proposed SMPC protocol is presented in detail.
Unsynchronized secure multi-party computation
The general goal of secure multi-party computation is to achieve the computation of n private values held by n parties (n > 1) without revealing the private value of each party during the computation. Secure multi-party computation was first studied by Yao [21] , and later extended by Goldreich [22] . Most existing secure multi-party computation protocols require that all parties should be online and collaborate together to jointly compute a value [21, 22] . However, in real online applications, the requirements of users being online simultaneously cannot be always guaranteed. To address this issue, we propose an unsynchronized secure multi-party computation protocol-UnsyncSum in this section, which can achieve jointly computations even when users are not online simultaneously.
Assume that there are n users, each user u i holds a private value v i , the goal of the proposed UnsyncSum protocol is to compute  i v i without revealing each v i to any of the other parties. In the UnsyncSum protocol, each of the private value v i is randomly divided into segments S i = {s 1 , . . . ,
each user randomly sends the segments to different users. Since the segments are distributed among users, such that no single user can obtain all the segments of a private value. And any subset of segments does not reveal any information about the private value, so that the private value of each user could be protected. After this, each user computes the summation of its segments and its received segments, and sends the summation to the recommender server.
As the summation of each user is a combination of multiple users' segments, no privacy of individual user could be obtained in each summation. Finally, the server can compute the summation of all received values, which is equal to the summation of the original private values of all users. Please note that users are not required to be online simultaneously in the UnsyncSum protocol, but each user is required to be online once to participate in the protocol during the computation process. The detailed procedure of the proposed unsynchronized SMPC protocol-UnsyncSum is presented in Algorithm 1. Now, we prove that the proposed UnsyncSum protocol (Algorithm 1) can obtain the correct summation in the following theorem.
Algorithm 1 UnsyncSum(U, V )
Require: U is a set of users, each of which holds a private value and wants to jointly compute the summation of all the values. V is the set of values held by users in U. 1: while not all users have participated do 2: if u i ∈ U gets online for the first time then while U i ̸ = ∅ do 6: u i randomly chooses segment s ∈ S u i and user u ′ ∈ U i , then sends s to u ′ ;
7:
8:
end while 10: if u i receives segment s from another user then 11 :
end if 13: Before u i gets offline, u i computes t i =  
Thus, we can conclude that the correct summation
Meanwhile, the protocol is privacy-preserving in the semihonest model [22] , in which all parties follow the protocol properly except that they can infer the privacy of other parties based on intermediate values. The privacy of users are protected by the random segments distribution, in which a user's private value is shared among no less than two users, so that no one can recover the private value based on only part of the segments. Formal proof is given to prove the privacy-preservation property of the protocol in Section 4.
In the proposed UnsyncSum protocol, the computation and communication complexities are both O(1) per user if we consider the size of random parts as a constant. Meanwhile, the server only need to receive numbers from users and then compute the summation of these numbers, so the server-side computation and communication complexities are both O(n), where n is the number of users. Since the computation and communication complexities are both linear in the number of users, we can say that the proposed UnsyncSum protocol is rather efficient.
Privacy-preserving item-based collaborative filtering using SMPC
Item-based collaborative filtering is a popular recommendation technique proposed by Amazon [1] , and later adopted by many online services, such as Youtube [2] . In item-based CF, item similarities/correlations are first discovered. Then, item recommendations are generated based on user-item ratings and item correlations. Generally, item-based collaborative filtering algorithms work as follows [1, 19] :
1. The recommender system first computes similarities/correlations among items pairs; 2. For a target user u, the recommender system finds items that are similar to items which were rated by u before; 3. For each target item i, the recommender system computes a weighted average to predict user u's rating on i.
In this section, we present how to achieve privacy-preserving item-based collaborative filtering using the proposed UnsyncSum protocol.
Privacy-preserving item similarity computation
In item-based CF algorithm, the key step is to compute similarities/correlations among items pairs. In this section, the PrivateCosine algorithm and the PrivatePearson algorithm are proposed, which can efficiently compute cosine similarity and Pearson correlation among item pairs while protecting the privacy of all users. Please note that, cosine similarity and Pearson correlation are two of the most commonly adopted similarity/correlation measures in item-based CF methods [1, 19, 16] . Other similarity/correlation measures, such as adjusted cosine similarity [19] , Jaccard similarity [16] , etc., could be computed similarly.
1. Privacy-preserving cosine similarity computation. In vector-space model, each item is described as a vector. The cosine value between two vectors can be considered as a measure of the similarity between the two items. The cosine similarity between item i and item j is computed as follows:
where U is the set of users who have rated on item i or j, and r u,i is user u's rating on item i.
Here, a privacy-preserving algorithm-PrivateCosine is proposed to compute the cosine similarity between two items. In the PrivateCosine algorithm, the users first run UnsyncSum protocol to compute the three summations in Eq. (1). Then, after obtaining each of the summations in Eq. (1), the recommender server can compute the cosine similarity on the server side. The detailed procedure of proposed PrivateCosine is presented in Algorithm 2.
2. Privacy-preserving Pearson correlation computation. In statistical model, each item is described as a variable. Thus, the degree of dependent between two variables can be adopted as a measure of the correlation between the two items. The Pearson correlation between item i and item j is computed as follows:
Require: U is the set of users who have rated on item i or item j. where U is the set of users who both rated item i and item j, r u,i is user u's rating on item i, andr i is the average rating of item i. Different from the cosine similarity, the Pearson correlation requires to compute the average ratings of items as shown in Eq. (2) . Thus, the proposed PrivatePearson algorithm first needs to compute the average ratings of items using the UnsyncSum protocol. Then, the rest of the computations is conducted similarly as in PrivateCosine. The detailed procedure of the proposed PrivatePearson is presented in Algorithm 3.
Algorithm 3 PrivatePearson(U, i, j)
Require: U is the set of users who have rated on both item i and item j. 
Privacy-preserving item recommendation generation
After the similarities/correlations among item pairs are generated, the recommender server sends these similarities/correlations to users. Then, users locally compute item recommendation scores using the weighted sum technique [1, 19] as follows:
where I i denotes the set of items that are similar to item i. As user ratings on items are stored locally, item similarities are obtained from the server, so that the local item recommendation computation will not violate user privacy.
Model updating
In item-based collaborative filtering, one common challenge is how to efficiently update the item similarity model when more user-item rating data are incrementally available. Here, we propose two efficient incremental methods to update the item similarity models.
1. Incremental updating for cosine similarity. The incremental updating for cosine similarity requires the computation of 2. Incremental updating for Pearson correlation. The incremental updating for Pearson correlation is more challenging, because the average ratings of items change as new item ratings are obtained. Thus, the original computation results could not be utilized directly as the case for cosine similarity. Next, we describe how to update the Pearson correlation incrementally and efficiently.
Letr i andr ′ i be the average ratings of item i on the original user-item rating data and new user-item rating data, respectively. Let δ i be the difference between the two average ratings of item i, so we havē
Then, we discuss the updating for
2 , and
2 one by one hereinafter.
where U ′ is the new set of users who have rated item i and item j. Then, we divide this expression into three parts as follows:
The first term of Eq. (5) could be obtained from the original Pearson correlation computation, and the third term of Eq. (5) could be computed as in PrivatePearson. Thus, the main difficulty is to compute ∆ i,j , which can be computed as follows: 
Similarly, the first term of Eq. (7) 
As we can see, updating of Pearson correlation relies on the updating of average item ratings. The average ratings of items can be updated incrementally, because the recommender server just need to obtain the number of new users and the summation of new ratings using the UnsyncSum protocol as in PrivatePearson. Then,
2 , and  u∈U δ j 2 can be computed efficiently on the server side. Thus, the Pearson correlation can be updated incrementally and efficiently on the server side.
Analysis

Complexity analysis
1. Complexity of item similarity computation. On the server side, the complexity of similarity computation between two items is O(n), where n is the number of users. Thus, the total complexity for computing similarities among all item pairs is O(n * m 2 )
(m is the number of items), because there are totally 1 2 m(m − 1) item pairs. This server-side complexity is similar to that in the non-privacy-preserving item-based CF methods [1, 19] . However, in those methods, 3n multiplications and 3n additions are required to compute the similarity between two items. In our method, all multiplications are performed by users, only 3n additions are required. Thus, the proposed method is much more efficient than those methods on the server side. On the client side, the computation and communication complexities are both O(m u 2 ) for each user u, where m u is the number of items that u have rated. This is because each user only needs to participate in the similarity computation of items which were rated by him/her before. Generally, user only rates a small set of items, so that the client-side computation and communication overhead are low. Note that the clientside complexities of the proposed method are higher than those of non-privacy-preserving collaborative filtering methods, whose computation complexity is 0 and communication complexity is typically O(m u ) [19] . But the proposed method is beneficial to users because they can preserve their privacy by only performing a small amount of extra communication and computation.
Complexity of item recommendation generation.
In our method, all item recommendations are generated on the client side. For each user u, the computation complexity is O(m u ) for recommending one item, where m u is the number of items that u have rated. This is because one weighted sum on m u items should be performed to compute the recommendation score of an item. As stated above, users generally rates a small set of items, so that the item recommendation generation is also efficient.
3. Complexity of model updating. In the updating for cosine similarity and Pearson correlation, the computation and communication complexities for updating the similarity between two items on the server side are both O(n 
Efficiency analysis and comparison
As analyzed above, the server-side complexities of item similarity computation for the proposed methods are similar to those of non-privacy-preserving item-based CF methods. However, it should be noted that the proposed methods can distribute a large fraction of computation to users, so that the server-side computation overhead is significantly reduced.
Efficiency analysis and comparison of similarity computation.
Firstly, the proposed privacy-preserving similarity computation methods can reduce the time of data preparation. As shown in Eqs. (1) and (2) in Algorithm 3. Thus, this part of computation is avoided on the server side. Meanwhile, the UsyncSum protocol only needs to compute the summation of values from online users rather than the whole set of users, which further reduces the server-side computation overhead. To precisely assess the computation efficiencies of the proposed methods, we assume each floating-point addition/subtraction operation consumes α CPU cycles and each floating-point multiplication/division operation consumes β CPU cycles. Let n be the total number of users in the system and n i,j be the number of online users when the server computes the similarity between item i and item j. Then, the detailed computation efficiencies of the proposed methods and the traditional item similarity computation methods are listed in Table 1 . Since β > α [23] and n ≫ n i,j , we can conclude that the server-side computation overheads of the proposed similarity computation methods are much lower than those of the traditional methods.
Efficiency analysis and comparison of model updating.
Model updating is required for both our method and nonprivacy-preserving CF methods, such as [1] and [19] , when new ratings become available after item-to-item similarity model has been obtained. To the best of our knowledge, no incremental method for updating item-to-item similarity model have been proposed before. The incremental updating approach proposed in our method is much more efficient than other updating approaches that re-compute the similarities among all items.
As shown in Table 1 , the overall server-side computation complexities for updating the similarity between an item pair (i, j) are both 3αn ′ i,j + 6β for Cosine similarity and Pearson similarity (n ′ i,j is the number of online users when updating the similarity between item i and item j). Since β > α and n ≫ n ′ i,j , the server-side complexities for model updating are much lower than updating by re-computing the similarities among all item pairs (row one in Table 1 ). For the client side, the model updating has the same complexity as the proposed similarity computation methods, which are both O(∆m 2 u ) per user (∆m u is the number of items that u has newly rated).
Discussion
Secure multi-party computation
To prove that the proposed item-based collaborative filtering is privacy-preserving, we adopt the privacy definition in secure multi-party computation. We first discuss the privacypreservation property of the proposed method under the semihonest model [22] , in which all parties follow the computation protocol properly except that they can infer the privacy of other parties based on intermediate values. Later, privacy under malicious model is discussed in detail. The formal definition of private multi-party computation in the semi-honest model is adopted from Goldreich's work [22] , quoted below: Definition 1 (Privacy w.r.t. Semi-honest Behavior [22] ).
•
m be an m-ary function, and f i (x 1 , . . . , x m ) denotes the ith element of f (x 1 , . . . , x m ).
• π is an m-party protocol for computing f .
• VIEW i π (x) is the View of the ith party during an execution of π onx = (x 1 , . . . , x m ).
We say that π privately computes f if there exists a polynomialtime algorithm, denoted S, such that {(S (I, (x i 1 , . . . , The above privacy definition states that a multi-party computation protocol is privacy-preserving if the view of each party during the execution of the protocol could be simulated by a polynomialtime algorithm knowing only the input and the output of the party.
Another key theory that we adopt to prove the privacypreservation property of the proposed CF method is the Composition Theorem under semi-honest model (Theorem 4.1). Detailed proof of Theorem 4.1 could be found in [22] , and thus is omitted here. [22] ). Suppose that g is privately reducible to f and that there exists a protocol to privately compute f . Then there exists a protocol to privately compute g.
Theorem 4.1 (Composition theorem for the semi-honest model
Privacy preservation in semi-honest model
Based on Definition 1 and Theorem 4.1, we first prove that each component of the proposed item-based collaborative filtering method is privacy-preserving in this section. Then, based on the Composition Theorem, we can conclude that the proposed itembased CF method is privacy-preserving.
Privacy preservation of UnsyncSum protocol
In the proposed item similarity/correlation computation, the UnsyncSum protocol is proposed to protect user privacy. We first prove that the proposed UnsyncSum protocol is privacy-preserving in the semi-honest model in the following theorem. 
Proof.
We construct a simulator to simulate the stages of the UnsyncSum protocol as follows:
• • • • Stage 4: In this stage, the recommender server computes the summation of all received values. Since there is no communication in this stage, the simulator for each user does not need to simulate anything.
The above simulator is linear in the size of the input/output of each user, which means that a polynomial-time simulator is successfully constructed. Thus, the UnsyncSum protocol can privately compute
Privacy preservation of item similarity computation
Since the multi-party summation in item similarity computation are achieved by the proposed UnsyncSum protocol, so that the privacy preservation property of item similarity computation can be easily proved. The formal proofs are presented in the following Theorems 4.3 and 4.4 for cosine similarity computation and Pearson correlation computation, respectively.
Theorem 4.3. Given two items i and j, the proposed PrivateCosine algorithm can privately compute cos(i, j).
Proof. In PrivateCosine, each user u first computes r u,i r u,j , r Proof. This theorem can be similarly proved as in Theorem 4.3, so the proof is omitted here.
Privacy preservation of item recommendation
In the proposed privacy-preserving item-based CF method, the item similarity computations are proved to be privacy-preserving, and the item recommendation generations are conducted on the client side, so that the privacy preservation property of the proposed method can be easily proved using the composition theorem. Thus, formal proofs are omitted here.
Privacy protection in malicious model
The previous section has discussed the privacy preservation property of the proposed item-based CF method in the semihonest model. Actually, the proposed method has stronger privacy guarantee than the semi-honest model. Considering malicious model, in which users could manipulate their inputs/outputs or collude to attack a target user, the proposed method is privacypreserving except that all other users are colluding to attack a target user. Otherwise, malicious users cannot attack the target user at all, because segments of the target user's private value can be sent to someone who is not colluding with the malicious users. For other cases, in which collusion is not happening, single malicious user could only disrupt the results, but cannot learn any private information that are not revealed by the computation results. Since it is not practical that all users in the system are colluding to attack a target user, so that the proposed method can provide strong privacy guarantee even facing with malicious adversaries.
Experimental results
In this section, we evaluate the proposed privacy-preserving item-based collaborative filtering algorithm using the Netflix Prize dataset. In Sections 3 and 4, the privacy-preserving item-based collaborative filtering is formally described and proved. Therefore, the following quantitative studies focus on recommendation efficiency and accuracy.
• System efficiency is measured by the overall computation time for recommending all items to users on the server side.
• Recommendation accuracy is measured by MAE (Mean Average Error) and RMSE (Root Mean Square Error), which are defined as follows:
wherer u,i is the predicted rating of user u on item i, and r u,i is the real rating from the dataset. It should be noted that for both MAE and RMSE, the smaller value indicates better recommendation accuracy, but RMSE is more sensitive to large errors than MAE.
All the experiments are conducted on the Netflix Prize dataset, which consists of 17,770 movies, 480,189 users, and almost 100 million known ratings in the scale from 1 to 5. In the experiments, the number of items vary from 1777 (10% of items) to 17,770 (all items).
In the experiments, the proposed algorithm is compared against two well-known privacy-preserving collaborative filtering (PPCF) solutions. The first method is a randomized perturbation based PPCF solution (RP) proposed by Polat et al. [11] , in which random noises are injected to user rating data to prevent the recommender server from obtaining user privacy. The second method is a homomorphic encryption based PPCF solution (HE) proposed by Kikuchi et al. [10] , in which user similarities and recommendation scores are calculated using homomorphic encryption. All the experiments are conducted using Ali cloud service environment (www.aliyun.com), and each server node is equipped with Xeon E5-2430 dual CPU and 16 GB memory.
System efficiency comparison
Since the server-side efficiency is the bottleneck of recommender system [16] , this experiment compares the server-side efficiencies of the three methods. Fig. 1 shows the computation time of the three methods on the server side. (In our method, we assume that all users are online, which increases the computation overhead compared with applying our method in real systems.) As we can see, the proposed method can greatly reduce the computation overhead on the server side. The proposed method consistently outperforms the RP method and HE method by over 14X and 386X across different dataset sizes, respectively, in recommendation efficiency. Note that, the RP method is of the same computation efficiency as some non-privacy-preserving item-based CF methods, such as the item-based CF methods proposed in [1, 19] . This indicates that the proposed privacy-preserving item-based CF is even more efficient than some of the non-privacy-preserving item-based CF methods on the server side. The reason why the proposed method could achieve high efficiency is that only addition operations are required on the server side during similarity computation. Meanwhile, the recommendation score computations are performed by clients, which further reduces the computation overhead on the server side. In the RP method, all the computations are performed on the server side, so it is not as efficient as the proposed method. In the HE method, all computations are performed on encrypted data, which greatly increases the computation overhead of the recommender server.
Recommendation accuracy comparison
In recommendation accuracy comparison, the proposed method and the HE method have no accuracy loss, so the same accuracies could be achieved in the two methods. Thus, the following experiments focus on comparisons between the proposed method and the RP method. In the RP method, the range of random noises would have great impact on recommendation accuracy, larger noise would results in greater loss in accuracy but better privacy protection. In this experiment, we compare two different ranges of random noises: [−0.67, 0.67] and [−1.95, 1.95] , in which γ = 50% or γ = 95% of noises fall into those ranges, respectively, in standard normal distribution [11] . Please note that the RP method has slightly different accuracies in different runs, because the noise vary in different runs. Thus, in this experiment, we run ten times for the RP method and use the average MAE and RMSE as the final results. Tables 2 and 3 show the MAE and RMSE comparisons of the proposed method and the RP method in different settings. From the results, we can see that the proposed method achieves better recommendation accuracy. Compared with the RP method, the proposed method can reduce MAE by 0.14% and 0.94% on average and reduce RMSE by 0.13% and 1.07% on average when γ is 50% and 95%, respectively. Note that, the accuracy loss of the RP method decreases as m (the number of items) increases, which is because larger m can yield more accurate approximation for similarity estimation in the RP method. However, in the RP method, the noise on user-item ratings would affect the accuracy of both similarity computation and recommendation score computation, so that the recommendation accuracy is affected. When the range of random noises grows larger, i.e., stronger privacy guarantee could be achieved, more accuracy losses are observed in the RP method. On the contrary, the proposed method does not need to trade accuracy for privacy.
Conclusion
This paper presents an efficient algorithm for privacy-preserving item-based collaborative filtering, which can protect user privacy during recommendation process without compromising recommendation accuracy and efficiency. In the proposed method, item similarities/correlations are incrementally computed using a proposed unsynchronized secure multi-party computation protocol. After that, recommendations are generated on the client side with privacy. The proposed method is evaluated on the Netflix Prize dataset, and experimental results demonstrate that the proposed method outperforms a randomized perturbation based PPCF solution and a homomorphic encryption based PPCF method by over 14X and 386X, respectively, in recommendation efficiency. Meanwhile, the proposed method achieves the same accuracy as the homomorphic encryption based PPCF method, and outperforms the randomized perturbation based PPCF method by approximately 0.13%-1.07% in accuracy. 
