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MULTI-ARMED BANDIT
For each step t = 1, ..., T
• The player chooses an arm kt ∈ K
• The reward kt is revealed xkt ∈ [0, 1]
• Bernoulli rewards: xkt ∼ B (µkt,t)




















µk,t−1 probability 1− ρ
µnew ∼ U(0, 1) probability ρ
where ρ is the switching rate.





















success counter : αk = #(xk = 1) + α0
failure counter : βk = #(xk = 0) + β0
At each step t = 1, ..., T :
1. Characterization: θk ∼ Beta(αk, βk)
2. Decision: kt = argmaxk θk
3. Play: xkt ∼ B (µkt)
4. Update:
{
αkt = αkt + 1 if xkt = 1
βkt = βkt + 1 if xkt = 0





(log T + log log T )
(Lai and Robbins (1985) lower bound)
KL (•, •) = Kullback-Leibler divergence
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GLOBAL SWITCHING TS WITH BAYESIAN AGGREGATION
Learning with a growing number of Thompson Sampling fi,t: i denotes the starting time and t
the current time. P(fi,t): weight at time t of the Thompson sampling starting at time i.
Initialization: P (f1,1) = 1, t = 1,
∀k ∈ K αk,f1,1 = α0, βk,f1,1 = β0
-1- Decision process: at each time t:










-2- Instantaneous gain update:




if xkt = 1
βkt,fi,t
βkt,fi,t+αkt,fi,t
if xkt = 0
-3- Arm hyperparameters update:
∀ i ≤ t
{
αkt,fi,t = αkt,fi,t + 1 if xkt = 1
βkt,fi,t = βkt,fi,t + 1 if xkt = 0
-4- Distribution of experts update:
• Update previous experts: P(fi,t+1) ∝ (1− ρ) · P(xt|fi,t)·P(fi,t) ∀i ≤ t
• Create new expert ft+1,t+1: P(ft+1,t+1) ∝ ρ
∑t
i=1 P(fi,t)
• Prior: αk,ft,t = α0, βk,ft,t = β0
TRACKING THE OPTIMAL EXPERT
COMPARISON WITH STATE-OF-THE-ART
SENSITIVITY ANALYSIS OF PARAMETERS (ρ AND M )
