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1. Introduction
The primary concern of the present paper is to find efficient methods to compute multivariate generalizations of the
univariate subresultants. Univariate subresultants were introduced originally by Sylvester [16] and rediscovered by Collins
in [5] where subresultants were used to give an efficient and parallelizable algorithm to compute the greatest common
divisor of two univariate polynomials. Multivariate subresultants generalize the classical univariate subresultants in the
sense that they provide the coefficients of certain polynomials which in the univariate case include the greatest common
divisor of two given polynomials. González-Vega in [10,11] gives amultivariate generalization of the univariate subresultant
method using a non-homogeneous construction by Habicht [12]. He defines the subresultants as subdeterminants of the
Macaulaymatrix, and then constructs a geometric representation of the zero-dimensional solution set of a given polynomial
system using them. Chardin [3,4] introduces a more general version of subresultants as the ratio of two subdeterminants of
the Macaulay matrix, and proves that they satisfy some universal properties, described below in the preliminaries.
In this paper we define subresultants using Jouanoloumatrices, a resultant matrix construction introduced by Jouanolou
in [13], which generalize Macaulay matrices. The entries of the Jouanolou matrices include coefficients of the given
polynomials and their so called Morley forms, described below. We prove that our construction using Jouanolou matrices
gives the same subresultants as Chardin’s construction using Macaulay matrices [3]. The practical advantage of using
Jouanolou matrices is that the sizes of the matrices are significantly smaller than in the constructions using Macaulay
matrices. The resulting method improves the efficiency of the solution of over-determined polynomial systems, which is
the subject of the paper [17]. On a more theoretical level, we believe that our general formulation of subresultants gives
an understanding of the connection between Koszul complexes in different degrees, bringing us closer to an understanding
of the connection between the geometric and the algebraic structure of the solution of non-generic polynomial systems.
Moreover, as one of the anonymous referees noted, the results of this paper could be a starting point for a generalization of
subresultants in a broader toric context by applying the work of Eisenbud and Schreyer in [8].
The paper is structured as follows.
• In the preliminaries, after recalling the univariate subresultant construction of Collins [5], we describe multivariate
subresultants using Macaulay’s matrices defined by González-Vega and Chardin [3,4,10,11]. We then describe the
Jouanolou matrix construction [13].
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• Section 3 contains the description of the subresultant construction based on Jouanolou matrices.
· In Section 3.1, we give the constructions for the submatrices of Jouanoloumatriceswhichwe later use in the definition
of the subresultants. We prove that these submatrices have generically maximal rank.
· In Section 3.2 we define subresultants as ratios of two minors of the resultant matrices of Jouanolou. We prove that
subresultants are polynomials in the coefficients of the given polynomial system, and have the same degree as the
subresultants constructed from Macaulay matrices. Furthermore, in this section we prove that the non-vanishing of
subresultants is equivalent to that certain polynomials with given support are in the ideal generated by the given
polynomials.
· In Section 3.3 we describe the subresultants as the determinants of certain Koszul–Weyman type complexes. This
construction is needed in order to prove themain theorem of the paper, that the Jouanolou type subresultants are the
same as the Macaulay type subresultants. The proof involves the understanding of the non-exactness of Koszul type
complexes in a fixed degree and its connection to the non-exactness of Koszul type complexes in a different degree.
We note here that an anonymous referee suggested an alternative way to present the results of the paper: Define
the Jouanolou type subresultants as determinants of based Koszul–Weyman type complexes (see Definitions 3.3.1 and
3.3.5). Then prove that the subresultants defined this way are the same as the subresultants defined in [4] using Macaulay
matrices (see Theorem 3.3.11). The advantage of this presentation could be that some of the properties of the Jouanolou type
subresultants proved here could be derived directly from those already proved for the Macaulay type subresultants in [4].
However, it is not clear how to prove Theorem 3.3.11 without using these properties of the Jouanolou type subresultants
(e.g. degrees).
2. Preliminaries
2.1. Subresultants à la Macaulay
Before we describe the multivariate constructions of González-Vega [10] and Chardin [4], let us recall the classical
univariate subresultant construction (cf. [5] or [11]).
Let f1 = ∑d1i=0 aixi and f2 = ∑d2i=0 bixi be two univariate polynomials of degree deg(f1) = d1 and deg(f2) = d2 with
coefficients from an integral domain R which has quotient field K. For each i = 0, . . . ,min(d1, d2) − 1 we can define the
matrix
Si :=
d1 + d2 − i
a0 . . . ad1
. . .
. . . d2 − i
a0 . . . ad1
b0 . . . bd2
. . .
. . . d1 − i
b0 . . . bd2
with rows corresponding to the polynomials xj · f1 (0 ≤ j < d2− i) and xj · f2 (0 ≤ j < d1− i). Note that S0 is the Sylvester
matrix of f1, f2, and Si is a submatrix of S0 obtained by deleting 2i rows and i columns.
Assume that i ≥ 1. For any 0 ≤ j ≤ iwe can define Sij to be the square submatrix of Si obtained by removing the columns
indexed by the set {1, 2, . . . , i+ 1} − {j+ 1}. The scalar subresultant∆ij of (f1, f2) is defined by
∆ij := det(Sij). (1)
Note that classically univariate subresultants are defined as polynomials in x with coefficients the scalar subresultants
defined above (see (2)). The reason we gave the definition of scalar subresultants is that they generalize to the notion we
use for multivariate subresultants.
Assume that deg(f1) ≥ deg(f2) and the leading coefficient of f1 is non-zero, i.e. ad1 6= 0. Then the following statements
hold (cf. [5,11]):
(1) The greatest common divisor of f1 and f2 in K[x] has degree i if and only if
det(S0) = ∆11 = · · · = ∆i−1i−1 = 0 and ∆ii 6= 0.
(2) For each i = 0, . . . ,min(d1, d2)− 1 the polynomials
i∑
j=0
∆ij · xj = ∆i0 +∆i1 · x+ · · ·∆ii · xi (2)
are in the ideal 〈f1, f2〉 ⊂ R[x]. In particular, if gcdK[x](f1, f2) has degree i than it is equal to
∑i
j=0∆
i
j · xj in K[x].
For homogeneous multivariate polynomials systems González-Vega [10] and Chardin [4] generalized the notion of
univariate subresultants. Let us recall the properties of the multivariate subresultant construction following the approach
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in [4]. Let
f1 =
∑
|α|=d1
c1,αxα, . . . , fs =
∑
|α|=ds
cs,αxα ∈ R[x1, . . . , xn]
be homogeneous polynomials with degrees d = (d1, . . . ds) and with parametric coefficients ci,α where R is a Noetherian
UFD containing Z[ci,α]. To simplify the notation xα denotes the monomial xα11 · · · xαnn .
Given ν ∈ N, let S ⊆ Mon(ν) be a set of monomials of degree ν. Assume that S has cardinalityHd(ν), whereHd denotes
the Hilbert function of a regular sequence of s polynomials with degrees d = (d1, . . . , ds) (see e.g. [4]). Moreover, assume
that
K〈S〉 + Iν = K[x1, . . . , xn]ν
where K is the fraction field of R and Iν denotes the degree ν part of the ideal 〈f1, . . . , fs〉K. Then Chardin in [4] defines
polynomials ∆νS (f ) ∈ Z[ci,α] satisfying the properties below. To simplify the notation we may use ∆νS := ∆νS (f ) when f is
clear from the context.
1. If f˜ = (f˜1, . . . , f˜s) ∈ k[x0, . . . , xn] are coefficient specializations of the polynomials f = (f1, . . . , fs) (k is a field) then
∆νS (f˜ ) 6= 0 if and only if I˜ν + k〈S〉 = k[x0, . . . , xn]ν .
Here I˜ν denotes the degree ν part of the ideal 〈f˜1, . . . , f˜s〉.
2. For any fixed 1 ≤ i ≤ s, ∆νS is a homogeneous polynomial in the coefficients ci,α (|α| = di) of degreeHdˆi(ν − di). Here
Hdˆi denotes the Hilbert function of a regular sequence of s − 1 homogeneous polynomials in n variables with degrees
dˆi = (d1, . . . , di−1, di+1, . . . , ds).
3. For any xα 6∈ S of degree ν we have
∆νS · xα +
∑
xβ∈S
β ·∆ν(S∪{xα}−{xβ }) · xβ ∈ 〈f1, . . . , fn〉ν (3)
where β = ±1.
4. In the case when s = n and ν >∑ni=1(di − 1), we haveHd(ν) = 0 and∆ν∅ = Resd(f ), the projective resultant (see next
section for definition).
Note that 1. and 2. are universal properties in the sense that the subresultant∆νS is determined by them up to a constant
multiple. In the special case when n = 2, for 0 ≤ i ≤ min(d1, d2)− 1 and 0 ≤ j ≤ i, the univariate subresultant∆ij defined
in (1) is the same as∆νS for ν = d1 + d2 − i and S = {xν1, xν−11 x2, . . . , xν−i1 xi2} − { xν−j1 xj2 }.
For the case when s = n, the subresultant construction of González-Vega [10,11] is defined as generating polynomials
with fixed pattern in the ideal generated by f1, . . . , fn, using subdeterminants of the Macaulay matrix. His definition
is analogous to the notion and construction of classical univariate subresultants. In [4] Chardin defines multivariate
subresultants as ∆νS , and constructs them as the determinants of the degree ν homogeneous part of the Koszul complex
of f1, . . . , fs restricted to 〈Mon(ν)− S〉. This is an alternating product of subdeterminants corresponding to matrices of the
differentials of the Koszul complex. Finally, Chardin in [3] expressed∆νS as the ratio of two subdeterminants of theMacaulay
matrix.
2.2. Projective resultants, Morley forms and Jouanolou matrices
In this section we recall the definition of projective resultants and describe the construction of Jouanolou for Morley
forms and resultant matrices (cf. [13, Section 3.10]).
Definition 2.2.1. Let
f1 =
∑
|α|=d1
c1,αxα, . . . , fn =
∑
|α|=dn
cn,αxα
be ‘‘generic’’ homogeneous polynomials of degrees d = (d1, . . . dn), i.e. the coefficients ci,α are parameters, and we consider
f1, . . . , fn as polynomials in the ring Z[ci,α : |α| = di, 1 ≤ i ≤ n][x1, . . . , xn]. Then there exists a polynomial Resd such that
Resd is an irreducible element of Z[ci,α] depending only on the degrees d = (d1, . . . , dn), and for any complex coefficient
specialization f˜1, . . . , f˜n ∈ C[x1, . . . , xn] of f1, . . . , fn we have
{x ∈ Pn−1C | f˜1(x) = · · · f˜n(x) = 0} 6= ∅ ⇔ Resd(f˜1, . . . , f˜n) = 0.
Resd is called the projective resultant in degrees d = (d1, . . . , dn).
For proofs and a more general definition of resultants we refer to [9]. Note that the above results remain true if we replace
the complex field C by any algebraically closed field of characteristic zero.
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In order to define Jouanolou’s matrix construction for the projective resultant let us first fix the notation. Let f1, . . . , fn
be homogeneous polynomials in R[x1, . . . , xn] with degrees d = (d1, . . . dn) where R is a Noetherian UFD. Denote by δ the
sum
δ :=
n∑
i=1
(di − 1).
Definition 2.2.2. Let d = (d1, . . . dn) be as above. For η ≥ 0 we define the following sets of monomials in x = (x1, . . . , xn)
Monn(η) := {xα | |α| = η}
Repd(η) := {xα | |α| = η, ∃i αi ≥ di}
Dodd(η) := {xα | |α| = η, ∃i 6= j αi ≥ di, αj ≥ dj}.
The notations Mon, Repd and Dodd are borrowed from [13] and stand for monômes, d-repus and d-dodus, respectively. We
may omit to note n if it is clear from the context. Also, we denote byMon∗(η) the dual basis of Mon(η) in the dual R-module
〈Mon(η)〉∗, and similarly for Rep∗d(η). For η < 0 we define all of the above sets to be the empty set.
Definition 2.2.3. Let y = (y1, . . . , yn) be a new set of variables. For each 1 ≤ i, j ≤ n we define the discrete differentials θi,j
by
θi,j(x, y) := fi(y1, . . . yj−1, xj, . . . , xn)− fi(y1, . . . yj−1, yj, xj+1, . . . , xn)xj − yj .
The determinant of (θi,j)1≤i,j≤n is called the Bezoutian. Note that our definition of Bezoutians is different from the Bezoutians
defined in [1,2], which is defined for n non-homogeneous polynomials in n − 1 variables, and is in the ideal generated by
the polynomials.
We use the termMorley form to denote the coefficient Morlγ of yγ in the Bezoutian, i.e. we have
det(θi,j)1≤i,j≤n =
∑
|γ |≤δ
Morlγ (x)yγ . (4)
Note that the degree of Morlγ (x) is δ − |γ |.
Remark 2.2.4. Throughout this paper we chose to use the same notation for linear maps and their matrices in the bases
the maps were defined in. Since all linear maps in the paper are defined for fixed bases, and we do not change these bases
throughout the paper, this abuse of notation will not lead to ambiguity. Also, in our matrix notation, each row corresponds
to an element of the basis of the domain and each column correspond to an element of the basis of the image space, thus
the matrices are acting on the right-hand side. Throughout the paper the dual of a linear map φ is denoted by φ∗, therefore
the transpose of the matrix of φ, corresponding to the map φ∗, is also denoted by φ∗.
Definition 2.2.5. For any fixed 0 ≤ η ≤ δ + 1 the Jouanolou resultant matrix Jη(f ) has the following structure:
Jη(f ) = Ωη Φ
∗
η
Φδ−η 0
.
The blocks of the matrix Jη(f ) correspond to the following R-linear maps:
For 0 ≤ t ≤ δ define
Ωt : 〈Mon(t)〉∗ → 〈Mon(δ − t)〉, yβ 7→ Morlβ(x). (5)
If xα ∈ Repd(t) then let i(α) be the smallest index such that αi(α) ≥ di(α) and define
Φt : 〈Repd(t)〉 → 〈Mon(t)〉, xα 7→
 xα
x
di(α)
i(α)
 · fi(α). (6)
The dual of the R-linear mapΦη is denoted by
Φ∗η : 〈Mon(η)〉∗ → 〈Repd(η)〉∗, yβ 7→
∑
xα∈Repd(η)
yβ
(
Φη(xα)
) · yα (7)
where yβ(xγ ) = δβ,γ . Finally, the matrix Jη(f ) corresponds to the following R-linear map, also denoted by Jη(f ):
Jη(f ) : 〈Mon(η)〉∗ ⊕ 〈Repd(δ − η)〉 → 〈Mon(δ − η)〉 ⊕ 〈Repd(η)〉∗(
yβ , xα
) 7→ (Ωη(yβ)+ Φδ−η(xα), Φ∗η (yβ)) (8)
for yβ ∈ Mon∗(η) and xα ∈ Repd(δ − η).
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Theorem 2.2.6 ([6,13]). Let f = (f1, . . . , fn) be generic homogeneous polynomials in R[x1, . . . , xn] of degree d = (d1, . . . , dn).
Then
(1) For all 0 ≤ η ≤ δ + 1, the Jouanolou matrix Jη(f ) is square [6,13]
(2) For all 0 ≤ η ≤ δ + 1
Resd(f ) = det(Jη(f ))det(Eδ−η(f )) det(Eη(f ))
where Eη(f ) ( Eδ−η(f ), resp.) is the submatrix of the matrix Jη(f ) with rows and columns corresponding to monomials in
Dodd(η) ( Dodd(δ − η), resp.) [6].
(3) For all 0 ≤ s, t ≤ δ + 1 and for xα ∈ Mon(s)
xα
∑
yβ∈Mon∗(t)
yβMorlβ(x)− yα
∑
yγ ∈Mon∗(t−s)
yγMorlγ (x) (9)
is in the ideal 〈f1(x), . . . , fn(x), f1(y), . . . , fn(y)〉 [13, 3.11.11]).
(4) Let C denote the matrix corresponding to the map Φ∗η : 〈Mon(η)〉∗ → 〈Repd(η)〉∗ and let B denote the column vector
(xγMorlβ(x))|β|=η where xγ is any fixed element ofMon(η + 1). Then any maximal minor of the matrix
B C #Mon(η)
#Repd(η)+ 1
(10)
is in the ideal 〈f1(x), . . . , fn(x)〉 [13, Proposition 3.11.19.3].
Example 2.2.7. Let n = 3, d = (3, 3, 2) and f = (f1, f2, f3) be polynomials in x := (x, y, z)
f1 = a0x3 + a1x2y+ a2x2z + a3xy2 + a4xyz + a5xz2 + a6y3 + a7y2z + a8yz2 + a9z3
f2 = b0x3 + b1x2y+ b2x2z + b3xy2 + b4xyz + b5xz2 + b6y3 + b7y2z + b8yz2 + b9z3
f3 = c0x2 + c1xy+ c2xz + c3y2 + c4yz + c5z2.
(11)
Using the variables u := (u, v, w) for the dual R-algebra, the discrete differentials θi,j all have similar forms as the following
instance:
θ1,2 = a6y2 + a7yw + a3xy+ a6yv + a1x2 + a8w2 + a4xw + a7vw + a3xv + a6v2.
The determinant of the matrix (θi,j) is the Bezoutian, we cannot include it here. The Morley forms — coefficients of the
Bezoutian as a polynomial in u, v, w – have multilinear coefficients. For example Morluv have coefficients like this one:
Morluv = · · · + (−a1c1b5 + a3c0b5 − a0c3b5 + a5b1c1 + a5b0c3 − a3b0c5 − a5c0b3 + a0b3c5)x2y+ · · · .
Since the Bezoutian and theMorley forms are covariants under the action of SL(3,C) on the coefficients of f , by the ‘‘First
Fundamental Theorem of Invariant Theory’’ (cf. [15]), coefficients of the Morley forms are ‘‘bracket polynomials’’, i.e. they
are polynomials of the 3× 3 subdeterminant of the coefficient matrix of f , the so called brackets.
The Jouanolou matrix J2(f ) for η = 2 is the following 11× 11 matrix:
µu2,x3 µu2,x2y µu2,x2z µu2,xy2 µu2,xyz µu2,xz2 µu2,y3 µu2,y2z µu2,yz2 µu2,z3 c0
µvu,x3 µvu,x2y µvu,x2z µvu,xy2 µvu,xyz µvu,xz2 µvu,y3 µvu,y2z µvu,yz2 µvu,z3 c1
µwu,x3 µwu,x2y µwu,x2z µwu,xy2 µwu,xyz µwu,xz2 µwu,y3 µwu,y2z µwu,yz2 µwu,z3 c2
µv2,x3 µv2,x2y µv2,x2z µv2,xy2 µv2,xyz µv2,xz2 µv2,y3 µv2,y2z µv2,yz2 µv2,z3 c3
µwv,x3 µwv,x2y µwv,x2z µwv,xy2 µwv,xyz µwv,xz2 µwv,y3 µwv,y2z µwv,yz2 µwv,z3 c4
µw2,x3 µw2,x2y µw2,x2z µw2,xy2 µw2,xyz µw2,xz2 µw2,y3 µw2,y2z µw2,yz2 µw2,z3 c5
a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 0
c0 c1 c2 c3 c4 c5 0 0 0 0 0
b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 0
0 c0 0 c1 c2 0 c3 c4 c5 0 0
0 0 c0 0 c1 c2 0 c3 c4 c5 0

(12)
where µuβ ,xα , denotes the coefficient of xα in Morluβ (x).
The rows of the resultant matrix correspond to the monomials[
u2 uv uw v2 vw w2 x3 z2x y3 z2y z3
]
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and the columns correspond to the monomials[
x3 yx2 zx2 y2x zyx z2x y3 y2z z2y z3 w2
]
.
Since Dod(3,3,2)(2) = Dod(3,3,2)(3) = ∅, the determinant of the Jouanolou matrix is the resultant.
Note that the Macaulay matrix (which is a special case of Jouanolou matrices for η = δ+ 1 = 6) has size 28× 28, which
we do not include here. Its determinant is a nontrivial multiple of the resultant. The ratio of the determinant of theMacaulay
matrix and the resultant is the determinant of a 6× 6 matrix E6: with rows and columns corresponding to the monomials
Dod(3,3,2)(6) =
[
x4z2 x3y3 x3yz2 x3z3 y3xz2 y4z2 y3z3
]
.
3. Subresultants à la Jouanolou
Let f1 = ∑|α|=d1 c1,αxα, . . . , fn = ∑|α|=dn cn,αxα be generic homogeneous polynomials in R[x1, . . . , xn] with degrees
d = (d1, . . . dn)where R is a Noetherian UFD containing a field k of characteristic zero and Z[ci,α]. In this section we define a
matrix Jη,ν(f ), a submatrix of the Jouanolou matrix Jη(f ) defined in (8)), such that it gives an analogue to the Macaulay type
subresultant of degree ν.
3.1. Construction of the subresultant matrix
First we define sets of monomials corresponding to columns and rows of the Jouanolou matrix Jη(f ) to be removed to
obtain the submatrices Jη,ν(f ).
Definition 3.1.1. Fix d = (d1, . . . , dn). For 0 ≤ q ≤ p let
Monn(p, q) := {xα | |α| = p, αn ≥ q}
Repd(p, q) := {xα ∈ Monn(p, q) | ∃i ≤ n− 1 αi ≥ di or αn ≥ dn + q}.
Note that there are bijections between the sets
Monn(p, q) ∼= Monn(p− q) and Repd(p, q) ∼= Repd(p− q)
by taking α′n := αn − q (see also Definition 2.2.2). We denote the sets of monomials corresponding to columns and rows of
Jη,ν(f ) by
Monn(p, q) := Monn(p)−Monn(p, q)
Repd(p, q) := Repd(p)− Repd(p, q).
Wemay omit to note n if it is clear from the context. We also define here the set
Hd(t) := {xα | |α| = t,∀i αi < di}
which has cardinalityHd(t) (as before,Hd denotes the Hilbert function of a regular sequence of n polynomials with degrees
d = (d1, . . . , dn)).
As before let δ =∑ni=1(di − 1). Fix η and ν such that they satisfy the condition
0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ. (13)
Informally, η denotes the smaller one among η and δ − η in the definition of the Jouanolou matrix and ν is the analogue of
the degree in the Macaulay type subresultant construction. Assumption (13) ensures that we remove rows only from the
submatricesΩη andΦ∗η of Jη .
To simplify the notation we denote η′ := η − (δ − ν). Then
Mon(η, η′) = {xα | |α| = η, αn < η′}
Repd(η, η
′) = {xα | |α| = η, (∃i ≤ n− 1 αi ≥ di and αn < η′) or (∀i ≤ n− 1 αi < di and dn ≤ αn < η′ + dn)}. (14)
Definition 3.1.2. Let f = (f1, . . . , fn) ∈ R[x1, . . . , xn] be generic homogeneous polynomials of degrees d = (d1, . . . , dn).
Fix η and ν such that (13) is satisfied, and let η′ = η − (δ − ν). The R-module homomorphism
Jη,ν(f ) : 〈Mon(η, η′)〉∗ ⊕ 〈Repd(δ − η)〉 → 〈Mon(δ − η)〉 ⊕ 〈Repd(η, η′)〉∗
corresponding to the subresultant matrix is defined as follows. Let Ωη,η′ be the restriction of Ωη (defined in (5)) to
〈Mon(η, η′)〉∗. Let Φ∗
η,η′ be the dual of the map Φη|〈Repd(η,η′)〉 (defined in (6)) restricted to 〈Mon(η, η′)〉∗. Then Jη,ν(f ) is
defined as(
yα, xβ
) 7→ (Ωη,η′(yα)+ Φδ−η(xβ),Φ∗η,η′(yα))
for yα ∈ Mon(η, η′)∗ and xβ ∈ Repd(δ − η). Abusing the notation, we denote the matrix of the map Jη,ν(f ) again by Jη,ν(f ).
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Permuting rows and columns, the matrix Jη,ν(f ) has the following structure:
Jη,ν(f ) =
Mon(δ − η) Repd(η, η′)∗
Ωη,η′ Φ∗η,η′ Mon(η, η
′)∗
Φδ−η 0 Repd(δ − η)
Themotivation for the otherwise arbitrary construction of Jη,ν(f ) is to obtain a submatrix of Jη(f )which has the following
properties:
(1) The difference between the number of rows and columns of Jη,ν(f ) is Hd(ν), the same as the difference between the
number of rows and columns of the Macaulay type subresultant matrix of degree ν (see [4]). To see this we note again
that Jη,ν(f ) is a submatrix of Jη(f ), obtained by erasing the rows corresponding to the monomials in Mon(η, η′) and the
columns corresponding to the monomials in Repd(η, η′). Therefore, the difference between the number of columns and
rows of Jη,ν(f ) is
#Mon(η, η′)− #Repd(η, η′) = #Mon(η − η′)− #Repd(η − η′)
= #Mon(δ − ν)− #Repd(δ − ν)
= Hd(δ − ν) = Hd(ν).
(2) There exist submatrices E1, E2 of Jη,ν(f ) such that any maximal minor of Jη,ν(f ) divided by det(E1) · det(E2) is a
homogeneous polynomial in the coefficients of fi of degreeHdˆi(ν − di)which is the same as the degree of the Macaulay
type subresultant. These polynomials are going to be our subresultants, and the results about their degreeswill be proved
in the next section.
(3) The non-vanishing of a particular subresultant is equivalent to the statement that f1, . . . , fn ‘pseudo-generates’ all
monomials of degree δ − η, except maybe a particular subset of cardinality Hd(ν). (See Proposition 3.2.4 and
Lemma 3.3.10 for the meaning of the term ‘pseudo-generate’.)
Example 2.2.7 (Cont). Let n = 3, d = (3, 3, 2) and f = (f1, f2, f3) as in Example 2.2.7. As in the previous example we set
η = 2. For ν = δ = 5we have η′ = η−(δ−ν) = 2, therefore we erase all rows of J2(f ) in (12) corresponding tomonomials
which have degree 2 in the variable w. That is, we erase the single row corresponding to w2. Since Repd(2, 2) = ∅, we do
not erase any columns. Thus the subresultant matrix J2,5(f ) has size 10× 11.
For ν = 4 we have η′ = 1, therefore we erase all rows which correspond to monomials of degree at least 1 in the
variable w, i.e. the rows corresponding to {uw, vw,w2}. Again, Repd(2, 1) = ∅, so we do not erase any columns. Thus the
subresultant matrix J2,4(f ) has size 8× 11.
We will use the following lemmas throughout the paper.
Lemma 3.1.3. If Φη is the map defined in (6) then the restriction of Φη to 〈Repd(η, η′)〉 has its image in 〈Mon(η, η′)〉. In other
words, the matrixΦ∗η of the dual map has the following structure:
Φ∗η =
Repd(η, η′)∗ Repd(η, η′)∗
Φ∗
η,η′ 0 Mon(η, η
′)∗
Mon(η, η′)∗
.
Proof. Let xα ∈ Repd(η, η′), i.e. |α| = η, αn ≥ η′ and either there exists i ≤ n− 1 such that αi ≥ di or αn ≥ η′ + dn.
Case 1: The smallest index i such that αi ≥ di is not n. Since xα ∈ Repd(η, η′), the image
Φη(xα) = x
α
xdii
· fi
has degree at least η′ in xn, therefore all terms ofΦη(xα) are in Mon(η, η′).
Case 2: The smallest index i such that αi ≥ di is n. In this case αn ≥ dn + η′, thus
degxn
xα
xdnn
· fn ≥ η′.
Again, all terms ofΦη(xα) are in Mon(η, η′). 
Lemma 3.1.4. The matrixΦ∗
η,η′ has as many rows as columns.
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Proof. First consider the case when dn ≤ η′. Let
A := Mon(η, η′)− Repd(η, η′) = {xα | |α| = η, ∀i ≤ n− 1 αi < di, and 0 ≤ αn < dn}
B := Repd(η, η′)−Mon(η, η′) = {xα | |α| = η, ∀i ≤ n− 1 αi < di, and η′ ≤ αn < η′ + dn}.
Note that |A| = Hd(η), |B| = Hd(η−η′) = Hd(δ−ν), and their difference is the difference between the rows and columns
of Φ∗
η,η′ . By the assumption 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ we have Hd(δ − ν) ≤ Hd(η) (using the fact that Hd(t) is
monotonically increasing in the interval [0, b δ2c]).
In the case when η′ < dn we have
A = Mon(η, η′)− Repd(η, η′) = {xα | |α| = η, ∀i ≤ n− 1 αi < di, and 0 ≤ αn < η′}
B = Repd(η, η′)−Mon(η, η′) = {xα | |α| = η, ∀i ≤ n− 1 αi < di, and dn ≤ αn < η′ + dn}.
In this case |A| = Hd′(η) and |B| = Hd′(η − dn)where d′ = (d1, . . . , dn−1, η′). Let δ′ :=∑n−1i=1 (di − 1)+ (η′ − 1). Then it
is easy to check that η ≤ ν implies that either η ≤ b δ′2 c or η − dn ≤ δ′ − η ≤ b δ
′
2 c. This implies thatHd′(η − dn) ≤ Hd′(η)
(using the fact thatHd′(t) = Hd′(δ′ − t) and the monotonicity ofHd′(t) in [0, b δ′2 c]). 
Definition 3.1.5. Let T ⊆ Mon(δ−η) of cardinalityHd(ν). Denote byMη,νT (f ) themaximal square submatrix of Jη,ν(f )with
columns not corresponding to monomials in T .
Example 2.2.7 (Cont). Continuing the previous example, for different T ’s the matrix M2,4T (f ) can be any maximal square
submatrix of J2,4(f )which contains the last column. In this caseH(3,3,2)(4) = 3, therefore T ⊂ Mon(3)must have cardinality
3. For example T := {x3, y3, z3}we get thatM2,4{x3,y3,z3}(f ) is a 8× 8 submatrix of the matrix J2(f ) in (12) obtained by erasing
the rows corresponding {uw, vw,w2} and columns corresponding to {x3, y3, z3}.
Proposition 3.1.6. Let n ≥ 2, f , δ, ν , η and η′ = η − (δ − ν) be as above, and assume that (13) is satisfied. Then there exists
T ⊆ Mon(δ − η) of cardinalityHd(ν) such that for generic f the matrixMη,νT (f ) is non-singular.
Proof. For a fixed T , to prove thatMη,νT (f ) is non-singular for generic f , it is sufficient to find a specific system f˜ = (f˜1, . . . , f˜n)
of degree (d1, . . . , dn) such that det(M
η,ν
T (f˜ )) 6= 0.
First consider the system f˜ := (xd11 , . . . , xdnn ). Then the Jouanolou matrix Jη(f˜ ) corresponds to the identity map (cf. [13]).
The matrix Mη,νT (f˜ ) is obtained from Jη(f˜ ) by deleting rows corresponding to Mon(η, η
′) and columns corresponding to
T ∪ Repd(η, η′). Unfortunately, the removal of the rows Mon(η, η′)may leave the submatrixΦ∗η,η′(f˜ ) of deficient rank with
zero columns.
We shall construct a system f˜ ′ := (xd11 , . . . , xdn−1n−1 , p˜) for some p˜ ∈ k[x1, . . . , xn]dn such thatΦ∗η,η′(f˜ ′) has full rank. Let
C := {xα | |α| = η, ∀i ≤ n− 1 αi < di, and dn ≤ αn < η′ + dn}
R := {xα | |α| = η, ∀i ≤ n− 1 αi < di, and 0 ≤ αn < η′}.
Note that 1
xdnn
· C = Hd′(η− dn) and R = Hd′(η)where d′ = (d1, . . . dn−1, η′) and Hd′ is defined in Definition 3.1.1. Also note
that C is the set of monomials multiplied by fn/xdnn in the mapΦη,η′ and that C contains the set of monomials corresponding
to the zero columns inΦ∗
η,η′(f˜ ). Consider the R-module homomorphism
ψp : 〈Hd′(η − dn)〉 → 〈Hd′(η)〉
xα 7→ xα · p mod 〈xd11 , . . . , xη
′
n 〉η.
By [18, Corollary 3.5 and Theorem 3.8.(0)], if we take
p˜ := (x1 + · · · + xn)dn
then the matrix of the map ψp˜ has full rank. For δ′ := δ − dn + η′, the inequality η ≤ ν implies that either η ≤ b δ′2 c or
η − dn ≤ δ′ − η ≤ b δ′2 c. Using the fact thatHd′(t) = Hd′(δ′ − t) and thatHd′(t) is monotonically increasing in [0, b δ
′
2 c])
we get thatHd′(η − dn) ≤ Hd′(η). Therefore, the map ψp˜ is injective.
For f˜ ′ := (xd11 , . . . , xdn−1n−1 , p˜) the matrix Φ∗η,η′(f˜ ′) has a block triangular form with a block of the identity matrix
corresponding to the columns Repd(η, η′)−C and a block of themapψp˜ corresponding to the columns C . ThereforeΦ∗η,η′(f˜ ′)
has full column rank.
Finally, thematrix Jη(f˜ ′)has full row rank (note that the Bezoutian of f˜ ′ is the same as the Bezoutian of f˜ = (xd11 , . . . , xdnn )).
This implies that Jη,ν(f˜ ′) has also full row rank (using Lemma 3.1.3). Since we just proved that the columns of Jη,ν(f˜ ′)
corresponding to Repd(η, η′) are linearly independent, therefore there exists a subset T of Mon(δ − η) of cardinalityHd(ν)
such that after erasing the columns of Jη,ν(f˜ ′) corresponding to T we get a non-singular matrixM
η,ν
T (f˜
′). 
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3.2. Definition of subresultants
As in Definition 3.1.5, fix T ⊆ Mon(δ−η) of cardinalityHd(ν) and denote byMη,νT the submatrix of Jη,ν(f )with columns
not belonging to T . Similarly as in Theorem 2.2.6, for t ≥ 0 let Et denote the submatrix of Φt (see Definition 2.2.5) with
rows and columns corresponding to monomials in Dodd(t) (see Definition 2.2.2). We define Eη,η′ to be the submatrix of
Φ∗η such that its rows and columns correspond to Dodd(η) ∩ Repd(η, η′). Note that Eη,η′ is a submatrix of Φ∗η,η′ , since for
xα ∈ Dodd(η)∩ Repd(η, η′) there exists i < n such that αi ≥ di therefore αn < η′ by the definition of Repd(η, η′) (see (14)),
thus xα ∈ Mon(η, η′). Also, by Lemma 3.1.3 we have that
det(Eη,η′) = det(Eη)det(Eδ−ν) .
Moreover, both Eδ−η and Eη,η′ are generically non-singular (cf. [14]).
Definition 3.2.1. Using the above definitions ofMη,νT , Eδ−η and Eη,η′ we define the subresultant Γ
η,ν
T (f ) corresponding to T
by
Γ
η,ν
T (f ) :=
det(Mη,νT )
det(Eδ−η) det(Eη,η′)
. (15)
Example 2.2.7 (Cont). Continuing the previous example, we have Dodd(t) = ∅ for any t ≤ 5, therefore, if 0 < η < 5, then
the denominator of (15) is 1. For η = 0, the Jouanoloumatrix contains a single row of Bezoutian type, therefore there is only
one possible subresultant matrix J0,5 obtained by removing this one row. Then J0,5 is a Macaulay type subresultant matrix,
which has size 20 × 21. Note that for ν = δ − η we always get a Macaulay type subresultant matrix. We cannot include
here J0,5, only E5. Since Dod(3,3,2)(5) = {x3z2, y3z2}, therefore E5 is
[
a0 a6
b0 b6
]
. Thus, for any T ⊂ Mon(5), |T | = 1, we have
Γ
0,5
T (f ) =
det(M0,5T )
a0b6 − a6b0 .
Proposition 3.2.2. Let fi =∑|α|=di ci,αxα be polynomials with parametric coefficients for 1 ≤ i ≤ n, and let δ, ν , η, η′, T be as
above. Assume that 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ. Then Γ η,νT (f ) is a polynomial in the coefficients ci,α (|α| = di).
Proof. Similarly as in [6, Lemma 3.4], using the block structure of the matrixMη,νT , we can write
det(Mη,νT ) =
∑
S1,S2
S1,S2 ·mS1 ·mS2 ·mcS1,S2 (16)
where the summation runs through all subsets S1 ⊂ Mon(δ−η)−T and S2 ⊂ Mon(η, η′) both of cardinalityHd(η)−Hd(ν).
Here S1,S2 = ±1, mS1 is the determinant of the submatrix of Φδ−ηT with columns not corresponding to S1, mS2 is the
determinant of the submatrix of Φ∗
η,η′ with rows not corresponding to S2, and m
c
S1,S2
is the minor of Ωη,η
′
T with columns
corresponding to S1 and rows corresponding to S2. Here Φ
δ−η
T and Ω
η,η′
T denotes the submatrices of Φδ−η and Ωη,η′
respectively, such that the columns corresponding to T are removed. Note that Hd(η) − Hd(ν) ≥ 0 by the assumption
0 ≤ η ≤ δ − η ≤ ν ≤ δ (cf. [6]).
To prove that Γ η,νT (f ) is a polynomial, first note that for all S1 ⊂ Mon(δ − η)− T of cardinalityHd(η)−Hd(ν)we have
mS1 = det(Eδ−η) ·∆δ−ηS1∪T
where ∆δ−ηS1∪T is a Macaulay type subresultant and is a polynomial by [3]. Therefore det(Eδ−η) divides mS1 for all S1 in the
summation in (16).
On the other hand, to prove that det(Eη,η′) divides mS2 , note that by Lemma 3.1.3 the matrix Φ
∗
η has a block triangular
structure. Therefore, for every S2 ⊂ Mon(η, η′) of cardinality Hd(η) − Hd(ν) and every S3 ⊂ Mon(η, η′) of cardinality
Hd(ν), the determinant of the submatrix ofΦ∗η with rows not corresponding to S2 ∪ S3 is
mS2∪S3 = mS2 ·mS3 .
wheremS3 is theminor ofΦ
∗
δ−ν with rows not corresponding to S3. ButmS3∪S2 = det(Eη)·∆ηS2∪S3 andmS3 = det(Eδ−ν)·∆δ−νS3 ,
therefore
mS2 =
det(Eη)∆
η
S2∪S3
det(Eδ−ν)∆δ−νS3
= det(Eη,η′)
∆
η
S2∪S3
∆δ−νS3
. (17)
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Nowwe apply the same trick as in [6, Theorem 3.2]. We can use two different sets of parameters (bi,α)||α|=di and (ci,α)||α|=di
to define two generic polynomial systems f b and f c and to consider the matrix
Φ∗η (f
b, f c) =
Rep(η, η′) Rep(η, η′)
Φ∗
η,η′(f
b) 0 Mon(η, η′)
Φ∗δ−ν(f c) Mon(η, η′)
.
Now
mS2(f
b) = det(Eη,η′(f b)) ·
∆
η
S2∪S3(f
b, f c)
∆δ−νS3 (f
c)
and both sides are polynomials in (bi,α) and (ci,α), sowe deduce that∆δ−νS3 (f
c) divides∆ηS2∪S3(f
b, f c), therefore det(Eη,η′)(f b)
dividesmS2(f
b). This proves that Γ η,νT (f ) is a polynomial. 
Proposition 3.2.3. Let fi = ∑|α|=di ci,αxα for 1 ≤ i ≤ n, and let δ, ν , η, η′, T and Γ η,νT (f ) be as above. Assume that
0 ≤ η ≤ δ − η ≤ ν ≤ δ. Then for any fixed 1 ≤ i ≤ n, Γ η,νT (f ) is homogeneous in the coefficients ci,α (|α| = di) of
degreeHdˆi(ν − di). As before,Hdˆi denotes the Hilbert function of a regular sequence with n− 1 homogeneous polynomials in n
variables with degrees dˆi = (d1, . . . , di−1, di+1, . . . , dn).
Proof. As in the previous proof we write
det(Mη,νT ) =
∑
S1,S2
S1,S2 ·mS1 ·mS2 ·mcS1,S2
using the same notation as in (16).
We define the sets
Ji(t) := {xα | |α| = t, αi ≥ di and ∀j 6= i αj < dj}
for 1 ≤ i ≤ n and t ≥ 0. We claim that
degci,α (mS1)− degci,α (det(Eδ−η)) = #Ji(δ − η) (18)
degci,α (mS2)− degci,α (det(Eη,η′)) = #Ji(η)− #Ji(η − η′) (19)
degci,α (m
c
S1,S2) = Hd(η)−Hd(ν). (20)
Eq. (18) was proved in [3]. Eq. (20) follows from the fact that each entry of Ωη,η′ has degree 1 in ci,α . To prove Eq. (19) we
denote
Rep(i)d (η, η
′) := {xα | |α| = η, αi ≥ di, ∀j < i αj < dj, αn < η′} i ≤ n− 1
Rep(n)d (η, η
′) := {xα | |α| = η, ∀j < n αj < dj, dn ≤ αn < η′ + dn}.
Then clearly
degci,α (mS2)− degci,α (det(Eη,η′)) = #
(
Rep(i)d (η, η
′)− Dodd(η)
)
= #Ji(η)− #Ji(η − η′)
for all 1 ≤ i ≤ n, which proves (19).
Therefore,
degci,α (Γ
η,ν
T (f )) = #Ji(η)+ #Ji(δ − η)+Hd(η)− #Ji(δ − ν)−Hd(δ − ν).
Define the sets
Hd(t) := {xα | |α| = t,∀j αj < dj}
Hdˆi(t) := {xα | |α| = t,∀j 6= i αj < dj}
of cardinalitiesHd(t) andHdˆi(t), respectively. Also, for t
′ ≤ t we define the set
Hdˆi(t, t
′) := {xα | |α| = t, αi < t ′,∀j 6= i αj < dj}
of cardinalityHdˆi(t)−Hdˆi(t − t ′).
First we consider the case when η ≤ ν − di. We give a bijection between
Hdˆi(ν − di) ↔ Hdˆi(η, η′) ∪∗ Ji(δ − η). (21)
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Let xα ∈ Hdˆi(ν − di). If
∑
j6=i αj ≤ δ − η − di then for
α′ =
(
α1, . . . , αi−1, δ − η −
∑
j6=i
αj, αi+1, . . . , αn
)
xα
′
is in Ji(δ − η) (since δ − η−∑j6=i αj ≥ di). Moreover, since δ − η− di ≤ ν − di, we get all the elements of Ji(δ − η) this
way.
On the other hand, assume that δ − η − di <∑j6=i αj ≤ ν − di. Define α′j := dj − 1− αj for all j 6= i. Then
η + 1 >
∑
j6=i
α′j ≥ δ − ν + 1,
therefore by defining α′i := η −
∑
j6=i α
′
j we have that α
′
i ≤ η − (δ − ν + 1) < η′, thus xα′ ∈ Hdˆi(η, η′). Moreover, since
η ≤ ν − di, all the elements of Hdˆi(η, η′) can be obtained this way, which gives the bijection in (21).
To obtain the claim of the proposition for the η ≤ ν − di case, we assert that
Hdˆi(ν − di) = #Ji(δ − η)+Hdˆi(η, η′)
= #Ji(δ − η)+Hdˆi(η)−Hdˆi(δ − ν)
= #Ji(δ − η)+ #Ji(η)+Hd(η)− #Ji(δ − ν)−Hd(δ − ν)
= degci,α (Γ η,νT (f ))
using the fact that Hdˆi(t) = Ji(t) ∪ Hd(t) for t ≥ 0.
Secondly, we consider the case when η > ν − di. We give a bijection between the disjoint unions
Hdˆi(ν − di) ∪∗ Hdˆi(δ − ν) ↔ Hdˆi(η) ∪∗ Ji(δ − η). (22)
Let xα ∈ Hdˆi(η). If
∑
j6=i αj ≤ ν − di then for
α′ =
(
α1, . . . , αi−1, ν − di −
∑
j6=i
αj, αi+1, . . . , αn
)
we have xα
′ ∈ Hdˆi(ν − di). Moreover, since ν − di < η, we get a bijection between the sets{
xα ∈ Hdˆi(η)
∣∣∣∣∣ ∑
j6=i
αj ≤ ν − di
}
↔ Hdˆi(ν − di). (23)
On the other hand, assume that ν − di <∑j6=i αj ≤ η. Define α′j := dj − 1− αj for all j 6= i. Then
δ − ν + 1 >
∑
j6=i
α′j ≥ δ − η − di + 1.
Therefore, by defining α′i := δ − ν −
∑
j6=i α
′
j we have that α
′
i < η − ν + di, thus
xα
′ ∈ Hdˆi(δ − ν)− {xβ | |β| = δ − ν, βi ≥ η − ν + di,∀j 6= i βj < dj}.
Observing that
{xβ | |β| = δ − ν, βi ≥ η − ν + di,∀j 6= i βj < dj} = Hdˆi(δ − η − di)
and that
1
xdii
· Ji(δ − η) = Hdˆi(δ − η − di)
we get a bijection between{
xα ∈ Hdˆi(η) | ν − di <
∑
j6=i
αj
}
∪ Ji(δ − η)↔ Hdˆi(δ − ν). (24)
The bijections in (23) and in (24) give the bijection in (22). Again, we obtained that
Hdˆi(ν − di) = #Ji(δ − η)+Hdˆi(η)−Hdˆi(δ − ν) = degci,α (Γ η,νT (f )).
This proves the claim of the proposition in the η > ν − di case. 
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The properties described in the next proposition allow the subresultants to be used in the solution of polynomial systems
(see [11,17]).
Proposition 3.2.4. Let f1, . . . , fn ⊂ R[x1, . . . , xn] be generic polynomials, and let δ, ν , η and η′ = η− (δ − ν) be as above. For
any fixed T ⊂ Mon(δ − η) of cardinalityHd(ν) the following statements hold:
(1) For all xα ∈ Mon(δ − η)− T
xη
′
n
(
Γ
η,ν
T x
α +
∑
xβ∈T
βΓ
ν,η
(T∪{xα}−{xβ })x
β
)
∈ 〈f1(x), . . . , fn(x)〉ν (25)
where β = ±1 and 〈f1(x), . . . , fn(x)〉ν denotes the degree ν homogeneous part of the ideal 〈f1(x), . . . , fn(x)〉.
(2) For all xα ∈ Mon(δ − η)− T and for all xγ ∈ Mon(η + 1)
xγ
(
Γ
η,ν
T x
α +
∑
xβ∈T
βΓ
ν,η
(T∪{xα}−{xβ })x
β
)
∈ 〈f1(x), . . . , fn(x)〉δ+1 (26)
where β = ±1.
To prove Proposition 3.2.4 we need two lemmas.
Lemma 3.2.5. Let R be a domain with fraction field K and let I ⊂ K[x1, . . . , xn] be an ideal. Let
M = B C
be a matrix, where B = (bi,j) ∈ Rl×m and C = (ci,m+j) ∈ Rl×s. Let xα(1) . . . , xα(m) be m monomials (one for each column of
B) and assume that there exist elements a1, . . . , as ∈ K such that for all 1 ≤ i ≤ l we have
m∑
j=1
bi,jxα(j) +
s∑
j=1
ajci,m+j ∈ I. (27)
Fix r rows of M for some s + 1 ≤ r ≤ min(l,m + s). Then for any S ⊂ {1, . . . ,m + s}, such that |S| = r − 1 and
{m+ 1, . . . ,m+ s} ⊂ S, we have∑
j6∈S
(−1)σ(j,S) DS∪{j} xα(j) ∈ I, (28)
whereDX denotes the determinant of the submatrix of M corresponding to the fixed r rows and the columns indexed by X for any
set X ⊂ {1, . . . ,m+ s} with cardinality |X | = r, and σ(j, S) denotes the ordinal number of j in the ordered set S ∪ {j}.
Remark 3.2.6. Note that the polynomials
∑
j6∈S ± DS∪{j} xα(j) in (28) do not depend on the elements a1, . . . , as. In order for
the claim to be true it is sufficient that such elements exist.
Proof of Lemma 3.2.5. We can assume without loss of generality thatM consists of only r rows. Note that condition (27) is
equivalent to the fact that for any I = {i1, . . . , is+1} ⊂ {1, . . . , r}we have
ψI(x) := det
bi1(x) . . . ci1 . . .
...
bis+1(x) . . . cis+1 . . .
∈ I,
where bi(x) :=∑mj=1 bi,jxα(j) and ci is the ith row of C .
Fix any subset S of cardinality r−1 such that {m+1, . . . ,m+s} ⊂ S ⊂ {1, . . . ,m+s} and denote by S ′ := S∩{1, . . . ,m}.
Then the claim of the lemma follows from∑
j6∈S
(−1)σ(j,S) DS∪{j} xα(j) =
∑
I⊂{1,...,r}
|I|=s+1
(−1)σ(I) det(BI¯,S′)ψI(x), (29)
where for each subset I = {i1, . . . , is+1} ⊂ {1, . . . , r}, BI¯,S′ denotes the submatrix of B with rows indexed by I¯ :={1, . . . , r} − I and with columns indexed by S ′. (29) can be proved by using a straightforward linear algebra argument. 
Lemma 3.2.7. Let f1, . . . , fn, δ, ν , η, η′ be as above and consider the map Φ∗η,η′ : 〈Mon(η, η′)〉∗ → 〈Repd(η, η′)〉∗ defined in
Definition 3.1.2. Denote by D the column vector(
xγMorlβ(x)
)
yβ∈Mon∗(η,η′) ,
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where xγ is any fixed element of {xη′n }∪Mon(η+1). Then any maximal minor of the (#Mon(η, η′))× (#Repd(η, η′)+1)matrix
D Φ∗
η,η′ (30)
is in the ideal 〈f1(x), . . . , fn(x)〉.
Proof of Lemma 3.2.7. First we prove that the statement holds for xγ = xη′n . By [13, 3.11.11] (see also Theorem 2.2.6.(9))
we have that
xη
′
n
∑
yβ∈Mon∗(η)
yβMorlβ(x)− yη′n
∑
yγ ∈Mon∗(δ−ν)
yγMorlγ (x)
is in the ideal 〈f1(x), . . . , fn(x), f1(y), . . . , fn(y)〉. Therefore, there exist polynomials qj(x, y) (1 ≤ j ≤ n) of degree η− dj in y
such that
xη
′
n
∑
yβ∈Mon∗(η)
yβMorlβ(x)− yη′n
∑
yγ ∈Mon∗(δ−ν)
yγMorlγ (x)−
n∑
j=1
qj(x, y)fj(y) (31)
is in the ideal 〈f1(x), . . . , fn(x)〉. Write
n∑
j=1
(
qj(x, y)fj(y) mod (yη
′
n )
)
=
∑
yβ∈Mon∗(η,η′)
Qβ(x)yβ ,
and let E be the column vector (Qβ(x))yβ∈Mon∗(η,η′). Then E is in the column space of the matrix Φ∗η,η′ , therefore all of the
maximal minors of the matrix
E Φ∗
η,η′ (32)
are zero. Finally note that by (31) the maximal minors of the matrix (30) and of the matrix (32) are congruent modulo
〈f1(x), . . . , fn(x)〉, which proves the claim for xγ = xη′n .
The proof for the xγ ∈ Mon(η + 1) case is similar, using the fact that by [13, 3.11.11] (see also Theorem 2.2.6.(9)) for all
xγ ∈ Mon(η + 1) the polynomial xγ ·∑yβ∈Mon∗(η)Morlβ(x)yβ is in the ideal 〈f1(x), . . . , fn(x), f1(y), . . . , fn(y)〉. 
Proof of Proposition 3.2.4. Using Lemma 3.2.7 it is easy to see that the matrix Jη,ν(f ) satisfy the conditions of Lemma 3.2.5,
with
B = Ωη,η′
Φδ−η
, C = Φ
∗
η,η′
0
and the columns of B correspond to the monomials {xγ xβ | |β| = δ − η} where xγ ∈ Mon(η + 1) ∪ {xη′n } is fixed. Note
that for any T ⊂ Mon(δ − η) of cardinality Hd(ν) the subresultant Γ η,νT (f ) is equal to det(Eδ−η) · det(Eη,η′) times the
subdeterminant det(Mη,νT ) by Definition 3.2.1. Therefore the statement of Lemma 3.2.5 implies that det(Eδ−η) · det(Eη,η′)
times the polynomials in (25) and in (26) are in the ideal 〈f1, . . . , fn〉. Using the fact that det(Eδ−η) · det(Eη,η′) does not
depend on the coefficients of fn and the fact that for generic polynomials f1, . . . , fn ∈ R[x1, . . . , xn]we have
〈f1, . . . , fn〉 = P ∩R
whereR is an 〈x1, . . . , xn〉-primary ideal and P is a prime ideal with R ∩P principal generated by the projective resultant
Resd(f ) (cf. [4, Proposition 3]), we conclude that det(Eδ−η) · det(Eη,η′) 6∈ P , therefore the polynomials in (25) and in (26)
are in the ideal 〈f1, . . . , fn〉. 
Example 3.2.8. To demonstrate the relevance of Proposition 3.2.4 we specify the system in Example 2.2.7. We constructed
the specified system to have 3 common roots in the projective space:
Roots = {(x = 2t, y = −t, z = −2t) , (x = −t, y = −t, z = t) , (x = t, y = −2t, z = 3t)} .
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The three polynomials are the following:
f˜1 := −3358 x
3 − 53 x2y− 66 x2z − 37 xy2 − 23 xyz − 129
8
xz2 + 82 y3 − 42 y2z − 34 yz2 + 31 z3,
f˜2 := −76 x3 + 25 x2y− 65 x2z − 60 xy2 − 61 xyz + 28 xz2 − 306 y3 − 289 y2z + 29 yz2 + 55 z3,
f˜3 := 78 x2 + 94 xy+ 59912 xz − 222 y
2 − 17 yz + 995
12
z2.
The subresultant matrix J2,4(f˜ ) is the following:
− 120553932 − 30826336 − 625215132 1426938548 − 480341524 − 198814 33084292 3532660148 469534 0 78
− 2698717924 913108948 − 1468464724 77814056 2171376148 13797934 541718 11886643 272508 0 94
4356593
48 − 2945947712 5440667348 8307972 − 17793076 272508 −1897408 − 1975952 1276774 0 −222
− 3358 −53 −66 −37 −23 − 1298 82 −42 −34 31 0
78 94 59912 −222 −17 99512 0 0 0 0 0
−76 25 −65 −60 −61 28 −306 −289 29 55 0
0 78 0 94 59912 0 −222 −17 99512 0 0
0 0 78 0 94 59912 0 −222 −17 99512 0

with columns corresponding to the monomials[
x3 x2y x2z xy2 xyz xz2 y3 y2z yz2 z3 z2
]
.
Choosing T := {x3, x2y, x2z}, since det(M2,4T (f˜ )) 6= 0, by Proposition 3.2.4, T ‘‘pseudo’’-generates the factor space
Q[x, y, z]3/〈f˜ 〉3. Therefore, the for all monomialsm ∈ Q[x, y, z]3 − T , the polynomials of the form
Γ
2,4
T m+ 1Γ 2,4(T∪{m}−{x3})x3 + 2Γ 2,4(T∪{m}−{x2y})x2y+ 3Γ 2,4(T∪{m}−{x2z})x2z
are not identically zero and they are in the ideal 〈f˜1, f˜2, f˜3〉 once multiplied by z (see (25)). These polynomials are
xz2 − (3 x3 + 2 x2z), z3 − (6 x3 + 7 x2z),
yz2 − (−4 x2z − 4 x3 + x2y), y2z − (−1/2 x2y+ 198 x3 + 238 x2z) ,
xyz − (−2 x3 − x2y− 2 x2z), y3 − (− 2316 x3 + 3/4 x2y− 2716 x2z) ,
xy2 − ( 138 x3 + 12 x2y+ 98 x2z) .
(33)
Then the common roots of the original system are also roots of the polynomials in (33). Because of the structure of the
polynomials in (33), one can recover the y and z coordinates of the roots at x = 1 by simply computing the eigenvalues of
the matrices 0 1 0138 12 98
−2 −1 −2
 and
 0 0 1−2 −1 −2
3 0 2
 ,
respectively. These matrices are the matrices of the multiplication map by y and z (respectively) modulo the
dehomogenization of the polynomials in (33) at x = 1, written in the basis T |x=1. Their entries can be read out from the
coefficients of the polynomials in (33). To see more details of this method see [17].
3.3. Subresultants and Koszul complexes
The motivation for the new definitions and technicalities of this section is to prove the main theorem of the paper that
the Jouanolou type subresultants coincide with the Macaulay type subresultants (see Theorem 3.3.11).
In this section we describe the matrix Jη,ν(f ) from a decomposition of a Koszul–Weyman complex (cf. [9]). Comparing
this complex to the complex corresponding to Macaulay type subresultant matrices in [4] and using techniques developed
in [6] for the complex corresponding to the Jouanolou matrix, we will be able to prove that the determinant of our complex
equals the subresultant defined earlier.
First let us fix the notation we use throughout this section. Let f = (f1, . . . , fn) be generic polynomials in R[x1, . . . , xn]
of degree d = (d1, . . . , dn), and let δ, ν, η and η′ = η − (δ − ν) be such that they satisfy 0 ≤ η ≤ δ − η ≤ ν ≤ δ as above.
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For any 0 ≤ t ′ ≤ t ≤ δ we define the following free R-modules for 1 < p ≤ n
p∧
S(t)n :=
〈 ⋃
1≤i1<···<ip≤n
⋃
xα∈Mon(t−∑ps=1 dis )
xα · ei1 ∧ · · · ∧ eip
〉
p∧
S∗(t, t ′)n :=
〈 ⋃
1≤i1<···<ip≤n
⋃
yα∈Mon∗(t−∑ps=1 dis , t ′)
yα · ei1 ∧ · · · ∧ eip
〉
.
The grading is given by deg(xαei1 ∧ · · · ∧ eip) := |α| + di1 + · · · + dip . As a convention, for p = 0 we may write∧0 S(t)n := 〈Mon(t)〉 and∧0 S∗(t, t ′)n := 〈Mon∗(t, t ′)〉.
Nextwe consider the following two complexes ofR-modules. Fix T ⊆ Mon(δ−η) of cardinalityHd(ν). The first complex,
denoted by K •(f , δ − η, T ), is a restriction of the degree δ − η part of the Koszul complex:
· · ·
2∧
S(δ − η)n φ
(δ−η)
−2 (f )−−−−−→
1∧
S(δ − η)n φ
(δ−η)
T (f )−−−−−→ 〈Mon(δ − η)− T 〉 −−−−→ 0. (34)
We index the complex K •(f , δ − η, T ) by K−p(f , δ − η, T ) = ∧p S(δ − η)n for 1 < p ≤ n, and K 0(f , δ − η, T ) =
〈Mon(δ − η)− T 〉.
The differentials of the complex K •(f , δ − η, T ) are given by
φ
(δ−η)
−p (f ) :
p∧
S(δ − η)n →
p−1∧
S(δ − η)n (35)
for 1 ≤ p ≤ n, where φ(t)−p(f ) is the differential of the degree t part of the Koszul complex (cf. [4]), i.e.
φ
(t)
−p(f )(ei1 ∧ · · · ∧ eip) =
p∑
k=1
(−1)k+1fik(ei1 ∧ · · · êik · · · ∧ eip). (36)
For p = 1 the differential φ(δ−η)T (f ) equals to φ(δ−η)−1 (f )with its image restricted to 〈Mon(δ − η)− T 〉.
The second complex, denoted by K •(f , η, η′)∗, is a restriction of the dual of the degree η part of the Koszul complex:
0 −−−−→ 〈Mon∗(η, η′)〉 φ
(η,η′)∗
1 (f )−−−−−→
1∧
S∗(η, η′)n
φ
(η,η′)∗
2 (f )−−−−−→
2∧
S∗(η, η′)n · · · (37)
We index the complex K •(f , η, η′)∗ by K p(f , η, η′)∗ =∧p S∗(η, η′)n for 0 < p ≤ n and K 0(f , η, η′)∗ = 〈Mon∗(η, η′)〉.
The differentials of the complex K •(f , η, η′)∗ are given by
φ(η,η
′)∗
p (f ) :
p−1∧
S∗(η, η′)n →
p∧
S∗(η, η′)n
for 1 ≤ p ≤ n, where φ(η,η′)∗p is the dual of the map φ(η)−p |∧p S(η,η′)n restricted to∧p−1 S∗(η, η′)n.
Consider the mapΩ of complexes
Ω : K •(f , η, η′)∗ −→ K •(f , δ − η, T )
given by Ωp := 0 for p 6= 0 and Ω0 equals to the map Ωη,η′ (defined in Definition 3.1.2) with its image restricted to
〈Mon(δ − η)− T 〉, which will be denoted byΩη,η′T . Thus, we have the following commutative diagram:
0 −−−−→ 〈Mon∗(η, η′)〉 φ
(η,η′∗
1 (f )−−−−−→
1∧
S∗(η, η′)n −−−−→ · · ·
0
y Ωη,η′T y 0y
· · ·
1∧
S(δ − η)n φ
(δ−η)
T (f )−−−−−→ 〈Mon(δ − η)− T 〉 −−−−→ 0 −−−−→ · · ·
In the following definition we define the complexM•(f , η, ν, T ) corresponding to the Jouanolou type subresultant as the
mapping cone of the mapΩ (cf. [7, Appendix 3]).
Definition 3.3.1. Let R be a Noetherian UFD, f = (f1, . . . , fn) ⊂ R[x1, . . . , xn] be generic polynomials, let δ, ν, η such that
they satisfy 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ and let η′ = η− (δ − ν). Using the above notation, define the free R-modules
M−1 := 〈Mon∗(η, η′)〉 ⊕
1∧
S(δ − η)n,
M1T := 〈Mon(δ − η)− T 〉 ⊕
1∧
S∗(η, η′)n,
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and for 1 < p ≤ n
M−p :=
p∧
S(δ − η)n,
Mp :=
p∧
S∗(η, η′)n.
Note that for−n ≤ p ≤ −1 we have
Mp = K p+1(f , η, η′)∗ ⊕ K p(f , δ − η, T )
and for 1 ≤ p ≤ nwe have
Mp = K p−1(f , δ − η, T )⊕ K p(f , η, η′)∗
where K •(f , η, η′)∗ and K •(f , δ − η, T ) are defined in (34) and (37).
Also, using the above notation, define the maps
∂−p := φ(δ−η)−(p+1) for 2 ≤ p ≤ n− 1,
∂−1 := 0⊕ φ(δ−η)−2 ,
∂0 := (Ω(η,η′)T + φ(δ−η)T )⊕ φ(η,η
′)∗
1 ,
∂1 := 0+ φ(η,η′)2 ,
∂p := φ(η,η′)∗p+1 for 2 ≤ p ≤ n− 1.
As before, Ω(η,η
′)
T + φ(δ−η)T denotes the map Ω(η,η′) + φ(δ−η)−1 (see Definition 3.1.2 and (35)) with its image restricted to〈Mon(δ − η)− T 〉.
The complexM•(f , η, ν, T ) corresponding to the Jouanolou type subresultant is defined as the following complex of free
R-modules:
{0 · · · −−−−→ M−2 ∂−1−−−−→ M−1 ∂0−−−−→ M1T
∂1−−−−→ M2 −−−−→ · · · 0}.
Example 3.3.2. This example demonstrates the possible difference between the subresultant matrices defined in
Definition 3.1.2 and the matrix of the differential ∂0 of the complex M•(f , η, ν, T ) in Definition 3.3.1. We also show the
possible difference between
1∧
S(t)n =
n⊕
i=1
〈Mon(t − di) · ei〉 and 〈Repd(t)〉.
As before, we consider 3 generic polynomials of degrees d = (3, 3, 2). If 0 < η < 5 then the Jouanolou matrix Jη and all
its subresultant matrices Jη,ν are the same as the matrix of ∂0 of the corresponding complex.
For η = 0 and ν = 5 the subresultant matrix J0,5 has size 20× 21 as we mentioned in a previous example. The matrix of
∂0 of the complex K •(f , 0, 5, T ) (for any T ⊂ Mon(5), |T | = 1) has size 22× 21. Its rows correspond to the 22 monomials:[
x2, xy, xz, y2, yz, z2, x2, xy, xz, y2, yz, z2, x3, x2y, x2z, xy2, xyz, xz2, y3, y2z, yz2, z3
]
.
Note that Repd(5) has the following 20 elements:[
x5, x4y, x4z, x3y2, x3yz, x3z2, y3x2, yx2z2, z3x2, y4x, y3xz, y2xz2, yxz3, z4x, y5, y4z, y3z2, y2z3, yz4, z5
]
.
Dividing xα ∈ Repd(5) by one of {x3, y3, z2} – the first onewhich divides xα –we get an injective, but not necessary surjective
map of sets:
ϕ : Rep(5) → Mon(2) · e1 ∪∗ Mon(2) · e2 ∪∗ Mon(3) · e3.
In fact, themapsΦ5 (see (6)) and φ
(5)
−1 (see (36)) are related the sameway: whileΦ5 first divides xα ∈ Rep(5) by the first one
of [x3, y3, z2]which divides it, and thenmultiplieswith the corresponding fi, themapφ(5)−1 simplymultiplies xβ ∈ Mon(5−di)
by fi. The mapsΦt,t ′ and φ
(t,t ′)
1 relate similarly. The maps corresponding to the Bezoutian parts are exactly the same.
Proposition 3.3.3. Let f = (f1, . . . , fn) ∈ R[x1, . . . , xn], δ, ν , η and η′ = η − (δ − ν) be as above. Fix T ⊆ Mon(δ − η) of
cardinalityHd(ν) such that det(M
η,ν
T )(f ) 6= 0. Then the complex M•(f , η, ν, T ) is generically exact.
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Proof. We will prove that if f˜ = (f˜1, . . . , f˜n) is any coefficient specialization of f with coefficients from some field k, and f˜
satisfies det(Mη,νT (f˜ )) 6= 0 and ker(Φδ−ν(f˜ )) = 0, then the complex M•(f˜ , η, ν, T ) is exact. This implies the claim by our
assumption that det(Mη,νT )(f ) 6= 0 and because the mapΦδ−ν is generically injective by [4].
We prove the proposition in four parts. First we prove that
K •1 (f˜ , δ − η) : {0 −−−−→ K−n · · ·
φ
(δ−η)
−2 (f˜ )−−−−−→
1∧
S(δ − η)n φ
(δ−η)
−1 (f˜ )−−−−−→ 〈Mon(δ − η)〉}
is exact, which implies the exactness ofM•(f˜ , η, ν, T ) for levels p ≤ −2. Secondly we prove that the complex
K •1 (f˜ , η, η′)∗ : {〈Mon∗(η, η′)〉
φ
(η,η′)∗
1 (f˜ )−−−−−→
1∧
S∗(η, η′)n
φ
(η,η′)∗
2 (f˜ )−−−−−→ · · · K n −−−−→ 0}
is exact, which implies the exactness ofM•(f˜ , η, ν, T ) for p ≥ 2. Then we separately prove thatM•(f˜ , η, ν, T ) is exact at the
p = 1 and p = −1 levels.
The exactness of K •1 (f˜ , δ − η) follows from ker(Φδ−η) = 0 by det(Mη,νT (f˜ )) 6= 0, and from [4].
The exactness of the complex K •1 (f˜ , η, η′)∗ is equivalent to the exactness of the dual complex K
•
1 (f˜ , η, η
′). Consider the
short exact sequence of complexes
0 −−−−→ K •1 (f˜ , δ − ν) ι−−−−→ K •1 (f˜ , η) pi−−−−→ K •1 (f˜ , η, η′) −−−−→ 0, (38)
where ιp is themultiplicationmap by x
η′
n andpi−p is a projection for 0 ≤ p ≤ n. Then ι andpi commutewith the differentials
of the complexes, which can be checked easily.
We prove that the complexes K •1 (f˜ , δ − ν) and K •1 (f˜ , η) are exact. The exactness of K •1 (f˜ , δ − ν) follows from
ker(Φδ−ν(f˜ )) = 0 and [4].
Moreover, if det(Mη,νT (f˜ )) 6= 0 then both ker(Φδ−ν(f˜ )) = 0 and ker(Φη,η′(f˜ )) = 0, which implies that ker(Φη(f˜ )) = 0.
Therefore, by [4] the complex K •1 (f˜ , η) is exact.
Also, since ker(Φη,η′(f˜ )) = 0, then using Lemma 3.1.3 we can choose the set S2 ⊂ Mon(η) such that xη′n · S1 ⊂ S2.
Therefore, if we define S3 := S2 − xη′n · S1, then we have that the map φη,η′S3 :
∧1 S(η, η′)n 7→ 〈Mon(η, η′) − S3〉 is also
surjective. This implies that the short sequence of the 0th cohomologies of the complexes in (38) is exact:
0 −−−−→ 〈Mon(δ−ν)〉
Im Φδ−ν (f˜ )
ι−−−−→ 〈Mon(η)〉
Im Φη(f˜ )
pi−−−−→ 〈Mon(η,η′)〉
Im Φη,η′ (f˜ )
−−−−→ 0.
Now using the long exact sequence of the cohomologies (see [7, A3.8]) of the complexes in (38), we deduce that K •1 (f˜ , η, η′)
is also exact.
To prove thatM•(f˜ , η, ν, T ) is exact at p = −1 we show that
ker(∂0) = ker(φ(δ−η)−1 ) = Im(φ(δ−η)−2 ) = Im(∂−1). (39)
Recall that ∂0 = (Ω(η,η′)T +φ(δ−η)T )⊕φ(η,η
′)∗
1 whereΩ
(η,η′)
T +φ(δ−η)T denotes themapΩη,η′ +φ(δ−η)−1 with its image restricted
to 〈Mon(δ − η)− T 〉. Assume that∑
yα∈Mon∗(η,η′)
aαyα +
∑
xβ∈⊕iMon(δ−η−di)
bβxβ ∈ ker (Ω(η,η′)T + φ(δ−η)T )⊕ φ(η,η
′)∗
1 .
Then aα = 0 for all yα ∈ Mon∗(η, η′), otherwise we would get a nontrivial combination of the rows corresponding to
Mon∗(η, η′) of the matrix Mη,νT (f˜ ) which combination is in the image Φ
(δ−η)
T (f˜ ) (the image of Φδ−η in (6) restricted to
Mon(δ − η) − T ). This would imply that the matrix Mη,νT (f˜ ) is singular, a contradiction. Therefore ker(∂0) = ker(φ(δ−η)T ).
But since det(Mη,νT (f˜ )) 6= 0, we have that ker(φ(δ−η)T ) = ker(φ(δ−η)−1 ), which proves that ker(∂0) = ker(φ(δ−η)−1 ) and the rest
of (39) follows from the exactness of K •1 (f˜ , δ − ν).
Finally, we prove that M•(f˜ , η, ν, T ) is exact at p = 1. By det(Mη,νT (f˜ )) 6= 0 the map (Ω(η,η
′)
T + φ(δ−η)T ) ⊕ Φ∗η,η′ is
surjective. Therefore the image of ∂0 is generated by Mon(δ − η) ∪ Rep∗(η, η′). This implies that the image of φ(η,η′)∗1 (f˜ )
is generated by Rep∗(η, η′), and by the exactness of K •1 (f˜ , η, η′)∗ we have that Im(φ
(η,η′)∗
1 (f˜ )) = ker(φ(η,η
′)∗
2 (f˜ )), therefore
Im(∂0(f˜ )) = 〈Mon(δ − η)〉 ⊕ ker(φ(η,η′)∗2 (f˜ )) = ker(∂1(f˜ ))which proves the exactness at level p = 1. 
Remark 3.3.4. In the proof above we asserted that ker(Φη,η′) = 0 and ker(Φδ−ν) = 0 implies that ker(Φη) = 0. The other
direction is not necessary true: ker(Φη) = 0 and ker(Φδ−ν) = 0 does not imply that ker(Φη,η′) = 0. A counter example is
f˜ = (xd11 , . . . , xdnn ). We note that the converse of the statement of Proposition 3.3.3 is also true.
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Since the complexM•(f , η, ν, T ) is generically exact, the following definition is meaningful:
Definition 3.3.5. Let f = (f1, . . . , fn) ⊂ R[x1, . . . , xn] be homogeneous polynomials of degrees d = (d1, . . . , dn) and let
δ, ν, η and η′ = η − (δ − ν) be as above. Let T ⊆ Mon(δ − η) be of cardinality Hd(ν) such that det(Mη,νT ) 6= 0. Let K be
the fraction field of R. We denote by Dη,νT (f ) the determinant of the based complex of K-vector spaces M
•(f , η, ν, T )⊗R K
(cf. [9, Appendix A]).
Proposition 3.3.6. Let f = (f1, . . . , fn) be generic, and let δ, ν , η and η′ = η − (δ − ν) be as above. As before, let Eδ−η denote
the submatrix ofΦδ−η with rows and columns corresponding to monomials in Dodd(δ− η), and let Eη,η′ denote the submatrix of
Φ∗
η,η′ with rows and columns corresponding to Dodd(η) ∩ Repd(η, η′). Then for any T ⊆ Mon(δ − η) of cardinalityHd(ν) such
that det(Mη,νT ) 6= 0 we have
Dη,νT =
det(Mη,νT )
det(Eδ−η) det(Eη,η′)
= Γ η,νT , (40)
and the denominator is not identically zero.
Proof. First note that the matrixMη,νT is a submatrix of the matrix of ∂0, and it corresponds to a decomposition (see e.g. [4])
of the complexM•(f , ν, η, T ). Therefore, by the definition of the determinant of a complex, their ratio∆ := det(M
η,ν
T )
Dη,νT
is the
product of the determinants of the two complexes
K •2 (f , δ − η) : {0 −−−−→ · · ·
2∧
S(δ − η)n φ
(δ−η)
−2 (f )−−−−−→ Sd(δ − η) −−−−→ 0}, (41)
K •2 (f , η, η′)∗ : {0 −−−−→ S∗d (η, η′)
φ
(η,η′)∗
2 (f )−−−−−→
2∧
S∗(η, η′)n · · · −−−−→ 0}
where Sd(δ− η) and Sd(η, η′) correspond to decompositions of the R-modules∧1 S(t)n and∧1 S∗(t, t ′)n in the complexes
K •(f , δ−η) and K •(f , η, η′)∗ respectively (see (34) and (37)). For example, similarly to [4], we can choose the decomposition
of
∧1 S(t)n for any t ≥ 0 to be
1∧
S(t)n = Sd(t)+ 〈Rep′d(t)〉
where Rep′d(t) = {xα/xdi(α)i(α) | xα ∈ Repd(t)}. Also, we can decompose
∧1 S∗(η, η′)n for 0 ≤ t ′ ≤ t into
1∧
S∗(t, t ′)n = S∗d (t, t ′)+ 〈Rep′d(t, t ′)∗〉
where Rep′d(t, t ′)∗ = {yβ/ydi(β)i(β) | yβ ∈ Rep∗d(t, t ′)}.
Clearly neither of the complexes in (41) depend on the choice of T . Therefore it is enough to prove the claim for a fixed
T of cardinalityHd(ν) such that det(M
η,ν
T ) 6= 0.
It follows from [4] that the determinant of K •2 (f , δ − η) is det(Eδ−η(f )), and it is not identically zero. On the other hand,
as we have seen it in the proof of Proposition 3.3.3, the complexes K •2 (f , δ−ν) and K •2 (f , η) are generically exact, and by [4],
their determinants are det(Eδ−ν(f )) and det(Eη(f )) respectively, and neither of them is identically zero. Using [9, Appendix
A, Lemma 5] and the exact sequence of complexes in (38), we get that the determinant of K •2 (f , η, η′) is the ratio
det(Eη(f ))
det(Eδ−ν (f )) .
But by Lemma 3.1.3 det(Eη(f )) = det(Eη,η′(f )) · det(Eδ−ν(f )), therefore,
Dη,νT (f ) =
det(Mη,νT )
∆
(f ) = det(M
η,ν
T )
det(Eδ−η)
det(Eη)
det(Eδ−ν )
(f ) = det(M
η,ν
T )
det(Eδ−η) det(Eη,η′)
(f ). 
Before we state the next corollary we need some definitions from [9].
Definition 3.3.7. Let R be a Noetherian UFD and p ⊂ R be a prime ideal. Denote by Rp the localization of R at pwithmaximal
ideal mp and with associated field kp = Rp/mp. IfM ′ is a finitely generated Rp-module, then we say thatM ′ has finite length
if there exists i 0 such that mip ·M ′ = 0 and for suchM ′ themultiplicity ofM ′ is defined
multmp(M
′) =
∑
i
dimkp m
i
p ·M ′/mi+1p ·M ′.
For a finitely generated R-moduleM , denoteMp = M ⊗ Rp. Then we define themultiplicity ofM at p by
multp(M) =
{
multmp(Mp) ifMp has finite length
0 otherwise.
Definition 3.3.8. For p ∈ R prime and for F ∈ Rwe define ordp(F) to be the highest power i such that pi divides F .
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Corollary 3.3.9. Let f = (f1, . . . , fn) ⊂ R[x1, . . . , xn] be generic polynomialswhereR is a NoetherianUFD. Let d = (d1, . . . , dn),
δ, ν , η and η′ be as above. Let T ⊂ Mon(δ−η) be of cardinalityHd(ν) such that Γ η,νT (f ) 6≡ 0. Then for any prime element p ∈ R
we have
ordp(Γ
η,ν
T (f )) =
n−1∑
i=−n
(−1)imult〈p〉(H i(M•(f , η, ν, T )))
where H i(M•(f , η, ν, T )) denotes the cohomology module ker(∂i+1)/Im(∂i) (defined in Definition 3.3.1). 
The next lemma is used in the proof of Theorem 3.3.11. It can be viewed as the converse of Proposition 3.2.4. Its proof is
an easy consequence [13, 3.11.11 and 3.8.2.9], and we leave the details to the reader.
Lemma 3.3.10. Let f = (f1, . . . , fn) be generic polynomials in R[x1, . . . , xn], and let δ, ν , η and η′ = η − (δ − ν) be as above.
Let p ∈ R[x1, . . . , xn] be a degree δ − η polynomial such that
xη
′
n · p(x) ∈ 〈f1(x), . . . , fn(x)〉ν .
Then there exist aβ ∈ R for all xβ ∈ Mon(η, η′) such that
Resd(f )p(x)−
∑
xβ∈Mon(η,η′)
aβMorlβ(x)
is in 〈f1(x), . . . , fn(x)〉δ−η .
Moreover, if we denote by a the vector (aβ)xβ∈Mon(η,η′), and by b the vector of the coefficients of the polynomial (xρ fi(x)
mod xη
′
n ) ∈ 〈Mon(η, η′)〉, then aTb = 0 for any xρ ∈ Mon(η − di) and 1 ≤ i ≤ n.
Finally, here is the main theorem of the paper:
Theorem 3.3.11. Let R be a Noetherian UFD, f = (f1, . . . , fn) ⊂ R[x1, . . . , xn] be generic polynomials, let δ, ν , η such that they
satisfy 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ and let η′ = η− (δ − ν). For any set T ⊂ Mon(δ − η) of cardinalityHd(ν) define the
set S := xη′n · T ⊂ Mon(ν). If Γ η,νT (f ) is not identically zero then
Γ
η,ν
T (f ) = ∆νS (f ),
where∆νS (f ) is the Macaulay type subresultant (see [4] and Section 2.1). Note that this also implies that Γ
η,ν
T (f ) does not depend
on η.
Proof. We shall prove that for any prime element p ∈ R
ordp(Γ
η,ν
T (f )) ≤ ordp(∆νS (f )). (42)
Then (42) implies the claim of the theorem since by Proposition 3.2.3 we have that for each 1 ≤ i ≤ n
degfi(Γ
η,ν
T (f )) = degfi(∆νS (f )),
therefore Γ η,νT (f )must be equal to∆
ν
S (f ).
For p = Resd(f ) the inequality (42) holds since
ordResd(f )(Γ
η,ν
T (f )) = ordResd(f )(∆νS (f )) = 0
by comparing degrees.
Let us assume that p 6= Resd(f ). To prove (42) first note that both sides of (42) are of local nature, so we can assume that
R is a local ring with maximal ideal 〈p〉 and associated field k = R/〈p〉. To simplify the notation, for any R-module M and
for any i ≥ 0 we denote the k-vectorspace pi ·M / pi+1 ·M by
pi(M) := pi ·M / pi+1 ·M.
Also, for a matrixM = (ms,t)k,ls,t=1 ∈ Rk,l we denote by pi(M) the matrix
pi(M) = (pims,t mod pi+1)k,ls,t=1 ∈ pi(R)k,l.
Using Definition 3.2.1 and [3] we have that
ordp(Γ
η,ν
T (f )) = ordp(det(Mη,νT ))− ordp(det(Eδ−η))− ordp(det(Eη,η′))
ordp(∆νS (f )) = ordp(det(Mδ−ν,νS ))− ordp(det(Eν)),
where Mδ−ν,νS denotes the submatrix of Jδ−ν,ν(f ) with columns not belonging to S, and Jδ−ν,ν(f ) is the Macaulay type
subresultant matrix of degree ν (as a special case of Jouanolou type subresultant matrices). Moreover, by [9, Appendix A,
Theorem 30] and Definition 3.3.7 we have that
ordp(det(M
η,ν
T )) = mult〈p〉(Coker Mη,νT ) =
∑
i≥0
dimk pi(Coker M
η,ν
T ),
1366 A. Szanto / Journal of Pure and Applied Algebra 214 (2010) 1347–1369
where Mη,νT also denotes the k-linear map corresponding to the rows of the matrix M
η,ν
T . Similar equations hold for
ordp(det(Mδ−ν,νS )) and for ordp(det(Et) for any t > 0.
Fix some i ≥ 0. To simplify the notation we denote
k := dimk pi(Coker Eδ−η) ≥ 0 (43)
and
l := dimk pi(Coker Eη,η′) ≥ 0. (44)
Let B1 ⊂ Rep∗d(η, η′) be such that the corresponding columns of pi(Φ∗η,η′) form a basis (over k) for the column space of
pi(Φ
∗
η,η′) (for Φ
∗
η,η′ see Definition 3.1.2). Let B2 ⊂ Mon(δ − η) − T be such that the columns of pi(Mη,νT ) corresponding to
B1 ∪ B2 form a basis for the column space of pi(Mη,νT ). Let C1 := Rep∗d(η, η′)− B1 and let C2 := Mon(δ − η)− T − B2. Then
|C1| + |C2| = dimk pi(Coker Mη,νT ).
The claim (42) follows if we prove that for any i ≥ 0
|C1| + |C2| − k− l ≤ dimk pi(Coker Mδ−ν,νS )− dimk pi(Coker Eν)
which, by [4], is equivalent to
|C1| + |C2| − k− l ≤ dimk pi〈Mon(ν)〉 − dimk (pi〈S〉 + pi〈f1, . . . , fn〉ν) . (45)
We prove (45) in two steps:
Claim 1. There exists a subspace V1 ⊂ pi〈Mon(ν, η′)〉 (see Definition 3.1.1) such that
dimk(V1) ≥ |C2| − k, and V1 ∩ (pi〈S〉 ⊕ pi〈f1, . . . , fn〉ν) = {0}. (46)
Claim 2. There exists a subspace V2 ⊂ pi〈Mon(ν, η′)〉 such that
dimk(V2) ≥ |C1| − l, and V2 ∩ (pi〈S〉 ⊕ pi〈f1, . . . , fn〉ν) = {0}. (47)
Clearly, Claims 1 and 2 imply (45), thus also the claim of the theorem. We will prove Claims 1 and 2 separately using
Lemmas 3.3.12 and 3.3.13. 
Lemma 3.3.12. Using the notations and assumptions introduced in the proof of Theorem 3.3.11, define the k-space
V := (pi〈S〉 ⊕ pi〈f1, . . . , fn〉ν) ∩ pi〈xη′n · C2〉. (48)
Then V has dimension at most k.
Proof. By the definition of V in (48), for any element xη
′
n · q(x) ∈ V there exists cγ ∈ k for all xγ ∈ T such that
xη
′
n · q(x)+
∑
xγ ∈T
cγ · xη′n · xγ ∈ pi〈f1, . . . , fn〉ν .
Note that we used the fact S = xη′n · T . Therefore, we can define the natural projection
pi1 : V → pi〈f1, . . . , fn〉ν ∩ pi〈xη′n · C2〉
with fibers in pi〈S〉. Note that pi1 is injective on pi〈xη′n C2〉 since xη′n C2 ∩ S = ∅. Let r(x) ∈ R[x] be an inverse image of some
element of 1
xη
′
n
· pi1(V ), i.e.
r(x) ≡ q(x)+
∑
xγ ∈T
cγ · xγ mod pi+1
for some xη
′
n q(x) ∈ V . Since xη′n r(x) ∈ 〈f1, . . . , fn〉ν , applying Lemma 3.3.10 we get that there exist aβ ∈ R for all
xβ ∈ Mon(η, η′) such that
Resd(f )r(x)+
∑
xβ∈Mon(η,η′)
aβMorlβ(x) ∈ 〈f1, . . . , fn〉δ−η.
Moreover, by the second claim of Lemma 3.3.10, we have that the matrix product
(aβ)Tyβ∈Mon∗(η,η′) · Φ∗η,η′ = 0.
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Thus the rows of the subresultant matrix Jη,ν(f ) span the vector corresponding to the coefficients of Resd(f )r(x) plus some
polynomial in 〈f1, . . . , fn〉δ−η . Therefore, using the fact that Resd(f ) is a unit in R by assumption, there exists a projection
pi2 : 1
xη
′
n
· pi1(V )→ pi〈f1, . . . , fn〉δ−η
such that the fibers of pi2 are in pi(Im Ωη,η′ ⊕ Φ∗η,η′). Note that pi2 is injective on pi〈C2〉 since elements of pi〈C2〉 are not in
pi(Im Ωη,η′ ⊕ Φ∗η,η′).
Since the fibers of the projection 1
xη
′
n
· pi1 ◦ pi2 are in pi(Im Ωη,η′T ⊕ Φ∗η,η′), therefore we must have(
1
xη
′
n
· pi1 ◦ pi2
)
(V ) ∩ pi(Im Φδ−η) = {0},
otherwise there exist non-zero elements of pi〈C2〉which are in pi(Im Mη,νT ), contradicting the definition of C2. Since
dimk pi(〈f1, . . . , fn〉δ−η)− dimk pi(Im Φδ−η) = dimk pi(Coker Eδ−η) = k,
therefore ( 1
xη
′
n
· pi1 ◦ pi2)(V ) has dimension at most k . Using the injectivity of pi1 and pi2 this implies that V has dimension at
most k. This concludes the proof of Lemma 3.3.12. 
Claim 2 follows from the following lemma by taking V2 := pi(Coker φ(ν,η′)1 ) defined below:
Lemma 3.3.13. Using the notations and assumptions introduced in the proof of Theorem 3.3.11, the map
φ
(ν,η′)
1 :
n⊕
i=1
Mon(ν − di, η′)→ Mon(ν, η′)
(g1, . . . , gn) 7→
n∑
i=1
figi mod xη
′
n
satisfies
dimk pi(Coker φ
(ν,η′)
1 ) ≥ |C1| − l. (49)
Proof. First note that since 0 ≤ δ − ν ≤ η ≤ δ − η ≤ ν ≤ δ, we have that #Repd(ν, η′) ≥ #Mon(ν, η′)which implies that
φ
(ν,η′)
1 is generically surjective.
Recall that C1 ⊂ Rep∗d(η, η′) was chosen to be a basis for pi(Coker Φ∗η,η′). Considering the dual of the map Φ∗η,η′ we get
that C1 corresponds to a basis of pi(ker Φη,η′). Taking into account the definition of l in (44) we get that the first cohomology
of the Koszul complex K •((f1, . . . , fn, x
η′
n ), η) of the n+ 1 polynomials f1, . . . , fn, xη′n satisfies
dimk pi H1(K •((f1, . . . , fn, xη
′
n ), η)) = |C1| − l. (50)
We can rewrite the claimed inequality (49) as well:
dimk pi H0(K •((f1, . . . , fn, xη
′
n ), ν)) ≥ |C1| − l. (51)
Since pi ∈ R defines a hypersurface in the coefficient space of f1, . . . , fn, we can assumewithout loss of generality (maybe
after permutation of indices) that f1, . . . , fn−1 are generic polynomials. Define the system of polynomials
f ′ := (f1, . . . , fn−1, xη′n )
with degrees d′ = (d1, . . . , dn−1, η′). By the genericity of f1, . . . , fn−1 we can assume that for any t ≥ 0 the cohomologies
of the Koszul complex of f ′ satisfies
pi H j(K •(f ′, t)) = 0 ∀ j ≥ 1.
Next we consider the mapping cone of the map of complexes
ψfn : K •(f ′, t − dn)→ K •(f ′, t)
defined by the multiplication by fn. We have the following diagram:
· · ·
2∧
S′(t − dn)n −→
1∧
S′(t − dn)n −→ 〈Mon(t − dn)〉 −→ 0
⊕ ↘fn ⊕ ↘fn ⊕ ↘fn ⊕
· · ·
3∧
S′(t)n −→
2∧
S′(t − dn)n −→
1∧
S′(t)n −→ 〈Mon(t)〉
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where
1∧
S′(t)n :=
n−1⊕
j=1
〈Mon(t − dj)〉 ⊕ 〈Mon(t − η′)〉
and for j > 1
∧j S′(t)n is defined similarly. It is easy to see that themapping cone ofψfn is the Koszul complex K •((f , xη′n ), t)
of the n+ 1 polynomials (f1, . . . , fn, xη′n ). Thus we have the following long exact sequence of k-spaces:
0 −→ pi H1(K •((f , xη′n ), t)) −→ pi H0(K •(f ′, t − dn)) ·fn−→ piH0(K •(f ′, t)) −→
−→ pi H0(K •((f , xη′n ), t))→ 0.
By the assumption on the genericity of f1, . . . fn−1 we have that
pi H0(K •(f ′, t)) ∼= pi〈Hd′(t)〉
where Hd′(t) = {xα | |α| = t, αj < dj ∀j < n, αn < η′} of cardinalityHd′(t). Define
δ′ :=
n−1∑
j=1
dj + η′ = δ − dn + η′ = ν − dn + η.
using that η′ = η − δ + ν. ThenHd′(t) = Hd′(δ′ − t), therefore
Hd′(ν) = Hd′(η − dn) and Hd′(ν − dn) = Hd′(η),
which implies that
pi H0(K •(f ′, η − dn)) ∼= pi H0(K •(f ′, ν)) and
pi H0(K •(f ′, ν − dn)) ∼= pi H0(K •(f ′, η)).
Moreover, it is easy to see that the map
pi H0(K •(f ′, η − dn)) −→ pi H0(K •(f ′, η))
induced by the multiplication by fn is equal to the dual of the map
pi H0(K •(f ′, ν − dn)) −→ pi H0(K •(f ′, ν))
also induced by the multiplication by fn, i.e. we can find bases such that the matrices of the twomaps are transposes of each
other. This implies that the complex
0 → pi H1(K •((f , xη′n ), η))→ pi H0(K •(f ′, η − dn))→ piH0(K •(f ′, η))→
→ pi H0(K •((f , xη′n ), η))→ 0.
is the same as the complex
0 → pi H0(K •((f , xη′n ), ν))∗ → pi H0(K •(f ′, ν))∗ → piH0(K •(f ′, ν − dn))∗ →
→ pi H1(K •((f , xη′n ), ν))∗ → 0.
By our assumption (50) we have that
dimk pi H1(K •((f , xη
′
n ), η)) = |C1| − l,
therefore
dimk pi H0(K •((f , xη
′
n ), ν)) = |C1| − l
as we claimed in (51). This concludes the proof of Lemma 3.3.13. 
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