ABSTRACT. In this paper we prove a maximal Fourier integral theorem for the types of operators which arise in the study of maximal functions associated to averaging over hypersurfaces and also the Cauchy problem for hyperbolic operators. We apply the Fourier integral theorem to generalize Stein's spherical maximal theorem (see [8] ) and also to prove a sharp theorem for the almost everywhere convergence to IP initial data of solutions to the Cauchy problem for second order strictly hyperbolic operators.
Introduction.
In 1976, E. M. Stein [8] proved that if have the property that limt_o u(t,x)/t = f(x) almost everywhere, whenever / G Lfoc(R"), n>l, 2n/(n+l)<p.
All of these results were obtained from interpolation with a certain key L2 estimate.
The latter was subsequently generalized by Sogge and Stein [7] . They showed that if a multiplier m(£) is C1 and satisfies the estimates |m(f )|, | Vm(£)| < C*(l + \Ç\)~6 for some 6 > 1/2, and if one defines Tt by (Ttf)^) = m(i£)/(0 (""" denotes the Fourier transform) then one has sup \Ttf\ i>0 <C]\f\\L2{Rn).
L2(R")
The goal of this paper is to generalize all of these results to variable coefficient cases. Instead of dealing with multiplier operators we shall be considering Fourier 7, 34 C. D. SOGGE integral operators of the type (Ttf)(x) = [ f(Oa(t; x, tí)e<l<*.0+**(*;*.0] dt¡.
Under certain regularity conditions on a and 0 we will show that if the amplitude satisfies certain decay conditions (roughly that a(t;x, £) € Sfg uniformly in t for 6 > 1/2), then the following inequality holds for these operators:
sup \(Ttf)(x) 0<t<l <C||/||L2(R.).
As above this will be the key estimate which we shall apply along with analytic interpolation to obtain other results.
The first result will be to generalize Stein's maximal theorem. Roughly speaking, we shall be assuming that {5ti:c}, t e R+, x € Rn, are smooth perturbations of a smooth hypersurface S C Rn. We shall also require that the Gaussian curvature is nowhere vanishing on each St,x. Then if tp(x,y) G Cq°(R" x R") has the property that i/j(x,y)dot,x{y)
is a compactly supported measure on St,x (dot.x denotes Lebesgue measure on St,x), we show that there is a ¿o > 0 so that if for í > 0 we now put (Mtf)(x) = f f(x + ty)tp(x, y) dat,x(y) JSt,x and (Mf)(x) = sup0<t<to \(Mtf)(x)\, then Ilp(r-) < C||/IIlp(R") for the same range of p and n as Stein's spherical maximal function. Our maximal theorem is proved by noticing that, for small enough t, Mtf is (up to a trivial error) a finite sum of Fourier integral operators Ttf as above.
Variable coefficient maximal theorems were previously proved by A. Greenleaf [3] for hypersurfaces St<x which in addition to the above conditions are also assumed to be compact, convex, and starlike with respect to the origin. Also, E. M. Stein and the author have proved more general results where one only assumes that the curvature does not vanish of infinite order (cf. Sogge and Stein [7] ). The proof of the results in the present paper is simpler though and is of independent interest. Our final set of applications to the maximal Fourier integral theorem concerns the pointwise convergence properties of solutions to Cauchy problems for strictly hyperbolic linear differential operators of order m > 2. More specifically, we shall deal with operators of the form
Am-j being a differential operator of order m -j with smooth coefficients. After placing a mild condition on L to ensure that it has a finite domain of dependence (see Definition 3.2) we shall study the Cauchy problem
Lu{t,x) = 0, t>0, {d/dt)ju(0, x) = 0, 0 < j < m -1,
Given a smooth family of nontangential curves i(s, x) in R™+1 with 7(0, x) = (0, x) our result will be that the (weak) solution to this Cauchy problem with initial data f(x) € LXoc{Rn) has the property that u(-7(S,x))/Sm-1-c^(z)/(x), whenever p > 2n/(n + 2) for m = 2 and p = 2 for m > 3. Here c1(x) is a smooth function which depends only on 7(0, x). We remark that our methods can show that the result for m > 3 also holds for / G L2_£m(Rn) (in fact sm = 1 for m > n + 1), but since we cannot find the sharp em in general, we do not carry this out.
Results of this type were established by Greenleaf [3] and Ruiz [6] when one makes the additional assumption that the approach curves 7(2;, s) are time-like for each fixed x. Our result for m > 3 is new.
Our paper is organized as follows. In §1 we prove the maximal Fourier integral theorem while §2 concerns variable coefficient maximal theorems. § §3 and 4 will be devoted to the Cauchy problem for operators of orders m = 2 and m > 3 respectively. Also by C we mean a constant which is not necessarily the same at each occurrence.
1. An L2-maximal theorem.
In this section we prove a maximal theorem for certain families of Fourier integral operators whose amplitudes satisfy certain decay conditions. More precisely, let a(t; x, £) and <¡>(t; x, £) be smooth on R+ x R" \ 0 and set
Jr."
We are assuming that a(t; x, £) = 0 when |£| < 2 and also for some 6 > 1/2 one has (1.2) \(d/dty(D2)(D¡)(D¡)a(t; x,Ç)\< C]^^, j < 1, \a\, \ß\<n + 3.
Further, the phase functions (j> are real, homogeneous of degree 1 in £ and satisfy
if |£| = 1, / < 1, and |a|, \ß[ < n + 3. Then our result is the following. REMARK. Inequality (1.4) does not in general hold for operators whose amplitudes only satisfy (1.2) for 6 = 1/2 (see [9] ).
The proof of this inequality will require the following proposition, which at times will serve as a substitute for Plancherel's theorem for the Fourier transform. Results of this type are well known (see e.g. Trêves [12] ); however, for the sake of completeness we shall sketch the proof at the end of this section. Furthermore, since the argument for the most general case is not harder than the one for the case where the amplitudes and the phase functions are independent of t, we assume that this is the case to simplify the notation. Thus we shall deal with operators of the form (Ttf)(x) = j f(ê)a(x, tt)jl<*¿>+*«*¿)] d£, and we wish to show that (1.4) holds. Now we recall the definition of a fractional derivative. Let 0 < a < 1; then for, say, bounded F we define the fractional derivative of order a by Then one has taTtf = 7Q(TtQ/). Consequently, by Schwarz's inequality if 1/2 < a < 1 then
In what follows we fix a < 1 satisfying 1/2 < a < 6. Then by (1.6), to prove 
But by integration by parts, the function inside the first L2-norm equals
We first estimate I. By changing the order of the integration and applying Minkowski's integral inequality one gets
But by Proposition 1.1 this last expression is
as desired. The last equality comes from the fact that e < 6 -a. One also sees from Proposition 1.1 that ||II|¡2 also satisfies these bounds. We now turn to III. To deal with this we first notice that n (dldr)e"^^a(x,rtl) = £ f.e^^a^rf), j = i where the a3 also satisfy (1.2). Therefore if, as before, we change the order of integration and then apply Minkowski's integral inequality and Proposition 1.1
\J\t\>i J
To finish this section we now sketch a proof of Proposition 1.1. We recall that we need to show ||7(<?)||2 < Cllfflk, where
and b and tp are as before. Let B denote the unit ball in Rn. Then clearly the desired inequality will follow from the following:
However, after multiplying by a cutoff function, we see that we can now assume that the amplitude b has x support in the double of B, B*. Now let gi(x) = g(x) if |i| < 3 and gi(x) -0 otherwise, and put g = gx + g2. Then if |x| < 1 one easily sees from integration by parts that
By Schwarz's inequality this establishes (1.11) for g2.
To finish the proof we notice that J\I(gi)\2dx < JJ \gi(t)gi(r,)\\K(t,r,)\dtdr,, where K(t,v) = I'jUx't-*>++(x'n-*(x«nb(x,t)b(x,ri)dx.
Since b has x-support in B* one sees from integrating by parts that iA"(ç,»?)i<c(n-iÉ-f7ir-'.
Therefore by the Schwarz inequality one gets the desired inequality for r/i.
This finishes the proof.
Variable coefficient maximal theorems.
In this section we prove a variable coefficient maximal theorem for hypersurfaces with nonvanishing Gaussian curvature. These results will follow from well-known stationary phase estimates along with our maximal Fourier integral theorem.
In our theorem we assume for each Í e I|M/||lp(r«) < CP||/||L,(R").
REMARKS. We must exercise some care in the precise definition of Mf. First one proves (2.1) for, say, / G Cq°, so that for such /, / can be defined unambiguously. Next by the argument in [9, pp. 1285-1287] one can redefine (Mtf)(x) for each / 6 Lp(Rn) and every 0 < t < t0 (on a set of z-measure zero) so that (Mtf)(x) is continuous in t for almost every x. Then (2.1) holds for the resulting (Mf)(x) = sup0<t<to \Mtf)(x)\. Similar care has to be taken with the other variants of (2.1) arising below.
It turns out to be more convenient to prove a local version of Theorem 2.1 which is in fact equivalent to it since ip(x,y) is compactly supported. In doing so we use the notation that if a: € Rn then x = (x',xn) where in what follows the "prime" always denotes a vector in Rn_1. Also, by B(y,6) we mean the ball of radius 6 centered at y.
To formulate the local version we will now with an abuse of notation let ip(y') G Cq^R"-1).
Also h(t,x;y') will be a smooth function on [0,1] xR"xRn_1 satisfying \det(d2h(t,x;y')/dy'Jdy'k)]>0 if xp(y') # 0.
We now set (2.2) (M?f)(x)= f f(x' + ty',xn + th(t,x;y'))tp(y')dy'.
Jr.»-1
Then (2.1) will be equivalent to the statement that for such functions one can always find 6, to > 0 so that if (M°f)(x) = max0<i<t0 |(Mt°/)(a;)| then (M?f)(x) = ^-y j ^ f(x + ty)\yn -h(t,x; y)|-1+WMlfe -h(t,x,y')) dy for / G Cq°(R"), where the integral is defined by analytic continuation in 7 for Re(7) < 0. In particular, when 7 = 0 the definition of (Mt°/)(x) in (2.2) agrees with that of (2.3). With this in mind we now state a result which contains (2.1'). Here C is a constant which depends only on Re(7).
As we shall shortly see, Proposition 2.1 follows from our maximal Fourier integral theorem. To make this clear we shall need the following two well-known results. The 
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LEMMA 2.1. Let g(x,y) (x € R™1,?/ € R™2) be a real-valued smooth function in a neighborhood of (0,0). Assume that (VrJ/)(0,0) = 0 and that the matrix A = (d2f(0,0)/dxjdxk) is nonsingular. Then the equation (Vxf)(x,y) = 0 determines in a neighborhood ofOa C°° function x(y) with x(0) = 0. Furthermore, we have in a neighborhood of (0,0) f(x,y) = f(x(y),y) + (Az,z), where z is a C°° function of (x,y) and the Jacobian matrix (dz/dx)-1 has bounded C(N> norms for each N and every (x,y) in this neighborhood of (0,0). We are now ready to prove Proposition 2.1. We recall that (d2h(t, x; y')/dy'jdy'k) is nonsingular when ip(t') ^ 0. Therefore we can apply Lemma 2.1 to the function (uj,(y',h(t,x;y'))), ueSn~\ in a neighborhood of w = ujo, t = 0, x = 0, y' = y'0 if ip{y'o)¿0 and Vy-((w0, (y',h(t,x,;y')))) = 0.
Furthermore, since ip has compact support, one easily sees from Lemmas 2.1 and 2.2 that one can rewrite ip as a finite sum ip = 2~2j=i ^j, where ipj G Co°(Rn-1) and where the ipj have small enough support that for (t, x) near (0,0) we can obtain a favorable expression for (2.4) n,(í;x,f)= f e2^^'^x^Hj(y')dy'.
More precisely, there must be a 6 > 0 so that if 0 < t, \x\ < 6 and if each ipj is supported in a ball of radius 6 then for |f | > 1 (2.5) n,(t;x,0 = el^^x^aJ(t;x,0, where <pj and a, are smooth on {(t,x, f ) : 0 < t, ]x] < 6, |f| > 1}, <pj is real and homogeneous of degree one in f and a¡ satisfies the estimate \(d/dt)k(D^)(D¡)a](t;x,0\ < C|fr(n-1)/2-101, whenever |f | > 1, 0 < t, \x\ < 6, k < 1, and |a|, \ß\ < n + 3.
To apply this we notice from (2.3) that whenever Re(7) > 1 -n/2.
This finishes the proof of Proposition 2.1 which in turn finishes the proofs of Theorems 2.1 and 2.2.
3. The Cauchy problem for strictly hyperbolic operators of order m = 2. Before stating our results for operators of order two it will be convenient to review the properties of strictly hyperbolic operators which will be needed in the next two sections. We shall study the Cauchy problem for R"+1:
for certain operators L of the form L -ßtm ¿^ Am~3 ^' X' °x> dp ■ 3=0
Here Am_j is a differential operator of order m-j with smooth coefficients which, for simplicity, we assume to be constant off of a compact set. If Am-j has the top order symbol im_y then the principal part of L, Lm, has the symbol m-1 Lm(t, x, t, f) = rm -]T Am-0(t, x, f)t¿. j=o DEFINITION 3.1. L is said to be strictly hyperbolic if for each x0 G Rn, t0 G R, and f G R"\0 the roots of the polynomial in r, Lm(to,Xo,T, f) are real and distinct.
EXAMPLES. The wave operator d2/dt2 -2?=i d2/dx2 is a second order strictly hyperbolic operator. Also, the operators of crystal optics in R3 whose symbol is given by L(r,f) = r4 -r2*(f) + |f|2*(f), where *(f) = £?=i(l£P -$)/<Tj and (f) = ÇÏ/°~20~3 + tl2/oia3 + f2/fJi(T2 for the appropriate constants Oj relating to the medium of the crystal in the axial directions, are examples of strictly hyperbolic operators of order four (see e.g. [2] ).
Since we want to obtain a result for operators with variable coefficients it is convenient to recall the notion of the domain of dependence for solutions of (3.1). This allows us to place a natural condition on the coefficients which guarantee the existence of a favorable representation (for small enough t > 0) of the solutions u{t,x) of (3.1). DEFINITION 3.2. Given (to,x0) G R"+1 we say that ü C Rn is a domain of dependence of (t0,xo) for the Cauchy problem (3.1) if whenever / G Co°(R™) has the property that / = 0 on O then u(i0, xn) = 0.
Since the domain of dependence of (to, xn) is related to the "timelike directions" at (to,Xo) we also recall the following definition. The operators which we shall consider will all satisfy (3.2). This is a mild condition for the coefficients which is satisfied for instance if the coefficients of the operator L are constant outside a compact set. Since we want to study the convergence properties of solutions to (3.1) along curves we make the following definition. DEFINITION 3.4. We say that s -» 7(s,x) is a smooth family of nontangential curves if the following conditions are met:
(i) 7 is in C°°(Rn+1) and has bounded derivatives.
(ii) 7(0, x) = (0, x) and 7(3, x) G R"+1 if s > 0.
(iii) If we write d^/ds = (f'0,7J,..., 7^) then there is an absolute constant C for which
It is necessary to place some sort of nontangency condition on the approach curves if one hopes to have u(f(s, x))/(7o(s, x))m_1 tend to a multiple of /(x) a.e. s -> 0 for / G Lv. (Here we have written 7 = (70,71, • • • ,7n)-) In fact, if L = d2/dt2 -d2/dx2 is the wave operator for R2 then solutions for (3.1) are given by u(t,x) = / f(x + y)dy, and so a classical theorem of Littlewood implies that if 7 is a curve in R2 with 7(0) = 0 and 70(0) = 0 then there are g G LP(R) (1 < p < 00) for which i¿((0, x) + 7(s))/7o(s) does not tend to a limit for almost every x.
Having dealt with these preliminaries we finally are ready to state the following well-known result for small time solutions of (3.1) (see e.g. [12, pp. 308-313] and [2, pp. 215-221] ). This lemma will allow us to use our maximal Fourier integral Theorem 1.1. Here cpk(t;x,cl) andak(t;x, f) are smooth on (0:to] xR" xR"\0 andak(t;x,t]) = 0 if |£| < 1 and ak satisfies (1.2) with 6 = m -l. Also (pk(t; x, f) is real, homogeneous of degree one in f and satisfies (3.5) \{d/dty(D°)(D¡)Mt\x,0\<C
if |f I = 1, / < 1, and |a|, ]ß\ < n + 3. Finally the remainder term satisfies the estimate (3.6) \(Rf)(t,x)\ < cjt-n(l + \(x -t/Vil)-""1 \f(y)\dy.
We remark that one can only in general get the formula (3.4) for a small range of t since "the phase function" (x, f ) + t(p(t; x, f ) satisfies a nonlinear differential equation-the so-called eikonal equation.
We now focus our attention on the case where m = 2. We have finally developed the necessary background to state and prove the main result of this section. THEOREM 3.1. Let^(s,x) = (70(3,2;),... , 7"(s,x)) be a smooth family of nontangential curves in Rn+1, n > 1. Also let L be a second order strictly hyperbolic operator as above which satisfies (3.2). Then if f G.Lpoc(Rn), 2n/(n+ 1) < p, the (weak) solution u(t,x) of the Cauchy problem (3.1) satisfies
almost everywhere; the smooth function c~,(x) is given by
PROOF OF THEOREM 3.1. In order to prove (3.7) it is enough to show that there is an so > 0 so that if 2n/(n + 1) < p < 2 then (3.8) sup |u(7(s,x))/7o(s,x) 0<s<so < Cp||/||Lp(Rr.).
LP(R")
In fact since L has bounded domain of dependence, (3.7) will follow from (3.8) by a standard limiting argument which uses the fact that (3.7) holds for (say) /GC0°°(R"). 71 (a,x) ,. . .,7"(s, x)). Also, set (Msf)(x) = //(f)e-2"!^€>+s^;:i'«)là(a;x,af)df.
Then since 7(3,x) = x + E(s,x), where E is smooth and |.L(s, x)| < Cs one sees from (3.4) and (3.6) that it is enough to show that there is an ao > 0 for which (3.10) sup |(Ms/)(x) 0<s<s0 <CPII/IL»(R«), p>2n/(n+l).
L»(R")
To prove this inequality we shall use interpolation. For this purpose define for complex 7 (M2f)(x) = t? I /(f)|af|^(a; x, af)e -2inl(x,£) + s4,(s;x,£)} df.
Then it is clear that (3.9) follows via an analytic interpolation argument from the following two lemmas. 
IX,»(R")
To verify Lemma 3.3 we recall that 7(x, s) is a smooth family of nontangential curves. One easily sees that this implies that (p satisfies (3.5) and also implied that 2 e1 |f|7a(a;x, f) satisfies (1.2) for some 6 > 1/2, and so Lemma 3.3 follows from Theorem 1.1.
By the Hardy-Littlewood maximal theorem in order to prove Lemma 3.4, it suffices to show that for some so > 0 there are constants C as in Lemma 3.4 so that if Re(7) < -(n -l)/2 and 0 < s < s0 then When n = 1 this inequality follows easily by integration by parts since in this case |f pa^; x, f) is in LX(R, df) uniformly. Therefore, we assume that n < 2 from now on.
But by (3.9) (x -y, f) + scp(s; x, f) = ((7(s, x)-y),f)+ 70(5, x)<^fc(70(s, x); 7(3, x), f), and therefore since 7 is nontangential it is enough to prove the inequality where in (3.11) we replace stp(s;x, f) by 70(3, x)</>*.(7o(3,x); 7(3, x), f). The latter function is homogeneous of degree one in f. Moreover, since <pk satisfies the eikonal equation (see e.g. [1, pp. 49-50] ) it is well known that there is a to < 0 so that the following two properties hold when n > 2.
(i) If 0 < t < t0 then <pk(t; x, f ) is either positive or negative for all f G Rn \ 0.
(ii) If 0 < t < to then for every (t,x) the hypersurface {f:<¿fc(í;x,f) = ±l} is convex and has the property that its Gaussian curvature is always bounded below by some positive number. Finally, the above remarks and a change of scale argument will show that (3.11) is a consequence of the following lemma. Also, if |x| is small enough then |V£{3>(f) + (x, f)}| < c and so an integration by parts argument would give \I(x)\ < C for such x. Consequently, we have now shown that |/(x)| < C for some C < 00.
To obtain the estimate for large x, we notice that if x is large enough one has l^íí^íO + {x, f)}| ^ c|x| and so another integration by parts argument will show that |/(x)| < Clxl-"-1 for these x.
This completes the proof of Lemma 3.5, and consequently finishes the proof of Theorem 3.1.
4. The Cauchy problem for strictly hyperbolic operators of order m > 3. In this section we stick to the notation of the previous one and our main result is the following. by putting u(t,x) = f(x + t) and so clearly (4.1) cannot hold for L2oc.
(ii) If one uses an interpolation argument similar to that of the previous section one can prove that for m > 3 there is an e = em,n > 0 so that whenever L is as in
