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A RELATIVE m-COVER OF A HERMITIAN SURFACE
IS A RELATIVE HEMISYSTEM
JOHN BAMBERG AND MELISSA LEE
Abstract. An m-cover of the Hermitian surface H(3, q2) of PG(3, q2) is a set S of lines of H(3, q2) such
that every point of H(3, q2) lies on exactly m lines of S, and 0 < m < q + 1. Segre (1965) proved that
if q is odd, then m = (q + 1)/2, and called such a set S of lines a hemisystem. Penttila and Williford
(2011) introduced the notion of a relative hemisystem: a set of lines R of H(3, q2), q even, disjoint from
a symplectic subgeometry W(3, q) such that every point of H(3, q2)\W(3, q) lies on exactly q/2 elements
of R. In this paper, we provide an analogue of Segre’s result by introducing relative m-covers of H(3, q2)
with respect to a symplectic subgeometry and proving that m must necessarily be q/2.
1. Introduction
An m-cover of the Hermitian surface H(3, q2) is a set S of lines of H(3, q2) such that each point of
H(3, q2) lies on precisely m elements of S. An m-cover is sometimes also called a regular system of order
m. It was shown by Beniamino Segre (1965) [6] that H(3, q2) does not have spreads, that is 1-covers, for
every prime power q. Moreover, Segre determined that the only (nontrivial) m-covers of H(3, q2), q odd,
have m = q+12 [6]. He called these m-covers hemisystems as they constitute half of the lines on every
point. Hemisystems of H(3, q2) have piqued the interest of finite geometers and algebraic graph theorists
alike due to their links to extremal configurations in combinatorics, such as strongly regular graphs [3],
partial quadrangles [2] and association schemes [9].
In 2011, Penttila and Williford defined the concept of a relative hemisystem on H(3, q2), for q a power of
2 [5]. In this context, we consider points and lines that are disjoint or external to a symplectic subgeometry
W(3, q). In particular, a relative hemisystem of H(3, q2) is a setR of external lines with respect to W(3, q)
such that each external point lies on q2 elements of R. The interest in relative hemisystems stems from
the fact that they give rise to primitive Q-polynomial association schemes that cannot be constructed
from distance regular graphs (see [5, Theorem 3]). These particular sorts of association schemes were
considered rare before the introduction of relative hemisystems, and the first infinite family of relative
hemisystems gave rise to the first infinite family of such association schemes.
In this paper, we generalise the concept of a relative hemisystem naturally to a relative m-cover. Let
Γ be a generalised quadrangle with a subquadrangle Γ′. A relative m-cover of Γ is a set R of external
lines with respect to Γ′ such that each external point lies on m elements of R. By considering relative
m-covers, we are able to prove an analogue of Segre’s result that initiated the study of hemisystems. In
particular, we prove that every nontrivial relative m-cover of a certain generalised quadrangle Γ with
respect to a doubly subtended subquadrangle Γ′ is a relative hemisystem; which includes the case that Γ
is H(3, q2) and Γ′ is W(3, q). The definition of a doubly subtended subquadrangle appears in the next
section in the context of subtended spreads of lines.
Theorem 1.1. Let Γ be a generalised quadrangle of order (q2, q) and suppose it has a doubly subtended
subquadrangle Γ′ of order (q, q). Let R is a nontrivial relative m-cover of Γ with respect to Γ′. Then:
(a) q is even and R is a relative hemisystem, that is, m = q2 .
(b) If σ is an involutory automorphism fixing Γ′ point-wise, then the image of R under σ is its comple-
ment.
Thas [7] showed that when q is even, the only generalised quadrangle Γ of order (q2, q) with a doubly
subtended subquadrangle Γ′ of order (q, q) is when Γ = H(3, q2) and Γ′ = W(3, q). For q odd, the only
known examples are H(3, q2) (with doubly subtended quadrangle W(3, q)) and the Kantor-Knuth flock
generalised quadrangles. (For dual translation generalised quadrangles, K. Thas [8] showed that these two
families of examples are precisely the only generalised quadrangles of order (q2, q) with doubly subtended
subquadrangles).
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Corollary 1.2.
(a) A nontrivial relative m-cover of H(3, q2) with respect to a symplectic subgeometry W(3, q) is a
relative hemisystem.
(b) A Kantor-Knuth flock generalised quadrangle of order (q2, q), q odd, does not have a nontrivial
relative m-cover with respect to a double subtended subquadrangle.
We leave as an open problem whether or not the first part of Theorem 1.1 holds generally for relative
m-covers of nonclassical generalised quadrangles of order (q2, q).
2. Preliminaries
The central object of study in this paper is the Hermitian surface H(3, q2), whose points and lines
form a generalised quadrangle, and the language and theory of generalised quadrangles will be beneficial.
Furthermore, some of our preliminary results on relative m-covers hold in the more general context of
generalised quadrangles, which may be of interest. A generalised quadrangle of order (s, t) is a point-line
incidence structure satisfying the following axioms.
• Any two points are incident with at most one line.
• Every point is incident with t+ 1 lines.
• Every line is incident with s+ 1 points.
• (GQ-axiom) For any point P and line ℓ that are not incident, there is a unique point P ′ on ℓ
that is collinear with P .
Given a generalised quadrangle Γ, we say that Γ′ is a subquadrangle of Γ if it is a generalised quadrangle,
and if the sets of points and lines of Γ′ are proper subsets of the points and lines of Γ. The dual of a
generalised quadrangle of order (s, t) is obtained by swapping the point and line sets while maintaining
incidence. The dual is also a generalised quadrangle, and it is of order (t, s). For additional background
on generalised quadrangles, see [4]. In this paper we are interested in generalised quadrangles Γ of order
(q2, q), for some q a power of two, and their subquadrangles Γ′ of order (q, q). The classical generalised
quadrangles of order (q2, q) are the Hermitian spaces H(3, q2), obtained by taking the totally isotropic
subspaces of PG(3, q2) with respect to a Hermitian form. The symplectic space W(3, q), which is obtained
by taking the points of PG(3, q) together with the totally isotropic lines with respect to an alternating
form, is a generalised quadrangle of order (q, q) and can be embedded as a subgeometry (and indeed a
subquadrangle) of H(3, q2) (see [4, §3.5(a)]). We call points and lines that lie in H(3, q2) but not in W(3, q)
external points and external lines respectively. We denote the set of external points by PE and the set
of external lines by LE . A simple calculation shows that
(1) |PE | = (q
2 + 1)(q3 − q) and |LE | = q
2(q2 − 1).
We call a subset R of external lines a relative m-cover of Γ with respect to Γ′ if every external point is
incident with exactly m lines of R. There is always a relative 0-cover and a relative q-cover of Γ with
respect to Γ′, obtained by taking none or all of the external lines. We will call these two cases trivial.
Lemma 2.1. Suppose that R is a relative m-cover of Γ with respect to a subquadrangle Γ′. Then
|R| = m(q3 − q).
Proof. We double count pairs (X, ℓ), where X is an external point and ℓ is a line of the relative m-cover
incident with X . By Equation (1), we have (q2+1)(q3− q) ·m = |R|(q2+1), and so |R| = m(q3− q). 
A spread of a generalised quadrangle is a set S of lines such that each point is incident with precisely
one element of S. Given an external line ℓ, it can be seen that the lines concurrent with ℓ and meeting
a subquadrangle Γ′ in q + 1 points form a spread Sℓ of Γ
′. We say that Sℓ is the spread subtended by ℓ.
Furthermore, a spread of Γ′ is doubly subtended if it is subtended by two external lines ℓ and ℓ¯, and we
then say that ℓ and ℓ¯ are antipodes. We say that Γ′ is doubly subtended if every subtended spread of Γ′
is doubly subtended. Generalised quadrangles of order (q2, q) with doubly subtended subquadrangles of
order (q, q) were first considered by Brown [1], albeit in the context of the dual. Brown [1, Corollary 2.2]
showed that the size of the intersection of two subtended spreads Sℓ and Sn is one of the following:
q2 + 1 if Sℓ = Sn,
1 if Sℓ 6= Sn and n is concurrent with either ℓ or ℓ¯,
q + 1 if Sℓ 6= Sn and n is not concurrent with ℓ nor ℓ¯.
He further showed that a generalised quadrangle of order (q2, q) has a doubly subtended subquadrangle if
and only if there is an involutory automorphism that fixes the subquadrangle pointwise. This involutory
automorphism swaps antipodes ℓ and ℓ¯.
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Lemma 2.2. Let ℓ be an external line. Then a line meeting ℓ is concurrent with ℓ¯ if and only if it also
meets Γ′.
Proof. By definition, ℓ and ℓ¯ subtend the same spread of Γ′, which means that every line concurrent with
ℓ that meets Γ′ must also be concurrent with ℓ¯. As for the ‘if’ implication, suppose k is a line concurrent
with both ℓ and ℓ¯. Then the point that is the intersection of ℓ and k must have one line on it meeting
Γ′, and, by the previous argument, that line must be concurrent with ℓ¯. To prevent the existence of a
triangle, k must meet Γ′. 
Lemma 2.3. Let ℓ and n be two nonconcurrent external lines in a generalised quadrangle Γ of order
(q2, q) containing a doubly subtended subquadrangle Γ′ of order (q, q). Then the number of external lines
concurrent with both ℓ and n is:
(a) 0 if n = ℓ¯,
(b) q − 2 if n is concurrent with ℓ,
(c) q2 − q if n is not concurrent with either ℓ or ℓ¯, or
(d) q2 if n is concurrent with ℓ¯.
Proof. Suppose n is concurrent with ℓ and that P is their point of intersection. To prevent the existence
of a triangle, the only lines that can be concurrent with both ℓ and n (but not equal to either) are the
q − 2 remaining external lines that are incident with P . Now suppose n is not concurrent with or equal
to ℓ. By the ‘GQ-axiom’, ℓ and n are concurrent with q2 + 1 lines together in Γ. We must determine
how many of these are external lines. The lines concurrent with both ℓ and n and meeting Γ′ are exactly
the lines in the intersection of the spreads subtended by ℓ and n. Therefore, if ℓ and n subtend the same
spread (that is, n = ℓ¯), then there must be zero external lines concurrent with both. If the intersection
of the spreads subtended by ℓ and n has size q + 1 (that is, n is concurrent with neither ℓ or ℓ¯), then ℓ
and n are concurrent with q2 − q external lines together. Finally, if n is concurrent with ℓ¯, which means
that size of the intersection of their subtended spreads is equal to one, then ℓ and n must be concurrent
with q2 external lines together. 
For an overview of the theory of association schemes, see [10]. Penttila and Williford [5] showed
that there is an association scheme on the external points of a generalised quadrangle of order (q, q2)
with a doubly subtended subquadrangle of order (q, q) which arises from considering the intersection of
subtended ovoids. Since we are interested in H(3, q2), we state the association scheme in terms of the
dual generalised quadrangle, which means we now have an association scheme on external lines. The
original statement of the following result stipulated that q is a power of 2. However, it can be readily
deduced from its proof that the result does not need this requirement.
Theorem 2.4 (Penttila and Williford [5, Theorem 1]). Let Γ be a generalised quadrangle of order (q2, q)
containing a doubly subtended generalised quadrangle Γ′ of order (q, q). Let LE be the set of external lines
of Γ relative to Γ′. Then the following set of relations on LE, together with the equality relation Λ0, form
a cometric association scheme on LE.
Relation Description
(ℓ, n) ∈ Λ1 ℓ and n are not concurrent and n is concurrent with ℓ¯.
(ℓ, n) ∈ Λ2 ℓ and n are not concurrent and n is not concurrent with ℓ¯.
(ℓ, n) ∈ Λ3 ℓ and n are concurrent.
(ℓ, n) ∈ Λ4 n = ℓ¯.
The unique basis of minimal idempotents {Ei | 0 6 i 6 4} of the associated Bose–Mesner algebra A
can be constructed once we know the dual eigenmatrix Q of the association scheme which we give below
(see also [5, p. 505]). Each of these minimal idempotents projects onto a simultaneous eigenspace of A,
and together these give a decomposition CLE = V0 ⊥ · · · ⊥ V4 of the vector space over C with the set of
external lines LE as a basis. Note that V0 is generated by the all-ones vector j.
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(2) Q =


1 q(q−1)
2
2
(q−2)(q+1)(q2+1)
2
q(q−1)(q2+1)
2
q(q2+1)
2
1 q(q−1)2
(q−2)(q+1)
2
−q(q−1)
2
−q(q−1)
2
1 0 −(q + 1) 0 q
1 −q(q−1)2
(q−2)(q+1)
2
q(q−1)
2
−q(q−1)
2
1 −q(q−1)
2
2
(q−2)(q+1)(q2+1)
2
−q(q−1)(q2+1)
2
q(q2+1)
2


.
3. Proof of Main Theorem
Let Γ = H(3, q2), for some prime-power q, and let Γ′ = W(3, q). Suppose S is a set of lines of Γ.
Define S⊥E to be the set of external lines that are concurrent with every member of S. We denote the
characteristic vector of S in LE by χS . Let [P ] denote the set of lines incident with a particular point
P , with χ[P ] being its characteristic vector. If R is a relative m-cover then the scalar product χ[P ] · χR
is equal to m, by the definition of a relative m-cover, and by Lemma 2.1. Therefore, we have:(
(q3 − q)χ[P ] − j
)
· χR = m(q
3 − q)−m(q3 − q) = 0.
Also, recalling the association scheme on external lines given in Theorem 2.4, and the associated adjacency
and minimal idempotent matrices, we have
(
(q3 − q)χ[P ] − j
)
E0 =
1
q2(q2 − 1)
(
(q3 − q)χ[P ] − j
)
J
=
(q3 − q)
q2(q2 − 1)
(qj)−
q2(q2 − 1)
q2(q2 − 1)
j
= 0.
By (2), we can express each of the other Ei matrices in terms of adjacency matrices asEi =
1
|LE |
∑4
j=0QjiAj ,
where Qji is the (j, i)-entry of Q, or in more detail:
E1 =
1
|LE |
(
q(q − 1)2
2
I +
q(q − 1)
2
A1 −
q(q − 1)
2
A3 −
q(q − 1)2
2
A4
)
,(3)
E2 =
1
|LE |
(
(q − 2)(q + 1)(q2 + 1)
2
I +
(q − 2)(q + 1)
2
A1 − (q + 1)A2
+
(q − 2)(q + 1)
2
A3 +
(q − 2)(q + 1)(q2 + 1)
2
A4
)
,(4)
E3 =
1
|LE |
(
q(q − 1)(q2 + 1)
2
I−
q(q − 1)
2
A1 +
q(q − 1)
2
A3 −
q(q − 1)(q2 + 1)
2
A4
)
,(5)
E4 =
1
|LE |
(
q(q2 + 1)
2
I−
q(q − 1)
2
A1 + qA2 −
q(q − 1)
2
A3 +
q(q2 + 1)
2
A4
)
.(6)
Let Γ be a generalised quadrangle of order (q2, q) with a doubly subtended subquadrangle Γ′ of order
(q, q). Let σ be the involutory automorphism of Γ fixing Γ′ pointwise. The following result shows that
the dual degree set of χ[P ], where P is an external point, is {1}.
Proposition 3.1. Let P be an external point. Then χ[P ]E1 = 0 and χ[P ]Ei 6= 0 for i ∈ {2, 3, 4}. Hence,
χ[P ] ∈ V0 ⊥ V2 ⊥ V3 ⊥ V4.
Proof. Let P¯ = P σ and define W be the set of external lines concurrent with the line on P meeting
the doubly subtended quadrangle Γ′, but not incident with P or P¯ . Since σ is an automorphism, P is
incident with ℓ if and only if P¯ is incident with ℓ¯. Now, χ[P ]I = χ[P ] trivially, and χ[P ]A4 = χ[P¯ ] because
the ith position in the resulting vector will be 1 if and only if the image of the corresponding external
line under σ is incident with P . Let us now calculate χ[P ]A3. This is equivalent to counting how many
external lines on P are concurrent with each of the other external lines. If ℓ is an external line incident
with P , then the other q−1 external lines on P are concurrent with it and so the corresponding positions
in χ[P ]A3 will have value q − 1. If ℓ is an external line not incident with P , then, by the ‘GQ-axiom’,
either ℓ is concurrent with an external line on P , in which case the corresponding value in χ[P ]A3 will be
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1, or ℓ is concurrent with the line on P meeting the subquadrangle Γ′, and so contributes 0 to χ[P ]A3.
Summarising, we have
χ[P ]A3 = (q − 1)χ[P ] + (j − χ[P ] − χW − χ[P¯ ]) = j + (q − 2)χ[P ] − χW − χ[P¯ ].
We now calculate χ[P ]A1. This is equivalent to counting how many external lines on P are concurrent with
the image of each of the other external lines under σ. Since σ preserves incidence, if ℓ is a line incident
with P , then an external line n¯ is concurrent with ℓ if and only if ℓ¯ is concurrent with n. Therefore, we
may equivalently count how many lines incident with P¯ are concurrent with each external line n, which
is the same as calculating χ[P¯ ]A3. Therefore,
χ[P ]A1 = (q − 1)χ[P¯ ] + (j − χ[P ] − χW − χ[P¯ ]) = (q − 2)χ[P¯ ] + j − χW − χ[P ].
We will now calculate χ[P ]A2, using the fact that the sum of the adjacency matrices is the all-ones matrix
J :
χ[P ]A2 = χ[P ]J −
(
χ[P ]I + χ[P ]A1 + χ[P ]A3 + χ[P ]A4
)
= qj −
(
χ[P ] + (q − 2)χ[P¯ ] + j − χW − χ[P ] + j
+ (q − 2)χ[P ] − χW − χ[P¯ ] + χ[P¯ ]
)
= (q − 2)j − (q − 2)(χ[P¯ ] + χ[P ]) + 2χW .
With respect to the set {j, χ[P ], χW , χ[P¯ ]} we can summarise our calculations as follows:
(
χ[P ]Ai
)
= (χ[P ], j, χW , χ[P¯ ])


1 −1 −(q − 2) q − 2 0
0 1 q − 2 1 0
0 −1 2 −1 0
0 q − 2 −(q − 2) −1 1

 .
Therefore,
1
|LE |
(χ[P ]Ai)Q =
1
q2(q2 − 1)
(χ[P ], j, χW , χ[P¯ ])


1 −1 −(q − 2) q − 2 0
0 1 q − 2 1 0
0 −1 2 −1 0
0 q − 2 −(q − 2) −1 1

Q
=
(χ[P ], j, χW , χ[P¯ ])
q2(q2 − 1)


0 0 1
2
q(q − 2)(q + 1)2 1
2
q2(q2 − 1) q(q + 1)
q 0 0 0 −q
0 0 −q(q + 1) 0 q(q + 1)
0 0 1
2
q(q − 2)(q + 1)2 − 1
2
q2(q2 − 1) q(q + 1)


Note that only the second column of the matrix above is zero, and so χ[P ]E1 = 0 and χ[P ]Ei 6= 0 for
i ∈ {2, 3, 4}. 
Theorem 3.2. Let χ[P ] be the characteristic vector of the set of external lines incident with an external
point P . Then the set of vectors {χ[P ] | P ∈ PE} is a spanning set of V0 ⊥ V2 ⊥ V3 ⊥ V4.
Proof. By Proposition 3.1, χ[P ] ∈ V0 ⊥ V2 ⊥ V3 ⊥ V4. Let A be the matrix whose rows are the χ[P ]
vectors. To prove that {χ[P ] | P ∈ PE} spans V0 ⊥ V2 ⊥ V3 ⊥ V4, it is sufficient to show that the rank
of A is equal to dim(V0 ⊥ V2 ⊥ V3 ⊥ V4) = |LE | − dim(V1). Consider the matrix M = A
TA. The rows
of M correspond to counting how many points incident with a particular external line are incident with
each of the other external lines. The diagonal entries of M are each equal to q2 + 1, the entries whose
row and column correspond to concurrent lines are equal to 1, and the entries are zero otherwise. In
particular, the rows of M are of the form (q2+1)χℓ+χ{ℓ}⊥E for some external line ℓ. Denote the row of
M corresponding to the external line ℓ by Mℓ, and recall that the size of {ℓ}
⊥E is (q − 1)(q2 + 1), since
each of the points of ℓ is incident with q− 1 external lines not equal to ℓ. Note that rank(M) 6 rank(A),
since M is constructed by taking linear combinations of the rows of A. Also notice that M has constant
column sum equal to q(q2 + 1), and so the all-ones vector j lies in the row space of M . We first show
that χℓ + χℓ¯ is in the row space of M . Define the set
Uℓ := {Mℓ} ∪ {Mℓ′ | ℓ
′ is concurrent with ℓ}.
Then the sum of the vectors in Uℓ is
(q2 + 1)χℓ + χ{ℓ}⊥E + (q
2 + 1)χ{ℓ}⊥E + (q − 1)(q
2 + 1)χℓ
+ (q − 2)χ{ℓ}⊥E + q
2χ{ℓ¯}⊥E + (q
2 − q)χ{ℓ,ℓ¯}⊥2 ,
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where χ{ℓ,ℓ¯}⊥2 is the set of lines that are neither concurrent with nor equal to ℓ or ℓ¯. The first two terms
originate from Mℓ. The third term arises because Mℓ′ contributes (q
2+1)χℓ′ for every ℓ
′ ∈ {ℓ}⊥E . Every
line of {ℓ}⊥E is concurrent with ℓ by definition, and this is how the fourth term arises. The fifth term
comes about because every element of {ℓ}⊥E is also concurrent with the q− 2 elements of {ℓ}⊥E that lie
on the same point of intersection with ℓ (and no other elements of {ℓ}⊥E). The sixth and seventh terms
arise because for every external line n not equal to ℓ or ℓ¯ and not concurrent with ℓ, Lemma 2.3 implies
that the size of {ℓ, n}
⊥E is q2 if n is concurrent with ℓ¯, and q2 − q otherwise. Simplifying slightly, we
write the sum as
q(q2 + 1)χℓ + (q
2 + q)χℓ⊥E + q
2χℓ¯⊥E + (q
2 − q)χ{ℓ,ℓ¯}⊥2 .
Consider the sum of all of the vectors in Uℓ ∪ Uℓ¯. After some simplification, we arrive at the expression
(7) q(q2 + 1)(χℓ + χℓ¯) + (2q
2 + q)(χℓ⊥E + χℓ¯⊥E ) + (2q
2 − 2q)χ{ℓ,ℓ¯}⊥2 .
Recall that j is in the row space of M . We calculate the difference between (7) and (2q2−2q)j and arrive
at the following expression:
q(q2 − 2q + 3)(χℓ + χℓ¯) + 3q(χℓ⊥E + χℓ¯⊥E ).
We now subtract 3q(Mℓ +Mℓ¯):
q(q2 − 2q + 3)(χℓ + χℓ¯) + 3q(χℓ⊥E + χℓ¯⊥E )− 3q(Mℓ +Mℓ¯)
= q(q2 − 2q + 3)(χℓ + χℓ¯)− 3q(q
2 + 1)(χℓ + χℓ¯)
= −2q2(q + 1)(χℓ + χℓ¯).
Therefore, χℓ+χℓ¯ is in the row space of M . The χℓ vectors form a spanning set for the vector space over
CLE by definition. Therefore, the set {χℓEi | ℓ ∈ LE} forms a basis for Vi for 0 6 i 6 4. Hence, to show
that Vi lies in the row space of M , it is sufficient to show that χℓEi does, for any choice of external line ℓ.
We first calculate the χℓEi, based on their expressions as the linear combinations of adjacency matrices
above (see Equations (3), (4), (5), (6)):
χℓE0 =
1
q2(q2 − 1)
j,
χℓE1 =
1
2q(q + 1)
((q − 1)(χℓ − χℓ¯) + χℓ¯⊥E − χℓ⊥E ),
χℓE2 =
1
2q2(q − 1)
(−2j + q((q − 1)2χℓ + χℓ⊥E + (q − 1)
2χℓ¯ + χℓ¯⊥E )),
χℓE3 =
1
2q(q + 1)
((q2 + 1)χℓ − (q
2 + 1)χℓ¯ − χℓ¯⊥E + χℓ⊥E ),
χℓE4 =
1
2q(q2 − 1)
(2j + (q + 1)((q − 1)(χℓ + χℓ¯)− χℓ¯⊥E − χℓ⊥E )).
Recall that the rows Mℓ of M are of the form (q
2 + 1)χℓ + χ{ℓ}⊥E for each external line ℓ. Then χℓE3
is in the row space of M , since it is a linear combination of the Mℓ −Mℓ¯ vectors. Now consider χℓE2.
Since j is in the row space of M , we only need to show that (q− 1)2χℓ+χℓ⊥E +(q− 1)
2χℓ¯+χℓ¯⊥E is also
in the row space of M . We can rewrite this vector as
((q2 + 1)χℓ + χℓ⊥E ) + ((q
2 + 1)χℓ¯ + χℓ¯⊥E ) + ((q − 1)
2 − (q2 + 1))(χℓ + χℓ¯).
This vector lies in the row space of M since the first two terms are Mℓ and Mℓ¯, and χℓ + χℓ¯ also lies in
the row space of M . Finally, consider χℓE4. Using the same reasoning as in the last case, it is sufficient
to show that (q− 1)(χℓ+χℓ¯)−χℓ¯⊥E −χℓ⊥E is in the row space of M . We can rewrite this expression as
−((q2 + 1)χℓ + χℓ⊥E )− ((q
2 + 1)χℓ¯ + χℓ¯⊥E ) + ((q − 1) + (q
2 + 1))(χℓ + χℓ¯),
which is in the rowspace of M . Therefore, V0 ⊥ V2 ⊥ V3 ⊥ V4 is a subspace of the row space of M . This
implies that M , and therefore A, has rank at least the dimension of V0 ⊥ V2 ⊥ V3 ⊥ V4. Hence A has
rank equal to the dimension of V0 ⊥ V2 ⊥ V3 ⊥ V4 and its rows (that is, the set {χ[P ] | P ∈ PE}) form a
spanning set of V0 ⊥ V2 ⊥ V3 ⊥ V4. 
Corollary 3.3. The set of vectors {(q3 − q)χ[P ] − j | P ∈ PE} forms a spanning set of V2 ⊥ V3 ⊥ V4.
Proof. By Theorem 3.2, the set {χ[P ] | P ∈ PE} forms a spanning set of V0 ⊥ V2 ⊥ V3 ⊥ V4. Now,
((q3 − q)χ[P ] − j)E0 =
1
q2(q2−1)
(
(q3 − q)q − q2(q2 − 1)
)
= 0, so (q3 − q)χ[P ] − j ∈ V2 ⊥ V3 ⊥ V4 for every
external point P . Therefore, the set {(q3−q)χ[P ]−j | P ∈ PE} forms a spanning set of V2 ⊥ V3 ⊥ V4. 
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Corollary 3.4. Let R be a relative m-cover of a generalised quadrangle Γ of order (q2, q) relative to a
doubly subtended subquadrangle Γ′ of order (q, q). Then χR lies in V0 ⊥ V1.
Proof. By Corollary 3.3, it is sufficient to show that χR · ((q
3−q)χ[P ]− j) = 0 for all P ∈ PE . By Lemma
2.1, we have
χR · ((q
3 − q)χ[P ] − j) = m(q
3 − q)−m(q3 − q) = 0.

We are now ready to prove Theorem 1.1.
of Theorem 1.1. Let Rσ denote the image of R under σ. We first calculate the product of χR with
each of the adjacency matrices. First, χRA4 = χRσ since there will be a 1 in the jth position of χRA4
if and only if the image of the corresponding line under σ is contained in R, and 0 otherwise. Let us
now calculate χRA3. This is equivalent to counting how many elements of R are concurrent with each
external line. If ℓ is an external line in R, then it will be concurrent with (m− 1)(q2+1) lines of R (that
is, m− 1 for each point on the line). If ℓ is not in R, then there will be m(q2 + 1) lines of R concurrent
with ℓ. Summarising,
χRA3 = (q
2 + 1)(m− 1)χR +m(q
2 + 1)(j − χR) = m(q
2 + 1)j − (q2 + 1)χR.
We now calculate χRA1. This is equivalent to counting the number of elements of R that are concurrent
with the image ℓ¯ of each external line ℓ under σ. Since σ preserves incidence, if n is a line in R, then n is
concurrent with ℓ¯ if and only if n¯ is concurrent with ℓ. Therefore, we may equivalently count how many
lines in Rσ are concurrent with each external line ℓ, which is the same as calculating χRσA3. Using the
calculation we just completed, we have
χRA1 = χRσA3 = m(q
2 + 1)j − (q2 + 1)χRσ .
Now, it remains to calculate χRA2. We will make use of the fact that the sum of all of the adjacency
matrices is equal to J . Therefore,
χRA2 = χRJ − (χRI + χRA1 + χRA3 + χRA4)
= m(q3 − q)j −
(
χR +m(q
2 + 1)j − (q2 + 1)χRσ
+m(q2 + 1)j − (q2 + 1)χR + χRσ
)
= m(q3 − 2q2 − q − 2)j + q2(χR + χRσ).
We now make use of Equations (4), (5) and (6) to compute the projections of χR into V2, V3 and V4.
They are as follows:
χRE2 =
1
q2(q2 − 1)
(
2mq(q + 1)j − q2(q + 1)(χR + χRσ )
)
,
χRE3 = 0,
χRE4 =
1
q2(q2 − 1)
(
q2(q + 1)2
2
(χR + χRσ )−mq(q + 1)
2j
)
.
By Corollary 3.4, χR ∈ V0 ⊥ V1 and therefore χREi = 0 for i ∈ {2, 3, 4}. We only need to consider
i = 2: here we see that 2mj = q(χR + χRσ). Therefore, χR + χRσ is the constant vector with value
2m/q, and since the values of χR + χRσ lie in {0, 1, 2}, it follows immediately that q is even, m = q/2,
and χR + χRσ = j. That is, R is a relative hemisystem and R
σ is the complement of R.

Acknowledgements. The authors are indebted to Michael Giudici for many discussions on the mate-
rial in this work. The first author acknowledges the support of the Australian Research Council Future
Fellowship FT120100036. The second author acknowledges the support of a Hackett Postgraduate Schol-
arship. The authors also thank Daniel Horsley for his mention of an elementary result during his talk at
Combinatorics 2016, which was instrumental in the proof of the main result of this paper.
References
[1] M. R. Brown. Generalized quadrangles and associated structures. PhD thesis, University of Adelaide, 1997.
[2] P. J. Cameron. Partial quadrangles. Quart. J. Math. Oxford Ser. (2), 26:61–73, 1975.
[3] P. J. Cameron, J.-M. Goethals, and J. J. Seidel. Strongly regular graphs having strongly regular subconstituents. J.
Algebra, 55(2):257–280, 1978.
[4] S. E. Payne and J. A. Thas. Finite generalized quadrangles. EMS Series of Lectures in Mathematics. European Math-
ematical Society (EMS), Zu¨rich, second edition, 2009.
8 JOHN BAMBERG AND MELISSA LEE
[5] T. Penttila and J. Williford. New families of Q-polynomial association schemes. J. Combin. Theory Ser. A, 118(2):502–
509, 2011.
[6] B. Segre. Forme e geometrie hermitiane, con particolare riguardo al caso finito. Annali di Matematica Pura ed Applicata.
Serie Quarta, 70:1–201, 1965.
[7] J. A. Thas. 3-regularity in generalized quadrangles: a survey, recent results and the solution of a longstanding conjecture.
Rend. Circ. Mat. Palermo (2) Suppl., (53):199–218, 1998. Combinatorics ’98 (Mondello).
[8] K. Thas. A stabilizer lemma for translation generalized quadrangles. European J. Combin., 28(1):1–16, 2007.
[9] E. R. van Dam, W. J. Martin, and M. Muzychuk. Uniformity in association schemes and coherent configurations:
cometric Q-antipodal schemes and linked systems. J. Combin. Theory Ser. A, 120(7):1401–1439, 2013.
[10] J. H. van Lint and R. M. Wilson. A course in combinatorics. Cambridge University Press, Cambridge, second edition,
2001.
Centre for the Mathematics of Symmetry and Computation,, School of Mathematics and Statistics, The
University of Western Australia,, 35 Stirling Highway, Crawley, WA 6009, Australia.
E-mail address: john.bamberg@uwa.edu.au
E-mail address: melissa.lee@research.uwa.edu.au
