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A B S T R A C T
Pipe rehabilita tion  liners are often installed in  host pipes th a t lie below the wa­
te r  table. As such, they  are subjected to external hydrostatic  pressure. The external 
pressure leads to early  deform ation in the liners, which could ultim ately lead to  its 
failing or buckling before its expected service lifetime is achieved. Experim ents in­
volving long te rm  buckling behavior of liners are typically  accelerated lifetime testing  
procedures. In  an  accelerated testing procedure a liner is subjected to a constant ex­
ternal hydrostatic pressure and  observed until it fails or for a  certain time, t  whichever 
occurs first. Liners th a t do not fail at time t are deemed censored observations. W hile 
a constant pressure is convenient to use in experim ental situations, in reality pressure 
fluctuates under soil conditions over time depending on the w ater table.
In this study, constant and variable pressures using the Weibull model for 
tim e till buckling under different sample sizes an d  different levels of censoring were 
investigated. D ata  were generated through com puter sim ulation and estim ates of 
param eters in  the W eibull model were obtained using the  M aximum Likelihood and  
Newton-Raphson m ethods.
It was concluded th a t the maximum likelihood estim ates under fixed or variable 
pressure, and for different sample sizes w ith different levels of censoring, are unbiased. 
However, the estim ates for sample sizes as large as 100 are not normally distributed, 
especially when the param eter value being estim ated  is small. It was seen th a t the
iii
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lack of norm ality was m anifested in  lack of agreem ent between the observed variance- 
covariance m atrix and  the theoretical variance-covariance m atrix. These results cast 
doubt on the use of norm al theory for inference concerning certain param eters.
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CHAPTER 1
IN T R O D U C T IO N  A N D  R E S E A R C H  O B JE C T IV E S
1.1 Introduction
It is known th a t the  underground infrastructure system  in the United States is 
in  urgent need for repair or upgrade. It has been the practice, whenever there is a 
problem  w ith  an  underground pipeline, to use the open-trench m ethod which includes 
digging the ground, rem oval of the  deteriorated pipe(s), an d  replacem ent w ith new 
one(s). It is clear th a t th is m ethod  is not desirable because of the amount of work 
required for the  job, the  cost associated w ith it, the tim e period to finish the work, 
and  the inconvenience to  the businesses and the general public.
Recently, w ith  developm ent of trenchless techniques, it has become possible to 
repair underground pipe(s) w ithou t excavating the ground. W ith  the new trenchless 
m ethods in effect today, the problem s associated w ith  th e  open-trench m ethod are 
slowly disappearing.
A relatively recent approach for pipeline rehab ilita tion  which provides signif­
icant economical, social and environm ental benefits involves pipeline repair by in­
sertion of a fining m ateria l th rough  existing manholes. Cured-In-Place Plastic Pipe 
(C IPP) and Fold-and-Form ed P ipe (FFP) are perhaps the most well known of the 
refining m ethods (Guice et al., 1994).
1
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T he C ured-In-P lace Plastic P ipe (C IP P) technique is the  m ost im portant m ethod 
in trenchless p ipeline rehabilitation. It involves the  installation of plastic liners inside 
the dam aged p ipeline through existing m anholes or other en try  points. The process 
inverts a resin-im pregnated fabric tube into the damaged pipe using a hydraulic head 
or winching it in  place. W hen circulating hot w ater inside the  pipe, the resin will 
cure and harden  into a continuous, snug-fitting tube inside the original host pipe. 
The C IP P  technique not only seals the jo in ts  an d  restores the pipeline integrity, but 
also increases th e  s treng th  of the existing pipe and  provides improved corrosion re­
sistance for th e  inner surface of the pipe. This m ethod was in troduced by Insituform 
in Europe in 1971 and  then  was brought to the  United S tates in 1977 (Li. 1994).
T he exact definition of C IPP according to  the American Society for Testing and 
M aterials (ASTM ) is "a hollow cylinder containing a non-woven m ateria l surrounded 
by the cured therm osetting  resin. P lastic  coatings may be included. This pipe is 
formed w ithin  an  existing pipe. Therefore, it takes the shape of and  fits tightly to 
the existing p ipe” (ASTM  F1216, 1993).
In  the Fold an d  Formed Pipe systems, the cross-sectional area  of the new pipe 
is tem porarily reduced before installation. A fter installation, it is th en  expanded to 
its original size an d  shape to provide a close fit w ith the existing pipe. This fitting 
is accomplished by  folding the lining pipe into a  LT-shape, after which it is inserted 
inside the old p ipe and reverted by heat an d  pressure (Li, 1994).
Liners a re  often installed in host pipes th a t lie below the w ater table, and 
as such they  a re  subjected to external hydrostatic  pressure. T he external pressure 
leads to  early deform ation in the liners which could ultim ately lead to its failing or
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3buckling before th e ir expected service life is achieved. Insufficient understanding of 
this buckling phenom enon is a limiting factor in the  C IPP liner industry. To design 
a dependable liner, one needs to have a good knowledge about the long-term  buck­
ling behavior of a pipe under external pressure and  models to predict such behavior. 
Many studies exist on predicting short-term  buckling behavior of a free or confined 
pipe (Timoshenko and  Gere, 1961; Aggarval and  Cooper, 1984: Glock, 1977: Guice 
and Li, 1994: O m ara et al., 1996: Falter, 1996: Welch, 1989, Boot and Welch, 1996: 
Boot, 1998: Boot and  Javadi, 1998; and Hall and  Zhu, 2000).
O n the o ther hand, the long-term buckling behavior of a pipe liner under pres­
sure has been under study for a relatively short period of time. Only few models 
exist for predicting the long-time behavior (Welsh, 1989; Guice et al.. 1994; Straughn 
et al., 1995; Boot and Welch, 1996; Moore, 1998; and Zhao, 1999). There is a need 
for models to predict the tim e until failure of a pipe liner system under a  hydrostatic 
pressure load.
Experim ents involving long-term buckling behavior of liners are typically ac­
celerated l i f e t im e  testing  procedures. In an  accelerated testing procedure a liner is 
subjected to a constant external hydrostatic pressure and observed un til it fails, or for 
a certain t i m e ,  t whichever occurs first. Liners th a t do not fail a t tim e t  are deemed 
censored observations. W hile a constant pressure is convenient to use in experim ental 
situations, in reality  pressure fluctuates under soil conditions over time depending on 
the w ater table. It is desirable then to have accelerated lifetime models to predict 
time until buckling under constant as well as variable external hydrostatic pressure.
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41.2 Objectives
T he objectives of th is  s tu d y  are
1 . to examine accelerated lifetime models for constan t an d  variable pressure for 
the W eibull lifetim e d istribution  and show how to o b ta in  m aximum likelihood 
estim ates (MLE) of m odel param eters.
2 . to study through sim ulation the statistical p roperties of the  MLE as a function 
of sample size an d  percent censoring and com pare results for the constant and  
variable pressure situations.
1.3 Organization of the Dissertation
This dissertation is organized as follows:
In  chapter 2. a  review of lite ra tu re  is presented. In  chap ter 3, the m axim um  likelihood 
m ethod and the N ew ton-R aphson technique are discussed. In chapter 4, theory and 
sim ulation results for accelerated lifetime testing under constan t pressure are pre­
sented. In chapter 5. theory  and results from sim ulation for the accelerated lifetime 
testing  under variable pressure are discussed. In chap ter 6 . a conclusion and future 
work are provided.
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C H A PTER  2
R E L A T E D  R E S E A R C H
2.1 Reliability
T he S tatistical analysis of lifetime da ta  is of interest to  statisticians, engineers, 
physicians, and researchers in  biological sciences.
Applications of lifetime d istributions range from investigations into the en­
durance of items to research involving hum an diseases. Lifetim e d istribution m ethod­
ology has its most frequent application in engineering, and  biom edical sciences.
Let T  be a nonnegative random  variable representing the failure time of an 
individual from some population. Let /(£ ) denote the p robability  density function 
(p.d.f) of T  and let the d istribu tion  function be
T he survivor function is defined as the probability th a t T  is a t least as great 
as £; th a t is,
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6reliability function. S(t)  is a monotone decreasing continuous function with. 5(0) =  1 
and  5(oo) =  limt_).oo S{t) =  0.
From  Eqs. (2.1) and (2.2), we see th a t  the  survivor function or the reliability 
function is given by
S ( t ) = R ( t )  = l - F ( t ) .  (2.3)
A nother im portan t concept dealing w ith  a lifetime d istribution is the hazard 
function h(t),  defined as
=  Hm Pr<f  < 1  < t  +  A t \ T > t )




The hazard  function specifies the instantaneous rate of failure a t tim e T  =  t. 
given th a t the  individual will survive until tim e T  = t .
Now, since f ( t ) =  — S'(t), it is seen from  Eq. (2.4) that
h{t) = —^ ]os S ( t ) .  (2 .5 )
Hence.
logS(x)|o  — h(x)dx,  (2  6 )
and since 5(0) =  1, it seen th a t
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7S(t)  =  exp(— J  h{x)dx) (2.7)
T he cum ulative hazard function is defined as
H(t)  =  f  h(x)dx .
o (2.8)
Hence, from Eq. (2.6). we have
S(t) =  exp[— H{t)\. (2.9)
Now. since S(oo) =  0. then H(oo) =  lim ^oo H(t) - oo. Therefore, the  hazard 
function h(t)  for a continuous lifetime d istribution has the following properties:
Throughout the literature on failure tim e data , numerous param etric models 
are used to analyze problems related to aging or a  failure process. Among these 
models, few are frequently used because of their dem onstrated usefulness in a wide 
range of situations. The exponential and Weibull models, for example, are often em­
ployed. These distributions adm it closed-form expressions for ta il area probabilities 
and hence simple formulas for survivor and  hazard functions. Also, the lognormal 
and gam m a distributions are frequently used despite the fact th a t they are gener­
ally less convenient computationally. A nother im portan t d istribution  is the extreme
1 . h(t) >  0
2 . J£° h(t)dt =  oo
2.2 Some Important Lifetime Models
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8value distribution, which, describes certain extrem e phenom ena like electrical streng th  
of m aterials and  certa in  types of lifetime d a ta  (K albfeisah and  Prentice. 1980: Law­
less. 1982: Nelson, 1990: and  Collett 1999).
2.2.1 The Exponential Distribution
Suppose th a t  the hazard  function is constan t. Then, the hazaxd function 
can  be w ritten  as
h{t) =  A for 0 <  t <  oo. £9
The param eter A is a positive constant estim ated  by fitting the m odel to  ob­
served data. From Eq. (2.7). we have that
S{t)  =  exp(—y  Xdx) =  e-At. ^  n )
Hence, the probability  density function (p.d.f) of survival times is given by
f ( t ) =  Xe~xt for 0 <  t <  oo. ^
Equation (2 .1 2 ) represents the probability density  function of a random  vari­
able T  th a t has an  exponential distribution. It can be easily verified th a t the m ean 
is ^ and the variance is p- (Ross, 1997).
A very im portan t characteristic of the exponential distribution is its lack of 
memory. This lack of m em ory property can be seen as follows:
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9For £2 >  t i  >  0,
P[T  > t 2 \ T > t l ] =  ^
=  e_A(t2_£l). (2-13)
Hence, the survival probability depends on the  interval (£2 — £1) and is in­
dependent of w hat happened  before time £1 .
2.2.2 The Weibull Distribution
The assum ption of a constant hazard function is ra ther restrictive. A more 
general form of a hazard  function is such th a t
h(t) =  Ayt7 - 1  for £ >  0 . (2-14)
Here, the hazard  function depends on two param eters, A and 7 , both greater 
th an  zero. In  the special case when 7  =  1 , the hazard  function takes the constant
value A, and hence the survival times have the exponential distribution. If 7  7  ^ 1, the
hazard function increases or decreases monotonically. T he param eter 7  is known as 
the shape param eter. Hence, the shape of the hazard  function depends on 7 . The 
param eter A is known as the scale param eter. From  Eq. (2.7), it is seen that the 
survivor function is given by
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S( t ) =  exp (— f  Ayx7  ldx)
J  0
=  exp(—A£7). (2.15)
Hence, the probability density function is given by
/(£) - Ay£7  r ex p (—A£7) for t >  0. (2.16)
The function in Eq. (2.16) is the density  of a random  variable th a t has the 
W eibull d istribution with shape param eter 7  and scale param eter A.
2.2.3 Extreme Value Distribution
This distribution is also known as the Gumbel distribution (Gumbel. 1958). 
The p .d .f for the extreme value d istribution is given by
where b > 0 and — 0 0  <  u <  0 0  are param eters. It can be seen th a t if T  
is a random  variable w ith a Weibull distribution, then X  =  lo g T  has an extreme 
value d istribution with b =  A and u =  — log A7. Also, the survivor function of the 
extrem e value distribution is given by
X  — XL
S(x) — exp[— exp( -  )j. (2.18)
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2.2.4 The Gamma Distribution
A nother d istribu tion  for survival d a ta  is the gam m a distribution which is 
defined for a  random  variable th a t takes positive values. The hazard function for the 
gam m a distribution  is given by
k^-^ k—lg—At
h{t) = r(fc)(i-rAt(&)): (2'19)
where F(k) is a  gamma function and Fxt(k) is the incomplete gam m a function and 
is given by
FAt(/c) =  f  (fc) lo XdX' (2 '20)
The gam m a d istribu tion  has a probability density function of the form
. A(A£)*- 1e - At r .
f ( t )  =  '   for t  >  0 , (2 .2 1 )
where A >  0 is called the  scale param eter, and k >  0 is the index or shape 
param eter.
For k =  1 , the gam m a distribution reduces to the exponential distribution. 
Integrating Eq. (2.21). one obtains the survival function for the gam m a as
S(t) =  l - r xt(k),  (2 .2 2 )
where F\t (k) is given in Eq. (2.20).
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2.2.5 The Lognormal Distribution
A nother im portan t d istribution for lifetim e d a ta  is th e  lognormal distribu­
tion. This d istribu tion  has been widely used in  engineering an d  biomedical science.
A random  variable T  is said to have a lognorm al d istribu tion  w ith param eters 
11 and  cr2 if y  =  lo g T  has a norm al d istribution w ith  m ean (J, and variance cr2 . The 
probability  density  function of Y  is given by
f ( y )  =  exP ~  )^21 for ~  00 <  y  < °°- (2.2.3)
From Eq. (2.23), it is seen th a t the p .d .f for T  is given by
/ W  =  ^ 7 U exP i- 5 5 2 (lo£ ( - f ‘)2 l; s > 0 - (2'24)
The survivor and  hazard  functions for the lognorm al d istribu tion  involve the s tan ­
dard  normal d istribu tion  function
<F(x) =  f  e~^~ du. (2-25)
J— oo v  2tt
The lognormal survival function is given by
and  the hazard  function is given by
MO =  ( 2 ' 2 7 )
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2.3 Accelerated Life Testing
T he lifetime of a  high-reliability device is usually very long. Thus, it is pro­
hibitive time-wise to test such a device under norm al conditions. Accelerated lifetime 
testing  (ALT) is a m ethod th a t exposes devices to higher stress levels th an  they expect 
to receive under normal use to induce early failures, and  ob ta in  inform ation quickly 
on their lifetime distribution.
Schabe and V iertl (1995) presented an axiom atic approach to  accelerated life­
tim e testing. Clark, Garganese, and Swarz (1997) presented an approach to designing 
accelerated-lifetime testing experim ents. The basis of the ir approach is a destructive 
evaluation performed on a small num ber of test item s to measure the design limits. 
As such, en v iro n m en ta l stress levels can be tailored to  achieve the objectives of the 
accelerated lifetime test.
Accelerated test conditions involve-higher-than usual load or stress (such as 
tem perature, voltage, pressure, etc.. or some com bination of them ) on the device. 
Accelerated lifetime testing is a common m ethod for assessing the reliability of an  
item  because, for practical reasons, lifetime testing is perform ed in a  relatively short 
tim e interval. Two types of accelerated testing exist in the literature, constant-stress 
testing  and  step-stress testing.
2.3.1 Constajit-Stress Accelerated Test
One way of applying stress to a test device is a constant-stress. Each device 
is assigned only one stress level in a completely random  m anner. Regression m eth­
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ods are used to estim ate lifetime un til failure at a given design stress. A functional 
relationship between constant-strress and lifetime until failure is assum ed. The test 
d a ta  are then  used to estim ate t l ie  param eters of the d istribu tion  o f tim e until fail­
ure. Estim ates of the param eters  in  the model can be ob tained  by m axim izing the 
log-likelihood function using th e  INewton-Raphson Technique.
A very im portant problem  in  constant-stress testing is determ in ing  the number 
of devices to be allocated to each stress. Inferential procedures for th e  constant stress 
test have been given by Nelson ([1980). when lifetime follows a W eibull distribution 
and by Nelson and  Hahn (1972), when the lifetime of an  item  follows a Lognormal 
or a Weibull distribution. K ielplnski and Nelson (1975) and  Nelson an d  Kielpinski 
(1976) presented o p t im u m  plans a n d  the theory of optim um  plans in  th e  case of ALT 
for estim ating a simple linear re la tionsh ip  between stress and  the lifetim e of an  item, 
which has a Normal or Lognorma.1 distribution, when the d a ta  are  to  be analyzed be­
fore all test devices fail. Their m o d e l assumes th a t the norm al d istrib u tio n  location 
param eter jj. (mean) is a  linear function  of the stress and  th a t th e  scale param eter 
cr (standard deviation) does not depend on stress. Nelson (1975) presented  simple 
least-squares m ethods for analyzing  accelerated lifetime test d a ta  w ith  the inverse 
power law model, when all test devices are rim to failure. Nelson an d  M eeker (1978) 
presented the theory of m ayim um  likelihood for large-sample o p tim u m  ALT plans. 
They showed how the plans can T e  used to estim ate a simple linear relationship be­
tween stress and product lifetime in  the case of a Weibull or Sm allest Extrem e Value 
distribution. They assumed t h a t  the smallest extreme-value loca tion  param eter (i 
is a linear function of stress and. th a t the  scale param eter is co n stan t. A itkin and
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Calyton (1980) showed how regression models can be fitted  to  censored survival data  
by the use of the  exponential, Weibull, and  extrem e value d istributions in  generalized 
linear in teractive m odeling (GLIM). Bugaighis (1990) presented results showing th a t 
exchange of censorship types resulted in  m inor reduction in the efficiency of various 
estim ators. M eeter and  Meeker (1994) ex tended  the maximum likelihood theory for 
test p la n n in g; to  a  nonconstant scale param eter cr. They also presented  test plans 
for a large range of practical testing situations. T hiagarajah  (1995) considered tests 
on tim e-censored d a ta  for the equality of several exponential scale param eters in the 
presence of unspecified location param eters. He derived 3 statistics for testing the 
hom ogeneity of M ( M  >  2) exponential scale param eters. He also com pared, through 
a sim ulation study, the size and power for the 3 developed statistics.
2.3.2 Step-Stress Accelerated Test
A nother way of applying stress to a device is a step-stress scheme which 
allows th e  stress se tting  of a device to be changed a t  prespecified tim es or upon the 
occurrence of a  fixed num ber of failures.
S tep-stress testin g  reduces time and  assures th a t failures occur very  quickly. A 
test device s ta r ts  a t  a  specified low stress. If the device does not fail in  a specified 
time, the stress on  it is raised and held a t th a t level for a specified tim e. If the device 
does not fail a t th is  stress, its stress is increased and  held, and  the process continues 
in the sam e fashion until all devices fail.
T he  design problem  in step-stress testing  is to determ ine the tim e to change 
stresses, provided  th a t a  fixed number of stress levels has been selected. The choice of
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these times will determ ine how m any devices fail a t each stress. Constant-stress and 
step-stress have the same optim ality  criterion: i.e., they  choose the tim es to change 
stress th a t minimize the variance of some estim ator of a param eter.
As is the case w ith  constant-stress test, one needs to estim ate the param eters 
o f the  lifetime m odel under step-stress. P aram eter estim ates are then  used to de­
term ine w ithin reason the lifetime of an  item  a t a  constant design stress. As such, 
one needs a model th a t relates the lifetime d istribu tion  under constant-stress to th a t 
under step-stress.
Nelson (1980) presented statistical models and  m ethods for analyzing accel­
era ted  lifetime test d a ta  from step-stress tests. He used the maximum likelihood 
estim ation technique to estim ate the param eters of such models. He applied his 
m ethod to the W eibull d istribution and the Inverse Power Law. Miller and Nelson 
(1983) obtained optim um  plans for two stresses where all devices are run  to failure. 
T hey  obtained an optim al stress test th a t minimizes the asym ptotic variance of the 
m axim um  likelihood estim ate (MLE) of m ean lifetime for an  exponential model where 
the  mean lifetime is a  log-linear function of stress. Bai, Kim, and Lee (1989) derived 
an  optim um  simple (two stresses) stress ALTs for the case where censoring was in­
volved. They obtained an optim um  test plan th a t minimizes the asym ptotic variance 
of the MLE of the mean lifetime a t a design stress w ith  censored observations. Bai 
and Chun (1991) obtained optim um  simple step-stress ALT w ith  competing causes of 
failure. Tyoskin and Krivolapov (1996) developed a  nonparam etric model for interval 
estim ation, based on results from step-stress ALT. They presented, through simula­
tion, a numerical example to verify their approach.
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O p timum simple (two stresses) step-stress ALT plans have some limitations 
because they depend on the  assum ption of a linear relationship between stress and 
tim e-until failure. Khamis an d  Higgins (1996) presented 3-step stress plans for ALT. 
They derived an optim um  quadratic  p lan and evaluated a 3-step stress test plan (the 
com pound linear plan) in lieu of the optim um  simple-stress plan. Khamis (1997) 
obtained op timum M-step, step-stress designs w ith k-stress variables. Xiong and Mil- 
liken (1999) studied s ta tis tica l models in step stress ALT w hen the stress-change times 
are random . They presented the m arginal lifetime d istribution of a device under a 
step-stress test p lan  when the stress-change times are random  variables. They also, 
presented an optim um  ALT for simple step-stress (two stresses) when the lifetime 
under any constant-stress follows the exponential distribution.
The main goal of using step-stress testing is to avoid censoring. One knows 
th a t the device m ay have high reliability and not fail w ithin a reasonable time. By 
increasing the stress on the device the problem of censoring could be avoided.
2.3.3 Cumulative Exposure Model (CEM)
To analyze d a ta  from  a step-stress scheme, one needs a model that relates 
the lifetime distribution of the step-stress to th a t of the constant-stress. One such 
model is the Cumulative Exposure Model (CEM) by Nelson (1980).
Suppose there are n  increasing levels of stresses aq <  x<i <  <  • • • <  xn. Let
Fj(f) denote the failure d istribu tion  under xz w ith a constant-stress testing. Let tz be 
the tim e it takes to change a stress from Xi to xi+1; i  =  1 , 2, • • • ,n  — 1. Then, the 
CEM  is given by




F2 (t — ti  4- s x) 
Fz{t — to -F s2)
if 0  <  £ <  £x 
if t i  <  t <  t2
if t2 <  t <  £3
Fn[t tn —1 ~f~ s n—x) if tn—1 ^  £ <c 0 0 .
(2.28)
where s  1 is the solution of F 2 (sx) =  F x(£x).
Here, F0(£) =  F x(£), 0 <  £ <  £x.
Hence, Fq =  F 2[(£ — £x) -F s x] h  <  t <  t2
Also, S2 is the  solution of F3 (.s2) =  F2 (£ 2 ~  ti  +  s i)-
Hence, F0(£) =  F3[(£ — t2) +  s2], £2 <  £  <  £ 3 -
If we continue in th is  manner, we see th a t .sx is the solution of
Fi(Si_i) =  1 [tx—x — U- 2 +  S i_ 2]
and, F0 =  Fx[(£ — £*_x) +  sx_ x], £i_x <  £ <  £*
This model assum es the following:
1. The rem aining lifetime of a device depends on
(a) the current cumulative fraction failed, and
(b) the  current stress.
2. If held a t the  current stress, survivors fail according to the cum ulative distrib­
ution for th a t stress, but s ta rting  a t the  previously accum ulated fraction failed.
3. The change in stress has no effect on lifetime, but the stress level has an effect
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on lifetime.
2.3.4 The Khamis-Higgins Model (KHM)
From Eq. (2.16). it is seen th a t the  cum ulative d istribution  function for the 
W eibull d istribution is given by
F(w)  =  1 — exp (—Aw''); w >  0. (2.29)
Using the transform ation t =  v f f, it is seen th a t
F{t)  =  1 — exp (—At); t  > 0. (2.30)
T he above transform ation from W  to T  transform s the W eibull into an  ex­
ponential distribution and  facilitates m any of the inferential results. However, such 
p roperty  does not carry over to step-stress testing  for the W eibull CEM; i.e., the 
above transform ation does not result in the  exponential exposure model. To over 
come th is difficulty, Khamis and Higgins (1998) obtained a new m odel for step-stress 
testing, the Khamis-Higgins M odel(KHM ). The KHM  is based on a  tim e transform a­
tion of the exponential. T he time transform ation enables the user to  know results for 
m ultiple-step, m ultiple-stress models developed for the exponential step-stress model. 
T he KHM  is given by
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F(w)  =  1 -  <
exp(—Ajif/7)
exp(—A2 (tu7  — t j )  — A i t j)
if 0  <  w <  ti 
if £x <  w <  £2
exp(—A„(u/7  -  ( J . j ) -----------A2(iJ -  t j )  -  AitJ) if i <  w  <  oo,
(2.31)
and
F(£) =  1 -
exp(—Ax£)
ex p (-A 2(£ -  £x) -  Axq )
if 0  <  £ < £x 
if t \  <  t <
ex p (-A n(£ -  £;_x) ----------A2( q  ~  t\)  -  Ax£*) if t*n_ v <  £ < oo.
T he KHM hazard function is riven bv
(2.32)
h{w) =
AX7 vf* 1 if 0  <  w <  £x
A27 uf /_ 1  if £x <  w  <  t-z
An7 iu7 - 1  if £n_ x < w <  oo.
The KHM assumes the following:
1 . W ij  =  T£j, where Titj  follows the exponential CEM.
(2.33)
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2. T h e  Ai is related to  th e  stress level xt- by
In (A*) =  A0 -I- Ajx*, (2.34)
where A0 ,A1; an d  7  are  constants, independent of tim e and  stress, and are 
determ ined from th e  te s t data .
3. A ll the  n  devices are initially  placed on test a t s tress level x x and run until time 
Ti w hen the stress is changed to the stress level x 2. A t stress level x2, testing 
continues until tim e t2 w hen stress is changed to  th e  stress level x3, and so on, 
u n til stress level xn . A t stress level xn , testing  continues until all remaining 
devices fail or until tim e r c, whichever occurs first, w here t c is the censoring 
tim e a t stress level x*,.
T he KHM  has a very in teresting  proportional hazard  property. It is also as flexible 
as the W eibull CEM for d a ta  fitting, and its m athem atica l form makes it easy to 
obtain  param eter estim ates and  standard  deviations of estim ates.
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C H A P T E R  3 
M E T H O D O L O G Y
In  th is study, we will
1. Investigate constant and  variable pressures using the Weibull model for time 
until buckling.
2. Use com puter sim ulation to generate d a ta  from the  W eibull distribution for 
constant and variable pressures. Apply the m axim um  likelihood and Newton 
R aphson methods on th e  generated data  to  estim ate the param eters of the 
W eibull distribution under censored observations.
3. S tudy th e  effects of
(a) Sample Size 
and
(b) percent censorship
on the statistical properties of the estim ates. These include
(a) Bias associated w ith  an estim ate.
(b) T he variance of an  estim ate and the covariance between two estim ates as 
com pared to those estim ated  from the F isher inform ation m atrix, and
22
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(c) T h e  empirical d istribution of an  estim ate as com pared to the asymptotic 
norm al distribution of an  ML estim ate.
4. Com pare results for constant-stress vs variable-stress.
3.1 The Maximum Likelihood Method
For a  given base line distribution, the log-likelihood function can be established 
based on the observations of tim e un til failure. Given n observations, r  of which are 
uncensored an d  n —r  censored (for instance, time until failure exceeded 1 0 , 0 0 0  hours), 
the log-likelihood function is given by:
£ (to ,e ) =  X > / ( t K, e ) +  y  M i - f V c K . e ) ) ,  (-3-1)
t=l i=r+l
where
/(£o, © )=  the probability density function of time until failure.
F (t0,Q) =  cum ulative distribution function of time until failure.
Suppose the above model has k param eters, say B\, Qo, • • •, 9k- The maximum 
likelihood estim ates of the k unknown param eters are the values 6i, 9%, ■ ■ ■, 9k which 
maximize the log-likelihood function L, which are the same values th a t maximize the 
likelihood function itself. These estim ates are found by solving the k equations.
W o , & )  =  aL(g°e ’e )  = °  i =  1 ,2 ,3 , - . - ,* .  (3.2)
The Ui(@)'s are called efficient scores, and  the k x 1 vector 
U (0 )  =  [{/]_(©), U2 (@), ■ ■ ■, Uk(Q) f  is called the efficient score vector.
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The efficient score vector is a  sum of i .i .d random  variables, because
L(to,Q)  =  ^ l n / ( f o i ,© )  4- E  l n ( l - F ( £ o i , 0 ) ) .  (3.3)
i=l i=r+l
Under m ild conditions (Cox and Hinkley, 1974) it is asym ptotically  normally dis­
tributed.
Now. let H (© ) be the k  x  k m atrix of first partia l derivatives of the efficient 
scores, ©), or equivalently the second partia l derivatives of the  log-likelihood
function, L(0 ,£o)- H ( 0 ) is expressed as
d u i ( t o , Q ) 3txi(£o,©) d u  i(to.©)
30i 302 30fc
3u2(t0>©) 3ix2(£o,©) 3u2(tOi0)
H (0 )  =
30 i 302 30fc
3ufc(to,0) 3ufc(to,©) 9tifc(£o,©)
30! 302 30fc



















d 2  L ( t o , Q )
320fc
(3
The (i. j ) t h  element of H (0 )  is given by
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(3.6)
and  the ( i , j )  th  elem ent of 1 (0 ) is given by
(3.7)
The m atrix  H(©) is called the H essian m atrix , and
1(9) = -H (0 ) , (3.8)
where 1 (0 ) is called the Fisher inform ation m atrix.
The (i. j ) t h  elem ent of the corresponding expected inform ation m atrix  is given
W hen the expression in  Eq. (3.9) cannot be calculated analytically, a numerical 
solution is obtained  using the Newton R aphson M ethod.
3 .2  N e w to n  R a p h s o n  M e th o d
Let f(f0; 0 )  be the k x  1 vector of first derivatives of the log-likelihood function 
in Eq. (3.1) w ith  respect to  the 0 -param eters, th a t  is,
by
(3.9)
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f(«o;©) =
dL ( t0, Q ) 
3©
(3.10)
Letting f ( to ,0 )  =  0 in Eq. (3.10), leads to n non-linear
above equations, define a m atrix  1 (0 ) by




a / i ( t 0 , e )
S0fc




















1 (0 ) =  -
a2L(to,e)
dBid8\






9 2L(e0 ,e) 
9 20fc902
a2L(tQ,e) 




_  df fto»Q ) _  d2L(t0, 0 ) (3 .1.3 )
{ } 3 0  3 © 2 :
is the observed inform ation matrix. According to the Newton-Raphson method, 
an  estim ate of the © -param eters at the ( n + l ) th  cycle of the iterative procedure, ©n+i, 
is given by
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©n+1 = 0 n + I - 1( 0 n)f(©n) for 71 =  0 ,1 ,2 , • • •, (3-14)
where l _ 1(0fc) is the inverse of the information m atrix  evaluated a t ©*,. The 
iteration  in Eq. (3.14) can be s ta rted  a t an  initial guess ©0. T he process is term inated 
when the  change in the log-likelihood function is a small number, say e. or w hen the 
largest of the relative changes in the values of the param eter estim ates is sufficiently 
small. In  other words, the iterative m ethod is continued until convergence is achieved 
i.e, | ©n - 0 n+1 | <  0.00001.
Once convergence is achieved, the variance-covariance m atrix  of the param eter 
estim ates can be approxim ated by the inverse of the observed inform ation m atrix 
I(© ), evaluated a t @, i.e., I -1 (©), so th a t the variance-covariance m atrix  of © is
£ ( e ) « r ‘(e ) .  (3.15)
T he square root of the i th  element of this m atrix  can be taken to  be the 
standard  error of 0*, for i — 1, 2, • • •, k. For a complete discussion of the maximum 
likelihood estim ation technique, one may refer to (Mood, Graybill, and Boes, 1963; 
Lindgren, 1968: Rao, 1973: Serffing, 1980: and Hogg and  Craig, 1995) and for the 
Newton-Raphson technique, to (Ortega, 1972; Johnson and  Riess, 1982; M aron and 
Lopez, 1991; Burden and Faires, 1997; Gautschi, 1997; an d  Kress, 1998).
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3.3 Simulation
In  this dissertation, w e use the  following technique to  generate d a ta  through 
sim ulation. Let U be a uniform  (0,1) random  variable, i.e.
0 if u <  0 
G ( u )  =  4 u  if 0 < u < 1
(3.16)
1 if u >  1
Let F(t )  be a  strictly  increasing continuous distribution function on the interval
(0 ,1), an d  let T  be a random  variable th a t satisfies the relationship U =  F(T).  Now,
if 0 <  F(t)  <  1, then  T  <  t and  F(T)  <  F(t) are equivalent. Therefore, when
0 <  F(£) <  1, the d istribu tion  of T  is given by
P r { T  <  t) =  Pr{F(T)  <  F(t)} =  Pr[U <  F ( t ) ]. (3-17)
However, since
P r {U  < u ) =  G(u), (3.18)
we have th a t
P r ( T  < t ) =  G{F(t)\ =  F(£), 0 <  F(t )  <  1 (3-19)
Hence, T  has a d istribu tion  function F(£).
Now, to generate a ran d o m  value £, we use the com puter to generate a random  
num ber from a uniform d istrib u tio n  17(0,1) and  let
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(3.20)
After solving th e  above equation, e ither explicitly or by num erical techniques, one 
obtains
t =  F ~ l (u) (3.21)
By the above argum ent, it is seen th a t  t is a  random ly observed value of T  th a t 
has a distribution function F(t).  The above m ethod of sim ulation is called the inverse 
transform ation m ethod  (Ross, 1997).
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CHAPTER 4
A C C E L E R A T E D  L IFE T IM E  U N D E R  C O N ST A N T  
P R E S S U R E
4.1 Theory
We know from. Eq. (3.1) th a t the log-likelihood function is
L =  ^ ln /o i  4- ln(l —Fo*)-
i=l i=r+l
But, since the  d istribu tion  used in this s tudy  is the W eibull, one has
/ ( t o )  = 7
and
1 — F0 =  e~Xt° .
Now, let
t  =  tQebx.
Solving for £o, one sees th a t
30
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(4.5)
To obta in  the new d istribu tion  for t. one needs th e  Jacob ian  of the transform ation 
^  | which is given as
dto_ _  —bx
dt
Hence, the log-iikelihood function is
L =  le“ AtSi] +- E  ^  XtZi
i=l i=r+1
=  ^ l n [ 7 A(tie- 6x)^ -1e - A^ - &=)nre - 6x] +  £  Ine" ^ * — *7
t=l i=r+l
=  ^ [ l n 7  4- In A -1- ( 7  — l)(ln(£i) — bx) — \ ( t i e~bx)'< — bx]
t=l
-  KUe~bxy .  (4 -7 )
x=r+l
From Eq. (4.8), one obtains
f) T r 1
—  =  Y [— h In ti — bx — XtJe~'<bx In ti 4- Xbxt'Je~'ybx\ 
d~f 7=1 1
(4.6)
Simplifying Eq. (4.7), it is seen th a t
L =  ^  [In 7  4- In A 4- 7  In ^  — Int* — 7 6 1  — At-e~^bx\
i= 1
-  Y  Xt[e~',bx. (4-8)
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+  J 2  [Mxtle-^bx -  \ t { e ^ ibx In £*],
x=r+1
(4.9)
r)T r  1 n
» r  =  E I t  - ‘7 ^ 1  -  E  f7e ^ fa. (4.io)
i=l A i=r+l
and
o r r n
^  =  Z h 7 x  +  7 ^ ? e - ' ' ‘xl +  E  7 A xi?e-^te . (4.11)
00 i=I i=r+l
Now. let / i  =  §^, / 2 =  §£, and  / 3 =  §£, and  set f 1 = f 2 = f z =  0. Equations
(4.9). (4.10), and  (4.11) can be solved using the  N ew ton-Raphson m ethod discussed 
in chapter 3. T he Jacobian  m atrix  is








d h = d h
dX d j :
(4.13)
df i  =  dfz  
db d-'f' (4.14)
and
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<9 / 2  _  dfz
db <9 A '
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(4.15)
From Eq. (4.9). it is seen th a t
=  Y [ - ± -  ~  X t l e - ^ O n t i ) 2 4- Xbxtje ~<hx In U 
d'y fr[  7
4- Abxt{e~^bx Inti — \ b 2x2t]e~~fbx\
4- [—XtJe~'ybx(]nti)2 +  Xbxt]e~''lbxlD.ti
i = r + l
4- Xbxt]e~^bx In t,- — Xb2x2t{e~^hx\.
Upon simplification, one has th a t
^ 7 - =  '^2 ~ T  e~76xIn tj(bx  — In ti) — \b x f{e ~ 'lbx{bx  — Inti)].
^7  t=i 7  i=i
Also, from Eq. (4.9)
=  ^ [ 6 x t 7 e ^ - t 7 e ^ 6:rlnti]
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= f ^ t 1 e ^ ( b x  -  taU).
OX i=  1
Likewise.
=  £ [ - x +- - f X x t ] e - /ba: 1n t* -  j X b x 2t]e~^bx + Ax£7e-'6x]
i=l
+  ^  [7 Axi7e- '76a: InU -  -fXbx2t ] e ~ ^ x + Aa^e"'*6*],
i=7*+l
or
= T  =  £ ( - * )  +  -  ln t4) +  X x Q e - ^ } .
a0 i=l 1=1
Also.
= y \ b x t ' e ~ ' ,bx -  t]e~ 'fbx In f.t] 
d l  i=i
+ j r  [bxt]e~'fbx -  t'le~nbx In U\,
i=r+l
which reduces to
a/: =  ' £ t 7 e - « a ( b x - l n t i).
0  < i—1
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For the  rest of the  derivatives in the Jacobian  m atrix  (4.12). it is seen th a t
and
H = £
=  X ; 7 x£7e- ^  (4.26)
i=1
Finally,
x  -f 'y\xt]e  ''fbx Inti — f^XbxH'Je tbx +  Xxtje 'fbx\
i=  1
hXxt'e~ lbx In t i -  jX bx2t { e ^ fbx +  Xxt]e~'lbx\ , (4.27)
i=r+l
which reduces to
=  ] T ( - x )  +  f ^ [ - 7 X x t 7 e - ^ ( b x  -  In ti)  +  X x f ' e ^ b%  (4.28)
4=1
Hence, from Eqs. (4.28) and (4.21) it is seen th a t
d / 3  _  
&Y
t~T~




dfz  _  9 f i  
d j  db '







Hence, from Eqs. (4.30) and  (4.26) one sees th a t




db i= l i=r+l
i=l
4 .2  C h o ices  fo r 7 , A, b , a n d  p re s s u re , x
It is seen from Eq. (4.4) th a t
t - toe!31.
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E(t) =  E(t 0)ebx.
37
(4.34)
If one assumes th a t the liner survives on the average up to 50 years w ith  an 
ex ternal hydrostatic pressure of 10 psi, then from Eq. (4.34)
50 =  E(tQ)e10b. (4.35)
Since to has the Weibuli d istribution w ith param eters 7 . and A. it is seen th a t
£ (t„ ) =  r ( i +  ! ) - ! -
7  A^
=  50e-106. (4.36)
Based on estim ates from accelerated lifetime da ta  (Guice et al. 1994), one m ay take 
7  to  be 1.5 and b =  —0.25. Hence, from Eq. (4.36)
E(t„) =  r ( i  +  - ^ ) 4 r
1 .0  A i-si 
Ads
From Eqs. (4.37) and  (4.35), it is seen thac
50 =  -^f-e  2'5. (4.38)
A1-5
Solving Eq. (4.38) for A, one obtains
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In the sim ulation s tu d y  th e  pressure x in psi was calculated for 10%. 20%. 30%, 
and  40% censoring. Based on the values of 7 , A and  b and  Eq. (4.3) w ith  the 
transform ation to — te~b* : one has for 1 0 % censoring
e - 5.7xlO-5(1.14e - ^ - S  = Q 1  (4 4 Q )
Solving Eq. (4.40). one ob tains
_  In ( - I n  (0.1)) -  In (0.000057) -  1.5 In (1.14)
X 1.5 x  0.25
- 27.8 psi.  (4-41)
Likewise, the values for pressure x for 20%, 30%, and 40% censoring are 26.8, 26.0, 
and 25.3 psi, respectively.
4.3 Results From Simulation
It is seen from  Tables 4.1 to 4.3 for 10% censoring, fixed pressure of 27.8 psi, 
and sample sizes 25, 50, an d  100, th a t the maximum likelihood (ML) estim ate of the 
param eter 7  =  1 .5  is approxim ately normally d istribu ted  for sample size as sm all as 
25. This result is shown by the D ’Agostino O m nibus test and  is as expected from  as­
ym ptotic theory of m axim um  likelihood estim ation. N orm ality  implies th a t inference 
about the param eter such as confidence intervals and test of hypothesis can be used 
based on norm al theory. Also, the mean of 1000 estim ates is close to the expected
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value of 1.5 indicating no significant bias in  estim ation. Figures 4.1 and 4.2 presents 
histogram s of the gam m a estim ates for sample sizes of 25 and  100. These figures 
show the approxim ate norm ality  of the d istribution as determ ined by the D ’Agostino 
Omnibus test for normality. R esults in Tables 4.4 to  4.9 for 10% censoring show, on 
the  other hand, th a t the  estim ates for lam bda and b are not normally d istributed. 
T his lack of norm ality  is dem onstrated  also by the histogram  plots in Figs. 4.3 to 4.6. 
However the means of the  1000 estim ates for bo th  lam bda and  b are close to th e ir 
respective param eter values of 5.7 x  10- 5  and  —0.25 indicating no bias in estim ation. 
T he lack of norm ality of the  ML estim ates even for a  sam ple of size 100 m ay be due 
to  the small param eter values for lam bda and b. These values were chosen because 
they  were close to a real s itu a tio n  as far as a pipe liner lifetime is concerned. T he 
param eter values ( 7  =  1.5, A =  5.7 x 10~5, and b - —0.25) correspond to a m ean 
lifetime of 50 years under a fixed pressure of 10 psi. T he lack of norm ality implies 
th a t inferences based on norm al theory for ML estim ates cannot be used in this case. 
For the norm ality assum ption to hold the sample size needs in all likelihood to be 
larger than  is practically  feasible.
Results in Tables 4.10 to 4.12 for 20% censored observations show th a t esti­
m ates for gam m a are still approxim ately normally d istribu ted , bu t as expected for a 
larger sample size of 50 and  100. However, the ML estim ate as shown by the m ean 
of the 1000 estim ates does not show any serious bias. E stim ates for lam bda and b, 
as shown in Tables 4.13 to 4.18 for 20% censoring, while not biased do not show 
normality.
Estim ates of gam m a for 30% censoring, Tables 4.19 to 4.21, show a more pro-
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□.ounces bias (mean=1.41) and a  complete lack of norm ality  for sample size 25. Nor­
m ality is achieved for larger sam ples of 50 and 100. Estim ates for lambda and b are 
not normally d istributed  as seen from Tables 4.22 to 4.27. However, it is seen that 
these estim ates are not biased.
Increasing censoring to 40% (Tables 4.28 to 4.30) seems to increase bias by 
reducing th e  m ean estim ate to a  value of about 1.36 bu t has no effect on the normal­
ity  of estim ates. Figures 4.7 and  4.8 show the em pirical d istribution  of the gamma 
estim ates which appears to be norm al in agreement w ith  the  D ’Agostino tests for 
normality. Tables 4.31 to 4.36 show th a t in the case of 40% censoring the ML esti­
m ates for lam bda and  b are not biased. However, these estim ates are not normally 
distributed. Figures 4.9 to 4.12 dem onstrate graphically the deviation from normality 
encountered in the estim ates.
Tables 4.37 to 4.48 present the empirical variance-covariance matrices from the 
1 0 0 0  replications from sim ulation for different pressures, censoring, and sample sizes. 
These are to be com pared w ith the corresponding theoretical variance-covariance ma­
trices in Tables 4.49 to 4.60 obtained from the Fisher inform ation m atrix Eq. (3.8). 
In  each m atrix, element a u  =  V (7 ), ayz — C ov( j ,  A), <2,13 =  Cov{^f,b). a^ 2  =  ^ (^ )j 
a23 =  Cov(X, b) , and <233 =  17(6). It is clear from these results th a t the empirical 
variances of the estim ates and covariances between two estim ates are larger in value 
th an  w hat one expects from theory using the Fisher m atrix . This result is especially 
true for the lam bda and b estim ates which deviates significantly from normality. The 
variance for the gamma estim ates which tends to be norm al is more in agreement 
w ith  the theoretical variance th an  the other estim ates.
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Table 4.1 S ta tis tica l properties of tlie ML estimate for 7  =  1.5 over 1000
replications. P ressure =27.8 psi. censoring =10%. sample size=25.
M ean 1.556891
Variance 1.976661 x l 0 ~ 3
M inim um 1.353129
M axim um 1.677138
Skewness -2.096338 x l 0 ~ 2
K urtosis 3.196979
D ’Agostino Skewness A ccept N orm ality w ith prob. level 0.79
D ’Agostino ICurtosis A ccept N orm ality w ith prob. level 0.20
D ’Agostino OOmnibus A ccept N orm ality w ith prob. level 0.42
Table 4.2 S ta tis tic a l properties of th e  ML estim ate for 7  =  1.5 over 1000 
replications. P ressu re  =27.8 psi, censoring =10%, sam ple size=50.
M ean 1.558169
Variance 8.55301 x lO " 4
M inim um 1.400797
M axim um 1.644582
Skewness -8 .5 9 0 2 5 6 x l0 -2
K urtosis 3.354546
D ’Agostino Skewness A ccept N orm ality w ith prob. level 0.27
D ’Agostino ICurtosis Reject N orm ality w ith prob. level 0.04
D ’Agostino OOmnibus A ccept N orm ality w ith prob. level 0.06
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Table 4.3 S tatistical properties of the ML estimate for 7 =  1.5 over 1000
replications. Pressure =27.8 psi. censoring =10%, sample size=100.
M ean 1.555082
Variance 4.66491 x l 0 “ 4
M inim um 1.468154
M axim um 1.640457
Skewness 9.118701 x lO " 2
K urtosis 3.355797
D ’A gostino Skewness Accept N orm ality w ith  prob. level 0.24
D ’A gostino Kurtosis Reject N orm ality with. prob. level 0.04
D ’A gostino Omnibus Accept N orm ality w ith  prob. level 0.06
Table 4.4 S ta tis tica l properties of the ML estim ate for A =  5.7 x 10 5 over 1000 
replications. Pressure =27.8 psi, censoring =10%, sample size=25.
M ean 5.70274x 10- 5
Variance 4.116008 x lO " 13
M inim um 0.000057
M axim um 0.0000761
Skewness 27.49277
K urtosis 0
D ’A gostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’A gostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’A gostino Omnibus Reject N orm ality w ith  prob. level 0.0
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Table 4.5 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Pressure =27.8 psi, censoring =10%, sample size=50.
M ean 5 .7 0 1 7 x l0 "5
Variance 1.651361 x lO " 13
M inimum 0.000057
M axim um 0.000069
Skewness 27.1163
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith  prob. level 0.0
Table 4.6 S ta tistica l properties of the ML estim ate for A =  5.7 x 10 5 over 1000 
replications. Pressure =27.8 psi, censoring =10% , sample size=100.
M ean 5.70073 x lO - 5
Variance 1.965637x 10- 1 4
M inim um 0.000057
M axim um 0.0000604
Skewness 0
K urtosis 0
D’Agostino Skewness Accept N orm ality w ith  prob. level 1.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith  prob. level 0.0
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Table 4.7 Statistical properties of the ML estimate for b =  —0.25 over 1000







D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Om nibus Reject Normality w ith  prob. level 0.0
Table 4.8 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Pressure =27.8 psi, censoring =10% , sam ple size=50.
M ean -0.2500286





D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Om nibus Reject Normality w ith  prob. level 0.0
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Table 4.9 Statistical properties of the ML estim ate for b =  —0.25 over 1000
replications. Pressure =27.8 psi, censoring =10%, sample size=100.
M ean -0.2500164





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.10 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Pressure =26.8 psi, censoring =20% , sam ple size=25.
M ean 1.482563
Variance 1.770836 x lO " 3




D’Agostino Skewness Accept N orm ality w ith  prob. level 0.06
D ’Agostino K urtosis Accept N orm ality w ith  prob. level 0.09
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.04
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Table 4.11 Statistical properties of the ML estimate for 7  =  1.5 over 1000
replications. Pressure =26.8 psi, censoring =20%, sample size=50.
M ean 1.480374
Variance 9.344896 x lO " 4
M inimum 1.378263
M axim um 1.575105
Skewness -3.742477x 10- 2
K urtosis 2.947649
D’Agostino Skewness Accept Norm ality w ith  prob. level 0.63
D ’Agostino K urtosis Accept Normality w ith  prob. level 0.81
D’Agostino Om nibus Accept Normality w ith  prob. level 0.86
Table 4.12 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Pressure =26.8 psi, censoring =20%, sample size=100.
M ean 1.479459
Variance 4.626646 x l0 “ 4
M inimum 1.385224
M axim um 1.545953
Skewness 9.868777x 10“ 2
K urtosis 3.160574
D’Agostino Skewness Accept Norm ality w ith  prob. level 0.20
D ’Agostino K urtosis Accept Normality w ith  prob. level 0.28
D ’Agostino Omnibus Accept Normality w ith  prob. level 0.24
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Table 4.13 Statistical properties of the ML estimate for A =  5.7 x 10 5 over 1000
replications. Pressure =26.8 psi, censoring =20%. sample size=25.
M ean 5.70212 x lO " 5
Variance 2.44415 x lO -1 3
M inim um 0.000057
M axim um 0.0000716
Skewness 27.05519
K urtosis 0
D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith  prob. level 0.0
Table 4.14 S tatistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000 
replications. Pressure =26.8 psi, censoring =20%, sample size=50.
M ean 5 .70067xl0-5
Variance 1.5l6027x 10- 1 4
Minimum 0.000057
M axim um 0.0000601
Skewness 0
K urtosis 0
D ’Agostino Skewness Accept Normality w ith  prob. level 1.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith  prob. level 0.0
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Table 4.15 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Pressure =26.8 psi, censoring =20%, sample size=100.
M ean 5.7011 7 x l0 ~ 5
Variance 6.189501 x lO " 14
M inim um 0.000057
M axim um 0.0000638
Skewness 24.18933
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.16 S ta tistica l properties of the ML estim ate for b =  —0.25 over 1000 
replications- Pressure =26.8 psi, censoring =20% , sample size=25.
M ean -0.2499968
Variance 5.994215 x 10“ 8
M inimum -0.2523384
M axim um -0.2426388
Skewness 26.30138
Kurtosis 825.8197
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
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Table 4.17 Statistical properties of the ML estim ate for b =  —0.25 over 1000
replications. Pressure =26.8 psi, censoring =20%, sample size=50.
M ean -0.2499951
Variance 6.621553 x lO " 8
M inim um -0.2507939
M axim um -0.2419311
Skewness 30.77648
K urtosis 966.5384
D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.18 S ta tistica l properties of the ML estim ate for b =  —0.25 over 1000 
replications. Pressure =26.8 psi, censoring =20% , sam ple size=100.
M ean -0.2500237
Variance 3.977499 x l0 ~ 7
M inim um -0.2698731
M axim um -0.2499991
Skewness -31.24174
K urtosis 983.235
D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Norm ality w ith  prob. level 0.0
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Table 4.19 Statistical properties of the ML estim ate for 7  =  1.5 over 1000
replications. Pressure =26.0 psi, censoring =30%, sample size=25.
M ean 1.41782
Variance 2.626594 x lO " 3
Minimum 1.229722
M axim um 1.80538
Skewness 0.4435235
K urtosis 5.831409
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.20 S ta tistica l properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Pressure =26.0 psi, censoring =30% , sample size=50.
M ean 1.414278
Variance 1.177458 x l 0 ~ 3
M i n i m u m 1.296862
M axim um 1.516428
Skewness 2.046373xl0~2
Kurtosis 3.007486
D’Agostino Skewness Accept N orm ality w ith  prob. level 0.79
D’Agostino K urtosis Accept N orm ality w ith  prob. level 0.87
D’Agostino Om nibus Accept N orm ality w ith  prob. level 0.95
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Table 4.21 Statistical properties of the  ML estimate for 7 =  1.5 over 1000
replications. Pressure =26.0 psi. censoring =30%, sample size=100.
M ean 1.413975
Variance 5.686668 x lO " 4
M inim um 1.345811
M axim um 1.490464
Skewness -4.843413 x l 0 “ 2
K urtosis 3.01112
D ’Agostino Skewness A ccept N orm ality w ith prob. level 0.53
D ’Agostino Kurtosis A ccept N orm ality w ith prob. level 0.85
D ’Agostino Omnibus A ccept N orm ality w ith prob. level 0.81
Table 4.22 S tatistical properties of the  ML estim ate for A =  5.7 x 10 5 over 1000 
replications. Pressure =26.0 psi, censoring =30%, sample size=25.
M ean 5.70465x10 5
Variance 2.116004x 10- 1 2
M inim um 0.000057
M axim um 0.000103
Skewness 31.57421
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
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Table 4.23 Statistical properties of the ML estimate for A =  5.7 x  10 5 over 1000
replications. Pressure =26.0 psi, censoring =30%, sample size=50.
M ean 5.70131 x lO " 5
Variance 8.418257x10"14
M inim um 0.000057
M axim um 0.0000657
Skewness 27.86605
K urtosis 0
D ’A gostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’A gostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’A gostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.24 S ta tistica l properties of the ML estim ate for A =  5.7 x  10 5 over 1000 
replications. P ressure =26.0 psi, censoring =30%, sample size=100.
M ean 5.7018x 10" 5
Variance 2.658018x10"13
M inimum 0.000057
M axim um 0.0000733
Skewness 31.54558
K urtosis 0
D ’A gostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’A gostino O m nibus Reject N orm ality w ith  prob. level 0.0
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Table 4.25 Statistical properties of th.e ML estim ate for b =  —0.25 over 1000
replications. Pressure =26.0 psi. censoring =30%, sample size=25.
M ean -0.2499399





D ’Agostino Skewness Reject Normality with. prob. level 0.0
D ’Agostino Kurtosis Reject Normality with. prob. level 0.0
D ’Agostino Omnibus Reject Norm ality with. prob. level 0.0
Table 4.26 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Pressure =26.0 psi, censoring =30%, sample size=50.
M ean -0.2499906





D ’Agostino Skewness Reject Norm ality with. prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D 'Agostino Omnibus Reject Normality w ith  prob. level 0.0
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Table 4.27 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Pressure =26.0 psi, censoring =30%, sample size=100.
M ean -0.2499906





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
Table 4.28 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Pressure =25.3 psi, censoring =40%, sample size=25.
Mean 1.360228
Variance 2.520586 x lO - 3




D ’Agostino Skewness Accept N orm ality w ith prob. level 0.57
D ’Agostino K urtosis Accept N orm ality w ith prob. level 0.65
D’Agostino Omnibus Accept N orm ality w ith prob. level 0.77
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Table 4.29 Statistical properties of the ML estimate for 7 =  1.5 over 1000
replications. Pressure =25.3 psi, censoring =40%. sample size=50.
M ean 1.355946
Variance 1.177019 xlO '3
M inim um 1.247187
M axim um 1.462618
Skewness -7.620224X 10~4
K urtosis 2.969444
D ’Agostino Skewness A ccept Norm ality w ith  prob. level 0.99
D ’Agostino Kurtosis A ccept Norm ality w ith  prob. level 0.93
D ’Agostino Omnibus A ccept Norm ality w ith  prob. level 1.0
Table 4.30 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Pressure =25.3 psi, censoring =40%, sam ple size=100.
M ean 1.356143
Variance 5.586523 x  10- 4
M inim um 1.275957
M axim um 1.42983
Skewness -5.645929 x lO " 2
K urtosis 3.153582
D ’Agostino Skewness A ccept Norm ality w ith prob. level 0.46
D ’Agostino Kurtosis A ccept Norm ality w ith  prob. level 0.30
D ’Agostino Omnibus A ccept Norm ality w ith  prob. level 0.44
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Table 4.31 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Pressure =25.3 psi, censoring =40%. sample size=25.
M ean 5 .70147xl0_s
Variance 4.005397 x lO " 14
M inimum 0.000057
M axim um 0.0000618
Skewness 18.73638
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 4.32 S tatistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000 
replications. P ressure =25.3 psi, censoring =40%, sample size=50.
M ean 5.70296 x l 0 ~ 5





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
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Table 4.33 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Pressure =25.3 psi. censoring =40%, sample size=100.
M ean 5.70373 x lO - 5





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Om nibus Reject N orm ality w ith  prob. level 0.0
Table 4.34 Statistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Pressure =25.3 psi, censoring =40% , sample size=25.
M ean -0.2499959





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Om nibus Reject N orm ality w ith  prob. level 0.0
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Table 4.35 Statistical properties of the ML estim ate for b =  —0.25 over 1000
replications. Pressure =25.3 psi, censoring =40%, sample size=50.
M ean -0.2499985
Variance 3.063113 x l0 “ 8
M inimum -0.2508691
M axim um -0.2445563
Skewness 29.97229
K urtosis 937.4557
D ’Agostino Skewness Reject Norm ality w ith  p rob . level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob . level 0.0
D ’Agostino O m nibus Reject Norm ality w ith  p rob . level 0.0
Table 4.36 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 




M axim um -0.2458177
Skewness 30.5179
K urtosis 957.7864
D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob . level 0.0
D ’Agostino O m nibus Reject Norm ality w ith  prob. level 0.0
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Table 4.37 The Empirical variance-covariance m atrix of the ML estim ates over 1000
replications. Pressure =27.8 psi, censoring =10%, sample size=25.
1.98 x 10- 3 -4 .3 0  x 10~ 9 7.96 x 10" 6
-4 .3 0  x 10“ 9 4.12 x  10" 13 -7 .0 0  x 10~ 10
7.96 x 10" 6 -7 .0 0  x  10~ 10 1.46 x 10" 6
Table 4.38 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.8 psi, censoring =20%, sam ple size=25.
1.77 x 10“ 3 -1 .4 0  x 10” 9 -6 .8 1  x 10“ 7
-1 .4 0  x 10" 9 2.44 x  10~ 13 1.00 x 10_1°
-6 .8 1  x 10" 7 1.00 x  10~ 10 5.99 x 10~ 8
Table 4.49 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.0 psi, censoring =30%, sample size=25.
2.63 x  10~3 1.78 x 10~8 2.41 x  10"5
1.78 x 10“8 2.12 x  10~12 2.90 x  10"9
2.41 x 10“5 2.90 x 10"9 3.84 x  n r 6
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Table 4.40 The Empirical variance-covariance m atrix of the ML estimates over 1000
replications. Pressure =25.3 psi, censoring =40%, sample size=25.
2.52 x 10~ 3 
- 6 . 0 0  x  1 0 ~ 10 
-4 .2 9  x 10- 7
- 6 . 0 0  x 1 0 “ 10 
4.01 x  10" 14 
2.32 x  10~u
-4 .2 9  x 10~ 7 
2.32 x 10" 11 
1.06 x 1 0 ~ 7
Table 4.41 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =27.8 psi, censoring =10%, sample size=50.
8.55 x 10" 4 -2 .2 0  x 10" 9
-2 .2 0  x 10~ 9 1.65 x  10~ 13
4.13 x 10~ 6 -3 .0 0  x IQ" 10
4.13 x 10" 6 
-3 .0 0  x 10" 10 
6.45 x 10- 7
Table 4.42 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.8 psi, censoring =20%, sample size=50.
1 0 ~ 4 1 .0 0 X o 1-10 1.06 x lO' 7
L0 -l° 1.52 X 1 0 "-14 2.03 x i o - u
1 0 - 7 2.03 X 1 0 “-11 6.62 x 1 0 " 8
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Table 4.43 The Empirical variance-covariance m atrix of the ML estimates over 1000
replications. Pressure =26.0 psi, censoring =30%, sample size=50.
1.18 x  10" 3 5.00 x 10" 10 1.36 ~ _
5.00 x  10" 10 8.42 x  10~ 14 1.00 x 10" 
1.36 x 10~ 6 1.00 x 10" 10 1.78 x 10~ 7
x 1 0 “ 6 
10
Table 4.44 The Em pirical variance-covariance m atrix  of the M L estim ates over 1000 
replications. Pressure =25.3 psi, censoring =40% , sam ple size=50.
2.52 x  10" 3 -6 .0 0  x lO" 10 -4 .2 9  x lO" 7
-6 .0 0  x 10" 10 6.15 x lO" 13 1.08 x 10“ u
-4 .2 9  x  10- 7 1.08 x 10“ u  3.06 x  10“ 7
Table 4.45 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =27.8 psi, censoring =10%, sam ple size=100.
4.67 x  10" 4 -4 .0 0  x 10~ 10 1.23
-4.00 x  10“ 10 1.97 x 10" 14 - i
x 1 01 - 6
-6.15 x  10"u  
1.23 x  lO' 6 -6 .1 5  x 10"u  1.7£. 9 x  10" 7
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Table 4.46 The Empirical variance-covariance m atrix of the ML estimates over 1000
replications. Pressure =26.8 psi, censoring =20%, sample size=100.
4.63 x  10" 4 
-7 .0 0  x  10“ 10 
1.93 x  10" 6
-7 .0 0  x lO" 10 
6.19 x  10“ 14 
- 1 .0 0  x  1 0 " 10
1.93 x 10“ 6 
- 1 .0 0  x  1 0 “ 10 
3.98 x lO" 7
Table 4.47 The Em pirical variance-covariance m atrix  of the  ML estim ates over 1000 
replications. Pressure =26.0 psi, censoring =30%, sam ple size=100.
5.69 x  10" 4  7.00 x  lO" 10 5.71 x  10" 7
7.00 x  10~ 10 2.66 x  10- 13 2.00 x 10“ 10 
5.71 x  10" 7 2.00 x 10" 10 1.47 x  10 - 7
Table 4.48 The Em pirical variance-covariance m atrix  of the M L estim ates over 1000 
replications. Pressure =25.3 psi, censoring =40%, sam ple size=100.
.00 x 10" 9 -2 .3 1  x  10~ 7 
- 2 . 0 0  x  1 0 ~ 9 1 .1 1  x  1 0 " 12 1 .0 0  x 1 0 ~ 10
5.59 x 10~ 4  —2.(
-  
-2.31 x  lO" 7 1.00 x K T 10 1.79 x 10“ 8
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Table 4.49 The Fisher variance-covariance m atrix  of the ML estimates over 1000
replications. Pressure =27.8 psi. censoring =10%, sample size=25.
1.08 x  10" 3 -2 .9 9  x  10" 10 1.27 x 10" 7
-2 .9 9  x  10" 10 4.61 x 10" 18 -4 .7 9  x 10“ n
1.27 x  10" 7 -4 .7 9  x  10"u  1.51 x 10" 12
Table 4.50 T he F isher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.8 psi, censoring =20%, sample size=25.
1.15 x 10~ 3 -3 .3 6  x  10“ 10 -1 .5 0  x 10~ 7
-3 .3 6  x lO' 10 4.97 x  10" 18 5.83 x 10" 11
-1 .5 0  x 10~ 7 5.83 x  1 0 -u  1.96 x 10~ 12
Table 4.51 T he F isher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.0 psi. censoring =30%, sample size=25.
1.27 x 10~ 3 2.76 x 10~ 10 1.29
2.76 x 10“ 10 2.99 x 10~ 18 5.12
1.29 x lO' 7 5.12 x 10“ u  1.45 x 10" 12
x 1 0 " 7 
x 1 0 “ u
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Table 4.52 The Fisher variance-covariance m atrix of the ML estimates over 1000
replications. Pressure =25.3 psi, censoring =40%, sample size=25.
1.43 x  10~3 
-2 .9 3  x 10"10 
-1 .4 3  x  lO"7
-2 .9 3  x 10-10
9.32 x  10"18 
5.85 x  10-11
-1 .4 3  x 10"7 
5.85 x 10-11 
4.21 x  10~12
Table 4.53 The F isher variance-covariance m atrix  of the  ML estim ates over 1000 
replications. Pressure =27.8 psi, censoring =10%, sample size=50.
5.33 x  lO"4 -1 .7 1  x 10~10 7.28 x 10"8
-1.71 x  10~10 3.09 x 10~18 -2 .7 4  x 10"u
7.28 x 10~8 -2 .7 4  x 10“ n  9.11 x 10“ 13
Table 4.54 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.8 psi, censoring =20%, sample size=50.
5.69 x 10"4 2.03 x 10~10 9.10
2.03 x 1 0 -10 4.82 x 10~18 3.54 .. _
9.10 x 10"8 3.54 x lO '11 1.78 x 10~12
x 10~ 
x lO '11
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Table 4.55 The Fisher variance-covariance m atrix of the ML estim ates over 1000
replications. Pressure =26.0 psi, censoring =30%, sample size=50.
6.32 x 10"4 
1.59 x 10"10 
7.44 x 10~8
1.59 x  lO "10 
2.71 x  10~18 
2.98 x  10“ n
7.44 x  10"8 
2.98 x  10~u
1.44 x  10“ 12
Table 4.56 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =25.3 psi, censoring =40%, sample size=50.
7.12 x 10"4 -1 .3 4  x  10“ 10 -6 .5 3  x  10~8
-1 .3 4  x 10~10 2.07 x  10"18 2.68 x 10"11
-6 .5 3  x 10~8 2.68 x  H T 11 1.18 x 10“ 12
Table 4.57 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =27.8 psi, censoring =10%, sample size=100.
2.67 x  10~4 -9 .6 0  x  10"11 4.09 x  10"8
-9 .6 0  x 10-11 2.53 x  H T 18 -1 .5 4  x 10~u
4.09 x  10“ 8 -1 .5 4  x 10"n  8.65 x 10"13
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
66
Table 4.58 The Fisher variance-covariance m atrix of the ML estim ates over 1000
replications. Pressure=26.8 psi, censoring =20%, sample size=100.
2.83 x  10"4 
- i . 0 7  x  n r 10
4.80 x 10~8
- 1 .0 7  x  10"10
3.10 x n r 18
-1 .8 8  x 10“ 11
4.80 x  10"8 
-1 .8 8  x 10~u  
1.16 x lO "12
Table 4.59 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =26.0 psi, censoring =30%, sample size=100.
3.14 x  10~4 8.48 x 10“ u  3.98 x 10"8
8.48 x  lO "11 1.66 x  10"18 1.59 x 10“ u  
3.98 x  10~8 1.59 x  10~u  8.64 x 10~13
Table 4.60 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Pressure =25.3 psi, censoring =40%, sample size=100.
3.52 x 10"4 -6 .6 9  x  10"u  -3 .2 7  x 10~8
-6 .6 9  x lO-11 1.07 x 10"18 1.35 x 10"u
-3 .2 7  x 10"8 1.35 x  10"u  6.37 x 10“ 13
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Fig. 4.1 Relative frequency histogram of the ML estimate for 
gam m a=1.5, pressure=27.8, censoring=10%, sample size=25.
1.4500
Fig. 4 .2  Relative frequency histogram of the ML estimate for 
gam m a=1.5, pressure=27.3, censoring=10%, sample size=100.
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Fig. 4.3 Relative frequency histogram  of the ML estimate for 
lam bda=0.000057, pressure=27.8, censoring=10% , sample size=25.
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Fig. 4 .4  Relative frequency histogram  of the M L estimate for 
b=-0.25, pressure=27.8, censoring=10% , sample size=25.




Fig. 4 .5  Relative frequency histogram of the M L estimate for 
iam bda=0.000057, pressure=27.8, censoring=10% , sample size=100.
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Fig. 4 .6  Relative frequency histogram of the M L estimate for 
b=-0.25, pressure=27.8, censoring=10%, sam ple size=100.
R e p ro d u c e d  with p e rm iss ion  of th e  copyrigh t ow ner.  F u r th e r  reproduction  prohibited w ithout perm iss ion .
7 0
1.1500 1.2667 1.3833 1.5000
Fig. 4 .7  Relative frequency histogram of the M L estimate for 
gam m a=1.5, pressure=25.3, censoring=40%, sam ple size=25.
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Fig. 4.8 Relative frequency histogram of the M L estimate for 
gam m a=1.5, pressure=25.3, censoring=40%, sam ple size=100.
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Fig. 4.9 Relative frequency histogram of the M L estimate for 
lam bda=0.000057, pressure=25.3, censoring=40% , sample size=25.
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Fig. 4.10 Relative frequency histogram of the M L estimate for 
b=-0.25, pressure=25.3, censoring=40%, sam ple size=25.
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Fig. 4.11 Relative frequency histogram of the M L estimate for 
Iambda=O.OQOQ57, pressure=25.3, censoring=40% , sam ple size=10Q.
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Fig. 4 .12  Relative frequency histogram of the M L estim ate for 
b=-0.25, pressure=25.3, censoring=4Q%, sample size=100.
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C H A PT E R  5
A C C E L E R A T E D  L IF E T IM E  U N D E R  V A R IA B L E
P R E S S U R E
5.1 Theory
It is well known th a t the external hydrostatic  pressure acting on a liner is not 
constant. In  th is chapter, variable pressure is considered.
From  Eq. (3.1), the log-likelihood function is
L =  X > / «  +  X I I n ( l - F o i ) .  (5.1)
i=l i=r+l
Using the  W eibull distribution, and  th e  transform ation
t =  t0e6l(£), (5.2)
one obtains
L =  X I In [e~bxMX7 (e -fa(ti)«i)'r_1e -  &  j
i=i
+  X I In [e~&
t=r+l
r
=  X I[—bx(tj) +  ln 7  +  lnA  +  ( 7  — 1)(—bx(ti) +  ln ^ )
i=i
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-  [  7 Ae-6l(Ti) (e -61^ ) 7- 1^ ]
Jo
~  E  F  ~fXe-bx(Ti\ e - bx(-Ti)n)'y- ldTi . (5-3)
 —_! 1 •'O
Upon simplifying Eq. (5.3). one obtains th a t
L  =  E f ~ bx(tj) +  In 7  +  In A 4- ( 7  — 1)(—bx(tj) 4- In tj)
i= 1
-  F  7 A rf-1e - 7 feB(^ )dri]
Jo
~  Z  F l X r r Le ~ ^ d r %. (5.4)
Replace ar(£) by c 4 - a  sin ^  gives
L =  E [ —5(c 4 - a s in  1~ )  4- In 7  4- In A 4 - ( 7  — 1)(—6 (c -I- a s in  —-) 4- ln£»)
6 6
-  / ’\ A r 7 ~Ie“ 67(c+aa“ 2*L)dri]
Jo
-  E  / t*7Ar7"le-67(c+ashl^ i)cZri]. (5-5)
 «_L1 «^ 0
From Eq. (5.5), one obtains
^  =  £[I_6(c + a s i n ^ ) + I n ( £ , ) -  F
d l  6  Vo
-  F  A7t7_1 In (Ti)e-^ (c+asi11
Jo
+  F  \~fbic +  asin  
Vo 6
4- E  h  f  X r ^ e - ^ + ^ ^ d T i  Vo
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-  r  In (ri )e~ln(-c+asia^ d T i
Jo
+  F  A76(c +  a sin l!p )r7 -ie-&7(c+«s- ^ ) dr.j > (5.6)
6
^  =  U j - £  ¥ ) *>i
-  £  ( ^ ‘i 7 ^ ‘ 1e - Mc+“ " ^ )cir,], (5.7)
and
^  ^  V r / - T rti . -I \ / * V—  =  ^ [ - ( c  +  a s m y ) - ( 7 -  l ) ( c  +  a s m — )
i = l
+- F  i 2Me + “ Sm ! ^ ) T^ - l e - 67(c+asizx ^ ) d r .l 
70 6
+  5 3  [ y t i 7 2A(c +  a s i n ^ ) 7 f - 1e - ^ ( c+« “ 2? )d r i]. (5.8)
t=T*+1 ®
Now, let f i  =  f i  — fx i and  / 3 =  §£ and set f L = f 2 =  f2 =  0. Equations 
(5.6). (5.7), and  (5.8) can  be solved using the N ew ton-Raphson technique discussed 
in chapter 3. The Jacobian  m atrix  is
Hi. Hi. H i.
37 ax 36
3/q a h d h
d't ax 36
a/3 a h d h
&7 ax 36
where
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d f i  __ d f 2 
d X  d ' y 1 
d f i  _  d h  
d b  d' y  ’ 
an d  
d h  _  d h  
d b  “  <9A'
From Eq. (5.6), it is seen th a t
^  X r r ^ ^ e - ^ ^ ^ d n
c>7 7 -'°
+  P  X b ( c  4- a  sin Z!p)r:r-ie- 67(c+aafal ^ •)dr. 
jo 6
-  P  At?-1 In (ri)e-67(c+a3in ^ d r*
Jo
~  f U T A ^ -^ ln  (ri.)]2e-^(c+asin ^ ) d r .
JO
+  r  7 A6(c +  a  sin In (^)e“6nr(c+ashl ^ d r *
Jo 6
+  P  X b ( c  +  a sin Z ^ ) r 7 - i e- 6nr(c+a»ia ^ ) d r .
Jo 6
+ P  7A6(c + a s in  In (r,)e~^c+asin^^7:£
./o 6
-  P  7 A[6(c +  a s in
Jo 6
+  ±  [ -  P  XT?'1 In (ri ) e - ^ c+asf11 ^ d r *
i=r+l
+  P  X b { c  +  a  Sin ! ^ i ) T7 - l e - 67(c+asia ^
Jo 6
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-  r  7A7f_1[In ^ d n  
Jo
4- f  jXb(c  4- a sin In (7 i)e -67(c+asm ^ d n
Jo o
4- f  Xb(c 4- a sin ^ -)T J ~ 1e~tn(-c+asui-~s'')dTi 
Jo o
4- f  ~fXb(c +  a s in  In (ri )e-fr'^c+asm~s~^ dTi
Jo 6
-  F  7  A[b(c +  a s in  ^ ) ] 2 r 7 “ 1e - ^ c+asin^ ) d r i].
Jo o
Upon simplification, one has th a t
6 /^(c+a 31DL
4- f  2Xb(c 4- a s i n l e 6Tf(c+asm~e~^ dri 
Jo 6
4- f  2jXb(c  4- a sin In (T*)e_6 'y(c+asi11 "sUcZt*
Jo D
-  f k 7 A r?-1 [In (7i)]2e -67(c+asia ^ d n  
Jo
-  r  7 X[b(c 4- a s in
J o  o
Also, from  Eq. (5.6)
=  /‘t‘ r 7 - 1e - 67(c+aa!aTt)drf
(/A ^^ J 0
-  F  l Ti ~ l ^  ( T i ) e - ^ c+asbl d n
Jo
4- f  7 b{c 4- a s in  ! ^ i ) r ''f_1e- 6T,(c+asui^ d r A  
Jo 6
4- Y l  [ - / t‘ r 7 - 1e - 67(c+aa“ T i )dTi
i = r + l  0




R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
78
+  P  7 6(c +- asim ^ d n ] .
Jo  6
or




^  =  ^ [ - ( c  +  a s i n ^ 1) +  f  7 A(c +  a s in  ^ • ) r 7 _1e-67(c+asi11
£70 6 70 O
+  P  7 2 A (c -h a sin In (ri) e - ^ c+asil1
70 6
+  P  7 A(c +  a sin Z^r^-Le-frrCc+asin
70 6
— [  7 2A6(c +  a s i n ^ • ) 2r 7'-1e-67 c^+asui_6i (^iri j 
70 6
+  £  [ P  7 A ( c  +  a Sin Z ^ ) r 7 - l e - M c + a s m  ^ ) d r _
*=r+l '/o 6
+  P  7 2A(c -f- asin  ^ ) ^ ~ L In (ri) e - ^ c+asfn^ d r f
70 6
+  r  7 A (c +  asin ?p-)r?-I-ii-br'<-e+aAl^ )dTi
70 6
— [  7 2A6(c +  asin  ■^•)2T^ '_1e-67 c^+asiI1_6i <^iri].
70 6
Combing terms and simplifying, one sees that
R e p ro d u c e d  with p e rm iss ion  of  th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
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<=i -70P  7 r7 - 1  In (7^ ) e - ^ (c+asin







=  £ [ —(c  +  a s i n ^ i ) ]  + ^ [ / t i 2 7 A (c +  a s i n ^ ) 7 - 7 - 1e - ^ c+as“ n
i = i  o  i = l  J0 0
+  P  7 2A (c  +  a s in  ^ ) t 2 ~ 1 In 
7o 6
-  7 2A 6(c +  a s i n ^ )  V ~  V 6^ 03^ ^ ] .
7o 6
Also,
^ /2  =  J 1' r y-^e-ln(c+asm^)dTi
~  P  l r T "1 111 (r ^ e -67^ ^ 3111 ^ d r fJo
-f- [  7 6 (c -F a s in  llZi)r ^ - 1e- &7 ( c+ asi11
70 o
+  ^2  [ -  [** T?-1e~br,{‘e+a™ ^ d T i
i=r+l J °
~  P  l Ti ~ l In (rO e"67^ * ™  ^ d nJo
+  I'' 7 &(c +  a s in  ^ ) r ^ - 1e- ^ (c+asill^ )cZr£],
70 0
which, reduces to
—  =  y ' f -  p  T ^ e - ^ + ^ ^ d T i  
d~t ~ {  Jo
~  r  7 ^ _ 1  ^  ^ d nJo
+  P  7 6 (c +  a s in  7o o
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d / 2  =  d h  (5-21)
dy d \ '
For the rest of th e  derivatives in the Jacobian m atrix  (5.9), it is seen th a t
d / 2 _  J h - 1  
^  A2d  A t=i
(S.22)
and,
| r  =  B / V f c  + a s i n ^ r r V ^ - ^ ) ^ !
1 = 1  ^
+  E  [ f  7 2(c +  a s in  ^ i-)-7/ ' _ 1e- 67(c+asiI1 _sL)(iri]
1 Jo 6
=  E t  T  7 2(c +  as in  ^ ) r E  (5-23)S  io 6
Finally, one needs to calculate the partia l derivatives of fz w ith  respect to y,  A, 
and b. These derivatives are given below
-  V [ - ( c  +  a s in  ^ )  +  [  2 7 A(c -F a s in  ‘^ J-)T?~le~bl*'c+asva'~s''idTi
d y  6 Jo 6
+  f  7 2A(c +  a s in  In (r i)e~6'y^c+asm ~6’^dri
Jo 6
-  f  ** 7 2 Ab(c +  a sin ^ p . ) ^ ~ le- ^ + a « a
Jo 6
+  E  [ /  2 7 A(c +  a s in  ^ ) r 7 - 1e- ^ c+a3m -s1')<iTi
iJ^-i Jo 6
+  [  7 2 A(c +  a sin In (ri )e~6'r c^+asm “6*0 d,Ti
Jo 6
-  / ’t , 7 2 A6 ( c - h a s in — )2r7 " 1e - 67(c+a3illIii ) d ri ]. (5 -24)
Jo 6
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which reduces to
^  = £ [ - (c  + asin )1 + Etjf* 2^ A(C + asin ^ ' ) 7Vr le ^{c+asi11 ~
-I- [  7 2A( c  4- a  sin -^r-)"?"7 - 1  ^  ('Tt)e-67 c^+asm ~ LW j
Vo 6
-  r  7 2 A6 (c +  a  sin ZH l^-ig-fr-dc+asin =?)d7-.j.
7o 6
Hence, from Eqs. (5.25) and (5.18) it is seen th a t
d /3  _  d f i  
5 7  <96
Also,
H  =  E [ / <7 2(= +  < i s m ^ ) r 7 - 1e - ^ « ““ ^><iri|
+  E  ( f  7 2(c +  “ sin =?><fTj|70 6
=  E t  T  ^ ( c +  a s in  ^ W tj.s  70 6
Hence, from Eqs. (5.27) and (5.23) one sees th a t
d f 1  =  d f 1  
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^  =  j z i -  r ^ H c  +  a s m ^ r r ^ - ^ ^ ^ d T , ]
CsU •___ i  J0 01=1
+  V  [ -  r  7 3a(c +  a s ia  ) V " 1e ‘ 67(c+ask^ d T i ]
•/o 6
=  f ^ [ -  £  7 3 A(c +  a s in  ^ ) 27f ~ 1e- 67(c+asinI? - ^ r i]. (5-29)
1=1
5.2 Results From Simulation
Results in Tables 5.1. 5.2, and  5.3 for variable pressure (where pressure was 
expressed as a  sine function x(t)  =  c +  a s in  w ith  c =  27.8 and  a =  5) and  10% 
censoring show th a t  the  ML estim ate underestim ates th e  param eter value of 7  =  1.5. 
This bias, while significant, is not substantial (M ean estim ate= 1 .34). It is clear how­
ever th a t unlike the constant pressure case the ML estim ate  does not have a norm al 
distribution even for sam ple size 100. The estim ates for lam bda and  b from Tables
5.4 to 5.9 are not biased in the sense that the m ean estim ate  over 1000 replications 
is close to its param eter value. However, the ML estim ates  are not normally d istrib­
uted. Figures 5.1 to 5.6 show the shape of the em pirical d istributions for the gamma, 
lambda, and  b ML estim ates and their deviations from  norm ality  for sample sizes 25 
and  1 0 0 .
For 20%. 30% and  40% censoring, it is clear from  results in  Tables 5.10 to 5.36 
th a t the ML estim ates for gamma, lambda and b are no t norm ally distributed as 
assumed from theory. Also, it is seen th a t a sam ple size of even 100 is not sufficient 
for the asym ptotic norm al d istribution of an  ML estim ate  to hold. Figures 5.7 to 5.12 
present the em pirical distributions of these ML estim ates which also show substantial 
deviations from norm ality. On the other hand, the M L estim ate  of gamma is slightly
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biased downward while the ML estim ates of lam bda and b are not biased.
Tables 5.37 to 5.48 present the variance-covariance m atrices for different vari­
able pressures, censoring, an d  sample sizes. These are to be com pared w ith  their 
corresponding theoretical variance-covariance (Tables 5.49 to  5.60) from the Fisher 
inform ation m atrix . As for the fixed pressure case, the empirical variances and co- 
variances are larger than  the ir theoretical expected values. The discrepancy between 
theory and  observed is strik ing for lam bda and b where the estim ates are not nor­
m ally distributed . The variance for the gam m a estim ate is in closer agreement with 
the theoretical variance th a n  th a t for the lam bda and b estim ates.
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Table 5.1 Statistical properties of the ML estimate for 7  =  1.5 over 1000
replications. Variable pressure, censoring =10%. sample size=25.
M ean 1.341455
Variance 1.287964xl0-4
M inim um 1.288587
M axim um 1.35703
Skewness -2.311752
K urtosis 7.535272
D ’Agostino Skewness Reject Norm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith prob. level 0.0
Table 5.2 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =10%, sample size=50.
M ean 1.343592
Variance 5.626559 x lO " 5




D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith prob. level 0.0
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Table 5.3 Statistical properties of the ML estim ate for 7 =  1.5 over 1000
replications. Variable pressure, censoring =10%, sample size=100.
M ean 1.344324
V ariance 3.117618 x l 0 ~ 5
M inim um 1.332165
M axim um 1.472254
Skewness 11.53155
K urtosis 277.0562
D ’A gostino Skewness Reject N orm ality  w ith  prob. level 0.0
D ’A gostino Kurtosis Reject N orm ality  w ith  prob. level 0.0
D ’A gostino Omnibus Reject N orm ality  w ith  prob. level 0.0
Table 5.4 S ta tis tica l properties of the M L estim ate  for A =  5.7 x 10 5 over 1000 
replications. Variable pressure, censoring =10% , sample size=25.
M ean 5.69743 x lO " 5
V ariance 5.743639x10"13
M inim um 0.0000331
M axim um 0.000057
Skewness -31.32137
K urtosis 0
D ’Agostino Skewness Reject N orm ality  w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality  w ith  prob. level 0.0
D ’A gostino Omnibus Reject N orm ality  w ith  prob. level 0.0
R e p ro d u c e d  with p erm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited without perm iss ion .
86
Table 5.5 Statistical properties of the ML estimate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =10%, sample size=50.
M ean 5.69878 x l 0 ~ 5





D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Normality w ith  prob. level 0.0
Table 5.6 S tatistical properties of the ML estim ate for A =  5.7 x  10 5 over 1000 
replications. Variable pressure, censoring =10% , sam ple size=100.
M ean 5.69878 x lO " 5





D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino K urtosis Reject Normality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Norm ality w ith  prob. level 0.0
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Table 5.7 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =10%, sample size=25.
M ean -0.2500117





D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Normality w ith  prob . level 0.0
D ’Agostino O m nibus Reject Normality w ith  prob. level 0.0
Table 5.8 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Variable pressure, censoring =10%. sam ple size=50.
M ean -0.2499827





D ’Agostino Skewness Reject Normality w ith  prob . level 0.0
D ’Agostino K urtosis Reject Normality w ith  prob . level 0.0
D ’Agostino O m nibus Reject Normality w ith  prob. level 0.0
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Table 5.9 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =10%, sample size=100.
M ean -0.249982
Variance 2.650804x 10- 7
M inim um -0.2500404
M axim um -0.2337181
Skewness 31.5692
K urtosis 997.7438
D ’Agostino Skewness Reject N orm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
Table 5.10 S tatistical properties of the  ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =20%, sample size=25.
M ean 1.380845
Variance 4.338712 x l 0 “ 4
M inim um 1.292952
M axim um 1.522883
Skewness -1.203707
K urtosis 6.453557
D ’Agostino Skewness Reject N orm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
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Table 5.11 Statistical properties of the ML estim ate for 7 =  1.5 over 1000
replications. Variable pressure, censoring =20%, sample size=50.
M ean 1.386477
Variance 1.332621 x l 0 ~ 4
M inim um 1.332556
M axim um 1.522883
Skewness 0.3944472
Kurtosis 22.92529
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 5.12 S ta tistica l properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =20% , sample size=100.
M ean 1.388601
Variance 4.178969 x l 0 ~ 5
M inimum 1.364758
M axim um 1.470404
Skewness 1.170251
K urtosis 27.90537
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
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Table 5.13 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =20%, sample size=25.
M ean 5.69852xl0"5





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Normality w ith  prob. level 0.0
Table 5.14 S tatistical properties of the ML estim ate for A =  5.7 x  10 5 over 1000 
replications. Variable pressure, censoring =20%, sample size=50.
M ean 5.69864xl0-5





D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Normality w ith  prob. level 0.0
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Table 5.15 Statistical properties of the ML estimate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =20%, sample size=100.
M ean 5.69836 x lO ' 5





D ’Agostino Skewness Reject Normality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith  prob. level 0.0
Table 5.16 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Variable pressure, censoring =20%, sam ple size=25.
M ean -0.2499983





D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith  prob. level 0.0
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Table 5.17 S tatistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =20%, sample size=50.
M ean -0.2499864
V ariance 2.421619 x l 0 ~ 7
M inim um -0.2501766
M axim um -0.2344469
Skewness 31.53584
K urtosis 996.3461
D ’A gostino Skewness Reject N orm ality w ith prob. level 0.0
D ’A gostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’A gostino O m n i b u s Reject N orm ality w ith prob. level 0.0
Table 5.18 S ta tis tica l properties of the  ML estim ate for b — —0.25 over 1000 
replications. Variable pressure, censoring =20%, sample size=100.
M ean -0.2499931
Variance 4.061849 x l 0 ~ 8
M inim um -0.2500975
M axim um -0.2436325
Skewness 31.48286
K urtosis 994.1259
D ’A gostino Skewness Reject N orm ality w ith prob. level 0.0
D ’A gostino Kurtosis Reject N orm ality w ith prob. level 0.0
D’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
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Table 5.19 Statistical properties of the ML estimate for 7  =  1.5 over 1000
replications. Variable pressure, censoring =30%, sample size=25.
M ean 1.414562
Variance 6 .638744x l0 -4
M inim um 1.309188
M axim um 1.467707
Skewness -1.250334
K urtosis 3.400071
D ’Agostino Skewness Reject N orm ality  w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality  w ith  prob. level 0.02
D ’Agostino Omnibus Reject N orm ality  w ith  prob. level 0.0
Table 5.20 S ta tistica l properties of the  ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =30%, sample size=50.
Mean 1.420859
Variance 2.482535 x lO " 4
M inimum 1.35258
M axim um 1.558679
Skewness -0.3329671
K urtosis 8.630065
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.000024
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Om nibus Reject N orm ality  w ith  prob. level 0.0
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Table 5.21 Statistical properties of the ML estim ate for 7 =  1.5 over 1000
replications. Variable pressure, censoring =30%, sample size=100.
M ean 1.424861





D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D’Agostino K urtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject N orm ality w ith  prob. level 0.0
Table 5.22 S tatistical properties of the ML estim ate  for A =  5.7 x 10 5 over 1000 
replications. Variable pressure, censoring =30% , sample size=25.






D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino K urtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino O m nibus Reject Norm ality w ith  prob. level 0.0
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Table 5.23 Statistical properties of the  ML estimate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =30%, sample size=50.
M ean 5.69859 x lO ” 5
Variance 1.877189 x l 0 ~ 13
M inim um 0.0000433
M axim um 0.000057
Skewness -31.56529
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis R eject N orm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith  prob. level 0.0
Table 5.24 S ta tistica l properties of th e  M L estim ate for A =  5.7 x 10 5 over 1000 
replications. Variable pressure, censoring =30%, sam ple s ize= 1 0 0 .
M ean 5.69863 x lO " 5
Variance 1.8769 x lO " 13
M inim um 0.0000433
M axim um 0.000057
Skewness -31.57532
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis R eject N orm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith  prob. level 0.0
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Table 5.25 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =30%. sample size=25.
M ean -0.2500268





D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject Norm ality w ith  prob. level 0.0
Table 5.26 S tatistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Variable pressure, censoring =30% , sam ple size=50.
M ean -0.2499907
Variance 2.058879 x l 0 ~ 7
Minimum -0.2505908
M axim um -0.2356774
Skewness 31.4331
K urtosis 992.128
D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject Norm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject Norm ality w ith  prob. level 0.0
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Table 5.27 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =30%, sample size=100.
Mean -0.2499869





D ’Agostino Skewness Reject Normality w ith  prob . level 0.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Om nibus Reject Normality w ith  prob. level 0.0
Table 5.28 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =40%, sam ple size=25.
Mean 1.433256





D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith  prob. level 0.0
D ’Agostino Om nibus Reject Normality w ith  prob. level 0.0
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Table 5.29 Statistical properties of the ML estimate for 7 =  1.5 over 1000
replications. Variable pressure, censoring =40%, sample size=50.
M ean 1.452074
Variance 5.952188 x lO " 4
M inim um 1.263457
M axim um 1.579988
Skewness -2.107651
K urtosis 12.26067
D ’Agostino Skewness Reject Norm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject Norm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject Norm ality w ith  prob. level 0.0
Table 5.30 S tatistical properties of the ML estim ate for 7  =  1.5 over 1000 
replications. Variable pressure, censoring =40%, sample size=100.
M ean 1.451247
Variance 3.678155 x lO " 4
M inim um 1.386606
M axim um 1.579988
Skewness -0.6873839
K urtosis 5.095651
D ’Agostino Skewness Reject Norm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Norm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject Norm ality w ith prob. level 0.0
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Table 5.31 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =40%, sample size=2o.
M ean 5.69835 x l 0 ~ 5
Variance 4.545123 x  10- 1 3
M inim um 0.0000464
M axim um 0.0000667
Skewness -7.228319
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
Table 5.32 S ta tistica l properties of the M L estim ate for A =  5.7 x  10 5 over 1000 
replications. Variable pressure, censoring =40%, sample size=50.
M ean 5 .6 9 9 2 6 x l0 “ 5
Variance 1.164417x10"13
M inim um 0.0000464
M a x im u m 0.0000586
Skewness -29.82013
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith prob. level 0.0
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Table 5.33 Statistical properties of the ML estim ate for A =  5.7 x 10 5 over 1000
replications. Variable pressure, censoring =40%, sample size=100.
M ean 5.69894xl0-5
Variance 1.1236 x lO " 13
M inim um 0.0000464
M axim um 0.000057
Skewness -31.57532
K urtosis 0
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Omnibus Reject N orm ality w ith  prob. level 0.0
Table 5.34 S ta tistica l properties of the ML estim ate for b =  —0.25 over 1000 
replications. Variable pressure, censoring =40% , sample size=25.
M ean -0.2504066
Variance 2.358565 x lO " 5
M inim um -0.3735061
M axim um -0.2368246
Skewness -18.89583
K urtosis 435.9554
D ’Agostino Skewness Reject N orm ality w ith  prob. level 0.0
D ’Agostino Kurtosis Reject N orm ality w ith  prob. level 0.0
D ’Agostino Om nibus Reject N orm ality w ith  prob. level 0.0
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Table 5.35 Statistical properties of the ML estimate for b =  —0.25 over 1000
replications. Variable pressure, censoring =40%. sample size=50.
M ean -0.2500563





D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino K urtosis Reject Normality w ith prob. level 0.0
D ’Agostino Omnibus Reject Normality w ith prob. level 0.0
Table 5.36 Statistical properties of the ML estim ate for b =  —0.25 over 1000 
replications. Variable pressure, censoring =40%, sample size=100.
M ean -0.2499968





D ’Agostino Skewness Reject Normality w ith prob. level 0.0
D ’Agostino Kurtosis Reject Normality w ith prob. level 0.0
D ’Agostino Om nibus Reject Normality w ith prob. level 0.0
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Table 5.37 The Empirical variance-covariance m atrix of the ML estim ates over 1000
replications. Variable pressure, censoring =10%, sample size =25.
1.29 x  10~ 4  
- 2 . 0 1  x 1 0 - 11 
1.60 x 1 0 “ 7
-2 .0 1  x i o - u  
5.74 x  10" 13 
3.00 x 10~ 10
1.60 x 1 0 " 7 
3.00 x 10~ 10 
1.32 x 10~ 7
Table 5.38 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =20%, sam ple size=25.
4.34 x  10~ 4  -1 .8 0  x  10“ 9
-1 .8 0  x 10" 9 1.84 x  10~ 13
3.20 x  10“ 6  -2 .0 0  x 10“ 10
3.20 x 10~ 6 
- 2 . 0 0  x 1 0 _1° 
2.93 x 10~ 7
Table 5.39 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =30%, sam ple size=25.
6.64 x 10“ 4 -1 .0 0  x 10~ 9 2.02 x 10~ 6
-1 .0 0  x 10 ' 9 4.51 x 10~ 13 1.00 x K T 10
2.02 x 10- 6  1.00 x  10_I° 1.85 x 10- 7
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Table 5.40 The Empirical variance-covariance matrix of the ML estim ates over 1000
replications- Variable pressure, censoring =40%. sample size=25.
2.33 x  10“ 3 -7 .3 0  x  10“ 9 1.29 x  10“ e
-7 .3 0  x 10“ 9 4.55 x  10“ 13 -1 .0 0  x 10“ 9
1.29 x  10“ 6  -1 .0 0  x  10“ 9 2.36 x  10“ 7
Table 5.41 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =10% , sam ple size=50.
5.63 x 10“ 5 -1 .6 0  x  10~ 9 2.14 x  10“ 6
- i . 6  x io~9 i.49 x io~ 13 -2 .oo  x n r 10
2.14 x 10“ 6 -2 .0 0  x  10“ 10 2.65 x  10“ 7
Table 5.42 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =20%, sam ple size=50.
1.33 x 10“ 4  -1 .8 0  x  10“ 9 2.23 x 10“ 6
-1 .8 0  x 1 0 “ 9 1.82 x  1 0 “ 13 - 2 . 0 0  x 1 0 “ 10
2.23 x 10“ 6 -2 .0 0  x 10“ 10 2.42 x 10“ 7
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Table 5.43 The Empirical variance-covariance m atrix of the ML estimates over 1000
replications. Variable pressure, censoring =30%, sample size=50.
2.48 x  10~ 4 -1 .9 0  x  10~ 9
-1 .9 0  x  10~ 9 1.88 x  10~ 13
2.15 x 1 0 ~ 6 -2 .0 0  x  10“ 10
2.15 x  10“ 6 
- 2 . 0 0  x 1 0 - 1 0  
2.06 x 1 0 " 7
Table 5.44 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =40%, sample size=50.
5.95 x 10~ 4 -1 .9 0  x  10“ 9
-1 .9 0  x 10- 9 1.16 x 10~ 13
1 .2 1  x 1 0 “ 5 - 2 . 0 0  x  1 0 ~ 10
1 .2 1  x 1 0 " 5 
- 2 . 0 0  x 1 0 ~ 10 
1.15 x 10" 6
Table 5.45 The Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =10%, sample size=100.
3.12 x 10~ 5 -1 .6 0  x 10~ 9
-1 .6 0  x 10~ 9 1.49 x 10~ 13
2 . 1 0  x H T 6 - 2 . 0 0  x  1 0 “ 10
2 . 1  x  1 0 ~ 6 
- 2 . 0 0  x 1 0 " 10 
2.65 x 10~ 7
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Table 5.46 The Empirical variance-covariance m atrix  of the ML estimates over 1000
replications. Variable pressure, censoring =20%, sample size=100.
4.18 x  10~ 5 -1 .3 0  x 10“ 9
-1 .3 0  x 10- 9 2.69 x  10“ 13
5.55 x  10" 7 -1 .0 0  x  10" 10
5.55 x  10 7 
- 1 . 0 0  x  1 0 - 10 
4.06 x 10~ 8
Table 5.47 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =30% , sam ple size=100.
1 .1 1  x 1 0 " 4 -1 .8 0  x 1 0 " 8
-1 .8 0  x 1 0 “ 8 1 .8 8  x 1 0 “ 13
1.99 x  10“ 6 -2 .0 0  x  10“ 10
1.99 x  10“ 6 
- 2 . 0 0  x  1 0 “ 10 
2.05 x  10“ 7
Table 5.48 T he Em pirical variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =40% , sample size=100.
3.68 x 10~ 4 -1 .4 0  x 10~ 8
-1 .4 0  x 10" 8 1.12 x  lO” 13
2.05 x  10" 6 -1 .0 0  x 10" 10
2.05 x 10~ 6 
- 1 . 0 0  x  1 0 " 10 
1.75 x  10~ 7
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Table 5.49 The Fisher variance-covariance m atrix of the ML estimates over 1000
replications. Variable pressure, censoring =10%, sample size=25.
6.60 x  1 0 " 4 
-1 .3 1  x  10“ 10 
5.36 x  10~ 8
-1 .3 1  x 10~ 10
1.25 x 10" 17
2.29 x 10~n
5.36 x  lO" 8 
2.29 x  10- u  
9.91 x  10" 13
Table 5.50 The F isher variance-covariance m atrix  of the  ML estim ates over 1000 
replications. Variable pressure, censoring =20% , sam ple size=25.
7.44 x  10- 4  -1 .3 3  x 10~ 10 5.40 x  10" 8
-1 .3 3  x  10“ 10 7.16 x 10" 18 - 2 .2 5  x  10~u
5.40 x  10- 8  -2 .2 5  x 10- 1 1  4.44 x 10“ 13
Table 5.51 The F isher variance-covariance m atrix  of the  ML estim ates over 1000 
replications. V ariable pressure, censoring =30% , sam ple size=25.
8.14 x  10" 4 -1 .4 2  x 10" 10 5.84 x  10~ 8
-1 .4 2  x 10~ 10 9.09 x lO" 18 2.35 x 10~n
5.84 x 10" 8 2.35 x 10" 11 6.99 x  10" 13
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Table 5.52 The Fisher variance-covariance m atrix of the ML estimates over 1000
replications. Variable pressure, censoring =40%, sample size=25.
9.75 x 10" 4 
-2 .4 9  x lO" 10
1.03 x  10" 7
-2 .4 9  x lO" 10 
1.82 x  1 0 ~ 17 
-4 .0 8  x 10- 1 1
1.03 x  10“ 7 
-4 .0 8  x  10"u  
7.70 x  10“ :14
Table 5.53 T he Fisher variance-covariance m atrix  of th e  ML estim ates over 1000 
replications. Variable pressure, censoring =10% , sample size=50.
3.25 x  10" 4 -5 .9 5  x 10“ n  2.40 x  10" 8
-5 .9 5  x 10- 11 4.17 x  lO" 18 -1 .0 3  x  10~u
2.40 x  10" 8 -1 .0 3  x 10- 11 3.31 x  10" 13
Table 5.54 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =20% , sample size=50.
3.56 x 10- 4  -7 .5 5  x 10" 11 3.05 x  10" 8
-7 .5 5  x  lO" 11 5.08 x 10" 18 -1 .2 7  x  10" 11
3.05 x 10" 8 -1 .2 7  x 10" 11 3.96 x  10" 13
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Table 5.55 The Fisher variance-covariance m atrix of the ML estimates over 1000
replications. Variable pressure, censoring =30%, sample size=50.
3.88 x lO" 4 
-6 .5 6  x 10- 11
2 . 6 6  x 1 0 ~ 8
-6 .5 6  x 10" 11
3.89 x 10“ 18 
-1 .0 8  x  1 0 “ 11
2 .6 6  x  1 0 ~ 8 
-1 .0 8  x 1 0 ~u
3.67 x 10" 13
Table 5.56 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =40%, sample size=50.
4.20 x 10~ 4 -7 .7 9  x  10" 11 3.17 x  10~ 8
-7 .7 9  x lO- 1 1  6.08 x 10~ 18 -1 .2 6  x  10' 11
3.17 x 10" 8 -1 .2 6  x 10~n  2.78 x 10" 13
Table 5.57 The Fisher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =10%, sample size=100.
2.96 x 10“ u  1.20 x  10~ 8
-2.96 x 10" 11 2.09 x 10" 18
1.61 x 1 0 “ 4 
-2.9 "]
1 .2 0  x 1 0 “ 8 -
—5.15 x 10~ 12
5.15 x 10" 12 1.68 x lO" 13
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Table 5.58 The Fisher variance-covariance m atrix of the ML estimates over 1000
replications. Variable pressure, censoring =20%. sample size=100.
1.75 x  10" 4 
-4 .5 6  x  10~u
1.84 x  10~ 8
-4 .5 6  x  10" 11 
4.80 x  10" 18 
-7 .6 7  x  10~ 12
1.84 x  10~ 8 
-7 .6 7  x  10~ 12 
3.51 x lO” 13
Table 5.59 The F isher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =30%, sample size=100.
1.89 x  10~ 4 -4 .3 6  x  10“ 11 1.76 x  10“ 8
-4 .3 6  x  10~u  3.07 x 10"1S -7 .1 5  x  10~ 12
1.76 x  lO" 8 -7 .1 5  x  10“ 12 1.97 x 10~ 13
Table 5.60 The F isher variance-covariance m atrix  of the ML estim ates over 1000 
replications. Variable pressure, censoring =40%, sample size=100.
2.12 x  10“ 4 -5 .3 1  x  10- 1 1  2.16 x  10~ 8
-5 .3 1  x  10"u  3.81 x  lO" 18 -8 .5 6  x  10~ 12
2.16 x  10“ 8 -8 .5 6  x  10“ 12 8.85 x 10" 14
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1.2800 1.3067 1.2600
Fig. 5.1 Relative frequency histogram of the M L estimate for 
gam m a=1.5, variable pressure, censoring=10% , sample size=25.
i : ; —; - —; j :--------r —■t : i :-----------r .' ' ' ---------1
0.000020 0.000033 0.0C0047 0.G00060
Fig. 5 .2  Relative frequency histogram of the M L estimate for 
lam bda=0.000057, variable pressure, censoring=10% , sample size=25.
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-0.2620 -0.2527-0.2573 -0.2430
Fig. 5.3 Relative frequency histogram of the ML estimate for 
b=-0.25, variable pressure, censoring=10c/o, sample size=25.
1.3000 1.3667 1.4333 1.5000
Fig. 5.4 Relative frequency histogram of the ML estimate for 
gamma=1.5, variable pressure, censoring=10%, sample size=100.
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0.000040 0.000047 0.QQQQS3 0.000060
Fig. 5.5 Relative frequency histogram of the ML estim ate for 
lam bda=0.000057, variable pressure, censoring=10%, sample size=10Q.
-0.2550 -0.2467 -0.2333 -0.2300
Fig. 5.6 Relative frequency histogram of the ML estim ate for 
b=-0.25, variable pressure, censoring=10%, sam ple s ize=100.
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r the r  reproduction  prohibited w ithout perm iss ion .
113
1.3333 1.60000.8000
Fig. 5.7 Relative frequency histogram of the M L estimate for 
gam m a=1.5, variable pressure, censoring=40%, sample size=25.
0.000067 0.0000800.0000530.000040
Fig. 5.8 Relative frequency histogram of the M L estimate for 
lam bda=0.000057, variable pressure, censoring=4Q%, sample size=25.
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-C.2733-0.3800 -0.3257 - 0.2200
Fig. 5 .9  Relative frequency histogram of the ML estimate for 
b=-0.25, variable pressure, censoring=40% , sample size=25.
1.51571.3500 1.4333 1.6000
Fig. 5 .10 Relative frequency histogram of the M L estimate for 
gam m a=1 .5 r variable pressure, censoring=40% , sample size=100.
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0.000040 0.000047 0.000053 0.000060
Fig. 5.11 Relative frequency histogram of the ML estimate for 
lam bda=0.000057, variable pressure, censoring=40%, sample size=100.
-0.2520 -0.2413 -0.2360
Fig. 5 .12 Relative frequency histogram of the ML estimate for 
b=-0.25, variable pressure, censoring=40%, sample size=100.
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C H A P T E R  6 
C O N C L U S IO N  A N D  F U T U R E  R E S E A R C H
6.1 Conclusion
The m axim um  likelihood estim ation procedure is to be recom m ended for pa­
ram eter estim ation  w hen there are censored observations. From  statistical theory, 
it is known th a t a  m axim um  likelihood estim ator is asym pto tically  (large samples) 
unbiased and has a norm al distribution w ith a variance-covariance m atrix  given by 
the inverse of th e  F isher inform ation m atrix. According to  th e  sim ulation results, it is 
clear th a t the m axim um  likelihood estim ator under fixed or variable pressure, and for 
different sample sizes w ith  different levels of censoring, is unbiased or close to being 
unbiased. O n th e  o ther hand, the estim ator is not norm ally d istribu ted  especially 
when the param eter value being estim ated is sm all (-0.25 for b and  5.7 x  10- 5  for 
lam bda). This lack of norm ality is also m anifested in lack of agreem ent between the 
observed variance-covariance m atrix and the theoretical variance-covariance m atrix. 
These results im ply th a t for regular sample sizes of 100 or less, one m ay not use 
normal theory an d  the Fisher variance-covariance m atrix  to  te st hypothesis or set 
confidence limits  for the m aximum likelihood estim ates. W hile the maximum likeli­
hood estim ates are reliable, statistical inference draw n from  hypotheses testing and 
confidence intervals using the Fisher variance-covariance m atrix  can  be in serious er­
ror and therefore m isleading since the variance-covariance values in the Fisher m atrix
116
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underestim ate the  observed variance-covariance m atrix from sim ulation, confidence 
intervals will ten d  to  be narrower th a n  expected and test sta tistics larger than  ex­
pected. T he  lack of normality of the m axim um  likelihood estim ator is alleviated for 
p aram eter estim ates large in value such as th a t for 7  =  1.5, b u t only under the con­
s tan t pressure assumption. For estim ates of sm all value param eters, normal theory 
seems to  require large sample sizes beyond w hat is normally encountered in practice.
A lthough the  error term  associated w ith  a  maximum likelihood estim ate of a 
W eibull param eter can be inaccurate (in  the  sense of underestim ation the true error), 
one m ay still use the  estim ator itself (which is unbiased or close to  being unbiased) 
in  the  W eibull distribution to m odel creep induced failure tim es of cured-in-place 
rehab ilita tion  liners. For instance, from the  accelerated lifetime m odel
t  =  t0ebx, (6 . 1 )
where t0 has the Weibull d istribution  and  x represents pressure in psi, one may 
predict th e  probability  of survival of a  liner beyond age t to  be
(6.2 )
Also, the predicted pressure x  under which a liner survives for a  given time t  (say 
50 years) w ith  probability 1 — p  is given by
In A — 7  In t — In (— In (1 — p))
x  -------------------- ^ --------------------. (6.3)
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R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .
Likewise, the predicted probability of survival beyond age t  for variable pressure 
from the  accelerated lifetime model
t  =  toe**®, (6.4)
is given by
[* y \ T - y - i e . - * ' b x (-r U T  ^e Jo . (6.o)
From  Eq. (6.5) one can predict the pressure x  under which the pipe liner survives 
to age t  (say 50 years) w ith probability 1 — p.
6.2 Future Work
Future work could include the following points:
1. Change the pressure function x(t)  =  c +  a s in ^ ?  to x(t) =  c +  a cos ^  in the 
accelerated lifetime testing under variable pressure.
2. Change the am plitude :,a” for bo th  functions, and  study the effect it may have 
on the estim ates as well as on sta tis tica l inference.
3. Consider a constant step-wise function instead of a continuous function for 
pressure over time.
4. Consider a  variable piecewise seasonal function for pressure over tim e.
5. Compare the statistical properties of estim ates from the various models.
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A P P E N D IX  A
F O R T R A N  P R O G R A M  F O R  T H E  N E W T O N -R A P H S O N  
M E T H O D  U N D E R  C O N S T A N T  P R E S S U R E
c T h is  program  u s e s  th e  N ew ton-R aphson  m ethod t o  f i n d  th e
c maximum l i k e l i h o o d  e s t im a t e s  u n d er  c o n s ta n t  p r e s s u r e
I m p l i c i t  R ea l* 8  ( a - h ,o - z )  
c h a r a c te r * 8 0  t i t l e  
co m m o n /in / gamma, lam bda, b ,  x , m 
com m on /ou t/ t ( 5 0 0 )
11 = 5
12  =  6 
13 = 7
C a l l  s t d i o (1 1 ,1 2 )
R ea d ( 1 1 , ’ ( a 9 0 ) ’ ) t i t l e
w r i t e  (1 2 ,  ’ (a 8 0 ) ’ ) t i t l e
r e a d ( l l , * )  gamma
w r i t e ( 1 2 ,* )  ’ gamma = ’ , gamma
r e a d ( l l , * )  lambda
w r i t e ( 1 2 ,* )  ’ lambda = ’ , lam bda
r e a d ( l l , * )  b
w r i t e ( 1 2 ,* )  ’b = ’ ,b
r e a d ( 1 1 ,* )  x
w r i t e ( 1 2 ,* )  ’ x  = ’ ,x
r e a d ( 1 1 ,* )  m
w r i t e ( 1 2 ,* )  ’m = 1 ,m
i f  (m . g t .  500) th e n
w r i t e ( * , * )  ’E rror: Sam ple s i z e  (m) m ust n o t  e x c e e d  5 0 0 . ’ 
g o t o  1000
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1 2 1
e n d i f
r e a d ( l l , * )  n  
w r i t e ( 1 2 ,* )  'n  = ' , n  
c l o s e  (1 1 )
w r i t e ( 1 2 , ’ ( 8 x , a l , 1 0 x , a 3 , l x ,  6 ( 1 7 x , a7) ) ’ ) ’KJ, 'ERR', ' x ( l ) ' ,
$ ' x ( 2 ) 1 , ' x ( 3 ) ' , ' a a ( i , 1 ) 5 , ’ a a ( i , 2 ) ' , ’a a ( i , 3 ) '
open  ( 1 3 ,  f  i l e = ' r a n . dmp ' , s t a t u s = 1 unknown3) 
do i  =  1 , n
w r i t e ( * , * )  ' I t e r a t i o n  ’ , i , ’ o f  ' , n  
c a l l  c o n sr e p (1 3 )  
c a l l  n ew to n r(1 2 )  
enddo  
1000 c l o s e (1 2 )  
s to p  
end
s u b r o u t in e  c o n sr e p (1 3 )
I m p l i c i t  r e a l* 8  (a -h .,o -z )  
i n t e g e r  ISEED, M
com m on /in / gamma, lam bda, b , x ,  m
com m on /ou t/ t ( 5 0 0 )
d im e n s io n  r (5 0 0 )
e x t e r n a l  DRNUN, RNSET
ISEED = ITIMEO
C a l l  RNSET(ISEED)
w r i t e ( 1 3 ,* )  3 i s e e d  = 3 , i s e e d
C a l l  DRNUN(m,R)
w r i t e ( 1 3 ,* )  3 Random #  T R'
do 6 J=1,M
T ( j )  = ( ( - d l o g ( 1 . OdO-R( j ) ) /LAMBDA)* * ( 1 . OdO/GAMMA)) *dexp  (B*X) 
w r i t e ( 1 3 ,* )  j , t ( j ) , r ( j )
6 c o n t in u e  
r e t u r n
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1 2 2
end
S u b r o u tin e  n e w to n r (1 2 )  
im p lic it :  r e a l* 8  Ca-h, o - z )
d im e n s io n  a a C 3 ,4 ) , Y ( 3 ) , X C 3 ) , F ( 1 2 ) , PSIC500)  
com m on /in / gamma, lam bda, b , z ,  m 
com m on /ou t/ t ( 5 0 0 )
T0L=0.OOOOldO 
XCl)=gamma 
X (2)= lam b d a  
XC3)=b 
do 1 = 1 ,m
P S I(I )= 2 6 .5 d O
enddo
K=1






do 105 1 = 1 ,M
i f ( T ( I ) . L E . 1 . 1 4 )  th e n
F l = l . 0/XC1) + d lo g ( T ( I ) ) + X (2 )* T (I)  **X ( 1 ) * d e x p ( -X ( l )  *X (3) * P S I ( I )  ) 
$ * (X (3 )* P S I ( I ) - d lo g C T ( I ) ) ) -X (3 )* P S I  ( I )
SUM1=SUM1+F1
F 2 = l. 0 /X  (2 )  -T  ( I )  **XCl) *dexp C-XCD *X C3) *PSI Cl) )
SUM2=SUM2+F2
F3=XC1) *XC2) * P S I  CD *T CD **X C l)  * d e x p  C~XCl) *X C3) * P S I  CD ) -  
$ X C 1 )* P S 1 C D
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SUM3=SUM3+F3
105
e l s e
F11=X C2) *T CD **XCD *dexp (-XC1) *X (3) *PSI ( I )  ) * (X (3) *PSI ( I )  
$ d lo g C T C D ))
SUM11=SUM11+F11
F 22= T C D **X C l)*d exp C -X C l)*X C 3)*P S lC D )
SUM22=SUM22+F22
F33=X (1 )  *X C2) *PSI CD *T CD **X C l)  *d exp  C-X C1) *X C3)*PSI CD ) 
SUM33=SUM33+F33
e n d l f













do 110 1 = 1 , M
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i f ( T C l ) . L E . 1 . 1 4  ) t h e a
F l l l = - 1 . 0 /X ( l )* * 2 + X C 2 )* T C D * * X C l)* d e x p ( -X ( l )* X (3 )* P S I C I ) ) *
$ dlogCTCD)
$ * C X (3 )* P S I (I ) -d lo g C T C D ) ) - X (2 )* X C 3 )* P S I ( I )* T ( I )* * X C l)*
$ dexp C -X (l)* X (3 )* P S IC l)  ) * C X C 3)*P S I(I)-d logC T C D ) )
DER11=DER11+F111
F 1 1 2 = r (I )  **X Cl) *dexp (-X (1 )  *X C3) *PSI Cl) ) * CX C3) *PSI CD -  
$ d lo g C T C D ))
DER12=DER12+F112
F113=-X Cl) *XC2) *PSI CD *T CD **XC1) *dexp  C-XCl) *XC3) *PSI CD ) *
$ XC3) *PSI CD -d logC T  CD) )  +XC2) *PSI CD *T CD **XCl) *dexp C-XCl) *
$ x C3)* p s i C D ) - p s i CD
DER13=DER13+F113
F 2 2 2 = -1 .0 /X C 2 )* * 2
DER22=DER22+F222
F223=X Cl) *PSI CD *T CD **XCl)*dexp C-XCD *X (3) *PSI CD )
DER23=DER23+F223
F333=-X Cl) **2*X C2) *PSI CD **2*T CD **X Cl) *dexp C-XCD *X C3) *PSI CD ) 
DER33=DER33+F333
e l s e
F1111=X C2) *T CI) **x Cl) *dexp C-X C D  *X C3) *PSI C D ) * d lo g  CT C D ) *
$ CX C3) *PSI CI) -dlogCTCD ) ) -XC2) *XC3) *PSI CD *T CD **XCl) *
$ dexp C-X Cl) *X C 3)*P SIC I))*C X C 3)*P SIC I)-d logC T C D ))
DER111=DER111+F1111
F1112=TCI) **XC1) *dexp C-XCl)*XC3)*PSI CD ) * CXC3) *PSI CD -  
$ dlogCTCD))
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DERI12=DER112+F1112
F 1 1 1 3 = -X (l)  *XC2) *PSI ( I )  *TCI) **XCl) *dexp (-XC1) *X(3) *PSI ( I ) ) * 
$ (X (3 )  *PSI CI) -dlogCTCD ) ) +XC2) *PSI CD *T CD **XCl) *
$ dexp C-XCl) *XC3) *PSI C D )
DER113=DER113+F1113
F2223=XC1)* P S I CI)*TCI) **XCl) *dexp C-XCD *XC3) * P S I C I ) ) 
DER223=DER223+F2223
F3333=-XCl) **2*X C2) *PSI CD **2*T CD **X Cl) *dexp C~X Cl) *X C3) *
$ P S I C I ) )
DER333=DER333+F3333
e n d i f









F C1 2 )=DER33+DER333
c Compute t l i e  J a c o b ia n  m a tr ix
aaCl, 1)=FC4) 
a a C l,2 )= F C 5 )  
a a C l,3 )= F C 6 )  
a a C 2 ,l )= F C 7 )
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a a ( 2 , 2 ) = F ( 8 )  
a a ( 2 ,3 ) = F ( 9 )  
a a ( 3 , 1 )= F (1 0 )  
a a C 3 ,2 )= F C l l )  
a a ( 3 ,3 ) = F ( 1 2 )
c  Compute -F (X )
a a ( l , 4 ) = - F (1 )  
a a ( 2 , 4 ) = - F (2)  
a a ( 3 , 4 ) = - F (3)
c S o l v e s  t h e  u  X n l i n e a r  s y s te m  J (X) Y = -F (X )
d e t = a a ( l , l ) * ( a a ( 2 , 2 ) * a a ( 3 , 3) - a a ( 2 , 3 ) * a a ( 3 , 2 ) ) -  
$ a a ( l ,  2 ) * ( a a ( 2 ,  l ) * a a ( 3 , 3 ) - a a ( 2 , 3 ) * a a ( 3 ,  1 ) )  +
$ a a ( l , 3 ) * ( a a ( 2 ,1 )  * a a ( 3 , 2 ) - a a ( 2 ,  2) * a a ( 3 , 1 )  )
d e t  l = a a ( l , 4 )  * ( a a ( 2 ,2 )  * a a ( 3 ,3 )  - a a ( 2 , 3 )  * a a ( 3 ,2 )  ) -  
$ a a ( l , 2 )  * ( a a ( 2 , 4 ) * a a ( 3 , 3 ) - a a ( 2 , 3 ) * a a ( 3 ,4 )  )+-
$ a a ( l , 3 ) * ( a a C 2 14 ) * a a ( 3 , 2 ) - a a C 2 , 2 ) * a a C 3 , 4 ) )
d e t 2 = a a ( l ,  1 ) * ( a a ( 2 , 4 ) * a a ( 3 , 3 ) - a a ( 2 , 3 ) * a a ( 3 ,4 )  ) -  
$ a a ( l , 4 ) * ( a a ( 2 , l ) * a a ( 3 , 3 ) - a a ( 2 , 3 ) * a a ( 3 , 1 ) ) +
$ a a ( l , 3 ) * ( a a ( 2 , l ) * a a ( 3 , 4 ) - a a ( 2 , 4 ) * a a ( 3 , 1 ) )
d e t 3 = a a ( l , 1)  * ( a a ( 2 ,  2 ) * a a ( 3 , 4 ) - a a ( 2 ,4 )  * a a ( 2 ,3 )  ) -  
$ a a ( 2 , 1 ) * ( a a ( 2 ,  l ) * a a ( 3  J4 ) - a a C 2 , 4 ) * a a ( 3 ,1 )  )+■
$ a a ( l , 4 )  * ( a a ( 2 ,  l ) * a a ( 2 , 3 ) - a a ( 2 ,2 )  * a a ( 3  ,1 )  )
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Y C1) = d e t  1 / d e t
Y (2 )  = d e t 2 / d e t  
Y ( 3 ) = d e t 3 / d e t
ERR=0.0
do 9 1 = 1 ,3
if (a b s C Y (I ) ) .G T .E R R )  ERR=abs(Y(I))
9 c o n t in u e
if (E E R .L E .0 .0 0 0 0 1 )  g o t o  11 
do 10 1 = 1 ,3
X ( I ) = X (I ) + Y ( I )
10 c o n t in u e
K=K+1 
g o t o  100
11 c o n t in u e
W r i t e ( 1 2 , » ( i l O , 4 ( l x , l p g 2 3 . 1 6 ) , l x , 3 ( l x , l p g 2 3 . 1 6 ) ) 1)
$ K,ERR, ( x ( i ) , i = l , 3 ) , ( a a C l , j ) , j = l , 3 )
W r i t e ( 1 2 , ’ ( 1 0 6 x , l x , l p g 2 3 . 1 6 , l x , l p g 2 3 . 1 6 , l x , l p g 2 3 . 1 6 ) 1) 
$ ( ( a a ( i , j ) , j = l , 3 ) , i = 2 , 3 )
R etu rn
end
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A P P E N D IX  B
F O R T R A N  P R O G R A M  F O R  T H E  N E W T O N -R A P H S O N  
M E T H O D  U N D E R  V A R IA B L E  P R E S S U R E
c T h is  program  u s e s  t h e  N ew ton-R aphson  method t o  f i n d  t h e  maximum
c l i k e l i h o o d  e s t i m a t e s  -under v a r i a b l e  p r e s s u r e
I m p l i c i t  r e a l * 8  ( a - h , o - z )  
d im e n s io n  a a ( 3 , 4 ) , Y ( 3 ) , F ( 1 2 ) , T ( 5 0 0 )  
common / o n e /  a , b , c , a b , p i , x ( 3 ) , n  
e x t e r n a l  z l ,  z 2 ,  z3  , z 4 , z 5 , z 6 , z 7 , z 8 ,
$ z 9 , z l 0 , z l l , z l 2 , z l 3 , z l 4 , z l 5 , z l 6
i n t e g e r  N, J , M 
M=3 
N=20
T 0L=.00001  
PI = 4 * a t a n ( l .0 )
11 = 5
12  =  6
C a l l  s t d i o ( l l , 1 2 )
R e a d C l l , ’ ( a 8 0 ) ’ ) t i t l e
w r i t e ( 1 2 , ’ C a80)5) t i t l e
r e a d ( l l , * )  a lp h a
w r i t e ( 1 2 ,* )  3 a lp h a  = 1 , a lp h a
r e a d C l l , * )  b e t a
w r i t e ( 1 2 ,* )  ’b e t a  = ’ , b e t a
r e a d ( l l , * )  gamma
w r i t e ( 1 2 ,* )  ’gamma = ’ , gamma
r e a d ( l l , * )  n e l
w r i t e ( 1 2 ,* )  ’n e l  = ’ , n e l
129
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100
r e a d C l l , * )  a
w r i t e ( 1 2 ,* )  ' a  = ' , a
r e a d C l l , * )  c
w r i t e ( 1 2 ,* )  ' c  = 1, c
r e a d C l l , * )  ab
w r i t e ( 1 2 ,* )  ’ ab = ' ,  ab
r e a d C l l , * )  n s im
w r i t e ( 1 2 , * )  'n s im  = ' . n s i m
c l o s e  (11)
w r i t e (1 2 ,  ' ( 8 x ,  a l ,  1 0 x ,a 3 ,  l x ,  6 ( 1 7 x ,  a7) ) ' )  ' K ' , ’ERR' , ' x ( l )  ' ,
$ Jx ( 2 ) ' , ' x ( 3 ) ' , ' a a ( i , l ) ' , ' a a ( i , 2 ) 5 , » a a ( i , 3 ) ’
do 1000 i j  = 1, n s im
w r i t e C * ,* )  ' I t e r a t i o n  ' , i j , ’ o f  ' ,n s im
c a l l  g n e r a t e ( a lp h a ,b e t a ,g a m m a ,  a ,  ab , c , n e l , n ,  t )
K=1
x ( l )  = a lp h a  
x ( 2 )  = b e t a  




SUM11 = 0 .0  
SUM22=0.0  
SUM33=0.0
do 105 1 = 1 ,NEL 
B=T(I)
i f ( T C I ) . L E . 1 . 1 4 ) t h e n  
wj = a n t e g ( z l )
F l = l . 0 /X C l)  -X (3 )  * (C+AB*dsin.(PI*T ( I )  / 6 .0 )  ) + d lo g (T  ( I )  ) +WJ 
SUM1=SUM1+F1
wj = a n t e g ( z 2 )
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F 2= 1.0 /X (2)+ W J  
SUM2=SUM2+F2 
wj = a n t e g ( z 3 )
F3=-(C+-AB*dsin(PI*T Cl) / 6 .0 )  ) - ( X ( l ) - 1 )  * (C + A B *d sin (P I*T (I)  / 6 .0 )  )+WJ 
SUM3=SUM3+F3
e l s e
wj = a n t e g ( z 4 )
F11=WJ
SUM11=SUM11+F11
wj = a n t e g ( z 5 )
F22=WJ
SUM22=SUM22+F22 
wj = a n t e g ( z 6 )
F33=WJ
SUM33=SUM33+F33
e n d i f
105 c o n t in u e
F(1)=SUM1+SUM11 







DERI13= 0 .0  
DER22=0.0




do 110 1 = 1 ,NEL
i f  ( T ( I )  .L E .1 .1 4  )-th.en.
wj = a u t e g ( z 7 )  
F l l l= -1 .0 /X C l)* * 2 + W J  
DER11=DER11+F111
wj = a n t e g ( z 8 )  
F112=WJ
DER12=DER12+F112
wj = a ir te g (z 9 )  
F113=WJ
DER13=DER13+F113
F 2 2 2 = - l . 0 /X ( 2 ) * * 2
DER22=DER22+F222
wj = a n t e g ( z lO )
F223=WJ
DER23=DER23+F223 
wj = a n t e g C z l l )
F333=WJ
DER33=DER33+F333
e l s e
wj = a n t e g ( z l 2 )
F1111=WJ
DER111=DER111+F1111
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wj =  a n t e g ( z l3 )
F1112=WJ
DERI12=DER112+Fl112
wj = a n t  e g  ( z  14)
F1113=WJ
DER113=DER113+F1113
wj = a n t e g ( z l 5 )
F2223=WJ
DER223=DER223+F2223
wj = a n t e g ( z ! 6 )
F3333=WJ
DER333=DER333+F3333
e n d i f
110 c o n t in u e
F (4 )  =DER11+DER111 
F ( 5 ) =DER12+DER112 
F(6)=DER13+DER113 
F (7 )  =F (5 )
F (8 )  =DER22
F(9)=DER23+DER223
F ( 1 0 ) = F ( 6 )
F C 11)= F (9 )
F C12)=DER33+DER333
c Compute t h e  J a c o b ia n  m a tr ix
a a ( l , 1 )= F ( 4 )
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a a C l,  2 )= F (5 )  
a a ( l , 3 ) = F ( 6 )  
a a ( 2 Jl)=FC 7)  
a a ( 2 ,2 ) = F ( 8 )  
a a ( 2 ,3 ) = F ( 9 )  
a a ( 3 , 1 )= F (1 0 )  
a a ( 3 ,2 ) = F ( 1 1 )  
a a ( 3 ,3 ) = F ( 1 2 )
c Compute -F(X)
a a C l , 4 ) = - F ( l )  
a a ( 2 , 4 ) = - F  (2)  
a a ( 3 , 4 ) = - F ( 3 )
c S o l v e s  t h e  n  X n  l i n e a r  sy s te m  J CX) Y =  - F  (X)
d e t = a a ( l , 1) * C aa(2 ,2 ) * a a (3 ,3) -aaC 2 ,3 ) * a a ( 3 ,2 ))  -  
$ a a ( l , 2 ) * (a a (2 , l ) * a a ( 3 , 3 ) - a a ( 2 ,3 ) * a a ( 3 ,1 ) )  +
$ a a ( l , 3 ) * ( a a ( 2 ,1 ) * a a (3 ,2 ) - a a ( 2 ,2 ) * a a (3 ,1 ) )
d e t l = a a ( l ,4 ) * ( a a ( 2 ,2 ) * a a (3 ,3 ) - a a ( 2 , 3 ) * a a (3 ,2 ) ) -  
$ aaC l, 2) * ( a a ( 2 ,4) * a a (3 , 3 ) - a a ( 2 ,3 )* a a (3 ,4 ) )+•
$ a a ( l , 3 ) * ( a a ( 2 ,4 ) * a a ( 3 , 2 ) - a a ( 2 , 2 )* a a (3 ,4 ) )
d e t 2 = a a ( l ,1 )  * ( a a ( 2 , 4 ) * a a ( 3 , 3 ) - a a ( 2 , 3 ) * a a ( 3 , 4 ) ) -  
$ a a ( l , 4 ) * ( a a ( 2 ,  l)=<ca a ( 3 ) 3 ) - a a ( 2 , 3 ) * a a C 3 , 1 ) )  +
$ a a ( l , 3 ) * ( a a ( 2 , 1 ) * a a ( 3 , 4 ) - a a ( 2 , 4 ) * a a ( 3 , 1 ) )
d e t 3 = a a ( l , 1 ) * ( a a ( 2 , 2 ) * a a ( 3 , 4 ) - a a ( 2 , 4 ) * a a ( 2 , 3 ) ) -  
$ a a ( 2 ,  l ) * ( a a ( 2 ,  l ) * a a ( 3 , 4 ) - a a ( 2 , 4 ) * a a ( 3 , 1 ) )  +





$ a a ( l , 4 ) * ( a a ( 2 , l ) * a a ( 2 , 3 ) - a a ( 2 , 2 ) * a a ( 3 , 1 ) )
Y ( l ) = d e t l / d e t  
Y ( 2 ) = d e t 2 /d e t  
Y C 3 )= d et3 /d e t
ERR=0.0
do 9 1 = 1 ,M
i f  (a b s (Y C l) )  .LE.ERR) g o t o  9 
ER R=abs(Y (I)) 
c o n t in u e
if (E R R .L E .0 .0 0 0 0 1 )  g o t o  11 
do 10 1=1, M
X (I )= X (I )+ Y (I )
c o n t in u e
K=K+1 
g o to  100 
c o n t in u e
W r i te ( 1 2 , ' ( i l O , 4 ( l x , l p g 2 3 . 1 6 ) , l x , 3 ( l x , l p g 2 3 . 1 6 ) ) 1)
$ K,ERR, C x C i ) , i = l , 3 ) , ( a a C l , j ) , j = l , 3 )
W r i te ( 1 2 , 1 (106x , l x ,  l p g 2 3 . 1 6 , l x , l p g 2 3 . 1 6 , l x , l p g 2 3 . 1 6 ) J)
$ ( ( a a ( i , j ) , j = l , 3 ) , i = 2 ,3 )
c o n t in u e  
s to p  
end
f u n c t i o n  z l (w )
i m p l i c i t  r e a l* 8  (a-h., o - z )
common / o n e /  a , b ,  c ,  a b , p i , x ( 3 )  ,n
Zl=-X (2 )  *W** (X (1) - 1 )  *dexp  (-X (1 )  *X(3)  * (C+AB*dsin(PI*W /6.0 )  ) )
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$ - X ( l )  *X (2) *W**(X(1) - 1 )  *dlog(W ) *dexp ( - X ( l )  *XC3) *
$ (C-f-AB*dsinCPI*W/6 . 0 )  ) )
$ + X C 1 )* X (2 )* X (3 )* CC+AB*dsinCPI*W/6. 0 ) ) *W**CXCl)- 1 ) *
$  d e x p ( - X ( l ) * X ( 3 ) * ( C + A B * d s i i i (P ] > W /6 .0 ) ) )
r e t u r n  
end
f u n c t i o n  z2 (w )
i m p l i c i t  r e a l * 8  C a-h .,o -z )
common / o n e /  a , b , c , a b , p i , x C 3 ) , n
Z2=-X Cl) *W**(X(1) - 1 ) * d e x p ( - X ( 1 ) *X (3) * CC+AB*dsinCPI*W/6 . 0 )  ) )
r e t u r n
end
f u n c t i o n  z 3 ( v )
i m p l i c i t  r e a l * 8  ( a - b , o - z )
common / o n e /  a , b , c 3a b , p i , x ( 3 ) , n
Z 3=XC l)**2*X C 2)*CC +AB*dsinC PI*W /6.0))*W **C X Cl)-l)*
$ dexp  (-XC1) *XC3) *CC+-AB*dsinCPI*W/6 . 0 ) )  ) 
r e t u r n  
end
f u n c t i o n  z4Cw)
i m p l i c i t  r e a l * 8  C a-h .,o -z )
common / o n e /  a , b , c , a b . p i , x C 3 ) ,n
Z4=-X C2)*W** CX C l) - 1 ) *dexpC-X Cl)*X C3)* COAB*dsinCPI*W /6. 0 ) ) )  
$ -X C l)  *XC2)*W**CXCl) - 1) *dlogCW) *dexp C-XCl) *XC3) *
$ CC+AB*dsinCPI*W /6.0)))
$ +X Cl)*XC2)*XC3)* CC+AB*dsinCPI*W/6. 0 ) ) *W** CXCl)- 1 ) *
$ d ex p  C-XCl)*XC3)*CC+AB*ds i n  CPI*W/6. 0 ) ) )
r e t u r n  
end
f u n c t i o n  z5Cw)
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i m p l i c i t  r e a l * 8  (a-h., o - z )  
common / o n e /  a , b ,  c , a b , p i , x ( 3 )  , n
Z 5 = -X (l)* W * * (X (1 )- 1 )  *dexp ( -X ( l )* X (3 )* (C + A B * d s in (P r * W /6 .0 )  ) )
r e t u r n
end
f u n c t i o n  z 6 ( v )
i m p l i c i t  r e a l * 8  (a-h., o - z )
common / o n e /  a , b , c , a b , p i , x ( 3 ) , n
Z 6 = X (1 )* * 2 * X (2 )* (C +A B *dsin(PI*W /6. 0 ) ) *W **(X (l)- 1 )  *
$ dexp ( - X ( l )  *X (3) * (C +A B *dsin(PI*W /6.0 )  ) ) 
r e t u r n  
end
f u n c t i o n  z 7 ( v )  
i m p l i c i t  r e a l * 8  ( a - b , o - z )  
common / o n e /  a , b , c , a b , p i , x ( 3 ) , n  
Z 7=-2*X (2) *W**(X( 1 ) - 1 ) * d lo g (W )*
$ d e x p ( - X (1 )  *X (3) * (O A B * d s in (P I * W /6 .0 )  ) )
$ +2*X ( 2 ) *X( 3 ) * (C +A B *dsin(PI*W /6. 0 ) ) *W**(X( 1 ) - 1 )  *
$ dexp ( - X ( l ) * X ( 3 ) *  (C +A B *dsin(PI*W /6.0 )  ) )
$ + 2*X (1) *X (2 )  *X(3) * (C +A B *dsin (P I*W /6 .0 )  ) *W** (X (1 )  - 1 )  *
$ d lo g (W )* d e x p ( -X ( l )* X (3 )* (C - i-A B * d s in (P I * W /6 .0 ) ) )
$ -X (1 )  *X (2 )  *W** (X (1) - 1 )  * (d log(W ) ) **2*
$ dexp (-X  (1 )  *X (3 ) *  (C+AB*ds i n  (P I*W /6 . 0 ) ) )
$ - X ( 1 ) *X( 2 ) * X (3 )* * 2 * (C +A B *dsin (P I*W /6 .0 ) ) * * 2 *
$ W**(XCl) - 1 )  *dexp ( - X ( l )  *X(3) *(C-t-AB*dsin(PI*W/6 .0 )  ) ) 
r e t u r n  
end
f u n c t i o n  z8 (w )
i m p l i c i t  r e a l * 8  (a-h., o - z )
common / o n e /  a , b , c , a b , p i , x ( 3 ) , n
Z8=-W** (X (1 )  - 1 )  *dexp (-X  (1 )  *X (3  ) * (C-i-AB*ds i n  (PI*W /6. 0 ) ) )
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$ -xa)*W**(X(l)-l)*dlog(W)*
$ dexp C -X (l)  *X (3) *(C-f-AB*dsin(PI*tf/6 .0 )  ) )
$ +X (1 )  *XC3) * CC+AB*dsinCPI*W/6. 0 )  ) *W** CX Cl) - 1 )  *
$ dexp C-XCl) *XC3) *CC+AB*dsinCPI*W/6 .0 )  ) ) 
r e t u r n  
end
f u n c t i o n  z9Cw)
i m p l i c i t  r e a l * 8  Ca-h., o - z )
common / o n e /  a , b ,  c , a b ,p i , x C 3 )  ,n
Z9=2*X C1) *X C2) * COAB*ds i n  CP I*W /6 .0 )  ) *W** CX C1) - 1 )  *
$ dexp C-X Cl) *X C3) * CC-*-AB*dsin CPI*W/6. 0 )  ) )
$ +XC1) **2*XC2) * CC+AB*dsinCPI*W/6 . 0) ) *W** CXCl) - 1 )  *
$ dlogCW )*dexpC-XCl)*XC3)* CC+AB*dsinCPI*W/S. 0 ) ) )
$ -XCl)**2*XC2)*XC3)*CC+AB*dsinCPI*W/6. 0 ) ) * * 2 *
$ W**CXCl)- 1 ) * d e x p C -X ( l )* X (3 )* CC+AB*dsinCPI*W/6. 0 ) ) )  
r e t u r n  
end
f u n c t i o n  zlOCw)
i m p l i c i t  r e a l * 8  Ca-h., o - z )
common / o n e /  a , b ,  c , a b , p i , x C 3 ) , n
Z10=XC1)* * 2 * CC+AB*dsinCPI*W/6. 0 ) ) *W** CXCl)- 1 ) *
$ dexp C-XCl) *XC3)* CC+AB*dsin CPI*W/6 - 0) ) ) 
r e t u r n  
end
f u n c t i o n  z l l C v )
i m p l i c i t  r e a l * 8  C a -b ,o -z )
common / o n e /  a , b , c , a b ,p i ,x C 3 )  ,n
Z11=-XC1)**3*XC2)* CC+AB*dsinCPI*W/6. 0 ) ) * * 2 *
$ tf** CX C l) - 1 ) *dexpC-X Cl)*X C3)* CC+AB*dsin CPI*W/6. 0 ) ) )
r e t u r n  
end
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f u n c t i o n  z l 2 ( w )  
i m p l i c i t  r e a l * 8  Ca-h., o - z )  
common / o n e /  a , b , c ,  s b , p i , x ( 3 )  ,n  
Z12=-2*XC2) *W**CXCO - l)* d lo g C W )*
$ dexp  (-X  (1) *XC3) * CC+-AB*dsinCPI*W/6 . 0 ) ) )
$ +2*XC2) *XC3) * CC+-AB*ds i n  CPI*W/6.0 )  ) *W**CXCl) - 1 )  *
$ dexp  C-XCl) *XC3) * CC+-AB*dsinCPI*W/6 . 0 ) ) )
$ +2*XCl) * X ( 2 )  * X ( 3 )  * CC-f-AB*dsinCPI*W/6.0 )  ) *W**  CX Cl) - 1 )  *
$ dlogCW) *dexp C-XCl) *=XC3)* CC+AB*dsinCPI*W/6.0 )  ) )
$ -X C l) *XC2) *W**CXC1> - 1 )  * CdlogCW) ) **2*
$ dexp  C-XCl)*X C3) *  CC+AB*dsin CPI*W/6.0 )  ) )
$ -X  C1) *X C2 ) *X C3 ) **2*= CC+AB *ds i n  CP I*W/ 6 . 0  ) ) **2*
$ W **CXCl)-l)*dexpC-XCl)*XC3)*CC+AB*dsinCPI*W /6. 0 ) ) )  
r e t u r n  
end
f u n c t i o n  zl3Cw)
i m p l i c i t  r e a lm s  C a -h ,  o - z )
common / o n e /  a , b ,  c , a b , p i , x C 3 )  ,n
Z13=-W** CXCl) - 1 )  *dexpC-X C l)*X C3) * COAB*dsinCPI*W /6. 0) ) )
$ -X C l) *W** CXCl)- 1 )  CdlogCW)*
$ dexp C-XCl) *XC3)* (C+AB*dsinCPI*W /6.0 )  ) )
$ +X C1) *X C3) * CC-*-AB*ds i n  CPI*W/6.0 )  ) *W** CX Cl) - 1 )  *
$ dexp C-XCl) *XC3)* CC+AB*dsin CPI*W/6. 0 ) ) )
r e t u r n  
end
f u n c t i o n  zl4Cw)
i m p l i c i t  r e a l * 8  C a -h ,  o - z )
common / o n e /  a , b ,  c , a .b , p i , x C 3 )  ,n
Z14=2*XCl) *XC2) * CC+AB*ds i n  CP I*W/ 6 .0 )  ) *W** CXCl) - 1 )  *
$ dexp C-XCl) *XC3) * CC-*-AB*dsinCPI*W/6 . 0 )  ) )
$ +XC1) **2*XC2) * CC+AB*dsinCPI*W/6.0 )  ) *W** CXCD - 1 )  *
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$ d iog(W ) *dexp ( - X ( l )  *X(3) * CC+AB*dsinCPI*W/6.0 )  ) )
$ -X C l)  **2*X (2 )*X  C3 ) * (C+AB * d s in (P I * W /6 .0 )  )* * 2 *
$ W**(X C l) - 1 )  *dexp C-XCl) *XC3)*CC+AB*dsinCPI*W/6.0 )  ) ) 
r e t u r n  
end
f u n c t i o n  z !5C v)
i m p l i c i t  r e a l * 8  C a -h ,o -z )
common / o n e /  a , b , c , a b , p i , x C 3 ) , n
Z15=XC1) **2*  CC+AB*dsinCPI*W/6. 0) ) *W**CXCl) ~1) *
$ dexp  C-XCl)*XC3)* CC+AB*dsinCPI*W/6. 0 )  ) ) 
r e t u r n  
end
f u n c t i o n  zl6Cw)
i m p l i c i t  r e a l * 8  Ca-h, o - z )
common / o n e /  a , b , c , a b , p i , x C 3 )  , n
Z16=-X Cl) **3*X C2) * CC+AB*dsin CPI*W/6 .0 )  ) **2*
$ W** CX C l) - 1 ) *dexpC-XCl) *X C 3)* CC+AB*dsinCPI*W/6. 0 ) ) )
r e t u r n  
end
f u n c t i o n  a n tegC z)  
i m p l i c i t  r e a l * 8  Ca-h, o - z )  
common / o n e /  a , b , c , a b , p i , x C 3 )  ,n  
e x t e r n a l  z  
H = CB-A)/N
WJ0 = ZCA) + ZCB)
WJ1 = 0 . 0  
WJ2 = 0 . 0  
MM=N-1
do 20 J=1,MM 
W = A+J*H
i f  C J.EQ .2*C J/2)) t h e n
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WJ2 =  WJ2+Z (W) 
e l s e  
WJ1 =  WJl+ZCW) 
e n d i f  
20 c o n t in u e
WJ = WJ0+2*WJ2+4*WJ1 
a n t e g  =  WJ*H/3 
r e t u r n  
end
s u b r o u t i n e  g n e r a te (a lp h a ,b e ta ,g a m m a ,  a , ab, c , n n , n ,  t  j )  
i m p l i c i t  r e a l * 8  ( a - h , o - z )  
e x t e r n a l  RNSET, DRNUN 
d im e n s io n  t j ( n n )
F (X , c , a b , d , bb) =DEXP(-bb*d*( c + a b * S IN (P I* X /6 . 0 ) ) ) * X * * (d -1 )  
HT=.01  
k =1 
100 c o n t in u e
ISEED = ITIMEO 
C a l l  RNSET(ISEED)
C a l l  DRNUN(1,R)
R l = - d l o g ( l - R )  /  (BETA*ALPHA)
T 0= 0 .0
do 4  AJJ=1,NN,HT 
TJJ=T0+AJJ 
H =(TJJ-A )/N
XI0=F (A, c , a b , a lp h a , gamma) h-F (T J J , c , a b , a lp h a ,  gamma)
X I 1 = 0 .0  
X I2 = 0 .0  
MM=N-1
do 20 1=1 , MM 
X=A+I*H
i f  ( I . E Q . 2 * ( I / 2 ) ) t h e n
XI2=XI2+F (X, c , a b , a lp h a ,  gamma)
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e l s e
XI1=XI1+F (X, c , a b , a lp h a ,  gamma) 
e n d i f  
20 c o n t in u e
XI=XI0+2*XI2+4*XI1 
X I= X l* H /3 .0  
i f  (X I .G t  .R l)  g o t o  5
4  c o n t in u e  
g o to  100
5 t j ( k )  = t j j  
k = k  + 1
6 i f  (k  . l e .  nn) g o to  100 
r e t u r n
end
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F O R T R A N  P R O G R A M  F O R  F IN D IN G  T H E  IN V E R S E
OF A  M A T R IX
143
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A P P E N D IX  C
F O R T R A N  P R O G R A M  F O R  F IN D IN G  T H E  IN V E R S E
OF A  M A T R IX
c  T h is  program f i n d s  "the i n v e r s e  o f  a  m a t r ix
d o u b le  p r e c i s i o n  A ( 3 , 3 ) ,AIN V(3, 3 ) ,DET
i n t e g e r  IPASS
ND=3
open(UNIT=4, FILE=J m a t r i x . t x t J , STATUS=» OLD>) 
do 11=1, 334
r e a d  (4 ,  * ) A ( 1 , 1 ) , A ( 1 , 2 ) , A (1 ,3 )  ,
$ A( 2 , 1 ) , A ( 2 , 2 ) , A (2 ,3 )  ,
$ A C 3 ,1 ) ,A C 3 ,2 )  ,A C 3,3)
FACT0R=0.0  
DET=1.0  
do 1 1 = 1 ,ND 
do 1 J=1,ND 
i f C I .E Q .J ) t h e n  
A I N V ( I , I ) = 1 .0  
e l s e  
A IN V C I,J )= 0 .0  
e n d i f
1 c o n t in u e
do 9 IPASS=1,ND 
IMX=IPASS
do 2 IROW=IPASS, ND
i f ( d a b s ( A  CIROW, IPASS)) . GT. dabs(A (IM X , IPA SS)) ) t h e n  
IMX=IR0W
144
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e n d i f
2 c o n t in u e
i f  CIMX. NE. IP A S S )th en  
do 3 ICQL=1, ND
TEMP=AINV(IPASS, ICQL)
AINV(IPASS, ICOL) =AINV(IMX, ICOL)
AINV(IMX, ICOL)=TEMP 
i f  (ICQL. GE. IPASS) th e n  
TEMP=A(IPASS, I C O L )
A(IPASS, ICOL)=A(IMX, ICOL)
A(IMX,ICOL)=TEMP 
e n d i f
3 c o n t in u e
e n d i f
PIVOT=A(IPAS S , IPAS S)
DET=DET*PIVOT 
i f  (DET.EQ .O.O)then  
w r i t e (* ,  10) 
s to p  
e n d i f  
do 6 IC0L=1,ND
AINV(IPASS, ICOL) =AINV (IPASS, ICOL) /PIVOT 
i f ( I C O L . GE. IP A S S )th en  
A(IPASS,ICOL)=A(IPASS, ICOL) /PIVOT 
e n d i f
6 c o n t in u e
do 8 IR0W=1,ND
i f ( IROW. NE. IPASS) th e n  
FACTOR=A(IROW, IPASS) 
e n d i f  
do 7  IC0L=1, ND 
if(IROW . NE. IPASS) t h e n
AINV (IROW, ICOL) =AINV(IROW, ICOL) -FACTOR*AINV (IPASS, ICOL) 
A (IROW, ICOL) =A (IROW, ICOL) -FACTOR*A (IPA SS, ICOL)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
146
e n d i f
7  c o n t i n u e
8 c o n t i n u e
9 c o n t i n u e
open(UNTT=5, FILE= 3 m a t r i x _ i n v e r s e . t x t 3 , STATUS= 3 n ew 3) 
w r i t e ( 5 , * ) AINV( 1 ,1 )  ,A IN V (1 ,2 )  ,A IN V (1 ,3 )  ,
$ AINV( 2 , 1 ) ,  AINV( 2 , 2 ) ,  AINV( 2 , 3 )  ,
$ AINV ( 3 , 1 ) ,  AINV ( 3 , 2 ) ,  AINV ( 3 , 3 )
enddo  
c l o s e  (4 )  
c l o s e ( 5 )
10 f o r m a t (5 X ,  '--ERROR IN INVERSE— THE MATRIX IS SINGULAR1)
s t o p
en d
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