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ISOPERIMETRY AND STABILITY OF HYPERPLANES
FOR PRODUCT PROBABILITY MEASURES
F. BARTHE, C. BIANCHINI, AND A. COLESANTI
Abstract. We investigate stationarity and stability of half-spaces as isoperimetric sets for
product probability measures, considering the cases of coordinate and non-coordinate half-
spaces. Moreover, we present several examples to which our results can be applied, with a
particular emphasis on the logistic measure.
1. Introduction
The isoperimetric problem consists in finding sets of given volume and minimal boundary
measure. It has been intensively studied in Euclidean and Riemannian geometry and simi-
lar questions have been also investigated for probability measures, in relation with deviation
and concentration inequalities. In particular there have been many interactions between the
geometric and probabilistic viewpoints, see e.g. [2, 8, 16, 18, 23].
The isoperimetric problem may be formulated in a metric measure space (X, d, τ) considering
the so called isoperimetric function. Given a Borel subset A ⊂ X and h > 0, the h-enlargement
of A is Ah := {x ∈ X : d(x,A) ≤ h}. The boundary measure of A can be defined as the
Minkowski content
τ+(∂A) = lim
h→0+
τ(Ah \A)
h
.
We call isoperimetric function of τ the function
Iτ (y) = inf{τ+(∂A) | τ(A) = y},
defined on [0, τ(X)]. We say that A ⊂ X is an isoperimetric set, or solves the isoperimetric
problem for τ , if Iτ
(
τ(A)
)
= τ+(∂A), meaning that A minimizes the boundary measure among
all the subsets with the same measure.
Determining isoperimetric sets is a beautiful problem, but often too difficult. A natural
approach is to look first for sets which look like minimizers of the boundary measure, for
infinitesimal volume preserving deformations. More precisely, one can consider the so-called
stationarity and stability properties of an open set, which correspond to the fact that, under the
action of measure preserving perturbations, the first variation of the boundary measure vanishes
and the second variation is non-negative, respectively (see [5, 13]). In [24], it is proved that
these conditions have rather simple explicit analytic characterization, which will be described
in details in the next sections.
In this note we consider product probability measures on Euclidean spaces (which amount to
independent random variables). To be more precise, we consider a probability measure τ on Rd
with a density with respect to the d-dimensional Lebesgue measure: dτ(x) = f(x) dx. Through
most of paper we will consider only positive and C2 density functions f (and often we write
them as e−V or eψ with V, ψ ∈ C2). For N ∈ N we denote by τN the N -fold product measure
of τ on RdN : dτN (x1, ..., xN ) = dτ(x1) · ... · dτ(xN ), with x1, ..., xN ∈ Rd.
Using the characterization proved in [24], we investigate stationarity and stability of half-
spaces for µN+1. We first deal with stationarity, on which the main result is Corollary 3.2, that
provides a characterization of stationary half-spaces for τN . In particular this result shows that,
coordinate half-spaces apart and with the exception of the Gaussian measure, there are very few
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possible stationary half-spaces. Subsequently, in Theorem 3.4 and Theorem 3.8, we establish
some conditions allowing to select stable half-spaces among those which are stationary.
More precisely Theorem 3.4 concerns coordinate half-spaces (and the simple case of Gauss
measure); in this case the stability condition involves the so-called spectral gap of the measure
µ (i.e. the best constant in the Poincare´ inequality) and no special assumptions are requested
on the measure. On the contrary Theorem 3.8 is about non-coordinate (stationary) half-spaces
for log-concave measure. Roughly speaking we prove that in the non-coordinate case, stability
in any dimension is equivalent to stability (of projections) in dimension three, and stability in
dimension three implies stability (of projections) in dimension two. This last implication can
not be reversed in general, as it is pointed out in the study of the logistic measure, made in
Section 4.
The notion of spectral gap plays a crucial role for the stability issues. In particular Section
2 is devoted to prove a tensorization result for weighted Poincare´ inequalities, which represents
a crucial step in the proof of Theorem 3.8.
The purpose of the second part of this paper, i.e. Section 4, is to illustrate by some examples
the variety of situations that may occur, according to the choice of the measure µ, concerning
stable half-spaces. In particular, we construct measures for which the only stable half-spaces
are coordinate, and we show that for suitable perturbations of the Gaussian measure stable
non-coordinate hyperplanes exist in any dimensions.
A special place of this part is taken up by the study of the logistic measure µ on R, whose
density is
f(x) =
ex
(1 + ex)2
, x ∈ R.
Our first result is to find the exact value of the spectral gap of µ (see Proposition 4.2):
λµ =
1
4
,
which allows us to estimate the isoperimetric function of the product measure in terms of the
isoperimetric function of the generating one-dimensional measure. This problem is worth to be
studied for a general probability measure µ. Indeed one can easily prove that for every N ≥ 1
and for every 0 ≤ t ≤ 1,
(1.1) IµN+1(t) ≤ IµN (t) ≤ · · · ≤ Iµ(t).
A less trivial task is to find a corresponding lower bound, i.e. a constant Cµ such that for every
N ≥ 1 and for every 0 ≤ t ≤ 1:
(1.2) IµN (t) ≥ Cµ Iµ(t).
Roughly speaking, this inequality means that if a set A ⊆ Rd minimizes the boundary measure
between all the subsets of Rd with fixed measure µd(A), then the (d+m)-dimensional cylinder
associated to A solves again the isoperimetric problem for Iµd+m , up to a factor Cµ. More
generally such a dimension-free isoperimetric inequality leads to an estimate of the so called
infinite dimensional isoperimetric function Iµ∞ defined as
Iµ∞(t) = inf
N∈N
IµN (t).
A refinement of this estimate can be done comparing Iµ∞ with the isoperimetric function of the
Gaussian measure (see Proposition 4.6).
Sufficient conditions on the measure µ which guarantee the validity of (1.2) are known (see
[3],[4], [17]). The most famous example is given by the Gaussian measure
dγ(x) =
1√
2piσ2
e−
|x|2
2σ ,
which satisfies inequality (1.2) with Cγ = 1, that is: IγN (t) = Iγ(t) for every 0 ≤ t ≤ 1 ([10]).
In this case half-spaces are isoperimetric sets. Another important example is due to Bobkov
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and Houdre´, who proved in [8], that the exponential measure
dν(x) =
1
2
e−|x|,
satisfies (1.2) with Cν =
1
2
√
6
. In [4] other examples are given; in particular it is proved that
if V is a symmetric non-negative convex function with
√
V concave in the large, then such an
inequality (1.2) holds.
In Theorem 4.5 we establish the validity of (1.2) for the logistic measure, with an explicit
value of the constant Cµ. Finally, applying the results of the first part of the paper, we give a
detailed description of stationary and stable half-spaces for the logistic measure.
2. Spectral gap and Poincare´ type inequalities
Let τ be a probability measure τ Rd. For u ∈ L2τ (Rd) we denote by Varτ (u) its variance with
respect to τ . The spectral gap λτ of τ , also called its Poincare´ constant, is by definition the
largest constant λ such that for every u ∈W1,2τ (Rd)
(2.1) λ Varτ (u) ≤
∫
Rd
|Du|2 dτ(x).
Clearly λτ ≥ 0.
2.1. Log-concave probability measures. It was proved in [7] that log-concave probability
measures τ satisfy a non-trivial Poincare´ inequality, that is λτ > 0. The precise estimation of
this positive value is still a topic of investigation. In this paper these quantitative bounds will
not be needed.
However, we will often use another Poincare´ type inequality for log-concave probability mea-
sures, which was proved by Brascamp and Lieb in [11]. Its main feature is the weight in the
energy term. It is valid for functions on Rn but we will apply it only for n = 1 where the
statement is as follows.
Let τ be a probability measure on R, with density e−g such that g ∈ C2(R) and g′′ > 0 in R.
Then for every C1(R) function u with zero mean and finite variance with respect to τ , it holds
(2.2)
∫
R
u2e−g dx ≤
∫
R
u′2
1
g′′
e−g dx.
2.2. Tensorizing weighted Poincare´ inequalities. A classical feature of Poincare´ inequali-
ties is the so-called tensorization property: for any probability measures τ1 and τ2 (on R
d1 and
R
d1), it holds λτ1×τ2 = min(λτ1 , λτ2) where τ1 × τ2 is the product measure. The study of the
stability conditions will naturally lead to weighted Poincare´ inequalities, for which tensorization
issues are more complicated, as the next statement shows.
Theorem 2.1. Let τ, ν be two smooth probability measures on R with density: dτ(y) = eψ(y)dy,
dν(y) = eϕ(y)dy and let Θ : R→ (0,+∞). Then for every u ∈ C∞0 (RM+1),∫
RM+1
u(x, y)dτM (x)dν(y) = 0 implies(PΘ) ∫
RM+1
u2(x, y)Θ(y)dτM (x)dν(y) ≤
∫
RM+1
|Du(x, y)|2dτM (x)dν(y),
if and only if the following conditions hold:
(1) for every w ∈ C∞0 (R) such that
∫
R w(y)dν(y) = 0 we have∫
R
w2(y)Θ(y)dν(y) ≤
∫
R
w′2(y)dν(y);
(2) every function w ∈ C∞0 (R) satisfies∫
R
w2(y)Θ(y)dν(y) ≤ λτ
∫
R
w2(y)dν(y) +
∫
R
w′2(y)dν(y).
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Proof. We are going to prove the two implications separately. Let us start by the easier one,
which actually works even if Θ changes signs.
[(PΘ)=⇒ (1) and (2)] Consider a function u of the form: u(x, y) = s(x)w(y) for x ∈ RM , y ∈
R, with s ∈ C∞0 (RM ), w ∈ C∞0 (R). Hence u has zero mean with respect to the measure
dµMdν if and only if either
∫
RM
s(x)dτM (x) = 0, or
∫
R
w(y)dν(y) = 0. Moreover, as |Du|2 =
w2|Ds|2 + s2w′2, and s 6≡ 0, condition (PΘ) reads as
either
∫
RM
s(x)dτM (x) = 0, or
∫
R
w(y)dν(y) = 0 implies
∫
R
w2(y)Θ(y)dν(y) ≤
∫
RM
|Ds(x)|2dτM (x)∫
RM
s(x)2dτM (x)
∫
R
w2(y)dν(y) +
∫
R
w′2(y)dν(y).(2.3)
Assume
∫
R
w(y)dν(y) = 0 and in (2.3) pass to the infimum over all s(x) ∈ C∞0 (RM ). As
inf
u∈C∞
0
(RM )
∫
RM
|Ds(x)|2dτM (x)∫
RM
s(x)2dτM (x)
,
can be easily proved to be zero, we get condition (1). Assume now
∫
RM
s(x)dτM (x) = 0.
Consider (2.3) and pass to infimum over s(x) with compact support and zero mean with respect
to dτM . By approximation we have
inf
{∫
RM
|Ds|2dτM∫
RM
s2dτM
: s ∈ C∞0 (RM ),
∫
RM
s(x)dτM (x) = 0
}
= inf
{∫
RM
|Ds|2dτM∫
RM
s2dτM
:
∫
RM
s(x)dτM (x) = 0
}
= λτM = λτ ,
which entails condition (2).
[(1) and (2)=⇒ (PΘ)] Let QM+1(k) be the (M+1)-dimensional cube [−k, k]M+1. We are going
to prove the statement in the cubes QM+1(k), the conclusion in the general case follows by a
standard approximation argument. The advantage of the case of cubes is that, by the positivity
of Θ, we are allowed to use standard compactness results (notice that the same argument would
need substantial changes in the case the considered densities vanish at some point). Define
(2.4) λk = min
v∈C∞0 (QM+1(k))∫
vdµM ν=0
∫
QM+1(k) |Dv|2dτMdν∫
QM+1(k) v
2Θ(y)dτMdν
;
our aim is then to prove λk ≥ 1. Assume the minimum to be attained by a function u(x, y) ∈
C∞0 (Q
M+1(k)), that is
∫
QM+1(k) udµ
Mdν = 0 and∫
QM+1(k) |Du|2dτMdν∫
QM+1(k) u
2Θ(y)dτMdν
= λk .
Hence u solves the corresponding Euler-Lagrange equation and there exists σ ∈ R such that for
every x ∈ intQM+1(k){
∆xu+ 〈Dψ;Dxu〉+ uyy + ϕ′uy + λkΘu+ σ = 0,
ux1(±k, x2, ..., xM , y) ≡ ... ≡ uxM (x1, ..., xM−1,±k, y) ≡ uy(x1, ..., xM ,±k) ≡ 0.
Integrating the previous relation on QM (k) with respect to the measure dτM (x), it follows∫
QM (k)
uyydτ
M (x) +
∫
QM (k)
uydτ
M (x) ϕ′(y) + λkΘ(y)
∫
QM (k)
u dτM (x) + σ = 0,
that is
g′′(y) + g′(y)ϕ′(y) + λkΘ(y)g(y) + σ = 0, with g′(±k) = 0,
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where g(y) =
∫
QM (k) u(x, y)dτ
M (x). Let us integrate the latter equation with respect to
g(y)dν(y); recalling that
∫
Q1(k) g(y)dν(y) =
∫
QM+1(k) u(x, y)dτ
M (x)dν(y) = 0, we find
(2.5)
∫
Q1(k)
g′2dν(y) = λk
∫
Q1(k)
g2Θ(y)dν(y).
Assume g 6≡ 0. Then thanks to (1) and (2.5), it holds
λk =
∫
Q1(k) g
′2dν(y)∫
Q1(k) g
2Θ(y)dν(y)
≥ 1,
which implies, recalling (2.4), condition (PΘ) on Q
M+1(k).
On the other hand, let us consider the case g ≡ 0, that is ∫
QM (k) u(x, y)dτ
M (x) = 0 for every
y ∈ Q1(k). Condition (2), together with an integration with respect to dτM give
(2.6)
∫
QM+1(k)
u2Θ(y)dτM (x)dν(y) ≤ λτ
∫
QM+1(k)
u2dτM (x)dν(y) +
∫
QM+1(k)
u2ydτ
M (x)dν(y).
Notice that the Poincare´ inequality for the measure τM entails∫
QM+1(k)
u2dτMdν ≤ 1
λτ
∫
QM+1(k)
|Dxu|2dτMdν,
and hence by (2.6) it follows∫
QM+1(k) u
2Θ(y)dτM (x)dν(y) ≤ ∫
QM+1(k) |Dxu|2dτM (x)dν(y) +
∫
QM+1(k) u
2
ydτ
M (x)dν(y)
=
∫
QM+1(k) |Du|2dτM (x)dν(y),
that is λk ≥ 1. This leads to condition (PΘ) in the cube QM+1(k) and, as already noticed, this
is enough to prove (PΘ) in the whole R
M+1. 
3. Analysis of half-spaces
3.1. Stationary and stable sets. We start by recalling the characterization of stationarity
and stability, with respect to the isoperimetric inequality, established in [24], that will be used
throughout the rest of the paper. In fact we will adopt such characterizations as definitions of
stationary and stable sets.
Let dµ(x) = f(x) dx = eψ dx be a smooth probability measure in RN+1 and consider A ⊆
R
N+1 an open set with C2 boundary. A is stationary for the measure µ if it has constant
generalized mean curvature, that is
(3.1) Hψ(∂A) = NH (x)− 〈Dψ(x), ν(x)〉
∣∣∣
∂A
= constant,
where H is the standard mean curvature of ∂A and ν(x) is its outer unit normal vector at x.
Moreover, if for every function u ∈ C∞0 (∂A) such that
∫
∂A u(x)f(x) da = 0, it holds
(3.2)
Qψ(u) =
∫
∂A
f(x)
(
|D∂Au(x)|2−K2u2(x)
)
da(x)+
∫
∂A
f(x)u2(x)
〈
D2ψ(x)ν(x); ν(x)
〉
da(x) ≥ 0,
where K2 is the sum of the squared principal curvatures of ∂A and da(·) denotes the element
of area, then A is stable.
3.2. Stationarity of half-spaces. Let us first introduce the following class of unit vectors
VM =
{
v ∈ SM : ∃i 6= j ∈ {1, ...,M} s.t. vk = 0 for k 6∈ {i, j}, |vi| = |vj| 6= 0
}
.
Hence each element of VM has exactly two non-null coordinates which are in absolute value
equal to 1√
2
. Let us indicate by V+M the subclass of VM such that the non-null components
have the same sign (end hence vi = vj), and by V
−
M the subclass with components of different
signs (that is vi = −vj). In particular we define v˜ ∈ VN such that v˜N+1, v˜N 6= 0, hence
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v˜ ∈ V+N if v˜ = (0, ..., 0, 1/
√
2, 1/
√
2) or v˜ = (0, ..., 0,−1/√2,−1/√2); while v˜ ∈ V−N if v˜ =
(0, ..., 0,−1/√2, 1/√2) or v˜ = (0, ..., 0, 1/√2,−1/√2).
A characterization of the stationarity of half-spaces for general product measures follows.
Theorem 3.1. Let µi be probability measures on R: dµi(t) = e
ψi(t)dt, t ∈ R, with ψi ∈ C2(R),
for i = 1, ..., N + 1. Consider their product measure dµ(x) = dµ1(x1) · ... · dµN+1(xN+1), with
x = (x1, ..., xN+1) ∈ RN+1. Let HN+1v,t be the half-space of RN+1:
HN+1v,t =
{
x ∈ RN+1 : 〈x, v〉 < t} =
{
x ∈ RN+1 :
N+1∑
i=1
xivi < t
}
,
with v ∈ SN . HN+1v,t is stationary if and only if at least one of the following holds:
(i) HN+1v,t is a coordinate half-space;
(ii) v has (exactly) two non-null components vi, vj and ψ
′′
i (x) = ψ
′′
j (τ − αx), where τ = tvj ,
and α = vi
vj
;
(iii) v has at least three non-null components vi, vj, vk and the corresponding measures µi, µj , µk
are Gaussian with the same variance.
Proof. Up to a rearrangement of variables, we may assume vN+1 6= 0. Condition (3.1) for the
half-space HN+1v,t and the measure µ
N+1, reads as
(3.3)
N∑
i=1
ψ′i(xi) αi + ψ
′
N+1
(
τ −
N∑
i=1
αi xi
)
= constant,
for every xi ∈ R, where τ = tvN+1 and αi =
vi
vN+1
.
[=⇒]
Notice that the left hand side in condition (3.3) can be seen as a function of N -variables
x1, ..., xN , and hence we can differentiate it with respect to each variable xi getting
(3.4) αk ψ
′′
k(xk)− αk ψ′′N+1
(
τ −
N∑
i=1
αixi
)
= 0, k = 1, ..., N.
One of the three following situations happens:
(a) αk = 0 for k = 1, ..., N ;
(b) there exists only one k ∈ {1, ..., N} such that αk 6= 0;
(c) there exist at least two non-null αk, αj .
Case (a) corresponds to the case HN+1v,t coordinate, which is condition (i). In case (b) condi-
tions (3.4) becomes ψ′′k(x) = ψ
′′
N+1(τ − αkx) for every x ∈ R, that is, condition (ii). In case (c)
equation (3.4) is
ψ′′k(x) = ψ
′′
N+1
(
τ −
N∑
i=1
αixi
)
,
where on the left hand side there is a one-variable function, while the right hand side depends
on at least two variables. This entails that ψ′′k has to be constant, for every k such that αk 6= 0,
that is ψ′′k ≡ ψ′′N+1 ≡ constant , which is condition (iii).
[⇐=]
Case (i) can be proved by trivial calculation. Let us consider case (ii). As ψ′′i (x) = ψ
′′
N+1(τ −
αx), integrating with respect to x ∈ R we get α ψ′i(x) + ψ′N+1(τ − αx) = ψ′N+1(τ) + α ψ′i(0),
which is equivalent to
N∑
i=1
ψ′i(xi) αi + ψ
′
N+1
(
τ −
N∑
i=1
αi xi
)
= ψ′N+1(τ) + α ψ
′
i(0),
and hence (3.3) holds.
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Consider case (iii). For each non-null αi we have
ψ′i(xi) = −
(xi −mi)
σ2
;
hence the left hand side of condition (3.3) becomes
− 1
σ2
N+1∑
i=1
xiαi +
1
σ2
N+1∑
i=1
miαi − 1
σ2
(
τ −
N+1∑
i=1
αixi −mN+1
)
,
which is constant. 
Particularly relevant is the case of N -fold product measures where directions of possible
stationary half-spaces are of only three types.
Corollary 3.2. Let µ be a measure on R: dµ(t) = eψ(t)dt, t ∈ R, with ψ ∈ C2(R). Consider
its product measure dµN+1(x) in RN+1. HN+1v,t is stationary if and only if at least one of the
following holds:
(i) HN+1v,t is a coordinate half-space;
(ii) v ∈ V−N and ψ′′ is τ =
√
2t-periodic;
(iii) v ∈ V+N and ψ′′ is symmetric with respect to τ2 = ±
√
2t
2 ;
(iv) µ is Gaussian: dµ(x) = 1√
2piσ2
e−
x2
2σ2 .
Remark 3.3. Notice that the half-space HN+1v,0 , with v ∈ V−N+1, is always stationary for µN+1.
Furthermore, if the measure µ is symmetric, then the half-space HN+1v,0 is stationary, for every
v ∈ VN+1.
Proof of Corollary 3.2. Thanks to Theorem 3.1 it is enough to prove that, if HN+1v,t is stable
and v has two non-null components vk, vj, then either |vk| = |vj | (that is v ∈ VN+1), or µ is
Gaussian. Thanks to condition (3.4) we have
ψ′′(x) = ψ′′
(
τ − αix
)
, for i = k, j,
for every x ∈ R. If |αk| = 1, that is v ∈ V±N , then by Theorem 3.1 conditions (iii) and (ii) follow.
On the other hand let us assume |αk| = | vkvj | 6= 1 (by a change of variables we may assume
|αk| < 1). Iterating this relation, we get
ψ′′(x) = ψ′′
(
τ
n∑
i=0
(−1)iαik − αn+1k x
)
,
and, considering the limit as n tends to infinity, it follows that ψ′′ is constant and hence µ is
Gaussian. 
3.3. Stability of half-spaces. Let us now study the stability of half-spaces for the N -fold
product measures τN . Since stationarity is a necessary condition for stability, we only have to
analyse the cases which are mentioned in Corollary 3.2. In particular we focus on the analysis
to the case of log-concave measures.
We are going to prove that stability is strictly related to Poincare´ type inequalities. In
particular in Theorem 3.4 we prove that the coordinate half space {xN < t} is stable for the
N -product measure µN if −ψ′′(t) ≤ λµ where dµ(x) = eψ(x)dx. Moreover in Theorem 3.8 the
non-coordinate case is treated. TheN -dimensional problem in fact reduced to the 3-dimensional
case and this follows by the tensorization of Poincare´ inequalities with weights.
We split the analysis in the two cases, which are treated in Section 3.4 and in Section 3.5
respectively.
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3.4. Stability of coordinate half-spaces.
Theorem 3.4. Let µ be a probability measure in R, with support the whole real line: dµ(t) =
eψ(t)dt, t ∈ R, with ψ ∈ C2(R) and let eφ(x) be the density of its (N + 1)-dimensional product
measure. Denote by λµ the spectral gap of µ. For t ∈ R, let
HN+1t =
{
x ∈ RN+1 : xN+1 < t
}
.
The half space HN+1t is stable if and only if −ψ′′(t) ≤ λµ.
Proof. By condition (3.2), stability of HN+1t is equivalent to Qψ(u) ≥ 0, for each function
u ∈ C∞0 (RN ) such that
(3.5)
∫
RN
u(x1, ..., xN , t) dµ
N (x1, ..., xN ) = 0,
where
Qψ(u) =
∫
RN
(
|Du(x1, ..., xN , t)|2 + u2(x1, ..., xN , t)ψ′′(t)
)
f(x1) · ... · f(xN)f(t) dx1 · · · dxN .
Hence H is stable if and only if for every function u ∈ C∞0 (RN ) satisfying (3.5), it holds∫
RN
|Du|2dµN ≥ −ψ′′(t)
∫
RN
u2dµN .
Notice that this is a Poincare´ inequality, hence it holds if and only if −ψ′′(t) ≤ λµN , and
consequently, by the tensorization property of the Poincare´ inequality, if and only if −ψ′′(t) ≤
λµ. 
Notice that previous result is trivial in the case of Gaussian measures. Indeed in that case
each half space is isoperimetric and hence stable. Moreover the reverse holds true: a symmetric
probability measure µ such that all coordinate half-spaces are isoperimetric regions for µN is
necessarily Gaussian (see [9, 14, 20]). We show next that the stability of all coordinate half-
spaces also characterizes Gaussian measures.
Theorem 3.5. Let µ be a probability measure on R, with dµ(x) = e−v(x) dx, v ∈ C2(R).
Consider its product measure µN , N ≥ 2. If for every t ∈ R the coordinate half-space
Ht =
{
x ∈ RN : xN < t
}
,
is stable for µN , then v is quadratic, that is µ is Gaussian.
Proof. Let us point out that necessarily supx∈R v′′(x) > 0, as otherwise −v would be a convex
function and hence e−v could not be a probability density on R.
Let us now consider the stability conditions for the coordinate half space Ht. By (3.2), Ht is
stable if and only if for every u ∈ C∞0 (RN−1) such that
∫
RN−1 u dµ
N−1 = 0 we have
v′′(t)
∫
RN−1
u2 dµN−1 ≤
∫
RN−1
|Du|2 dµN−1.
In particular it holds ∫
RN−1
u2 dµN−1 ≤ 1
sup v′′
∫
RN−1
|Du|2 dµN−1.
Using a density argument, we can apply the previous inequality to the one-variable function
u(x) = x, seen as a function of (N − 1) variables, and we get
(3.6)
∫
R
x2 dµ ≤ 1
sup v′′
.
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Using this last estimate, together with two integrations by parts and Ho¨lder’s inequality, we get
1 =
∫
R
xv′e−v dx ≤
(∫
R
x2 dµ
) 1
2
(∫
R
v′2 dµ
) 1
2
≤ 1
(sup v′′)
1
2
(∫
R
v′2 dµ
) 1
2
=
1
(sup v′′)
1
2
(∫
R
v′′ dµ
) 1
2
,
which gives
sup v′′ ≤
∫
R
v′′ dµ,
and hence, thanks to the regularity of v′′, v′′ ≡ sup v′′. Therefore v′′ is constant that is µ is
Gaussian. 
Remark 3.6. The above argument actually shows that (provided v′′ is µ-integrable),
λµ ≤
∫
R
v′′(x) dµ(x).
This is a well-known fact, for which we have given a naive proof for sake of completeness. The
conceptual proof consists in using the fact, related to the so-called L2-method of Ho¨rmander,
that λµ is also the biggest constant such that for all u,
λµ
∫
R
u′2(x)dµ(x) ≤
∫
R
(
u′′2(x) + v′′(x)u′2(x)
)
dµ(x).
It is then clear that
(3.7) inf v′′ ≤ λµ ≤
∫
R
v′′(x) dµ(x),
where the upper bound follows from approximations of u(x) = x.
The previous result can be used to establish the existence of stable coordinate half-spaces for
a measure dµ(x) = e−v(x)dx with v ∈ C2(R). More precisely the following holds.
Proposition 3.7. Let µ be a probability measure on R with density e−v(x), v ∈ C2(R), and
consider its product measure µN+1. There exists at least a real number t such that the coordinate
half-space Ht = {xN+1 ≤ t} is stable for the measure µN+1.
Proof. As shown in Theorem 3.4 a sufficient condition for the stability of Ht is v
′′(t) ≤ λµ, where
λµ is the best constant in the Poincare´ inequality and hence it is well defined and non-negative.
We want to show that inequality (3.7) implies the existence of at least on stable coordinate
half-space.
Notice that this is obvious in the case infx∈R v′′(x) < 0; hence we may assume inf v′′ ≥ 0 that
is, µ log-concave. Consequently λµ > 0 (see [7]) whence the case inf v
′′ = 0 follows immediately.
Finally we assume
(3.8) inf
x∈R
v′′(x) = c > 0.
Moreover by (3.7) we may assume λµ = inf v
′′, as the case inf v′′ < λµ trivially implies the
assert of the proposition. In other words we have
(3.9) inf v′′ = inf
u∈W1,2µ (R)∫
R
udµ=0
∫
R
u′2 dµ∫
R
u2dµ
= c > 0,
and we are going to show that this latter case occurs only for the Gaussian measure. We first
notice that the infimum in (3.9) is attained at some function u (Indeed thanks to (3.8) and the
Bakry-Emery criterion [1], µ satisfies a logarithmic Sobolev inequality. Hence the work of Wang
[25] ensures that the operator L defined by Lf = f ′′ − v′f ′ has an empty essential spectrum.
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It follows easily that it has a pure point spectrum and one my choose u as an eigenfunction for
the first non-zero eigenvalue of −L ). Consequently
inf v′′ =
∫
R
u′2 dµ∫
R
u2dµ
≥
inf v′′
∫
R
u′2
v′′
dµ∫
R
u2dµ
≥ inf v′′,
where the last inequality follows from the Brascamp-Lieb inequality (2.2). This entails
(3.10)
∫
R
u′2dµ = inf v′′
∫
R
u′2
v′′
dµ.
We claim that
µ({x ∈ R : u′(x) = 0}) = 0,
which implies, by (3.10), v′′(x) = inf v′′ µ-almost everywhere and then, by the regularity of v,
that v′′ is constant, that is the measure µ is Gaussian.
Indeed, let us define a, b ∈ R ∪ {±∞} as
a = inf{x ∈ R : u′(x) = 0}, b = sup{x ∈ R : u′(x) = 0},
and let {ak}, {bk} be approximating sequences such that ak converges to a and bk converges
to b as k tends to infinity, with u′(ak) = u′(bk) = 0 for every k ∈ N. By classical results for
Sturm-Liouville problems (see [19]), applied to the Euler-Lagrange equation associated to the
minimum Problem (3.9), the set {x ∈ R : u(x) = 0} ∩ (ak, bk), is finite for every k ∈ N. This
implies in particular that Uk = {x ∈ R : u′(x) = 0} ∩ (ak, bk) has zero measure, with respect
to µ, for every k. Indeed, we show that Uk only has a finite number of accumulation points.
Assume Uk admits an accumulation point x¯, then u
′(x¯) = 0 and u′′(x¯) = 0, since we can choose
a sequence xk ∈ Uk, with xk → x¯, and it holds
u′(x¯)− u′(xk)
x¯− xk = 0, for every k ∈ N.
By the Euler-Lagrange equation this implies that also u(x¯) = 0 and hence Uk has only a finite
number of accumulation points, for every k ∈ N. This shows in particular that each Uk has zero
µ-measure which gives µ({u′ = 0}) = 0. 
3.5. Stability of non-coordinate half-spaces.
Theorem 3.8. Let µ be an even log-concave measure in R, with support the whole real line:
dµ(t) = eψ(t)dt, t ∈ R, with ψ ∈ C2(R), ψ′′ < 0 in R, and let eφ(x) be the density of its (N +1)-
dimensional product measure. Moreover, denote by λµ the spectral gap of µ. For v ∈ SN and
t ∈ R, let
HN+1v,t =
{
x ∈ RN+1 : 〈x, v〉 < t} =
{
x ∈ RN+1 :
N+1∑
i=1
xivi < t
}
.
If µ is not Gaussian and v 6∈ VN , then HN+1v,t is not stable.
For v ∈ VN , the half space HN+1v,t is stable if and only if so is H3v,t. Moreover if H3v,t is stable,
then so is H2v,t.
Proof. Notice that, as stationarity is a necessary condition for stability, by Theorem 3.1 we have
that HN+1v,t can be stable only if v ∈ VN .
By condition (3.2), stability of HN+1v,t is equivalent to
(3.11) Qψ(u) =
∫
∂HN+1v,t
(|Du|2 + u2〈D2φ v; v〉)) f dx ≥ 0,
for every function u ∈ C∞0 (∂HN+1v,t ) such that
(3.12)
∫
∂HN+1v,t
u f dx = 0,
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where f = eφ(x) is the density of µN+1, that is f (x1, ..., xN ) = f(x1) · · · f(xN+1). By definition
of product measure, D2φ(x)ij = δijψ
′′(xi), for every x = (x1, ..., xN+1) ∈ RN+1.
We define τ =
√
2t and α = vN/vN+1; hence α ∈ {±1}. By the symmetry of µ, it is enough
to prove the statement for the half-spaces HN+1
v˜,t and H
3
v˜,t with v˜ either in V
+
N (corresponding to
α = 1) or in V−N (case α = −1). We are going to show that the (N +1) dimensional problem is
equivalent to the case (N + 1) = 3. In order to apply condition (3.11) we choose the following
volume preserving parametrization of ∂HN+1v,t . Let p : R
N → RN+1 be defined as
p(x1, ..., xN ) = (x1, ...,
xN√
2
, τ − αxN√
2
);
hence p(RN ) = ∂HN+1v,t and ∣∣∣∣ ∂p∂x1 ∧ ... ∧
∂p
∂xN
∣∣∣∣ ≡ 1.
Then by (3.11),(3.12), HN+1
v˜,0 is stable if and only if
(3.13)
∫
RN
(
|Du(x1, ..., xN )|2 + u2(x1, ..., xN )ψ′′(xN/
√
2)
)
h (x1, ..., xN ) dx ≥ 0,
for every function u(x) = u(x1, ..., xN ) ∈ C∞0 (RN ), such that∫
RN
u(x)h (x1, ..., xN ) dx1...dxN = 0,
where
h (x1, ..., xN ) = f(x1) · · · f(xN−1) f(xN/
√
2) f(τ − αxN/
√
2).
Define the measure dµα(x) = f(τ − αx/
√
2)dx. The previous stability condition reads as
a Poincare´ type inequality for the product measure dµN−1(x1, ..., xN−1) · dµα(xN ) with the
additional weight (−ψ′′(xN/
√
2)). More precisely HN+1
v˜,t is stable if and only if∫
RN
u(x, y) dµN−1(x1, ..., xN−1)dµα(y) = 0,
implies ∫
RN
|Du(x, y)|2 dµN−1(x)dµα(y) ≥
∫
RN
u2(x)
(− ψ′′(y/√2))dµN−1(x)dµα(y).
In the case N − 1 ≥ 1 this is condition (PΘ) of Theorem 2.1, applied to the measures µN−1, µα
with weight Θ(y) = (−ψ′′(y/√2)). Therefore for N + 1 ≥ 3 the stability of HN+1
v˜,t is equivalent
to (PΘ) and hence, by Theorem 2.1, it is also equivalent to the following: for every v ∈ C∞0 (R)∫
R
v(y)dµα(y) = 0 implies
∫
R
v′2(y)dµα(y) ≥
∫
R
v2(y)(−ψ′′(y/
√
2))dµα(y)(3.14)
and
∫
R
v2(y)(−ψ′′(y/
√
2))dµα ≤ λµα
∫
R
v2(y)dµα(y) +
∫
R
v′2(y)dµα(y).(3.15)
Hence, as conditions (3.14) and (3.15) do not depend on N , the first assertion is proved.
Let us now analyse the case N + 1 = 2. The 2-dimensional half-space {x1 + αx2 ≤ τ} is
stable for µ2 if and only if∫ +∞
−∞
v2(y)(−ψ′′(y/
√
2))dµα(y) ≤
∫ +∞
−∞
v′2(y)dµα(y),
for every function v such that
∫ +∞
−∞ v(y)dµα(y) = 0, that is condition (3.14), and hence the
theorem is proved. 
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4. Examples
In this section, we analyse the stability of hyperplanes for three classes of examples, showing
that in the classification given in the previous sections all possibilities may occur. For the first
set of examples, the only stable half-spaces are coordinate half-spaces. The second example is
given by the logistic distribution; in this case the only non-coordinate stable hyperplanes are
bisector lines in two dimensions. As this specific example enjoys many remarkable properties,
we are able to push the study a bit further. Eventually, we give a third set of examples: namely
non-Gaussian measures for which stable non-coordinate hyperplanes exist in any dimensions.
4.1. Measures with no non-coordinate stable half-spaces. Let us consider a non-Gaussian
probability measure on the real line dµ(t) = eψ(t)dt where ψ is twice continuously differentiable.
For simplicity we will also assume that ψ and ψ′′ are even and have no other point of symmetry
that 0 (in particular ψ′′ is not periodic). This ensures that the only non-coordinate stationary
hyperplanes for µ2 contain the origin and are orthogonal to a vector in V1. Consider the measure
dν(t) = e2ψ(t/
√
2)dt = e−ϕ(t)dt.
The stability of the bisector lines x1 = ±x2 for ν is equivalent to the following functional
inequality: for all u : R→ R with ∫
R
u dν = 0,
(4.1)
∫
R
u2(x)ϕ′′(x) dν(x) ≤
∫
R
u′2(x)dν(x).
Note that when ψ is convex, i.e. µ is a log-concave probability measure, then ν is also a
finite log-concave measure and Brascamp and Lieb inequality (2.2) assures that for all functions
u : R→ R with ∫
R
u(x) dν(x) = 0,
(4.2)
∫
R
u2(x)dν(x) ≤
∫
R
u′2(x)
ϕ′′(x)
dν(x).
Despite of the striking similarity between (4.1) and (4.2), the former may be false for log-
concave finite measures. This is easily seen with power type potentials dνp(x) = e
−|x|pdx for
p > 2. Indeed the function u(x) = x ∈W1,2νp (R) does not satisfy inequality (4.1) for the measure
µ = νp. More precisely the following holds.
Proposition 4.1. Consider the measure νp with dνp(x) = e
−|x|pdx, p > 2, and let νNp be its N -
dimensional product measure. Each possible stable half-space for νNp is necessarily a coordinate
one.
Proof. Notice that, thanks to Theorem 3.1 the only possible stable non-coordinate half-space
is HNv,0 with v ∈ V±N . We are going to show that H2v,0 = {x1 ± x2 ≤ 0} is not stable and
hence by Theorem 3.8 the conclusion of the proposition follows. By the stability conditions
(3.13), we have that H2v,0 is stable for ν
2
p if and only if for every function u ∈ W1,2νp (R) such
that
∫
R
u(x)dνp(x) = 0, inequality (4.1) holds, where −ϕ(x) = 2−
p−2
2 |x|p. Consider u(x) = x ∈
W1,2νp (R); as it is an odd function it has zero mean with respect to the measure νp. Moreover it
does not satisfy inequality (4.1) since we have
2−
p−2
2
∫
R
u2 (|x|p)′′e−
2√
2
p |x|pdx−
∫
R
u′2 e−
2√
2
p |x|pdx = 2
3
22
− 1
p (p− 2) Γ
(1
p
)
> 0,
where Γ(·) indicates the Gamma function. Hence for the measure ν2p , with p > 2, there is
no non-coordinate half-space which is stable and the same happens for the N -fold tensorized
measure νNp by Theorem 3.8. 
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4.2. The logistic measure. Let us denote by µ the logistic measure on R, dµ(x) = f(x) dx =
e−V (x)dx, where
f(x) =
ex
(1 + ex)2
, x ∈ R.
The logistic measure is a symmetric log-concave measure with exponential tails, moreover
V ′′(x) = 2f(x) > 0 for every x ∈ R, with inf V ′′ = 0. We are going to prove that µ satis-
fies inequality (1.2), finding an explicit value for the constant Cµ. Moreover we will show that
the N -times product µN has stable non-coordinate half-spaces only in dimension 2.
4.2.1. Spectral gap of the logistic measure.
Proposition 4.2. The best constant in the Poincare´ inequality (2.1) for the logistic measure
on R is
λµ =
1
4
·
Proof. In order to compute λµ, we will first show that λµ ≥ 14 , and then show that equality
holds using an approximation method.
Since Var(u+ c) = Var(u) for all real constants c and Var(u) ≤ ‖u‖L2
µ
, we have
λµ = inf
u∈W1,2µ (R)
∫
R
u′2(x)dµ(x)
Var(u)
= inf
u∈W1,2µ (R)
u(0)=0
∫
R
u′2(x)dµ(x)
Var(u)
(4.3)
≥ inf
u∈W1,2µ (R)
u(0)=0
∫
R
u′2(x)dµ(x)∫
R
u2(x)dµ(x)
.
Notice that
inf
u∈W1,2µ (R)
u(0)=0
∫
R
u′2(x)dµ(x)∫
R
u2(x)dµ(x)
= inf
u∈W1,2µ (R)
u(0)=0
lim
b→∞
∫ b
−b u
′2(x)dµ(x)∫ b
−b u
2(x)dµ(x)
.
Hence to prove that λµ ≥ 14 it is sufficient to show that
λb0 = inf
u∈W1,2µ ([−b,b])
u(0)=0
∫ b
−b u
′2(x)dµ(x)∫ b
−b u
2(x)dµ(x)
≥ 1
4
,
for every b ∈ R. Let us denote by J(v) the functional defined on W b = {u ∈W1,2
µ
([−b, b]), u(0) =
0, u 6≡ 0}:
J(u) =
∫ b
−b u
′2(x)dµ(x)∫ b
−b u
2(x)dµ(x)
;
since J(u) = J(|u|), we may assume u ≥ 0. For every b ∈ R the density f of µ is bounded from
above and below in [−b, b] by two positive constants, so that we can apply standard arguments
of compactness and lower semi-continuity in Sobolev spaces, and obtain the existence of a
minimum for J in W b. Let u be a minimizing function, i.e. u ∈ W b, and J(u) = λb0. We can
now deduce the Euler equation for the above minimum problem and we obtain that u solves
the following
(4.4)


u′′(x)− V ′(x)u′(x) = −λb0u(x), x ∈ [−b, b]
u(0) = 0
u′(±b) = 0,
where V ′(x) = tanh(x/2). Since V ′ is odd, without loss of generality we may assume that u
is even and hence we reduce the study of (4.4) to the interval [0, b] (indeed, for each function
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u solving (4.4), u(x) + u(−x) is again a solution). Moreover, problem (4.4) can be seen as the
Sturm-Liouville eigenvalues problem
(4.5)


w′′(x) +
(
1
2 cosh2(x
2
)
+ λ− 14
)
w(x) = 0, x ∈ [0, b]
w(0) = 0
w′(b) + 12 tanh(
b
2 )w(b) = 0,
corresponding to the eigenvalue λ = λb0, via the transformation w(x) =
u(x)
cosh(x
2
) . It is known
that there exist countably many values of λ such that (4.5) has a (non trivial) solution. In
particular λb0 is the smallest positive one, and hence we may assume w to be positive in (0, b)
(see for example [19]) which implies the positivity of u in (0, b) too.
Notice that sinh(x2 ) solves the equation in (4.4) with λ
b
0 =
1
4 , but it does not belong to
W1,2
µ
(R), and hence it can not be a solution of the problem in the whole R. However, using
an heuristic argument, it can give an idea of the behaviour of the possible eigenvalues. In
fact, roughly speaking, an eigenfunction has as much oscillations, as bigger is its corresponding
eigenvalue (see again [19]); hence, since sinh(x/2) does not oscillate at all in (0,+∞), its corre-
sponding constant 14 can be seen as a lower bound for the possible eigenvalues. Hence we can
expect λb0 ≥ 14 .
More precisely, let us consider the Wronskian determinant of u and sinh(x/2):
W(x) = u′(x) sinh(x/2) − 1
2
u(x) cosh(x/2).
It solves the following differential equation,
W′(x) =W(x) tanh(x/2) +
(1
4
− λb0
)
u(x) sinh(x/2),
with W(0) = 0. Hence
W(x) = (
1
4
− λbk) cosh(x/2)
(∫ x
0
u(y) tanh(y/2) dy
)
,
and its sign depends only on the sign of (14 − λb0). As W(b) < 0, we must have 14 − λb0 ≤ 0.
Hence λb0 ≥ 14 , which implies λµ ≥ 14 .
In order to complete the proof we show that 14 is in fact the infimum of (4.3). Indeed, consider
the sequence
uε(x) = sinh
(x
2
(1− ε)
)
;
notice that uε ∈ W1,2µ (R) for every ε > 0. Moreover, J(uε) (for b = ∞) converges to 14 , as ε
tends to zero, as
‖u′ε‖2L2
µ
(R) =
(1− ε)2
4
(
1 + ‖uε‖2L2
µ
(R)
)
.

Remark 4.3. Notice that equality in the Poincare´ inequality can not hold, that is, 14 is not
a minimum of J on R. Indeed, if there exists a function v for which equality holds in (2.1)
with τ = µ, λ = 14 , then v would be a solution of the differential equation in (4.4) on R with
λb0 =
1
4) and v(0) = 0. But this implies that v is a non zero multiple of sinh(x/2) in R and
hence v 6∈ L2µ(R).
4.2.2. Dimension-free isoperimetric inequalities for µ. Since µ has a log-concave density, a
result of Bobkov [6] ensures that half-lines solve the isoperimetric problem for the logistic
measure. Moreover its distribution function F (x) := Fµ(x) = e
x/(1 + ex) verifies a differential
equation of the logistic type: F ′ = F (1− F ). It follows that for all t ∈ [0, 1],
Iµ(t) = t(1− t).
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The starting point to prove a dimension-free isoperimetric inequality for the logistic mea-
sure is the following result, which originates from the paper [15] but incorporates a numerical
improvement given in [22] (see also the proof of Theorem 19 in [3]).
Theorem 4.4. Let τ be a probability measure on RN , with dτ(x) = e−V (x) dx, V ∈ C2(RN )
and D2V ≥ 0 on RN . For any Borel set A ⊆ RN one has
(4.6) τ+(∂A) ≥
√
λτ C τ(A) (1− τ(A)) ,
where C = supu≥0
1−e−2u
2
√
u
> 0, 45125.
Notice that (4.6) can also be formulated as
Iτ (t) ≥
√
λτ C t (1− t) =
√
λτ C Iµ(t);
this may be readily applied to the powers of the logistic distribution.
Theorem 4.5. Let µ be the logistic measure on R. For every N ≥ 1 and every t ∈ [0, 1] it
holds
(4.7) IµN (t) ≥
C
2
Iµ(t),
where C is the constant in (4.6).
Proof. A direct application of Theorem 4.4 yields
IµN ≥
√
λµN C Iµ.
The tensorization property of the Poincare´ inequality, λµN = λµ, and Proposition 4.2 guarantee
that λµ =
1
4 , which gives the claim. 
Recall the notation Iµ∞(t) = infN IµN (t). This so-called infinite dimensional isoperimetric
function is not easily estimated. We have proved so far that
Iµ ≥ Iµ∞ ≥ C
2
Iµ.
A similar estimate is given in [8] for the symmetric exponential distribution instead of µ,
and with the constant 1
2
√
6
instead of C2 . Observe that
C
2 >
1
2
√
6
. The upper-bound on the
infinite dimensional isoperimetric profile can be estimated thanks to the following well-known
observation.
Proposition 4.6. Let µ be a probability measure on R having a density (with respect to the
Lebesgue measure) and finite third moment. Let γ be the standard Gaussian measure on R. Let
σ2 = Varµ(x). Then for every t ∈ [0, 1] it holds
(4.8) Iµ∞(t) ≤ 1
σ
Iγ(t).
Proof. Notice that, since the isoperimetric function is invariant with respect to translations
of the measure, without loss of generality, we may assume
∫
x dµ(x) = 0. For any random
variable X with law µ and density fX , we denote by FX its distribution function (that is
FX(t) = µ(X ≤ t)). On the probability space (RN , µN ) the coordinate functions X1, ...,XN can
be viewed as independent random variables with common law µ. Define
ZN =
N∑
i=1
Xi√
N
.
Let us indicate by Hy the half plane
Hy =
{
x ∈ RN |
N∑
i=1
xi√
N
≤ y
}
.
We have µN (Hy) = FZN (y) and hence µ
+(∂Hy) = fZN (y).
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Fix t ∈ [0, 1]; for every N ≥ 1 consider yN such that µN (HyN ) = t. Hence for every N ≥ 1 it
holds
IµN (t) ≤ µN
+
(∂HyN ) = fZN (yN ).
By the Local Limit Theorem for densities (see [21])and the Berry-Esseen inequality (see [12]),
|fZN (yN )−
1
σ
√
2pi
e−
y2
N
2σ2 | → 0,
|yN
σ
− ϕ−1(t)| → 0,
where ϕ is the distribution function of the standard Gaussian measure. Hence
fZN (yN )→
1
σ
ϕ′(ϕ−1(t)).
As a conclusion, recalling inequality (1.1) it holds:
Iµ∞(y) = inf
N
IµN (y) ≤
1
σ
ϕ′(ϕ−1(y)) =
1
σ
Iγ(y).

Eventually we get, for all t ∈ [0, 1],
min
{
Iµ(t),
√
3
pi
Iγ(t)
}
≥ Iµ∞(t) ≥ C
2
Iµ(t),
where the upper bound is slightly better than Iµ ≥ Iµ∞ , which consists essentially in testing
the isoperimetric inequality on coordinate half-spaces. Notice that inequality (4.8) comes out of
evaluating the boundary measure of specific half-spaces in large dimension. Getting better upper
estimates on Iµ∞ requires better test sets for which one can compute the measure and estimate
the boundary measure. A natural candidate would be the stable half-planes (see Section 4.2.3)
H = {(x1, x2) ∈ R2 : x1 ≤ x2}; unfortunately, since µ2+(H) =
√
2
6 >
√
3
pi Iγ(1/2), it does not
give a better result.
0 1
√
3
pi
Iγ(t)
Iµ(t)
C
2
Iµ(t)
Figure 1. The region where Iµ∞ lives
4.2.3. Stationarity and stability of half-spaces for the logistic measure. As corollaries of Theorem
3.1 and Theorem 3.4, Theorem 3.8 we can give a description of half-spaces which are stationary
and stable for the logistic measure, respectively. Consider the half-space HN+1v,t = {x ∈ RN+1 :
〈x; v〉 < t}; the following holds.
Proposition 4.7. The half-space HN+1v,t is stationary for the logistic measure if and only if it
is either a coordinate half-spaces or v ∈ VN and t = 0.
The proof immediately follows by Theorem 3.1.
Theorem 4.8. A coordinate half-space HN+1t is stable if |t| ≥ 2 log(2+
√
3). A non-coordinate
half-space HN+1v,t is stable if and only if N + 1 = 2, t = 0 and v ∈ VN .
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Proof. The coordinate case immediately follows by Theorem 3.4 and Proposition 4.2.
Let us consider the non coordinate case; as stationarity is a necessary condition for stability,
the only choice is HN+1v,0 with v ∈ VN . In particular, by the symmetry of the measure and
Theorem 3.8, it is enough to show that HN+1
v˜,0 satisfies (3.14) and not (3.15), so that it is stable
for N + 1 = 2 but it is not for N + 1 ≥ 3.
The planar case N + 1 = 2. By definition (and some changes of variables) the half-space
H = H2v,0 is stable for µ
2 if and only if
(4.9)
∫
R
u2(x)(−ψ′′(x))e2ψ(x) dx ≤ 1
2
∫
R
u′2(x)e2ψ(x) dx,
for each u ∈ C∞0 (R) such that
(4.10)
∫
R
u(x)e2ψ(x) dx = 0.
Notice that, since ψ′′(x) = −2f(x), we have D2φ(x1, x2) = −2δijf(xi), and condition (4.9)
becomes ∫
R
4u2(x)f3(x) dx ≤
∫
R
u′2(x)f2(x) dx.
Again we reduce the problem to compact intervals Q1(k) = [−k, k]. Notice that, thanks to
Proposition 4.9, we are allowed to replace the zero mean condition (4.10) with the assumption
that u is odd. Hence we define
(4.11) λ
2
k = inf
{∫
Q1(k)
u′2f2 : u ∈ C∞0 (Q1(k)),
∫
Q1(k)
u2f3 = 1, u is odd
}
,
and the stability condition for HNv˜,0 follows if we prove
(4.12) λ
2
k ≥ 4.
Notice (4.9) is of the same type as the Brascamp and Lieb inequality (2.2), with the weight
function on the opposite side. The idea is then to find an appropriate probability measure e−g
such that the weight can be, in some sense, reversed. Consider
dτ(x) = 30f3(x)dx = 30e−g(x)dx,
where g(x) = 3 ln( (1+e
x)2
ex ). Hence g
′′(x) = 3 2e
x
(1+ex)2
= 6f(x) and then(2.2) gives that for every
u ∈ C1, u odd and Varτ (u) <∞ it holds:∫
R
u2(x) f3(x) dx ≤ 1
6
∫
R
u′2(x)
1
f(x)
f3(x) dx.
This implies that for every compact interval Q1(k) ⊆ R and for every odd function u ∈
C∞0 (Q
1(k)), ∫
Q1(k) u
′2(x)f2(x) dx∫
Q1(k) u
2(x)f3(x) dx
≥ 6,
which entails λ
2
k ≥ 6, for every k ∈ R and hence (4.12) holds.
The N + 1 dimensional case, N + 1 ≥ 3. We are going to show that (3.15) does not hold.
Indeed, recall that dµ(x) = f(x)dx = e−V (x)dx, with V (x) > 1; using Remark 3.6 we get
(4.13) λµ ≤
∫
R
V ′′(x)dµ(x)∫
R
dµ(x)
.
Assume (3.15) holds true; it follows
λµ ≥
∫
R
V ′′(x/
√
2)f2(x/
√
2) dx∫
R
f2(x/
√
2) dx
=
∫
R
V ′′(x)f2(x) dx∫
R
f2(x) dx
.
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Hence by (4.13) we obtain ∫
R
V ′′(x)f2(x) dx∫
R
f2(x) dx
≤
∫
R
V ′′(x)f(x) dx∫
R
f(x) dx
,
which gives, recalling that for the logistic V ′′(x) = 2f(x),∫
R
f(x) dx
∫
R
f3(x) dx ≤
(∫
R
f2(x) dx
)2
.
Notice that this latter does not hold true by Ho¨lder inequality (consider the functions f3/2, f1/2;
as they are not proportional the strict sign in Ho¨lder’s inequality holds), hence HMv,0 is not stable
for any M ≥ 3. 
The next result asserts that in the stability condition (4.9) we can replace the zero mean
assumption (4.10) considering the class of odd functions.
Proposition 4.9. There exists a solution to the Euler-Lagrange equation for the minimum
problem
inf
{∫
Q1(k)
u′2f2 : u ∈ C∞0 (Q1(k)),
∫
Q1(k)
u2f3 = 1,
∫
Q1(k)
uf2 = 0
}
,
which is odd.
Proof. Consider the Euler-Lagrange equation for (4.11):
(4.14)
{
(u′f2)′ + λu(−ψ′′)f2 = 0
u′(±k) = 0,
and perform the following change of variable
dt =
dy
h(y)
, that is t =
∫ y
0
1
h(s)
ds,
where y = y(t). Hence,
d
dy
=
1
h(y(t))
d
dt
,
and Problem (4.14) becomes
(4.15)


1
h
(
ut
f2
h
)
t
+ λu(−ψ′′)f2 = 0
ut(±k˜) = 0,
where k˜ =
∫ k
0
1
h(s) ds. Choosing h(y) =
1
f2(−ψ′′) , we get(
ut
f2
h
)
t
+ λu = 0,
which is, together with the boundary conditions, a Sturm-Liouville problem of the type consid-
ered in [19].
Notice that, as h(y) > 0, problem (4.15) is equivalent to problem (4.14). By Theorem 4.1 in
[19], we have that the first eigenfunction u
(
y(t)
)
, corresponding to the first eigenvalue λ = λ
2
k,
has a unique zero in (−k˜, k˜). This implies that u(y) has a unique zero in (−k, k).
Consider again problem (4.14); notice that w(y) = u(y) − u(−y) solve it. Moreover, thanks
to condition (4.10), u has zero mean in (−k, k) (w.r.t. the measure f2(y) dy), and, as noticed
above, it has a unique zero in (−k, k). This implies that u can not be even, and hence w is not
constant null in (−k, k). We can then assume the solution u to be odd. 
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4.3. Perturbations of Gaussian measures. In this part we present heuristic evidence for
the existence of non-Gaussian probability distributions for which non-coordinate hyperplanes
are stable for their product measures in any dimension. The tools of perturbation theory would
certainly allow to turn the following sketch into a rigorous argument.
Since for the standard Gaussian measure all hyperplanes are stable, it is natural to look for
perturbations of it. We look for a measure dτ = e−v(x)dx on R such that conditions (1) and
(2) in Theorem 2.1 hold for dτ , dν(x) = e−2v(x/
√
2), Θ(x) = v′′(x/
√
2). According to the results
of the previous sections, this is equivalent to construct a measure τ such that the half-space
through the origin, orthogonal to (0, ..., 0,±1/√2,±1/√2) is (stationary and) stable for τN+1
for every (N +1) ≥ 3. As we said, we choose τ = τε as a perturbation of the Gaussian measure,
i.e.
dτε = e
−(x2
2
+εψ(x))dx = e−vε(x)dx,
where ψ ∈ C∞0 (R) will be suitably determined later on. In order to preserve symmetry, we
choose ψ even. As ψ has compact support, for sufficiently large x, τε coincides with the (not
normalized) Gaussian measure for every ε > 0 and hence it satisfies an isoperimetric inequality
of the type (1.2). Moreover, up to normalization, τ0 coincides with the Gaussian measure. For
ε > 0 let us define:
λ(ε) = inf
{∫
R
u′2(x)dτε(x)∫
R
u2(x)dτε(x)
:
∫
R
udτε = 0, u ∈W1,2τε (R)
}
,(4.16)
k(ε) = inf
{ ∫
R
u′2(x)dνε(x)∫
R
u2(x)v′′ε (
x√
2
)dνε(x)
:
∫
R
udνε = 0, u ∈W1,2τε (R)
}
,(4.17)
a(ε) = sup
{∫
R
u2(y)v′′ε (
y√
2
)dνε(y)−
∫
R
u′2(y)dνε(y)∫
R
u2(y)dνε(y)
: u ∈W1,2τε (R), u 6≡ 0
}
,(4.18)
where vε(x) =
x2
2 + εψ(x), dνε(x) = e
−2vε(x/
√
2). Here we assume, in particular, that ε > 0 is
sufficiently small so that v′′ε > 0 in R (recall that ψ has compact support). Moreover we assume
the infima and supremum in (4.16)-(4.18) to be achieved and that the following derivatives
exist:
λ˙ =
d
dε
λ(ε)|ε=0, k˙ = d
dε
k(ε)|ε=0, a˙ = d
dε
a(ε)|ε=0.
Note that λ(0) is the spectral gap of the Gaussian measure, hence λ(0) = 1. Analogously
k(0) = 1. For a(0) we have
a(0) = sup
{
1−
∫
R
u′2dν0∫
R
u2dν0
: u ∈W1,2τε (R), u 6≡ 0
}
= 1.
As a first consequence, if k˙ > 0 then condition (1) in Theorem 2.1 is verified for ε > 0 small
enough. If moreover λ˙ > a˙, then condition (2) also hold for sufficiently small ε > 0. In what
follow we compute λ˙, k˙ and a˙ in order to find a function ψ ∈ C∞0 (R) such that
k˙ > 0, λ˙ > a˙.
We start with the analysis of λ˙; the corresponding calculations for k˙, a˙ are analogous and we
omit them.
The Euler-Lagrange equation of the minimum problem (4.16) is
u′′ε − (x+ εψ′)u′ε + λ(ε)uε = 0,
verified by a minimizer uε. We differentiate it with respect to ε the equation at ε = 0, writing
u for u0, λ for λ0 = 1 and u˙ for the derivative of u with respect to ε at ε = 0. We get
(4.19) u˙′′ − xu˙′ − ψ′u′ + λ˙u+ λu˙ = Lu˙− ψ′u′ + λ˙u+ λu˙ = 0,
19
where the operator L is defined by Lw = w′′ − xw′. Note that L is self-adjoint with respect to
τ = τ0: ∫
R
wLvdτ =
∫
R
vLwdτ, for every w, v.
Integrating equation (4.19) against udτ we get∫
R
uLu˙dτ −
∫
R
ψ′uu′dτ + λ˙
∫
R
u2dτ + λ
∫
R
uu˙dτ = 0.
On the other hand ∫
R
uLu˙dτ + λ
∫
R
uu˙dτ =
∫
R
u˙(Lu+ λu)dτ = 0,
as Lu+ λu = 0. Hence
λ˙
∫
R
u2dτ =
∫
R
ψ′uu′dτ.
We recall that u = u0 = x and we introduce the normalized Gaussian measure dγ(x) =
1√
2pi
e−x2/2 dx. We get
λ˙ =
∫
R
ψ′(x) u(x)u′(x), dγ(x) =
∫
R
ψ′
(u2
2
)′
dγ = −
∫
R
ψ L(u2/2) dγ
=
∫
R
ψ(x)(x2 − 1)dγ(x) = 1√
2pi
∫
R
ψ(x)(x2 − 1)e−x
2
2 dx.
In a similar way we can compute k˙, a˙, obtaining
k˙ = 2
∫
R
ψ(x/
√
2)(−x4 + 6x2 − 3)dγ(x) = 2√
pi
∫
R
ψ(x)(−4x4 + 12x2 − 3)e−x2dx,
a˙ = 2
∫
R
ψ(x/
√
2)(x2 − 1)dγ(x) = 2√
pi
∫
R
ψ(x)(2x2 − 1)e−x2dx.
Hence the half-space HN+1v,0 is stable for the measure τε, for ε sufficiently small, if and only if
there exists a function ψ ∈ C∞0 (R) such that∫
R
ψ(x)(−4x4 + 12x2 − 3)e−x2dx > 0,
1√
2
∫
R
ψ(x)(x2 − 1)e−x
2
2 dx > 2
∫
R
ψ(x)(2x2 − 1)e−x2dx.
As (−4x4+12x2−3)e−x2 and (x2−1)e−x
2
2 −2√2(2x2−1)e−x2 are linearly independent functions
in L2(R), there exists ψ ∈ C∞0 (R) such that previous inequalities hold, and henceHN+1v,0 is stable
for τε, for any N + 1 ≥ 2.
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