The propose of this paper is to define numerical invariants of odd-dimensional surgery obstructions, computable in a way similar to that used to compute the index and Arf invariants of even-dimensional surgery obstructions. The main result is that a system of integral congruences ("numerical invariants") suffices, modulo the projective class group, to determine whether or not an odd-dimensional surgery obstruction vanishes, when the f undumental group is a finite 2-group. In addition, the numerical invariants turn out to be Euler characteristics in certain cases of topological interest, including the existence of product formulas.
Let π be a group and Zπ its integral group ring, with the involution induced by g -> g~\ g e π. The even-dimensional surgery obstruction group L 2n (Zπ) is, roughly speaking, the Grothendieck group on isometry classes of hermitian forms over Zπ, modulo the subgroup generated by hyperbolic forms. A striking fact, discovered by C. T. C. Wall {[56, §6] ), is that the odd-dimensional surgery obstruction group. L 2n+1 (Zπ) , is (again roughly) the commutator quotient of the group of isometries of the stable hyperbolic form. An important consequence of this result is that the obvious analogy between L 2n and L 2n+1 on the one hand, and K Q and K t on the other, can be used to translate techniques from algebraic iΓ-theory to unitary Z-theory. This has been done by many authors.
In spite of this conceptual connection between L 2n and L 2n+ι , however, there remains an important difference between them. Classical invariants of quadratic forms, such as the index or Arf invariant, have been easier to compute than any known algebraic invariants of the unitary group; and, on the geometric side, the braid diagram (in [56, §6]) necessary to construct the odd-dimensional obstruction seems to contain more delicate geometric information than the intersection and self-intersection forms of the evendimensional case. The purpose of this paper is to define algebraic invariants of odd-dimensional surgery, by a procedure analogous to the one furnishing the signature of a quadratic form.
To see what is meant by this, recall the ingredients necessary for the computation of the signatures of a hermitian from over Zπ. Let π be a finite group and Rπ its real group ring. Any element of L 2n (Zπ) yields, by extension of scalars, an element of L 2n (Rπ) which is determined by its collection of classical signatures, usually called the multisignature ([56, p. 165] ). In order to compute the multisignature one needs to know, first, the matrix components of the product decomposition (0.1)
Rπ^ΐlM nt (Di) (furnished by the Wedderburn theorem) where each D t is a real division algebra (only A = R, C, or H are possible); and, second, one must understand how the involution on Rπ, induced by g -> g~x, is translated to an involution
on each of the factors in (0.1). With this information, the given element of L 2n (Rπ) is projected into each factor L 2n (M ni (D t ) ), is then translated by "Morita theory" to an element of L 2m (A), where m -n or n + 1 depending on σ if and, finally, the classical signature is evaluated if D t = C or if m is even and Di -Roτ H. The subject of this paper is the construction of invariants of L 2n+1 (Zπ) from similar, but somewhat more delicate information about Qπ, where π is a finite 2-group. This is Theorem B below. A very special case, π = Z/2, exemplifies the method. Suppose given a degree-one normal map (/, 6): (ikf It is well-known that Ll k+z {Z) = 0, so that to each linking pair (S + , φ+) and (S_, φ_) we may associate a pair (Q + , gr + ) and (Q_, g_) satisfying (0.4), (0.5).
Consider the cartesian square (pull-back diagram) of rings
Z[Z/2] -^-> Z (0.6)

Z -2-
where r 2 is reduction mod 2. In terms of this diagram, we have started with (S, φ) over Z[Z/2] and found resolutions (Q ±f g+) of (P±)*(S 9 φ) over the anti-diagonal copies of Z. A standard ("glueing") argument now shows that a resolution (Q, g) of (S, φ) can be found satisfying (p±)*(Q, 0) = (Q±, g) if and only if the mod 2 reductions are isometric:
(0.7) (r 2 )*(Q + , ff + ) s (r 2 ),(Q_, ff _) .
But, as cok (d g± ) is odd torsion, (r 2 )*(Q±, flf±) is nonsingular over F 2 , and so, possibly after a rank adjustment, (0.7) holds if and only if the Arf invariants agree:
Arf ((r 2 )*(Q + , g + )) = Arf ((r 2 )*(Q_, flr_)) .
Now a remarkable theorem of Levine ([29] ) asserts that these Arf invariants depend only on |S ± |, the number of elements in S+:
(0.8) Arf ((r 2 )*(Q ± , g±)) = 0 *=> | S ± | Ξ ±1 (mod 8) .
Putting these results together yields (0.9) PROPOSITION 
. σ(f, b) = 0 if and only if \S + \ = ±\S__\ (mod 8). (This has a more intrinsic formulation using the fact that S + \ Ξ ±|S_|~|S| -±|SU 2~! S| = ±1 (mod8).) From the observation that the map (p + , p_): Z[Z/2] -> Z x Z is the inclusion of Z[Z/2]
into a maximal Z-order (see [42] ) in Q[Z/2], one is led to generalize the construction leading to (0.9) as follows. Let π be an arbitrary finite 2-group. A theorem of J.-M. Fontaine [13] (Zπ) , but it is weaker since a large part of these groups seem inaccessible using a generalization of Levine's theorem.
One weakness of Theorem B is the assumption that K 2k+1 (f) be odd torsion. At the end of §3, a method is given for converting any unitary matrix giving σ(f, δ), to one for which K 2k+1 (f) is odd torsion. The method is easy to carry out in practice. A more serious weakness, at least as Theorem B compares to the multisignature discussion above, is that (/, b) must be highly-connected. It seems likely that, given an explicit degree-one normal map, one may complete surgery to a Z/2-homology equivalence, keeping track of the remaining odd torsion in K*{f). If this is so, then Theorem B should be generalized by replacing the numbers |S(x)^^| by an analogously defined Euler characteristic. Indeed, we will carry out this procedure to derive a simple product formula in (3.22 (Zπ) . The geometric considerations above motivated this work, but methods themselves are entirely algebraic. Here is an outline of the paper. In §1 definitions of the Witt groups are recalled, together with the localization sequence and the notion of resolution of a form; for the most part the reader is referred to [32] for details. In §2, some qualitative relations between Witt groups of UT-orders, maximal Z-order and their mod p reductions (p e Z) are studied; this leads naturally to the notion of Dickson and Arf invariants (mod 2 reductions) in (2.5). §3 begins with a statement of the theorem which describes the factors in (0.10) above and tabulates their Arf and Dickson invariants in (3.2). Assuming these results, the proof of Theorem A is given in (3.9) and that of Theorem B in (3.16) . The product formula mentioned above is proved in (3.22) . The remaining § §4-7 are devoted to proving (3.1) and (3.2). In §4, (3.1) is proved and (3.2) is reduced by Morita theory to calculations in cyclotomic extensions of Q, their subfields, and quaternion algebras over them. Finally, these latter calculations are carried out in § §5-7.
Let us very briefly compare these results to those of other authors. First G. Carlsson Notational conventions* The word "prime" will mean a prime ideal or a valuation, unless otherwise specified. A dyadic prime is one dividing the principal ideal generated by 2. A finite (infinite) prime is one which is nonarchimedean (archimedean). If p is a prime ideal in the ring R, then R p denotes completion at p f R w denotes localization, and R/p is the quotient ring. F g denotes the field of q elements. "ζ m " always denotes a primitive rath root of unity.
The symbol (a, b, c, •••> denotes the quadratic form whose matrix is diagonal, with entries a,b,c, Direct sum is denotes by " + ", unless φ is used to avoid confusion; [*] denotes bibliographical reference to *; (*) denotes reference to (*) in this paper. 1* Review of basic definitions • localization sequence, resolution of forms* (1.1) Let A be a ring-with-involution containing 1, where the involution is denoted "-": α + 6 = α + 6, ab = ba, ϊ = 1, for all a, be A. All A-modules will be right A-modules, unless otherwise specified. Let S £ A be a central multiplicative subset, S = S, containing 1 and no zero-divisors. 
for the groups Ll(Zπ) of (1.2) or [38] .
(b) A triple (P, Q, (a, 7)) is called a X-formation over A (see [32, 1.30] ) if P and Q are projective and (a, Ύ):P->Q + Q (Q = ΈLom A (Q, A)) is the inclusion of a subkernel [32, 1.13] (or sublagrangian in [38] ) into the λ-quadratic hyperbolic form on Q + Q. These are the objects underlying the groups fWl(Zπ) and L%Zπ), and (1.5) moreover, this group agrees with that of [38] .
More precisely, the following holds.
( For any ring-with-involution A, let W(A) denote the group studied in [60] , where symmetric bilinear forms are replaced by hermitian forms. Then completely analogous arguments work, under more general circumstances, to prove the following.
(1.12) PROPOSITION. With the notation of (1.10), there are natural isomorphisms
Here is a result which will be used often and is stated here for the reader's convenience. (1.14) The localization sequence. The following is a variation on Theorem (2.1) of [32] . The proof given there was for FWi (denoted op. cit. "Wi"); except at one very important point it is routine to modify to work for the groups fWi.
Namely, Sharpes normal form [46] used in [32, §5] 
(1.16) The map £f{ in (1.15) has to be discussed in detail (see [32, §3] ). Let g:B 2m
x B 2m -> B be λ-hermitian. There is a projec- , g) and L, then (L, g) (or equivalently (R, τ)) is said to be a resolution of (S, ^, α/r). (This notion is also studied in [12] , where "lifting" is used for "resolution".) ( 
1.19) PROPOSITION. With the notation above, a X-quadratic form over B/A, (S, φ, ψ), is resolvable if and only if [S, φ, ψ] e
Proof "Only if" is definition; so suppose given
Choosing an integral lattice L, it follows that there is a resolvable The following sort of result is important in Petrie's theory [37] and was also useful in [35] .
(2.3) Let A be a Z-order in the Q-algebra B. Then for any prime p, the map
Proof. Suppose a = \Z ^) e Ui n (A {p) ) is given, representing
It follows from* the normal form of [46] that after multiplying σ p (on the left and right) by matrices X +f X_, and w{, n even (see [32] for this notation), it becomes H(p), for some peGL n (A/pA) (it may also be necessary to stabilize). But each matrix of type X+, X__, or w\ can be lifted to a matrix of the same type over A {p) ; this uses the fact that S_ λ (A {p) ) -> S_ λ (A/pA) is surjective. Thus, one may assume σ has the property that a is invertible mod p; by Nakayama's lemma, this means a is invertible.
The next result is central to the present style of computation. REMARK. In his study [11] of the orthogonal group of a quadratic form over a finite field F, char (F) = 2, Dickson proved (among many other things) that fW}(F) = Z/2 and derived a "normal form" (the generalization of which was used in (2.4)). 
(2.4) COROLLARY. Let A be a Z-order in the Q-algebra B = A[S-% S= Z-{0}. Let fWi(B/A[l/2]) £ fWi(B/A) be the subgroup consisting of forms supported on odd Z-torsion A-modules, and & £ fW£(B/A[l/2]) the subgroup generated by resolvable forms.
, some m ^ 1, n ^ 2 (IV) M 2 m(^<;), some m^ 0, n^ 2, where ^K is a maximal order in the quaternion algebra (--1, -1/Q(ζ 2 « + ζ^1)) (see [25] /or Each type has a uniquely determined involution, which need not be specified until the theorem is proved in (4.16). The following table summarizes the calculations found in (5.3), (5.4), (6.18), (6.19), (7.14), (7.15), (4.3), and (4.16). Notice that, because of (2.4), the second column is the kernel of the Dickson invariant. Thus, the Arf and Dickson invariants over the ^C in (3.1) are precisely what is needed to compute Lχ(Zπ).
(3.2) Table. ""^^^ Propertieŝ 
4). Then there is an isomorphism
and a split short exact sequence
Proof. By the The esthetic and practical difficulties in the proof of Theorem A are evident. What will be shown next is that, in the construction of E (3.9) (a), the Arf invariant of a form resolving (S^i 9 φ^t) {^£1 of type (3.1) (III)) depends only on the number of elements |S^J of S^t; in particular, it is indepndent both of the structure of S^t as an ^£ c or Zπ-module, and of the hermitian form φ. This generalizes a well-known theorem of Levine [29] . and aeZ 2 is a square if and only if a == I(mod8), Lemma (3.10) asserts that the Arf invariant of (Z n , g) is nontrivial if and only if \S\ Ξ= ±5(mod8). This is the theorem of Levine referred to above.
Another way of starting Levine's result uses the fact that for neZ, n = ±5(mod 8) if and only if the Legendre symbol (2/n) = -1. Lannes [28] generalized this replacing Z by a ring of integers in a number field, 2 by an arbitrary unramified (over Z) dyadic prime, and the Legendre symbol by the Artin symbol. In the case of present interest, of course, the ring of integers Z(ζ + ζ" 1 ), ζ = ζ 2 *, is totally ramified over (2) £ Z, so that the generalization of Levine's result given below in (3.13) seems to be new. 
where Part (b) follows from the fact that kerα 2 sZ/2 (see (3.10)), is represented by 5, and has norm N(5) = 5 2ίι " 2 ^ I(mod2 n+1 ). Let A -Z(ζ + ζ" 1 ), C = C 2 , ^ ^ 2, and let g: A n xA n -> A be a symmetric form such that g e Sesq! (A) (i.e., g = h + h = h + h\ for some sesquilinear h), and ^rA^ xAf 2) -^A (2) is nonsingular. By the construction of (1.16), (A n , g) resolves some hermitian form (S, ψ) where S is a nondyadic torsion A-module. Let \S\ denote the number of elements in S. Proof. Assume λ = -1. Recall from the proof of (3.9) (a) that E{%) = 0 if and only if the resolutions of the form (S^i f φ^\ -(S, φ)® ^fi have equal Arf invariants, ^C of type (3.1) (III). (Arf invariants for other types can be chosen as desired.) By Theorem (3.14) these Arf invariants equal the corresponding b~ι defined above.
The proof in case λ = 1 is left as an exercise.
REMARK, (a) Given a geometric context, i.e., x eLt^Zπ), (3.16) gives a gairly strong necessary condition for the vanishing of x. For example, since K 0 (ZD n ) -0 where π -D n is the dihedral group (see (7.4 
) (a) and [14]), L%(Zπ) = Ll(Zπ).
If Q n is generalized quaternion ((7.4) (c)), K 0 (ZQ n ) = ZJ2 by [14] . In general, it is necessary to understand the maps in the Rothenberg sequence to know how strong (3.16) is in any given case. For this, see [16] .
(b) Given xeL h λ (Zπ), how difficult is it to find (S,φ)e fWϊ\Qπ/Zπ) such that £& Q~\ S 9 φ) = x and S is odd torsion? Suppose xeL\(Zπ) is represented by σ = yt ^) e UL(Zπ) (see (1.4)). Let a 2 , 9, Ί1SΓ 7 2 denote the image of a, 7 under the map Zπ > Z'-> F 2f the mod 2 augmentation. Since fW}(F 2 ) = Z/2, represented by w{ = ( θ) e ^2(^2)9 either σ or σ _L w\ has the property that there is a symmetric matrix p e M n (F 2 ) having zeros on the diagonal such that 7 2 + pa 2 is invertible. (Finding p in practice is not too difficult since one works over the field F 2 .) Choose any peM n {Zπ) such that p is ( -λ)-quadratic and ρ 2 -p. This is also easy. Since 7 2 + pa 2 e GL n (Z 2 ), cok (7 + pa) is odd torsion. This cokernel is S (see the construction [32] of &Ό~λ)f whose Zπ-module structure (actually just the order of S(g)^Λ ^ of type (3.1) (IV) ^fr 1 of type (3.1) (III)) is what is needed to apply (3.16).
(3.17) If the reader is familiar with the difficulties encountered in finding the surgery obstruction of a nonhighly-connected surgery problem, he will recognize that the reduction to odd torsion used above allows him to hope for a simple definition of the surgery obstruction of such a problem. Moreover, the fact that in the analysis above, the Zπ-modules involved (not the quadratic forms on which they are supported) alone determine the surgery obstruction, leads to the conclusion that an Euler characteristic invariant ought to work. This will now be made relatively precise. Since we will give no applications of the product formula (3.22), the proofs will only be sketched. Proof. X is clearly additive so it suffices to show X(g) = 0 if (g, b) is null-cobordant. 
If (G, B) is a normal cobordism with boundary (g, 6), then from the exact sequence of the pair ((?, g) it follows that X(G) = X(g) + X(G, g), or X(g) = X(G) -X(G, g). Since Ki{G, g) = K 2k +i-i(Gy
K t (J) = K k (g) ® ^^(iίί) , an odd torsion Z[π x |θ]-module. Since K k {g) is odd torsion, K t (f) - K k (g) (g
where X(M) is the (usual) Euler characteristic of M and R e G 0 (Z[l/2]p) is the class of Z[l/2]p. (3.22) THEOREM. With the notation above, suppose the surgery obstruction σ(g, b) e L% k+1 (Zπ) is nonzero in Ll h+1 (Zπ) and I is even. Then σ(f, c) is zero in Lξ {k+l)+1 (Z[π x p]) if and only if X(M) is even.
Proof. (Sketch) Notice first that Z[l/2]π appears as ring factor of Z[l/2][π x p]
, so that the invariants of (3.9) or (3.15) for (g 9 b) appear for the product (/, c) as well. By 
induced isomorphisms m(D):fWl(M n {D) f τ)^fWi λ (D,σ). Let
D -A as in (1.1). Using the notion of covering from [32, 1.17], it is routine to show there are isomorphisms m(B/A): fWi(M n (B)/M n (A), τ) s fWZ\B/A, σ) induced by Morita equivalences;
in fact the whole localization sequence is compatible with Morita equivalence. This theorem will be applied to the simple factors of Qπ (π & finite 2-group) and to involution-invariant maximal orders in them, the construction of which will be taken up next.
To set notation, define groups It is now not difficult to construct isomorphisms (for example by tensoring the cartesian squares in [14] with Q):
{Fontaine). Let π be a 2-group and M a Qπ-ir'reducible. Then there exist subgroups H <\G of π and an irreducible Q[G/H]-module N such that (a) G/H is in (4.4) and (b) if N is viewed as a QG-module, then there is an isomorphism N® Q G Qπ = M. Finally, each simple component of Qπ is a matrix algebra over one of the algebras in (4.5). (I.e., the "induction" in (b) does not change the center.)
Fontaine's theorem will now be extended to include a description of the involution on the components of Qπ, in the following sense. Proof. A Q-algebra JS is split (isomorphic to a matrix ring over its center) if and only if it is so with respect to every completion, by the Brauer-Hasse-Noether theorem (see [42] ). A matrix algebra over C is always split, because C is algebraically closed. Next B®R is a matrix algebra over By a well-known argument [33, 4.8] each jRπ-irreducible supports a nonsingular, hermitian, iJπ-valued form, for any π. It follows easily that, since each algebra in (4.5) occurs as a factor in some Qπ, it cannot happen that any real completion of the algebras (a)-(c) contains the product of two matrix algebras interchanged by the involution. Since the center of SΔ n is Q(ζ -ζ" 1 ) with nontrivial involution (induced by ζ -> ζ" 1 ) and it has degree four over its center, the above discussion shows that the only possibility is SA n (& κ 
. In case (a), the center is Q(ζ + ζ" 1 ), totally real field with trivial involution. One checks that the fixed point set of the involution on Δ n has dimension 3 over its center, so Δ n+1 (x) i? 3* H. Thus J n+1 (x) R ~ M 2 (R), for every real completion of Q(ζ + ζ" 1 ). Finally, since Qζ -Q(ζ + ζ' 1 ) (V 7^) , it follows easily that Γ n ~ (-1, -1/Q(ζ + ζ" 1 )), ζ = ζ 2 «. The involution is trivial on the center, and Γ n (x)R = (-1, -1/R): = £Γ. Now it is known that Δ n9 SΔ n , and Γ n are all split at nondyadic primes (see [42, 41.7] ). Thus, since there is only one dyadic prime in any subfield of Qζ 2 α ( [58, §7] ), and since an algebra can be nonsplit with respect to at most a finite, even number of valuations (by reciprocity, see [42, §41] ), it follows that Δ n and SΔ n are everywhere locally split, hence split. Since the irreducibles over Δ n and Next is the question of existence of maximal orders (in the algebras Δ nt SA n and Γ n ), which are preserved by the involution. To motivate this rather tedious analysis an example is given which shows it is necessary. That this phenomenon could occur was first pointed out in [43] .
(4.10) Example of an involution-invariant order (in a matrix algebra-with-involution) which cannot be extended to an involutioninvariant maximal order.
Let ζ = ζ m be a primitive mth root of unity, m > 2, and let έ? be the twisted group ring Now assume that m is an odd prime p. It is not difficult to deduce that (see [20] (4.14) THEOREM. The order έ?(A n ) (resp. ^{SA n ) t ^{A n )) extends to an involution-invariant maximal order in Δ n {resp. SJ n9
Assume this theorem for now. It is easy to deduce from the discussion of Cartesian squares in [14] that, under the isomorphisms of (4.6), έ?(Δ n ) is the image of ZD n+1 in
ZD n+ι
>QD n+1 -^+IίJ t xQxQxQ xQ > Δ n similarly for SjD n+1 and Q n+1 . From this and (4.14), it follows easily that Proof of (4.14). Consider first the inclusion έ?(Δ n ) -» Δ n . Recall from Example (4.10) imbedding (4.12)
Using the same procedure, change only the basis of Zζ 2 % over R, taken here to be {1, ζ}. Then for ζ = ζ 2 *, 
It is now clear that the desired maximal order is M 2 (R).
The procedure for έ?{SΔ n ) £ SΔ n is similar and left to the reader. 
Using the equations (a)-(d) above and making M 2 (A/p) the algebrawith-involution (M 2 (A/p) f Id, ί -, Q\ lj (notation of (4.8)), one easily checks that / is an isomorphism of algebras with involution.
Now by [42, 41.1] , ^(FJ q is already maximal for q nondyadic; hence so is C^O,. But since (Γ n ) p is split when p is dyadic, the isomorphism / shows (<^K) P is also maximal. Thus, ^n is everywhere locally maximal, hence maximal.
Here is the main result of this section. 
where ^K is a maximal order in Γ n , and σ: ^V n -> ^V n is the restriction of the involution on Γ n .
In addition, type (IV) completed at nondyadic q; or at the dyadic prime p for n^Z, becomes
Proof. The theorem follows from (4.7), (4.15) the proof of [6, (5. 2)] and [30, §1, Lemma 3] . Details are left to the reader.
5* Arf and Dickson invariants over Zζ 2 % and Z(ζ 2 n -ζΐn).
Throughout this section, A = Zζ 2 n (n ^ 2), or Z(ζ 2 * -ζjί) (n ^ 3), and K is the fraction field of A; the (nontrivial) involution is induced by ζ -> ζ~\ complex conjugation.
First recall that if p -p is a finite prime of K, then a theorem of [26] states that the discriminant induces
where F p denotes the completion of the fixed field of the involution with respect to the prime under p and N: K* -> Ff is norm. Thus, from the commutative diagram, where Sf£ is from the localization sequence,
fWl{K)
I dis Proof. Since (A/2A)/Rad = F 2 (A has a unique dyadic prime, which is totally ramified), the surjectivity follows from (1.6) and (2.6).
Let In case λ -1, and A = Zζ 2 n, "scaling" [3] with i = -i, shows fWl(A)=zfWr\A).
In case A-Zΐζ-ζ-1 ), then (ζ-ζ" 1 ) generates the ramified dyadic prime of Z(ζ -ζ" 1 ) and satisfies (ζ -ζ" 1 ) = -(ζ -ζ" 1 ). Since the argument for λ = 1 used only fraction fields (or their completions at nondyadic p) and nondyadic torsion modules, it too can be scaled to give the result in this case. where
To motivate the following procedure, recall that W(K) ( = Witt group of symmetric bilinear forms over K, without rank restriction) is studied in [60, II. 5] by a filtration process, due essentially to Pfister (for any field K): the authors begin with the rank homomorphism W{K) -> Zj2, and observe that the discriminant becomes a homomorphism on its kernel I(K); next the sum of the Hasse-Witt invariants becomes a homomorphism on the kernel I\K) of the discriminant; and, finally, the signatures (divided by 8) are 
and fWLUKJA,) = fWo(KJA p ) for p = p nondyadic, the following is an immediate consequence of (6.4). It will turn out (see (6.17) 
unlike (£f h \ τm \ detects the £-adic Hasse-Witt invariant when p is dyadic Lannes ? idea is to filter ^f\V{KjA) so that ^ restricted to successive quotients is computed by invariants of V(K/A), as was done in (6.5) for nondyadic p. The reader is reminded that excludes the rank invariant.
Begin by observing that one may make the identification
It is therefore sufficient to filter V(K/A W ). % (μ, τμ)) (see [32, §4] 
and isomorphisms of the successive quotients with
Set Fco -the set of real valuations of A, h v {x){ 6 Z/2) = the Hasse-Witt invariant of xefWLrm(K) at the prime p (see [60] ) and (7 β (a0 = the signature at v e V( 6.14) THEOREM {Lannes). Let the map ^ of (1.15) induce L in (6.1) and let V{KjA) be filtered as in (6.13 
where the maps in the second rows of (6.15) and (6.16) The discussion of fWr\A) is elementary (i.e., nonarithmetic). Namely, skew-symmetric forms on nondyadic ^.-torsion modules are always hyperbolic: the proof is essentially the same as for skewsymmetric forms over fields of characteristic Φ 2. Further, if (S, φ, ψ) is a (-l)-quadratic form on a dyadic A-torsion module, we claim it is also hyperbolic. For S may be assumed to be p-torsion, for some fixed dyadic p, and hence is an A Γ module. In [54, §4], Wall classifies skew-hermitian forms (S, φ) over Q/Z by an argument which easily generalizes to A 9 : and it is a consequence of the defini tion that (because of the presence of ψ) φ(x, x) = 0, for all xeS. Thus, by [54, Lemma 7] , (S, φ, ψ) is hyperbolic, so that fWr\K/A) = 0. Proof. The isomorphisms follow from reduction (1.13) and (2.6). Part (a) is obvious. To prove (b) observe first that if p is dyadic, the (+ l)-quadratic form ((A 9 )\ g, q) , used in the proof of (5.4), has nontrivial image in fWi(A/p) 9 Next it is necessary to work out the filtration of (6.13) for application in Chapter 7. First some lemmas. Proof. By [17, Satz 38'] , S is surjective; it is an isomorphism because the ranks are equal, using the fact that K is totally real. Finally, letting (m) denote the unique maximal 2-sided ideal of _^ it is generated by (1 -ζ), a direct calculation or [42, 14.3] shows
where F 4 has the nontrivial involution. By (1.13), and (2.6), (7.7) fWttΛϊ) = 0 .
Putting these facts into (7.1) where (Γ, ^V) is replaced by (Γ p , yields V(Γ/^K) = Z/2 + Z/2 as required. (7.9) COROLLARY, (a) One Z/2-term in (7.5) is generated by Xx), where x has nontrivial dyadic Hasse-Witt invariant, n ^ 3.
Proof. The corollary is immediate from the analogous facts, where skew-hermitian forms over (Γ n9 <yK) are replaced by symmetric forms over (Q(ζ + ζ" 1 ), Z(ζ + ζ" 1 )), and the fact that the proof of (7.5) used Morita theory to translate the latter context. Proof. Let ^r = ^K, Γ = Γ n . According to [23, p. 138 ] the kernel of the completion-induced map (7.12) C: fWςlUΠ > Π /TΓίeWίΛ) , (where the sum is over all valuations of the center of Γ) is trivial if and only if at most two Γ p are nonsplit; otherwise it is an elementary 2-group of rank \S\ -2 where S is the set of places where Γ p is a division algebra. Thus, if n -2, C is injective, and since Γ is split at nondyadic qeZ (see (4.9)), by Morita theory (4.3) (q is odd),
Thus if ^eimί^^ ^i/^eW^T)^/^^1^^)} all Hasse-Witt invariants vanish at odd g (by (6.4)(b)). On the other hand, the discriminant of x must be a positive integer and a unit, hence equal to one. Since the right side of (7.12) is detected by the discriminants and Hasse-Witt invariants if Γ p is split (p odd) and by the discriminant if p -2 (by [61] ), x = 0. Since J%ϊ£ m is injective fW^l τm {^V) = 0. The argument just given, together with (7.7), (1.13) and (2.1), shows fWϊ\Λr) = 0. Now let n 2£ 3. The argument just given also shows ker C £ fWϊi rm (Λ~) .
By the "Existence of forms with prescribed local behavior" (7.17) , there is xefWςi τm (Γ) with dis(α?) = 0, h q (x) = 0, for q Φ p, the unique dyadic prime, and h ¥ (x) Φ 0. By (6.4)(a) and Morita theory, jSih^m{x) = 0, so x e im C^ίiίm). But α? ΐ ker C, because Λ p (α0 =£ 0. Thus, we have This shows ker C + Z/2 2 It will be shown in (7.15) that fWόX^Γ) -^ fWϊ\^r/2L4^) is trivial.
This together with (2.1), shows H is injective. The arguments above show ker C £ fWo\^V); this is equality because by (6.4)(b), £f<Γ\x) Φ 0, where x represents the Z\2 in (7.9).
The next result is an immediate corollary of (7.5), (7.9), and (7.10). Observe how it contrasts with (5.3) and (6.18) , where the Dickson invariant detected essentially all of fW}{A). Proof. When n = 2, (α) follows from (1.13) and (7.7). For n ;> 3 it follows from the fact that Γ n is split at the dyadic prime, Morita theory, and (6.19).
For ( is nonvanishing in fWii^VΊZ^). It remains to prove Theorem (7.2): that Jg&lm is surjective in Diagram (7.1). To do this, a version of the "local-to-global theorem" of [31, §72] , is needed, where the number field there is replaced here by the quaternion algebra Γ n . REMARK. Observe that the {7 P } are not required to satisfy the "product formula" Π% = 1, as in [31, §72].
Proof. First recall some results on the Galois cohomology of (classical) algebraic groups (for details see [23] ). For an algebraic closure K of K all skew-hermitian forms of fixed rank n say, over Γ (g)K(=M 2 (K)) become isometric. Let U= U(K) denote the isometry group of this form. The reduced norm induces a homomorphism U -»Z/2, whose kernel is denoted SU. There is a Z/2-covering of SU, denoted Spin, and there are exact squences induced by the second map in the sequence (6.18) can be identified with the discriminant and H\K, SU), with forms of discriminant 1. If Γ p is split, the connecting map in the cohomology sequence induced from (7.19), H\K P , SU) -> H\K P ; Z/2) s Br 2 (K p ) = Z/2 can be identified with the Hasse-Witt invariant of (7.8) .
In general, H\K, U), H\K, SU), etc., are not groups, only pointed sets because U, SU are not abelian. However, by considering first the case where n = 1, so that SU becomes a torus, hence abelian, an argument of [23, p. 137 
