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1. INTRODUCTION AND PRELIMINARY RESULTS 
Two of the best-known theorems in the qualitative theory of ordinary differen- 
tial equations are the separation and comparison theorems of Sturm which 
concern the distribution of zeros of sohrtions of the differential equation 
where r(t) > 0. 
The type of differential equation that we shall study is the nth-order analog 
of (S) given by 
LY + PY = 0, 
where L is the “iterated” differential operator of order n defined by 
Ly = r,+lD~,D .‘. r,Dr,y. 
Here vx.(t) > 0 and D = d/dt. If L is any regular, linear homogeneous differential 
operator of order 72, with continuous coefficients defined on an interval 1, then a 
necessary and sufficient condition that L can be factored in this way with 
1~~~ c Ciz--lc+r is that L be disconjugate on 1, i.e., that no nontrivial solution of 
LJJ = 0 have more than n - 1 zeros on I (see [25] or [3]). Although it is possible 
to generalize the concept of a solution of (1) when the I’?: are only assumed to be 
continuous (see [21] or [12]) we shall assume that rh E Cn--B+1 and rL(t) > 0 on 
[0, co) for 1 < K < IZ -1 1. For convenience in proving some of our intcrmcdiate 
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results, we shall approximate L by differential operators with smoother coeffi- 
cients and with adjoints having the same form as L. It is known that if the r, 
satisfy the stronger smoothness condition yk E C maX(n--P+l,k-1) then L has an 
adjoint L* defined by L*y = (-l)nr,Dr,D ... r,Dr,+ry (see [3, p. 1041). For 
our purposes it is sufficient to simply take this as the dejkitioz of Lx when the 
rls are sufficiently smooth. 
The Sturm separation and comparison theorems for (S) place no restriction 
on the sign of p(t). In contrast, in our study of (1) we shall require that p(t) be 
either always nonnegative OY ulways nonpositive as well as continuous on [0, co). 
Nevertheless, in stating Sturm’s theorems for (S), one may always assume that 
p(t) is nonnegative; therefore, we are still justified in viewing some results in 
this paper as extensions of Sturmian theory. In fact, if we define new variables z’ 
and s by means of y(t) = v(t)ekt, dtjds = eakt, t(0) = 0 with R constant, (S) 
takes the form 
$ pqs,p, + P(s)z, = 0, w> 
where P(s) = e47Ct[p(t) + K’r(t) + W(t)] and R(s) = r(t). Since r(t) > 0, it 
follows that for any bounded t-interval, P(s) may be made positive on the 
corresponding s-interval by taking k large. Since replacing p(t) by p,(t), with 
pr(t,) >, p(tJ, results in replacing P(s) with a function P,(s) satisfying P,(s,,) 3 
P(s,), where s, corresponds to to; since the change of variables establishes an 
order-preserving correspondence between the zeros of a solution of (S) and 
the corresponding solution of (S’); and since Sturm’s theorems pertain to only 
bounded intervals, the claim is established. 
The distribution of zeros of solutions of (1) has been studied by Levin [18, 191, 
Nehari [21], Johnson [12], and Elias [4-6). The purpose of this paper is to 
establish some new qualitative results concerning (l), which either are con- 
sequences of Sturm’s theorems or reduce to trivialities when n = 2. In order to 
describe our results we introduce some notations: If y E Cmax(l-l*n-z-l), where I 
is an integer with 1 < I < n - 1 and a < 6, we write y E B,(a, b) if y(j)(a) = 0, 
j = 0 ,..., I - 1, and y(i)(b) = 0, j = 0 ,..., fz - I - 1. In the proof of Theorem 1, 
given in the next section, it will be shown that for fixed a, the set Pi(a), con- 
sisting of numbers b > a for which there exists a nontrivial solution y of (1) 
with y E B,(a, b), has no finite accumulation point on [a, CD). If Pz(a) is an 
infinite set (b, 1 K = 1, 2,...}, with a < 6r < b, < ... < 6, < 6,+, < ..., we write 
bl, = j,k(u), k = I, 2,...; if PI(u) is a finite set (b, 1 1 < k ,( m}, with b, < 6,+, , 
we write 6, = czk(a) for k < m and lz”(u) = w if k > m; and if Pz(u) is empty, 
we write &“(a) = 03 for all k. The following result due to Nehari [21] gives a 
basic property of the functions ilk which will be a basic tool in our study of (1). 
THEOREM N. Ifp(t) 3 0 (p(t) ,( 0)f OY all t and n - 1 is even (odd) then 
czk(u) = 03 for all a. 
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Nehari takes p(t) to be strictly positive or strictly negative, but an examination 
of his proof shows that it is sufficient to only assume that p(t) does not change 
sign. 
Our first main result may be considered as an extension of the Srurm separa- 
tion theorem. 
THE~REBI 1. Assunze p(t) does not change sign on [0, Cc). If 1 < I < ?I - 1, 
k 3 1, then the set of points a E [0, CO) such that <z”(a) < CC is either empty 01 
consists of a half-open interval of the form [0, c), c < in. Ij- the second alternatiz~e 
holds then the fzwtion [z” is corztirzuously di#erentiable on [0, c) and d&&/da is 
positive everywhere on [0, c). 
In particular it follows that if a < c and jzr(a) = ‘x), then &“(c) = c<), 
while if <r”(a) < co, then Q(a) < Q(c). For k = 1, this implication of 
Theorem 1 was announced by Levin in [19, Sect. 61. 
Our second main result is a generalization of the Sturm comparison theorem. 
For the extreme case p(x) > 0 and I = n - I the following theorem was given 
by Schmitt in [32] but his proof does not seem to extend to the general case. 
THEOREM 2. Suppose [zl(a) < 00. Suppose P(t) is contizzuous and let Zzl have 
the same menning relative to the diflerential equation 
Ly + P(t)31 = 0 
as &I has relative to (1). If P(t) > p(t) 3 0 (P(t) < p(t) < 0) and n - 1 is odd 
(even) then Zzl(a) < &l(a). If th ese conditions hold and P(t) - p(t) is not identically 
zero on [a, &l(a)] then Z,l(a) < c,‘(u). 
We mention an interesting corollary to Theorem 2. Given a, let q(a) denote 
the supremum of all c > a such that (1) is disconjugate on [a, c]. It follows from 
a result pertaining to more general equations that if ~(a) < 03, then q(a) is equal 
to the smallest number b > a such that there exists a nontrivial solution of (I) 
with zeros at a and b with the sum of multiplicities of these two zeros at least 
equal to n. (See, for example, [3, pp. 98-99, Lemma 12, Proposition IO].) This 
means that ~(a) = min(&l(a) j 1 ,( 1 < IZ - 1). Similarly, if ~‘(a) has the same 
meaning as ~(a) relative to the differential equation (I’), then r’(a) = 
min{Zll(a) \ 1 < I ,( ?z - I}. Therefore, Theorem 2 and Theorem N give 
COROLLARY TO THEOREM 2. If q(a) < c% and either P(t) > p(t) > 0 OT 
P(t) .< p(t) < Ofor nZZ t E [0, q(a)] then ~‘(a) < ~(a). If, in addition, P(t) - p(t) 
is r-lot identically zero then T’(a) < T(a). 
The first part of the corollary was established by Nehari [21? Theorem 4.t] 
by a different method. 
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While our third main result is trivial for the case n = 2, it does not seem so 
apparent for ?Z > 2. 
THEOREM 3. Supposep(t) does not change sign on [0, CD), and that %,“(a) < a. 
If y is a nontrivial solutiolz of (1) with y E &(a, &“(a)), then y has exactly h - 1 
zeros in the interval (a, &“(a)) a n d each Z~FO i?z this interval is simple. Moreover, 
$2 is any other solutiolz in Bz(a, [z’;(a)), then .Z is a multiple of y. 
For the special case ($‘)” = ~31, p > 0 and 1 = 2, this result follows from 
Theorem 3.6 of [17]. 
As a by-product of our intermediate results we obtain an eigenvalue com- 
parison theorem for products of eigenvalues of L. 
Our proof of Theorem 1 only depends on Theorem N and the implicit 
function theorem. 
For the proofs of Theorems 2 and 3 we shall need some basic facts concerning 
Green’s functions and oscillation kernels as well as the following result which 
is essentially due to Elias [4]. 
THEOREM E. Suppose p(t) never changes s&n on [0, 03). If theFe exzkts a 
nontrivial sohtio?z y of (I) with y E Bz(a, b) (0 < a < 6) then all zeros of y on 
the open interval (a, b) are simple. 
Elias actually proved that for any s points the sum of the multiplicities of the 
zeros of a nontrivial solution at these points does not exceed n + s - 2 (see 
[4, Corollary 31). From this Theorem E follows at once. 
We summarize some known facts concerning Green’s functions and oscillation 
kernels that we shall use to prove Theorems 2 and 3. 
THEOREM G. Given 1, wit/z 1 < I< n - 1, there exists a function Gz(t, s, a, 6) 
defined for a < s, t < b such that: 
(i) Gii) = 86,/&j is continuous in s and tfor j = 0, I,..., n - 2, Gi+l), 
is continuozzs for t < s and t > s with Gi”-l)(s + 0, s, a, b) - Gfn-l)(s - 0, s, 
a, b) = 1, and, as a functio?z of t, Gz satisfies LGz = 0 on [a, s) and on (s, b] as 
well as the boundary conditions Gz(t, s, a, b) E Bz(a, 6) for all s E [a, b]. 
(ii) If f is continuous then y is a soh.ztio?z of the boulzdary-value problem 
Ly =f, y E Bz(a, b) if and only qy(t) = Ji Gz(t, s, a, b)f(s) ds. 
(iii) (-l)*-zGZ(t, s, a, b) > 0 ;f a < s < b. 
(iv) (--l)*-zG~z)(a, s, a, 6) > 0 and Gfn-l)(b, s, a, b) > 0 for s E (a, b). 
Proofs of these results can be found in C3, pp. IO.5IO&J and are sketched in 
[20, pp. 81-821. Although property ( iv is not stated explicitly in [3], it is shown ) 
[3, p. 1081 that Gl”(a, s, a, 6) + 0 and Gi”-“(b, s, a, b) # 0 for a < s < 6, 
which, together with (i) and (iii), imply (iv). A more general result concerning 
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the sign of the Green’s function for multipoint boundary-value problems was 
given bp Levin [IS] and Pokornyi [24]. 
Let K(t, s) be continuous for a < s, t < b. We call K an oscillation kernel if 
(a) K(t, S) > 0 if a < S, t < 0, 
(b) det(&Z(ti , Sj)) 3 0 if a < t, < ‘.. < t, < b, a < s1 < ... < s,? < b, 
(c) det(K(t, , tj)) > 0 if a < tr < ... < t, < b, where n is an arbitrarI.7 
integer. 
We shall make use of four known facts concerning oscillation kernels. 
Consider the integral equation 
u(t) = x s b qt, s)p(s) u(i) dss: a 
If K(t, s) is an oscillation kernel and p(t) is positcve and continuous then: 
(a) All eigenaalues aye positive and simple: 0 < A, < A, < A, < .. . . 
(b) The eigenfunction u,(t) corresponding to A, has no zeros on (a, b). 
(c) The eigenfunction U,,,(tj corresponding to & has exactly m zeros on the 
open intervals (a, 6) and u&t) changes sign at each such zero. 
(d) 9ny nontrizriab linear combinatiw of u,(t), z+(t),..., u,,,(t) has at most rrr 
zeros on the open interval (a, b). 
These results were established by Kellogg [14, IS] for the case in which 
K(s, t) = K(t, s). Later Gantmacher [8] announced that these results held for 
nonsymmetric oscillation kernels. Proofs for the sjrmmetric case are also given 
in the monograph [9]. In 1939 Krein [16] announced the following noteworthy 
result : 
If L is the cliffeevential operator occurring in (1) aud Gl(t, s, a, b) is the Green.‘s 
function described in Theorem G, then (--l)n-lG (t 1 , s, a, b) is an osciEEation kernel. 
Krein also announced a converse result. A generalization of Krein’s theorem 
has been given by Karlin in [13]. 
It is instructive to note that the theorems of Gantmacher and Krein imply 
Theorem X if p(t) > 0 or p(t) < 0 on [0, co). If, for example, p(t) were positive, 
n - I were even, and LJJ + py = 0, y E &(a, b), had a nontrivial solution then 
G(t, s, a, b) would be an oscillation kernel and - 1 would be an eigenralue of 
?i(t) = A j” GO, & a, b) P(S) y(s) ds, 
n 
which is impossible. 
In conjunction with part (ii) of Theorem G, the theorems of Gantmacher 
and Krein imply the following result which will be one of our basic tools. 
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THEOREM K. Suppose p(t) is continuous and positive (negative) on [a, b]. 
If n - 1 is odd (even) then there exists a sequence (A,,,},“, with 0 < h, < A1 < A, < . ., 
such that 
(a) the boundary-value problem 
(B) Ly + ,\~JJ = 0, Y E %(a, 4, 
has a nontrivial solution iff h = A, for some k, k = 0, l,..., and such a solution is 
unique up to constant multiples; 
(b) a nontrivial solution of(B) coYYesponding to X, has no Zeros on (a, 6); 
(c) a nontrivial solution of (B) corresponding to A, has exactly k zeros on 
(a, 6) each of which is simple. 
(d) If yk + 0 is a solution of (B) corresponding to Al, for k > 0 then any 
nontrivial linear combination of ye(t), yl(t),..., yW(t) aanishes at most m times on 
(a, 4. 
Gantmacher’s theorem only implies that yk changes sign at each zero on 
(a, 6) and vanishes K times on this interval. The fact that each internal zero of 
yh: is simple follows from Theorem E. Gantmacher only states his theorem on 
nonsymmetric oscillation kernels and indicates that it can be proved using 
results of Jentzch [l 11 and Schur [27]. Although we know of no easily accessible 
proof of Gantmacher’s theorem, a very recent paper of Elias [7], concerning 
multipoint boundary-value problems, contains results from which parts (a), (b), 
and (c) of Theorem K follow as special cases. A weaker form of part (d), which 
limits the number of sign changes of any linear combination of the first m + 1 
eigenfunctions to m, follows from [7, Corollary 4, p. 511. Since we shall need 
the stronger form, we indicate briefly how part (d) is a consequence of parts (a), 
(b), and (c). Our reasoning, which is similar to that of Elias, has actually been 
used by Rayleigh [26, p. 217-2211 and Liouville [31] to prove (d) for the case 
72 = 2. (See also [29, p. 549, problems I, 21.) 
PROPOSITION 1. Parts (a), (b), and (c) of Theorem K imply part (d). 
Proof. Suppose that parts (a), (b), and (c) hold and that (y&z is as in the 
statement of (d). Let y(t) = CL, c,y, and c,,? # 0, where m > 1 -the case 
TFZ = 0 is trivial. Suppose contrary to the claim that y has at least m + 1 zeros 
on (a, 6). Forj = 0 ,..., n, define L,y recursively by L,y = yly, L,<y = I.*+~DY~~, 
k = l,..., n so that L,y = Ly. Since y E B,(a, 6) we see that (Ljy)(a) = 0, 
j = 0, l,..., I - I and (L,y)(b) = 0, j = 0 ,..., n - I- 1. In particular, L,y 
has m + 3 distinct zeros on [a, b] and hence L,y has m + 2 zeros on (a, 6) by 
Rolle’s theorem. By repeated use of Rolle’s theorem and the end point conditions 
on the L,y we see that Ly has at least m + 1 distinct zeros on (a, 6). But Ly = 
-P ZL A&Yk > and hence, since p is never zero, it follows that c,,y,,, + 
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l-r:; c&,‘h,)y,~ h as at least m + 1 distinct zeros on (a, b). Repeating this 
argument Y times we find that the function zr(t) =c~,, y,,(t) + cylt c,(X,/hm)‘yQ(i) 
has at least wz + 1 distinct zeros on (a, b), T = I, 2,... . Since (A&,)‘-+ 0 as 
r -+ co for 0 < k < m, .zi? converges uniformly to c,,yti’ as T ----f cc for 
j = 0 ,..., 72. Therefore, as ym has exactly WL simple zeros in (a, b), there exists 
a sequence of numbers {tV}F in (a, b) such that z+.(t,) = 0 and either lim t,. = a 
or iim t,. = 6. Repeated use of Rolle’s theorem and the boundary conditions 
.zr f B,(n, 6) imply the existence of a sequence (s,.): such that either Iim s,. = a 
and z~.“(s~) = 0 or lim s,. = b and ,z$-~) (s,.) = 0. Therefore, either $:‘(a) = 0 
or y:-“(b) = 0 and, since ym E B,(a, b), either ynl s &r(a, b) or yn. E B,_i(a, b). 
Since according to the hypothesis of Theorem I<, (- I)“+&p(t) > 0 if 
i = I - 1 or i = I + 1, and Ly,, + h,,,py,,l = 0, this contradicts Theorem N. 
Thus the proposition is proved. 
Finally we make a few remarks concerning notation and terminology. Levin 
[ 191 calls the functions &’ “phase functions.’ ’ Nehari [22] in his study of y(PIJri + 
~37 = 0 calls &i(a) “the conjugate point of a of index 1.” For this reason one 
might call <,“(a) “the kth conjugate point of a of index 1.” The term “the kth 
conjugate point of a” as used by Elias [4] and Johnson [12] means the supremum 
of all numbers c > n such that no nontrivial solution of (1) has n -r K - 1 
zeros on [a, c]. If ~~(a) denotes the Rth conjugate point of a then clearly, by 
Theorem 3, &a) < &“(a) for I = I,..., ~z - I, and, as noted above, ~(a) = 
7jL(u) = &‘(a) for some 1. 
2. PROOF OF THEOREM 1 
Given u E [0, a) and i, 1 < i < n, let y?(t, u) be the solution of (I) determined 
by the initial conditions 
ypyu, a)= 0, kfn-ii, O<k<n-1, yy(u, u) = 1, (2) 
where the superscripts denote the order of the derivative with respect to t. If 
y(t) is a solution of (1) with a zero of multiplicity 2 I at u then y(t) must be a 
linear combination of yr(t, a), yg(t, a),..., y.&t, a). It follows that if y is a non- 
trivial solution of (1) with a zero of multiplicity 3 I at a and a zero of multiplicity 
> , n - I at b > a then the system of linear homogeneous equations 
g:. c,Jp(b, u) = 0, j = 0, l)..., ?z - I - 1, in the unknowns cr , c2 ,,.., cn-z 
has a nontrivial solution. Therefore, b E P,(u) 0 W+,(b, u) =’ 0, where, for 
k = 1, 2 ,..., n, 
v&. 4 ... )?k(t, u) 
Ft’k(t, u) = Jj;(f, u) .** ygt, a) 
1 y$-1)(t, u) . . . Jpk-l)(f, uj 1 
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and for convenience we set W&t, a) = 1. Suppose that b E Pi(a) so that Pi(a) 
is nonempty. Since, by assumption, p(t) does not change sign on [0, CO) and 
since the parity of the integer n - I is different from the parity of the integers 
n - I + 1 and n - I - 1, it follows from Theorem N that both Pl-,(a) and 
P,+,(a) are empty. Therefore if b > a and I = I,..., n - 1, then 
W,-,(b, a) = 0 * Wn+,(b, a) wn-,-,(b, a) # 0. (3) 
Next we show that if b > a, then 
TV,&, a) = 0 => & Wnez(t, a) Itzb i 0. (4) 
Let us first consider the case Z = n - 1. If F&(6, a) = yl(b, a) = 0, then 
lVc2(b, a) = -y2(b, a) y;(b, a). Th ere ore, f according to (3), y;(b, a) + 0, so (4) 
is established if Z = n - I, Assume that 1 < 1 < n - 1. According to the rule 
for differentiating a determinant, 
Ah a) .-. yn-db, 4 
$ r7cd(t, ‘> lt=b = ,,+,(,, a) . . . y~b;t-2’(b, a)
yj”-‘)(b, a) ... yt;“(b, a) 
(5) 
Assume that Wn-,(b, a) = 0 and consider the (fz - I + 1) x (~z - Z) matrix 
Ah 4 ... yn-z(b, a) 
A = J$-) b, a) ... y;--“-2’(b, a) . :t 
yj”-z-l’(b, a) . . . ype;z-l’(b, a) 
rl”-” (b, a) ... y;-$(b, a) 
Weseethatthe(Tz-Z-l) ~(n-Z-1) submatrix formed by deleting the 
last two rows and the last column of A has determinant equal to Hi,-,-,(b, u) 
which, according to (3), is nonzero. Therefore, t?ze$jirst (n - Z - 1) YOWS ofA are 
linear& independent. Let g be a nonzero vector of dimension n - Z which is 
orthogonal to the first n - Z - 1 rows of iz. Since W+,(b, a) = 0, the (n - Z)th 
row of A is a linear combination of the first II - Z - 1 rows; hence [ is also 
orthogonal to the (n - Z)th row of A. If (4) were false then, according to (5), 
the last row of d would also be a linear combination of the first n - Z - 1 rows. 
Hence 6 would be orthogonal to every row of A and the columns of A would be 
linearly dependent. This is not possible since, according to (3), W+,+,(b, u) f 0. 
Therefore, (4) holds whenever b > a. In particular, it follows that the zeros of 
?Vn--l(t, a) on [a, cc) are isolated, so Pi(a) is an isolated point set. 
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We next show that 
bEPz(U) 5 qg (b, a) + 0. 
First, let us note that standard existence theory [2, p. 27] implies that for 
1 < i < n andj = O,..., n - 1, yr’(t, u) is a continuously differentiable function 
of a for n, t E [0, co). Hence, from (l), yp’(t, a) is also continuously differen- 
tiable with respect to a and v,(t, a) s ayi(t, a)/& is a solution of (1) for i = 
1, 2,..., 71. Differentiating relations (2) with respect to a gives Zyy’(a, a)/& + 
y!lj+l)(a, a) = 0 for 0 G-j < n - 1, 1 < i < n - 1. Without loss of generality 
we may assume that the coefficient of y 0~) in (1) is one. Let Ly + py = ygnb + 
yJ==, &.y-‘~). From (2) and the above, @(a, a) = &&‘(a, u)/Za = 0 if 
jfn-i- I andjfTl-- 1, while ~$-~-~)(a, n) = - 1 and .z’~-~)(cz, rz) = qi(z). 
Therefore, by (2) and the uniqueness theorem, 
g (t, a) = z+(t, uj= -y&1(“, a) + qi(a) y&7 a>, i = l,..., II - 1. (7) 
Turning to the proof of (6), we first let 1 = n - 1. Suppose Wl(b7 u) = ~~(6, n) = 0. 
We have 3TY,(b, a)/& = -y,(b, a) + al(u) yl(b, a) = -ya(b, a), and bp (3), 
Of W&b, u) = -yi(b, a) y,(b, u). Therefore, (6) is true for I = 72 - 1. 
Suppose that IT,-,(b, a) = 0 and 1 < 1 < n - 1. By the rule for differentiating 
a determinant, aW,-,(t, a)/&~ is the sum of n - 1 terms where the ith term is the 
determinant whose ith column is the derivative with respect to a of the ith 
column of Wn-,(t, a) and whose remaining columns are equal to the corre- 
sponding columns of Wnpz(t, a). By (7), if j = O,..., n - I - I, then &ij’(b, a)/& 
= -y$(b, u) -+ ql(u)ylj’(b, a), and therefore, since W&b, u) = 0, oniy the 
last term in the sum representing FMI,_z(t, a)/&~ is nonzero when t = b. Thus 
we see that 
Consider the (n - 1) x (n - I + 1) matrix 
B = y1(b7 y I 
- %+db, 4 Yn-db, 4 Yn-z+l(b, 4 
1 yi-‘-l’(b, u) ... y~;:;,“(b, a) yk;‘-“(b, u) y:$(b, a) 1 
and let E # 0 be an (n - I)-dimensional vector which is orthogonal to the first 
n - E - 1 columns. Since W+,(b, u) = 0, (3) implies that W+-l(b, a) f 0. 
Therefore, the first n - I - 1 columns of B are Iinearly independent; coa- 
505/35/I-7 
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sequently the (n - Z)th column must be a linear combination of the first FZ - I- 1 
columns. Therefore 8 is orthogonal to the first n - I columns of B. If it were 
true that aZV;,-,(b, a)/& = 0, then, by (g), the last column of B would also be a 
linear combination of the first n - 1 - 1 columns and, hence, also orthogonal 
to 8. This would imply that rank B < n - I, contradicting IV~-r+r # 0. This 
proves (6). 
Suppose that for some a E [0, cc), b E Pr(a). If b = &“(a), there exist numbers 
tj, j = l,..., K, such that a = to < tr < .** < t, = B, FV,-,(tj, a) = 0, 
j = l,..., K, and WnJt, a) f 0 if tjwl < t < tj, j = l,..., k. Since dWRWl(tj, a)/dt 
f 0 for 1 < j < k, there exist numbers 01 and 6 with 0 < 01 < 6 < 
min,(t, - tk-J/2 such that 
(i) dW%/‘,_,(t, s)/dt # 0 if j t - tj / < 6 and j s - a / < 01 forj = I,..., k; 
(ii) Wnpl(t, s) assumes opposite signs when t = tf + S and when t = tj - S 
if j s - a j < a: andj = l,..., k; 
(iii) F17+l(t, s) # 0 if tE[tjpl+S,tj-SJ for j=l,..., k and 
1 s - a j < a; and 
(iv) Equation (1) d is isconjugate on the interval (a - 6, a + 8). 
The last condition can be satisfied since (1) is disconjugate on intervals of 
sufficiently short length containing a (see [3, p. Xl]). It follows that for each 
fixed s E (a - a/, a + a), the equation W,-l(t, s) = 0 will have exactly k solutions 
in t for t E (s, b + 8) and exactly one solution will beIong to each of intervals 
(tj - 6, tj + 8). Thi ‘s s h ows that Q(s) < 03 for s E (a - al, a + a). Thus the 
set of points where && isJinite is open. Since TV,-,(b, a) = 0 and dW,&t, u)/dt JtZa 
f 0, the implicit function theorem implies the existence of a number o10 > 0 
and a Cr function + defined on (a - as, a + aO) such that $(a) = 6 and 
W&$(S), s) = 0. If tir is chosen so that 0 < e+ < min(ol, , ti) and so that 
I C(s) - b I < S w h enever ] s - a j < 011 then the previous discussion shows 
that 4(s) = t,“(s) on (a - c+ , a + al). Hence, Z;,k is of class Cl on the open set 
zohere it is finite. 
Let a now denote a variable point in the open subset of [O, ok) where &k is 
finite. Dserentiating the equation TVn-a(&k(a), u) = 0, we obtain 
W;&~(u), u) dr;?(u)jdu + %V,+&“(u), u)j@a = 0, 
where the prime denotes differentiation with respect to the first variable. Since, 
as shown in our previous discussion, W&l([l”(~), u) # 0 and aW,-,([,k(u), a)/&~ 
# 0, it follows that dQ(a)/da # 0. Hence we have shown that d&k/da is never 
,m.ro on the open set where &k is finite. 
We assert that if Q(aJ < cc, then d[$(u,J/du > 0. To prove this, let us 
assume, on the contrary, that dt;,k(u,,)/du < 0. Since the set of points where &” 
is finite is open, there exists c > us such that ctk is finite on [a,, , c) and such 
that this half-open interval is maximal with respect to this property. Since 
dcgk/da is continuous on [a,, , c) and never zero on this interval we see that 
d&k/da < 0 everywhere on [a,, c). Therefore, since CI E [a,, , c) implies that 
a < 5?(a) < i,“(a,), we see that c < W, Consequently [,k(c) = CX); otherwise 
there would exist d > c such that [a0 , d) would belong to the set where &” is 
finite as this set is open. Since CL k is strictly decreasing on [a0 , c) and since 
a < &k(a) it follows that b = lim,,,-, <,7c(a) 3 C. The fact that (1) is dis- 
conjugate on intervals of sufficiently short length containing c implies that 
b > c. Since W&2Ia”(a), a) = 0 it follows by continuity that R’,-,(b, cj = C. 
This implies that S,‘(c) < b < CD, so we have a contradiction if k = 1, Suppose 
then that k > 1. Each of the functions <1j, j = l,..., k, is finite on [a0 , c) and 
hence strictly monotone on this interval. Since for each a E [a, , c}, a < &l(a) < 
;,“(a) < ... < &“(a), there exist numbers tj , j = l,..., k, such that lim,,,-, <t(a) 
= tJ and such that c < tr < t, < ..a < t, = 6. Since 1V,,-,(&i(a), a) = 0 it 
follows that TV&tj, c) = 0, j = l,..., k. If tj = tj+r then Rolle’s theorem 
implies that dW,-,(t, c)/dt Itsti = 0, which contradicts (4). Thus fj < t;?r, for 
j = l,..., k - 1 and the argument used previously shows that c < t, . This 
means that &k(c) < d < cci which is a contradiction, This proves that d&‘;ida 
is positive at each point where [$ isjnite. 
To complete the proof of Theorem 1, we show that if &:(a,) < 03 and 
a, > 0 then <,“(a) < 00 for all a E IT), aO]. Assuming the contrary, there exists 
a number c E [0, a,) such that Q’(a) < CO for c < a < a, and <rL(c) = LQ~ 
For the sake of definiteness, let k > 1. The functions Q, j = l?..., k, are 
monotonically increasing on (c, ad] and therefore, since a < Q(a) < a*. < 
&k(a) for a E (c, a,], there exist numbers tj ) j = l,..., K, such that lima+c+0 [i(a) 
= tj and c < tl < .. . < t, . The same reasoning as used in the preceding 
paragraph shows that c < t, , t, < tjtl forj = l,..., k -- 1, and wnJtf , c) = 0 
for 1 <.j < k. Hence Q’(c) < t, < CQ, which is a contradiction. Therefore 
<p(a) < co for all a E [0, a,]. Therefore, since the set of points where .&k is 
finite is open, it is either empty or a half-open interval of the form [0, d), d f a. 
This proves Theorem 1. 
3. MONOTONICITY OF h,(b) 
Throughout this section we shall assume that 7k E Cmax(n-k+lJ-l) for h = 
I, 2,..., rz + 1. In this case the adjoint L* of L, defined in the Introduction, 
exists as an operator on functions of class 0. Moreover, rue assume that p(t) 
is never zero on [O, co) and we let 1 be a jked intqer between 1 and n I 1 such that 
(-l)“-‘p(t) < 0, t E [O, co). (9) 
The number a E [0, 0~)) is fixed in this section. 
According to Theorem K, if b > a then the eigenvalues of the boundary- 
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value problem Ly + hpy = 0, y E B,(a, b), are positive and simple and may be 
arranged in an increasing infinite sequence 
0 < h,(b) < h,(B) < .-- < X,(b) < hle+#?) < . . . . (10) 
If y is an eigenfunction corresponding to X,(b) then Y(~)(U) f 0. Otherwise, 
it would follow that y + 0 and y E B,+,(a, b). Since Ly + X,(b)p(t)y = 0 and 
(-1)+z-?1,(6)p(t) > 0 we would have a contradiction to Theorem N. Since 
an eigenfunction corresponding to X,(b) is unique within constant multiples, 
there exists a unique function u,(t, b) such that, as a function of t, 
Lu, + X,(b)pu, = 0, up E &(a 6) lP’(a, b) = 1. > f (11) 
(Throughout this section we use superscripts exclusively to denote partial dzzeerentia- 
tion with respect to t.) Consider the eigenvalue problem 
(-l)nL*x + W(-1)npz = 0, z E B&q 6). (12) 
Since (-l)~~L*x = r,Dr,D ..’ r,Dr a+l~, this operator has the same form as L. 
Moreover, according to (9), if (- 1)” p(t) > 0 then I = n - (n - I) is odd while 
if (- I)“p(t) < 0 then 1 is even. Therefore, Theorem K is applicable to the 
eigenvalue problem (12) and we infer 
LEMMA 3.1. The eigenoalues of (12) are simple and positive and form an 
in$nite sequence 
0 < wg < WI < ..’ < ‘Wg < w&+1 .... (13) 
An eigenfunction corresponding to w, has exactly m zeros on (a, b), each of which 
is simple, and no nontrivial lineal combination of the Jirst m + 1 eigenfunctions 
vanishes at more than m points OR (a, b). 
Let k be fixed and consider the linear differential operator M defined by 
filry = Ly + X,(b)py. If M* denotes the adjoint of &’ (see [3, p. 74]) then 
M*y = L*y + h,(b)py. It is well known (see [3, p. 1041) that there exists a 
nontrivial solution of the boundary-value problem My = 0, y E &(a, b), iff 
there exists a nontrivial solution of the boundary-value problem M*y = 0, 
y E B&a, 6). Therefore h,(6) is equal to some wi . Applying the same argument 
to the boundary-value problem .Ny = 0, y E B,?&a, b), where Ny = L*y + 
wjp-y, and noting that N*y = Ly + wjp>l, we infer that every wj is equal to 
some hi(6). Ilence, according to (10) and (13) it follows that 
h,(b) = Wk ) k = 0, 1, 2 ,... . (14) 
The following result is a consequence of a more general theorem on Chebyshev 
functions (see [9, Chap. 3, Lemma 21) but we indicate a proof for completeness. 
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LEMMA 3.2. For each k = 1, 2 ,..., let aJt, b) be an eigenfzmction of (12) 
corresponding to the eigemalue zuI: = h,(b). Ij 
a < t, < t, < ... < t,,, < b, (15) 
q(t, > b) a,(t, , b) ... D,>,&, 5) 
q,(t, , b) q(t, , b) ... rL’i& > 6) f o 
1 q,(t,‘, b) ’ vl(f,,: , b) :I: u&w: , b) / 
and the deterrninaxt retains the same s@z for allpossible f, ) t, >...? t,,, sati&i?~g (i 5). 
Proof. If the determinant were to vanish for some to ,.. , t,,, satisfying (15) 
then some nontrivial linear combination of a, ,..., v,,, would vanish at v-z -C I 
distinct points in (a, b), contradicting Lemma 3.1. ;Since the set of points 
(to ,..*, t,) in (m + I)-dimensional space that satisfy (15) is connected, the 
determinant must retain the same sign for a11 nz f 1 numbers that fulfill the 
inequalities. 
LEIWMA 3.3. For each m = 0, 1, 2 ,..., 
1 
b 
p(t) u,,(t, 6) zT,,,(t, b) dt f 0. (1f$ 
-Cl 
Proof. If 11-z = 0 the result is obvious since u,(t, b) # 0, ~(f, b) + 0, and 
p(t) f 0 for t E (a, b). Suppose that nl > 0 and let 0 < k < m. Since Lu,,~ -+ 
X7,,puill = 0, L%, + &pa, = 0, u,, E &(a, b) and v,~~ E B.&a, b), repeated 
integration by parts shows that X,,, JE p(t) u7,,vk dt = -J; qLzc,, dt = -Jfi u,,L”c, dt 
= h, Jf p(t) u,,,v~~. dt Therefore, since h,, > hk for m > K, we have 
1 b p(t) u,,,(t, b) Z.&, b) dt = 0, 0 < k < na. (17) -CA 
According to Theorem K, u,Jt, 6) has exactly m zeros for t in the interval (a, A) 
and all zeros in (a, b) are simple. Let these zeros be so < s1 < ~.. < s,,+r . By 
Lemma 3.2, the function 
v&o > 4 ILI~(S~ , b) ... q&g , b) 
~vo(sl , b) vl(sl , b) ... c~.&~ , b) 
m(t) s . . . . 
zi&m-1 1 0) &,t-, , b) ..’ ~G&-~ , 6) 
q,(t, b) z& b) ‘.. z.,,&, b) 
is nonzero if t f sj , j = O,..., m - 1, and w(t) changes sign at each of these 
points. Hence, 
I -‘p(t) um(t, b) w(t) dt + 0. ‘a 
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Since w is of the form con,, + clvl + .*. + cPner,,  it follows from (17) that (16) 
must hold. This proves the lemma. 
LEMIMA 3.4. If b > a and 01 > 0 then there exists a unique function x(t, b, E) 
such that as a function oft 
Lx + CYpx = 0, (18) 
and 
.@(a, b, a) = 0, 0 <j < I - 1, @)(a, b, a) = 1, (19) 
S’(b, b, a) = 0, j = O,..., n - I - 2. 
Moreover-, for j = O,..., II, G(t, b, a) = Sz(t, 6, a)/@’ has continuous partial 
dehvatives with respect to b and 0~. 
Proof. Since (--l)n-z-lap(t) > 0, it follows from Theorem N that the homo- 
geneous boundary-value problem Ly + copy = 0, y E &+,(a, b), has only the 
trivial solution. Consequently if wi(t, 01), 1 < i < n, denotes the solution of 
I,~~+orp3~=0 such that wy’(a,ol)=O, j+i--1, O,<j<n--1, and 
wji-“(a, a) = 1 then the homogeneous system of linear equations 
g,cfwj3(a,u)=0, j=O ,..., I, 
gl ciwf’(b, a) = 0, j = 0 ,..., n - I- 2, 
in the unknowns cr ,..., c, has only the trivial solution. Therefore there exist 
unique functions d,(b, a),..., d,(b, a) which will satisfy the system of linear 
equations obtained from the preceding one by replacing the right-hand side of 
the (1+ I)st equation by 1. The function x(t, b, a) = C:i, di(b, cx) w,(t, a) 
satisfies (18) and (19). By a standard result the functions zu,(t, o?), i = l,..., n. are 
analytic in 0~. Therefore, since the coefficients in the system of equations which 
determine d,(b, =I),..., d,(6, a) have continuous derivatives with respect to b and Q, 
we see by Cramer’s rule that the same is true of ct,(b, a),..., d,(b, a). Therefore, 
x has all of the required properties. 
LEMMA 3.5. For any b > a and any integer m > 0, z(t, b, h,,(b)) = u,(t, b) 
and i3z(n-z-1)(b, b, h,,(b))/& f 0. 
Proof. If a: = X,(b) then, according to (11) u,,(t, b) will be a solution of the 
differential equation (18) and will satisfy the boundary conditions (19) placed 
on x(t, b, An<(b)). Therefore, by uniqueness of z(t, b, Am(b)) we see that u,Jt, 6) = 
z(t, b, A,,(b)). For b > a let x(t, b, a) = h(t, 6, a()/&. 
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Differentiating (I&) and (19) with respect to oi we find that 
La + apx = -pz(t, b, a), 
and 
@'(a, b, CL) = 0, j = 0, l,... , I, 
xO)(b, b, cd) = 0, j = o,..., n - I- 2. 
We fix b > a and let a = h,(b). If #(t) = .~c(t, b, h,(b)) =I ;ix(t, 6, h,(b))/& then 
Lt/ + h,(b)p# = -pu,(t, b), #(j)(a) = 0,j = 0 ,..., I, F(b) = 0,j = 0 ,..., n - I - 2. 
Suppose that, contrary to the assertion of the lemma, #(‘z-r-1)(6) = 0. Then 
/J E B,(a, b) and, since by (14) L*v, + X,(b) pv,,, = 0, z!nr E B,&a, 6), where 
q,, = vnz(t, b), repeated integration by parts shows that -SIP(t) ~,(t, b) ~,,~(t, b)df 
= Ji (‘Li,,,L# + v,,h,(b)p#) dt = Jz $(L*v~, + X,,(b)pvmj dt = 0, which contra- 
dicts Lemma 3.3. This contradiction shows that 
pL-Z-l,(b) = aZ(n-yb, b, A,(b))j&x f 0 
and the lemma is proved. 
We now come to the principal result of this section. 
PROPOSITION 2. For each integer m > 0 and b E (a, m), both u,(t, 6) and 
h,(b) are continuously d$j%entiable with respect to b, dh,(b)/db < 0 on (a, KI), and 
limb-oTO h(b) = + ~0. 
PFOOJ Let us fix b, > a and set % = A,,,(b,) for some m 3 0. By 
the previous lemma, ,&-a-l)(bO, b, , CL,,) = ugWkl’(b, I b,) = 0 and 
%zcn-z-l)(b,, , b, , cv,,)/i%~ f 0. Th ere ore, f by the implicit function theorem there 
exist a number 6 > 0 and a Cl function rj defined on (b, - 6: b, + 8) such that 
(b(bo) = 010 = Ubo)> 
,z(n-z--l)(b, b,+(b)) = 0. 
w 
(21j 
Let y(t, b) = x(t, b, 4(b)). By Lemma 3.4, y”)(t, b) is continuously differentiable 
with respect to 0 for j = 0, . . . . n and, according to (18), (19), (20), (2 I), and 
Lemma 3.5 
and 
LY + 4@jPY = 0, Y E &(a, b), 
3’(4 60) = %&, bo). 
(22) 
(23) 
Since, for 0 <j < n - 1, y’j’(t, b) - yfj)(t, b,) = ~,iA)(i~)(t, b,  as b -+ b, uniformly 
with respect to t on compact intervals, it follows that V(t, b) has at least nz 
simple zeros on (a, 6) for j 6 - b, 1 sufficiently small. We assert that there exist: 
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6, > 0 such that fOY / 6 - b, 1 < 6, ) y(t, 6) h as exactly m zeros on (a, 6) which 
are all simple. In fact, assuming the contrary, there exists a sequence {6&’ with 
lim b, = b, and a sequence (~~~31” in (a, bB) such that either lim sic = a or 
lim sk = b, and y(sB , ba) = 0. Since y E B,(a, b,), it follows by Rolle’s theorem 
and the same reasoning used in the proof of (d) of Theorem K that there exists 
a sequence (TV with either Y’~)(o~ , b,) = 0 and lim o, = a or y(n--E)(ok , 6,) = 0 
and lim crl< = b, . The first alternative, which implies u$(a, b,) = 0, contradicts 
(11). The second alternative, which implies U, E B,-,(a, 6,), contradicts (9), 
(ll), and Theorem N. This establishes the claim. 
Since y(t, b) has exactly nz simple zeros on (a, b) for j 6 - b, 1 small, we see 
from (22) that h,(6) = 4(b) and uJ~, b) = y(t, b) for b near b, . This shows 
that &,(b) and u$(t, b), 0 \c j < ?a, have continuous derivatives with respect to 6. 
Let B(t, b) = &(t, b)/%. Differentiating the differential equation Lu,~ + 
~,n P% = 0 with respect to 6 we obtain 
dh j;) 
LB + h,(B)pB = - *pum (24) 
and by differentiating the relations ug’(a, b) = 0,j = O,..., I - 1, &)(a, 6) = 1, 
lQ(b, b) = 0, j = 0 ,..., n - I - 1, we obtain &:‘(a, b)/ab = 0, j = 0 ,..., Z, 
and &$‘(b, b)/& + ug+r’(b, b) = 0, j = 0 ,..., n - I - 1. Hence 
W(a, b) = 0, j = O,..., I, (25) 
lw(b, 6) = 0, j = O,..., n- I- 2. (26) 
Since u,Jt, b) E B,(a, 6) and u,~ + 0, zl,~-“(b, b) + 0; for otherwise u, E 
&?,-,(a, 6), contradicting (9) and Theorem N. Hence 
P-l)@, b) = -lp)(b, b) + 0. (27) 
If for some b, > a, d&(b,)/db = 0 then by (24), (25), (26), and (27) we see 
that y(t) = O(t, b,) is a nontrivial solution of the boundary-value problem 
Ly + X,(b,)py = 0, y E B,,(a, 6,), which, according to (9) and Theorem N, 
is impossible. Therefore, dh,/db is never. equal to zero on [a, a). 
To complete the proof of Proposition 2, it is expedient to make use of the 
following result which is proved in [3, p. 811 (see also [23]). 
LEMMA 3.6. Let p,(t),...,p,(t) be continuous on a compact interval I and let 
max 1 pi(t)/ < M on I for 1 < i ,( n. If 6 = min[l, l/nMJ then the dzzerential 
equation 
y(n) + pl(t)y(+l) + .‘. + Pn-1(t).Y + p,(t>y = 0 
is disconjugate on every subinterval of I of length < 6. 
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To finish the proof of Proposition 2 we first note that since h,,,(b) > 0 and 
A,,,(b) is strictly monotone on (a, co), either lim,,,,, h,(b) = y >, 0 with 3’ 
finite or limb+a+0 &(b) = + CD. If the first alternative were true then the 
coefficients of the differential operator L + X,(B)9 would be uniformly bounded 
on [a, a + I] where A,;(a) = y. However, since (Lu,,)(t, b) + &(b)p(t) y,,(t, bj 
= 0, u,, E B,(a, b) and ~%‘(a, b) = 1, this would contradict Lemma 3.6 for 
b - a small. Therefore X,(b) -+ co as b --j a + 0 and, since d~\,~/db is never 
zero on (a, co), it follows that cEh,,,,/db Z’S always negative. This proves Proposition 2. 
Remark. The differentiability, but not the monotonicity, of h,,,(b) is also 
established in [7]. 
4. AN EIG~UVALUE COMPARISON 
Suppose that (-1)“-zj5(t) < 0 and that 4(t) is continuous on [u, co), and let 
0 < &,(b) < X,(b) < ... < X,(b) < X,+,(b) < .*. denote the eigenvalues of the 
boundary-value problem 
Ly + x$5y = 0, y E B,(a, 6). iw 
VCe assume that the functions rk , 1 < k < n + 1 satisfy the regularity condition 
of the previous section and (-1)“~“p(t) < 0 on [O, CO), and we let A#) have 
the same meaning as before. 
THEOREM 4. If 
(-l)“-‘$(t) < (- I)“-p(t) < 0, t 65 b, 4 (2% 
then X,(b) < h,(b). If j + p on [a, b] and (29) holds theta &#I) < h,(bj. More 
generally, for any m > 0, ;f (29) holds then 
&(b) &(@ . . . L?@) d W) h@) ... L(%h 
a7izd ;f inequality (29) is strict at one point of [a, b] then 
X,(b) X,(b) ... ii,,(b) < X,(b) X,(B) -*. /l,,,(b). 
PruoJ. Let b be fixed throughout this section. Let q,(i) be a nontrivial 
solution of the boundary-value problem L*v, + h,(b)pv, = 0, v, E B.&a, 6), 
and Iet z&(t) be a nontrivial solution of the problem 
Lzz, + X,(b)plzo = 0, zz, E B,(a, 6). 
By Theorem Ii and Lemma 3.1 we may assume that z&(t) > 0 and v,,,(t) > 0 
for t E (a, L). Since X,(b) Ji p(t) vO(t) i&,(t) dt = --Ji i&,(t)(L*cJ(t) dt = 
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-J,” v,(t)(Lz&)(t) dt = &,(h) j&) q(t) i&(t) dt and r&(t) no(t) > 0 on (a, b), it 
follows from (29) that X,(b) < h,(b); 
clear that X,(b) < X,(b). 
moreover if inequality (29) is strict it is 
Turning to the proof of the more general statement, let z&(t) and I denote 
nontrivial solutions of the boundary-value problems 
Lz2, + X,(b)pzZ, = 0, f& E qa, 6), 
L”v, + X,(b)pv, = 0, VB E %l(% @, 
respectively, for k = 0, I ,..., m. For a < t, < 6, R = 0 ,..., frz, let 
qt,, t, ,..., tm) = 
and 
By Lemma 3.2 we may assume that o((t,, , tr , . . . . t,,) > 0 and V(t,, , tl ,..., t,,J > 0 
whenever a < to < tl < ..- < t, < 6. This will imply that u((ta , tl ,..., tr,J x 
si(to ) t1 )..., t,,) > 0 regardless of the ordering of t, ,..., t, provided that ti # tf , 
0 < i, j < m, and ti f a, b. For j = 0, l,..., m, let Lj and LF be the par&l 
differential operators defined by 
a a r 
L,Y = 1 n+l(tj) _ rn(tJ -- ... T&j) $ Y&)Y 
at, atj CM, 
and 
respectively, where Y = Y(t, , tl ,..., tm). By considering the complete expan- 
sions of the determinants which define 0 and V it is easy to see that 
&nLra-1 -*L,L,L7)(t, ) t, )..., I&) 
= (-l)“+$#J)X,(b) Gi,(b)$(t,)$(r,) .‘.$(&J I(& ) t, ,...) t,,) 
and 
(G-G . . . G-1.G qql , t, , . . ., L) 
= (-l)m+lw) WJ) **- L(4 p(t,)p(t,) ... P&J qto > t, ,..., tm). 
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For any k = 0 ,..., m, if t, ,... ~ t,-, , f,<+, ,..., t, are fixed, L,-, ..* L,Lco E &(a, b) 
* as a function of t, (L-,U = U) and L,,, ... LzI/ E B,&a, b) as a function to t, . 
WelEe 
b 
j:J J . . . .O FL,L,-, a.. L,ndt, ... dt,-, dt,,, a a 
= [ jab ... jclb VL,,L,-, ... L,odt,i dt, ..a dt,-; 
= jab jab . ..~~(L.I’)L,-, . ..L.~dt,dt,...dt,,_, 
= . . . = j’,” jab . . . ‘ib(L; -.L~f7)L,&&,dtl . . . &,, 
- a 
= jab j; ... jab cL,*L; ..a L;V dt, dtl ... dq, . 
From this it follows that 
,x,(b) ,x,(b) ... x,Jb) j” jb ... jb &) $(tl) ... J(tm) oV dt, ... dt,m 
an a 
= h,(b) h,(b) ... X,(b) 1” j” 0.. [* p(t,,)$(t,) a.. p(tJ GE- dt, --- dt, 
-cl u ‘a 
and therefore, since orr > 0 almost everywhere on the m + l-dimensional cube 
n < tj < b, j = 0, l,..., m, the assertion of the theorem follows. 
Remark. If L is self-adjoint-i.e., L = L*-so that n = 2~2, then if 2 = HZ 
it can be shown that (29) implies the much stronger assertion x,(b) < X,(b) for 
all integers K >, 0. In fact this is true regardless of whether or not L is a dis- 
conjugate operator as long as the leading coefficient is positive. A proof can be 
based on the max-min characterization of A,(b) in terms of Rayleigh puotients 
(c.f. [I7, pp. 337-3401). It would be interesting to know when the same assertion 
is true in the non-self-adjoint case. 
5. PROOF OF THEOREM 3 
To prove Theorem 3 we shall first assume that (- l)+‘p(t) < 0 for all t and 
that I’,~ E C”ax(n-k+lJ-l). In this case we may apply the results of Section 3. ,4s 
before, a E [0, $x) mill be fixed and for simplicity of notation we set b,-, = Q’(a). 
We first show 
bi < cc, =+ hj(bj) = I, j > 0. (30) 
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We prove this by induction, starting with j = 0. Since 6, = &l(a) there exists 
a nontrivial solution of Ly + py = 0, y E B,(a, 6,). According to Theorem K 
of the Introduction, 1 = h,(ba) f or some k > 0. If it were the case that 6 > 0 
we would have /\,(b,) < h,(b,) = 1 and, since according to Proposition 2, h,(b) 
is continuous and h,(b) - 03 as 6 ---f a + 0, there would exist c with a < c < 6, 
such that h,(c) = 1. Consequently, there would exist a nontrivial solution of 
Ly + py = 0, y E &(a, c), and c could be a conjugate point of a of index I 
smaller than 6, = &l(a), which is impossible. This contradiction shows that 
(30) is correct forj = 0. Suppose now that (30) is true for j < m where 772 > 0. 
If b,, < CD then 
a < 6, < 6, < ... < 6,,, . (31) 
Since (1) has a nontrivial solution in &(a, b,,,), Theorem K implies that &(bm) = 1 
for some k. Since h,(b) is strictly decreasing on [u, CO] for all q > 0, it follows 
from (31) and the induction hypothesis that 1 = Xj(6j) > )r,(b,) for j = 0, l,..., 
m - 1. Therefore, k > m. If R > m then &(blTI) < ,\,(6,,) = 1. Since h,;(b) is 
continuous, and since, according to the induction hypothesis, 1 = X,,1-1(6m-J < 
&(bm-J, this would imply the existence of a number c with b,,_r < c < 6.,,z 
such that h,,(c) = 1. Consequently, there would exist a nontrivial solution of (1) 
in B,(u, c) and c would be a conjugate point of index I strictly between the mth 
and (m + 1)st conjugate points of index Z, which is impossible. Therefore (30) 
holds for i = m + 1 and the induction is complete. 
From (30) and Theorem K it follows that if 6,-r = {,“(a) < cc then there 
exists a nontrivial solution y of (1) with y E B,(u, 6,-r) such that y has exactly 
k - 1 zeros on (a, 6,-r) which are all simple, and such that any other solution 
of (1) belonging to &(a, b& is a multiple of y. This proves Theorem 3 subject 
to the restrictions given above on p and rk , 1 ,( k < n + 1. The proof for 
the general case will follow from Theorem E and the following result. 
LEMMA 5.1. Let p(t) and rk(t), 1 < k < n + 1, satisfy the conditions of 
Theorem 3 and suppose that b,,-, = &‘,m(u) < co. Suppose that for each integer 
q, rQ,k(t), 1 < K 6 n + 1, andp,(t) arefunctions such that lim,,, r;:;(t) = r;‘(t), 
j = o,..., n - k + 1, and lim,,, p,(t) = p(t) uniformly on [a, c] zchere c > 6,-, . 
If for each q, [Tl(u) has the same meaning relative to the d$kentiul equution 
as cCm(a) has relative to (l), then [r,(u) exists for q large and lIzl(a) --+ &‘rm(a) us 
q-+ co. 
Prroof. For each q > 1 and i = I,..., n, let -y&t, a) denote the solution of 
(1,) such that yg$a, a) = 0 ifj + n - i and yz,F’(a, u) = 1 forj = O,..., n - 1, 
and let yi(t, u) be the solution of (1) defined by (2). Since the coefficient of y(j), 
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j = O,..., 12, in (1,) converges uniformly to the coefficient of y’j’ in (I) as 9 ---f co9 
it follows by standard results (see, for example, [lo, p. 14-1) that ygi(t, a) con- 
verges uniformly to y:j’(t, a) on [a, c] as 4 + a3 for i = I,..., pz and 0 \cj < 
n - 1. Consequently, if TVQ,.n-l(t, u) denotes the Wronskian of y,,(t, a): 
3’*,&, a) ,..., J’ Q,n--ijt, aj and IV+r(f, a) is defined as in Section 2 then 
uniformly on [a, c]. If b, = lf’r(n), Iz = 0, l,..., m - 1, then W&6,, a) = 0 
and there exists a number d > b,-, such that Wn-l(r, a) + 0 for t E (a, d) and 
t -+ b, ? k = 0 ,..., m - 1. Moreover, according to (4), JVi,-,(6, , u) f 0. It 
follows from Lemma 3.6 that for 4 large, IV g,n--l(t, a) has esactly m zeros on the 
interval (a, d) and the kth such zero converges to b,+, . This proves the lemma. 
To complete the proof of Theorem 3, suppose that (- ljn-’ p(t) < 0 on 
[O, cc] and that rfc E Cn--b+l. Assuming that b,,-r = g?(a) < a, let y be 2 
nontrivial solution of (1) with y E B,(u, 6,,,-r). By Theorem IX, y $ B,-,(a, b,,I+l) 
and y 6 B,-,(n, B,-,). Therefore 
y’y”) # 0, y(~~z-ybmpl) + 0. (32) 
If u” is an): other solution of (1) with z E B,(u, b,,-,) then a(t) = ycz)(aj x(t) - 
.$‘(a) y(t) will be a solution of (1) with u E B,,,(a, 6,,+,). Therefore, by 
Theorem N, u is the trivial solution. This shows that y(t) is unique up fo c~mtnnt 
mdtiples. Let c > h,+t and let {p,); and {rq.gjr=I , k = I,..., n f 1, be sequences 
of functions that satisfy the hypothesis of Lemma 5.1, with (- l)“-lp,(t) < 0 
and yg ~ g Cmm(,n-J:+l,JG-l). If b, m--l = {gtZ, has the same meaning as before: then 
b *,,, 2-r ‘l* t),+-l as 4 + co. Let y, be a solution of (1,j such that ya 5 B,(u, b,I,,,_I) 
and such that 
y:$q + y;+1)(u)2 + . . . + yp)(u)” = 1. 
By considering a suitable subsequence, we may assume without loss of generality 
that $(a) -+ cj for j = E ,..., n - 1, as 4 + co, u-here elf’ + ... + cz-r = 1. 
If y0 is the solution of (1) defined by the initial condition ybj’(u) = 0,O <j < I- 1, 
yb;i’(u) = cj I 2 < j < n - 1, then y:‘(t) + y:‘(t) uniformly on [u, c]. In 
particular, ybj’(b,-r) = lim,,,y~‘(6,,,~,~-,) = 0 for j = 0 ,..., n - I - 1, so 
y0 E BE(u, b,,,-r). According to Theorem E, y,, has only simple zeros on (a, b,,-r). 
Let y0 have s simple zeros on (a, 6,;+,). Since the special case of Theorem 3, 
which was proved above, implies that y*(t) has exactly m - 1 zeros, all of 
which are simple, on (a, b4,m--1), we h ave m - 1 > s. If m - 1 > s, then by 
the reasoning of the proof of Proposition 1, there would exist a sequence (t4)F 
such that either t, + a and yg’(t,) = 0 or t, ---z b and y:-“‘(t,j = 0. Since this 
contradicts (32) it follows that m - 1 = s. This completes the proof of 
Theorem 3. 
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6. PROOF OF THEOREM 2 
The proof of Theorem 2 will be based on most of the results developed thus 
far as well as 
LEMMA 6.1. Let P(t) arzd p(t) b e contiTa4ous on [0, c0) z0ith (-l)“-t P(t) < 
(-1)*-I p(t) < 0 on this interval. If b and c denote the jirst conjugate points of a 
of index I relative to the dz#ewntial equations 
and 
LJ’+py =o 
Ly + Py = 0, 
(1) 
(1’) 
respectively, and b = c < co, then P(t) = p(t) for all t in [a, b]. 
Proof (cf. [I, Lemma 91). A ssume that b = c < CO and let u and v be 
nontrivial solutions of (1) and (l’), respectively, with u E B,(a, b) and v E B,(a, 6) 
By Theorem 3, we may assume that u(t) > 0 and u(t) > 0 for t E (a, b). Ac- 
cording to Theorem G, 
v(t) = - 1” G,( t, s, a, b) P(s) v(s) ds, (33) 
a 
p(a) = - I b Gf)(a, s, a, 6) I’(s) v(s) ds, (34) a 
vCn-‘)(b) = - [” G,““-“(b, s, a, b) P(s) v(s) ds. (35) 
As L is disconjugate, it is impossible that P(t) = 0 for all t 5 [a, b]. Therefore, 
since (--I)“-” P(t) < 0, it follows from (iv) of Theorem G that @(a) > 0 
and (-l)(“-z) v(‘z-z)(b) > 0. It is easy to see that these two inequalities together 
with the conditions v(t) > 0, t E (a, b), N(a) = v(i)(a) = 0, 0 < j < 1 - 1, 
and S)(b) = v(i)(b) = 0, 0 \(i < n - I - 1, imply that if 01 > 0 and a! is 
sufficiently small then 
and 
v(I)(a) - C&~)(Q) > 0, (-l)(n-z)[v(n-z’(b) - c&-Z)(b)] > 0 
v(t) - au(t) > 0 if a < t < b. 
(36) 
(37) 
Since u(t) > 0 for t E (a, b), inequalities (36) and (37) can not hold for all 
a! > 0. If ol > 0 denotes the supremum of all a! such that (36) and (37) hold, then 
v(t) - cru(t) > 0 for t E [a, b] (38) 
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and either 
dyu) - tw(a) = 0, 
&-Z,(b) - &c%-zyb) = 0, 
or 
v(i) - au(i) = 0 for some t E (n, b). 
Assume, contrary to the assertion of the lemma, that 
/JW 
Wb) 
(39cj 
(-lj”-“P(t) < (-l)‘“-‘p(t) < 0 but P f p on [a, 61. 
Since z(t) > 0 on (a, 6) it follows from (iii) of Theorem G that 
z(t) = - j” G,(t (41) 
e 
, s, a, @p(s) M(S) ds < - s” G,(t, s, a, 6) P(s) u(s) ds 
a 
holds for t E (rc, b). Furthermore, by (iv) of Theorem G and (40), 
u(~$z) = - j” G$, s, a, 6) p(s) u(s) ds 
a 
<- 
I 
b G;‘)(n, s, a, 6) P(s) u(sj ds (42) 
a 
and 
(- 1 jcn-z)ucn-z)(6) = (- 1 j('+'+l) j0 Gp-E)(b, S, U, 5) p(s) U(S) ds 
a 
< (-ljh--l+l) s” @-z’(b , s, a, 6) P(s) u(s) ds. (43) 
a 
From (33), (38), and (41) it follows if a < t < b then 
z](t) - olzl(t) > - j” G,(t, S, a, 6) P(S)[V(S) - &(s)] ds 3 0, 
a 
and, therefore, (39c) is impossible. From (34), (38), (42), and (iv) of Theorem G 
we see that 
&‘(a) - d)(a) > - s” Gp)(a, s, a, 6) P(s)[-,(s) - 6&(s)] ds > 0, 
a 
which shows that (39a) is impossible. Likewise, it follows from (35), (38), and 
(43) that 
( -.l)(n-a)[z(n-zyQ - ~u(“-zyQ] 
> (- l)h--E+l) j” Gjn--E)(b , s, a, 6) P(s)[u(s) - Eu(s)] ds > 0, 
a 
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hence, (39b) is impossible. Since at least one of the three inequalities (39a)-(39c) 
must hold, we have a contradiction and the lemma is proved. 
LEMMA 6.2, Suppose that the functions Y* , 1 < k < n + 1, in the definition 
of L satisfy yL E Cmax(B-k+l,k-l). Suppose that p(t) and P(t) aYe continuous and that 
(- 1)11--1 P(t) < (- I)“-l p(t) < 0 for t E [0, a). rf b, and c,, denote the first 
conjugate points of a of index I Pelative to the d$?erential equations 
LY + PY = 0, (1) 
Ly + Pv = 0, (1’) 
respectiveb, then c,, < 6, . 
Proof. We may assume that 6, < co. According to (30), h,(b,) = 1. If the 
function &, defined on (a, NJ) has the same meaning relative to (1’) as X, has 
relative to (1) then according to Theorem 4, &,(b,) < /\,(6,) = 1. Therefore, 
since L(b) + ~0 as b + a + 0 and since X,(b) is a continuous function there 
exists z E (a, b,,] such that X,(C) = 1. As there exists a nontrivial solution of (1’) 
in &(a, C) with no zeros on (a, c), Theorem 3 implies that c is the first conjugate 
point of a of index I relative to (1’). This proves the lemma. 
To complete the proof of Theorem 2, assume only that the hypotheses of 
Theorem 2 are satisfied, and let b, and c,, have the same meaning as in Lemma 6.2. 
Assume that b, < co, and for k = I,..., n + 1, let {v,,~~}~ satisfy the condition 
of Lemma 5.1 on the interval [a, c], where b, < c. Let b,,. and cn,s denote the 
first conjugate points of a of index I relative to the differential equations 
and 
Y VdYQ,?lD ... Y~Y,,,Y + (P + (4q))y = 0 
Y Q,n+lDrG,nD --* r,.sDr,,,y + (P + (4))y = 0, 
where E = 1 if n - 1 is odd and E = -1 if n - 1 is even. According to Lemma 
6.2, c p,O < b,,. for all q and, by Lemma 5.1, ZJ,,, -+ b, as q + co. Let (~~~,~}jm~ be 
a subsequence of {c~,J~ which converges to F E (a, b,,]. By reasoning as in the 
proof of Theorem 3 we see that there exists a solution y of (1’) in B,(a, E) with 
y(t) > 0 on (a, F). Therefore, z = ca , hence co < 6, . The final assertion of 
Theorem 2 follows from Lemma 6.1. 
Note added in revision. This paper was submitted before publication of [7]. We are 
grateful to Professor Uri Elias for letting us see a preprint of [7]. We have also learned 
that he has independently established monotonicity properties of conjugate points for 
other types of boundary-value problems using arguments similar to those used in Section 2 
under the slightly stronger condition p(t) f 0. These results appear in [30]. 
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