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ABSTRACT 
Let K be an infinite field of arbitrary characteristic. If a E G := CL,(K), we 
show that every coset of the centralizer of (I in G contains a regular element, i.e., a 
matrix for which the minimal and characteristic polynomials coincide. This property of 
GL,(K) is important for the study of the representation varieties of fundamental 
groups of compact orientable surfaces, 
0. INTRODUCTION 
Let K be a field, M,(K) the algebra of n by n matrices over K, 
G = GL,( K) the group of invertible elements of M,(K), and 1, E G the 
identity matrix. For a s M,(K) we denote by Z(a) the centralizer of a in 
M,,(K), and we set Z,(a) = G f~ Z(a). The dimension of Z(a) as a vector 
space over K is given by a formula due to Frobenius (see [4, Theorem 3.1611, 
dim Z(a) = k (2i - l)di, 
i=l 
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where d, 2 d, 2 a*’ 2 d, are the degrees of the invariant factors # I of 
the characteristic matrix t * 1, - a of a. As d, + --* +d, = n, we have 
dim Z(a) 2 rr for all a, and equality holds iff s = 1. Using this, it is easy to 
show that the following five conditions are equivalent to each other: 
(a) dim Z(a) = n; 
(b) the minimal and characteristic polynomials of a coincide; 
(c) the greatest common divisor of all minors of order n - 1 of t * 1, - a 
is 1; 
(d) 1 n, a, u2,. . .) a”-’ are linearly independent matrices; 
(e) Z(u) = K[ul. 
Following the standard terminology of algebraic group theory, the matri- 
ces a satisfying these conditions will be called regular. (In the linear algebra 
literature such matrices are called nonderogatory or cyclic.) 
Our main objective is to prove the following theorem. 
MAIN THEOREM. Ifu E G = GL,(K), h w ere K is an infinite field, then 
every coset b&(u), b E G, contains a regular element. 
The proof of this theorem is based on a curious determinantal formula 
(see Theorem 1.4 below) which we prove in the next section. We have made 
an independent verification of that formula for n I 8 and all possible values 
of m and k by using the Maple system for symbolic computation. 
1. THE BASIC FORMULA 
Let x0, xi,. . . be independent indeterminates over a commutative ring 
R. We define linear operators Dif), i, k 2 0, on the polynomial algebra 
Rlr,, Xi,... ] by the following two conditions: 
(a> 0::’ is R[x, ,..., xi-I, xi+l ,... ]-linear; 
(b) D~~)<x~> = (T)xr-li for m 2 0. 
Hence 0::’ is the identity operator. We shall write D,, for 0::). These 
operators are closely related to partial differentiation operators, since 
dk 
- = k!D;;‘. 
dX,k 
They were first introduced in 121 in the case of the polynomial ring in one 
indeterminate over a field. It is obvious from the above definition that the 
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operators D!:’ and 0::) commute if i # j. They also commute when i = j. 
Indeed, we have 
(a)()lL7) = (TT4)(r7;l,g)’ 
and so 
A modified version of the Leibniz formula holds: 
where f, g E R[x,, x1,. . . 1. It suffices to verify this formula when f = ~0, 
g = xF, and a, b 2 0. In that case the formula follows from the well-known 
identity 
Fix a positive integer 12, and set N = {O, 1,. . . , n - 1). For k 2 0 we 
define Pk to be the set of all infinite sequences cr = (I,,, I,, . . . > of pair-wise 
disjoint subsets of N whose union is N and such that 
c ilIil = k. 
i20 
Note that each Yk is a finite set. 
Let X = (xi,>, i, j E N, be a matrix over R[ x0, x ,, . . . 1, and let A = 
det X. For (+ E ~3’~ and T 2 0 let X( (T, r-1 be the matrix obtained from X by 
applying, for each s 2 0, the operator D!s’ to all entries x,, with i E I,s and 
j E N. We also set A(a) r) = det X( (T, r). 
If I, J c N, we shall denote by X( I; J) the submatrix of X obtained by 
deleting rows Z and columns J. If 1ZI = IJI, we set 
A I. 1 = ( - 1) ‘(‘)+‘(‘)det X( Z;]), 
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where C(Z) denotes the sum of all elements of 1. If Z = Ii} and J = {j}, 
then we shall write X(i; j) instead of X( I; J), and Aij instead of AI. Z. 
LEMMA 1.1. With the above notation we have 
Proof. We use induction on n. The assertion is trivial if n = 1. Assume 
that n > 1. By applying the modified Leibniz formula to 
we obtain 
Di;)( A) = ; c Dz;‘( xOj) * ZI:;-“( AOj). 
s=OjeN 
The assertion of the lemma follows by applying the induction hypothesis 
to each of the terms D~:-“‘(AOj>. ??
We denote by deg( f > the total degree of f E R[ x0, x1, . . . ] as a polyno- 
mial in x0, x1,. . . . 
LEMMA 1.2. Zf k, r 2 0 and deg(xij) I 1 for all i, j E N, then 
D::‘(A) = c A( Z, r), 
Irl=k 
where the summation is over all subsets Z c N of size k, and A( I, r) denotes 
the determinant of the matrix obtained from X by applying the operator Dxr 
to each entry xij with i E Z and j E N. 
Proof. This follows from Lemma 1.1 because D~~)(xii> = 0 if s 2 2. ??
Fix integers m and k such that 
l<m<2n-1, 1 I k < min(m,2n - m). (1) 
For Z c N with [II = k + 1, let 9(Z) be the set of all functions v: I + 
IL2 a.. , m - l}. For v E flZ) we denote by X(Y) the matrix obtained from 
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X by applying, for each i E I, the operator D,,,, to row i. We also set 
A(~)=detX(v).Wedenoteby~Z;k,,...,k,_~ithesetofall ve9CZ) 
such that Iv-‘(r)\ = k,. for each r. 
LEMMA 1.3. 
1, then 
Zfdeg(xij) I lforaZZi,j E Nandk, -t- .a. +k,,,_l = k + 
D’k,’ . . . 
*I 
D!;y I’( A) = c c A(v). 
(II=k+l lE571:k I)..., k,,,_,) 
Proof. This follows from Lemma 1.2 because Dx7Dx,(xij) = 0 for all r, 
s, i, j. ??
In the next theorem, which contains our basic formula, we shall assume 
that the entries xij of X have very special form, namely, 
xii = ai1 + x. ‘+I .) aij E Z-I, i,j E N. 
THEOREM 1.4. 
then 
Zf m, k, and the entries xij of X are as specified above, 
(-l)%<)D;t’(A) = c D’k’) . . . XI D$;l’(A). (2) 
k,+ ... +k,,_,=k+l 
k,+2k,+ ..‘+(m-l)k,,,_,=km 
Proof We shall simplify the right hand side of the above formula. It has 
the form a(A), where fi is the linear operator 
n= c D;fil’ . . . D(k,,-I), *.?-I 
(k ,,..., k,,m,)Es 
and S is the set of all sequences of nonnegative integers k,, . . . , k,,_ 1 
satisfying the equations 
kr + ... +k,,_l = k + 1, 
k, + 2k, + ... +(m - l)k,_, = km. 
As deg(xij) = 1 f or all i, j, by applying Lemma I.3 we obtain 
a(A) = c c c A(v)* (3) 
Irl=k+l (k ,I..., k,_,)sS vc%Z;k ,...., k,,_,) 
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For J c N with 111 = k + 1 let X[ V; J] be the submatrix of X(V) 
obtained by intersecting rows 1 with columns J. We set A[ V; J] = 
det X[ V; J]. By using the Laplace expansion 
A(v) = c Ab;J]-A,,,, 
I]l=k+l 
we can rewrite (3) as 
a(A) = 1 c AL, * C,] 
IZl=k+l I/l=k+l 
(4) 
where 
C,] = c c A[v;]]. 
(k ,,...> k,,,m,)cS veFCB(I; k ,,..., k,,,_,) 
Let Z,J C N with 111 = 111 = k f 1. For VEX let X[v;J] = (yjj), 
where i E I, j E J. We have 
Yij = eCaij + 'i+j) = Sj+j,v(i), 
where 6 is the Kronecker symbol. It follows that A[ v; J] f: 0 if and only if 
X[ v; J] is a permutation matrix, i.e., the map (Y: I -+ Z, defined by a(i) = 
v(i) - i, maps Z onto J. Hence if A[ v; J] # 0, we have 
m-1 
W) + W) = c [ i + a(i)] = C v(i) = C rk,, 
iEZ iE1 r=l 
where k, = Iv-‘(t-)1. Consequently we can rewrite (4) as 
w> = c ArJ~,, 
IZl=lJl=k+ I 
Z(r)+Z(])=km 
(5) 
where 
r; , = c c A[vJ] = c +;./I. 
k,+...+k,_,=k+l veYCZ;k ,,..., k,_,) ve.qB(I) 
If(Y: I + J is a bijection, we define sgn( a> to be 1 or - 1 depending on 
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whether the number of inversions of (Y is even or odd. We denote by @(I, J ) 
the set of all bijections (Y: I + J such that i + a(i) < m for all i. 
Let &I, J) be th e set of all v E F(Z) such that A[ V; J] z 0. We have 
seen above that each I, E F(Z, J) gives rise to a unique (Y, E @(I, J), and it 
is clear that A[ V; J] = sgn(a,). Let Z,,, = (zij), i E I, j E J, be the matrix 
where zij = 1 if i + j < m and zij = 0 otherwise. Since the map v ++ (Y, is 
a bijection RI, J) + @,(I, J), we have 
r;l,, = c sgn( Ly) = det Z,,,. 
CYEQ(Z,J) 
If zlj = 1, then also zirj, = 1 for all i’ 5 i (j’ I j) in Z (1). Let 
i, < i, < **. < i, be the elements of I, and j, <j, < ... <j, those of J. 
Then I’;,] # 0 if and only if 
r+ssk - i, -+ j, < m. 
If rf,, # 0 then i, + jk+l_r _ > m for 1 I r I k. As C(Z) + c(j) = km, 
it follows that i, = j, = 0 and i, + jk+,_r = m for 1 < r 5 k. In particular 
11 = m - j, > max(O, m - n) and i, = m - i, < min(m, n). Let T be the 
set of all Z c Z such that I II = k + 1, 0 E I, and the nonzero i E Z satisfy 
max(0, m - n) < i < min(m, n). If Z E T, then the set 
I’ = (0) U (m - i: i E Z \ {0}} 
also belongs to T, and r;, I8 = ( - 1) ‘ck+ ‘)12. Hence (5) can be rewritten as 
0(A) = (-l)‘@+‘)” c Ar,[,. (6) 
16T 
Recall that X(0; 0) denotes th e matrix obtained from X by deleting row 0 
and column 0, and that Aon = det X(0; 0). The rows and columns of X(0; 0) 
are indexed by N’ = N \ (0). By Lemma 1.2 we have 
where Aoo( I, m) is the determinant of the matrix X,,( I, m) obtained from 
X(0; 0) by applying D,,,, to all entries rtj with i E Z and j E N’. 
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Set I,, = Z U (0). If I, e T, we have A,,(Z, m) = 0, because X&Z, m) 
has a zero row. On the other hand, if I, E T then 
A& I, m) = ( -l)k’k-1)‘2A1,,Ik. 
Hence the formula (7) gives 
D,,D;l’(A) = ( -l)k(k-l) c AIoII,. 
I”ET 
(8) 
The assertion of the theorem follows from (6) and (8). W 
COROLLARY 1.5. Let m and k be integers satisfying (l), and let X = A + 
Y, where A = (aij), i,j EN, is a matrix over R[x,+~,x,,,+~ ,... 1, and 
Y = ( yij) with 
Yij = 
xi+j if i +j Srn; 
0 otherwise. 
Then (2) remains valid for A = det X. 
Proof. It suffices to replace the ring R in Theorem 1.4 with 
R[r x,+z,...l. m+ l> ??
2. PROOF OF THE MAIN THEOREM 
Let K be an algebraic closure of K, and assume that the assertion of the 
Main Theorem is valid for i?. Let R be the set of regular matrices in M,(K). 
By using the characterization of regular matrices given in the Introduction 
[condition cd)], it is easy to see that fi is yen in M,(K). As G = GL,(K) is 
Zariski dense in GL,(K), we shall write G for CL,(K). Since a E G, Zda> 
is a K-variety. Being a Zariski open subset of the affne space ZM,(~)(a), it is 
a K-rational variety. As b E G, the variety b&(a) is also K-rational. Conse- 
quently b&(a) is Zariski dense in bZ,$a); see [l, AG 13.71. By assumption 
bZda) n fl z 0. The density property of bZ,(a), mentioned above, implies 
that bZ,(a) I-I Q + 0. 
From now on we shall assume that K = Z?. Since bZJa) and bZ(a) n Sz 
are open subsets of the affine space bZ(a), and bZ,(a) f 0, it suffices to 
show that bZ(a) r-~ R z 0. 
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Without any loss of generality we may assume that 
where uj = Ajl,, + cj is the upper triangular Jordan block of size nj with 
eigenvalue hj. Thus cj has all entries 0 except those on the first superdiago- 
nal, all of which are 1’s. 
We choose linearly independent matrices zO, zl, . . . , z, _ 1 in Z(u) as 
follows: 
.& = #) @ #) @ . . . @ z’“’ 1 t 1 I , 
where zjj) is a square matrix of size nj, and ~jj) = 0 unless n1 + *.a + 
nj_l li <n, + . . . +n. in which caSe &) = C?l+“‘+n,-i-la 
J 
Let x = (x0, x1,. . .:‘x,_ 1), where x,: x1,. . . , x,_ 1 are independent in- 
determinates, and set 
We have 
where, for instance, ZJ X) is the upper triangular matrix 
I 
x7L-1 x n,_g .** Xl x0 
\ 
0 Lx”,_1 *** x2 Xl 
. * 
0 ;, *** i x.;_1 
We remark that if a is regular (i.e., the Aj’s are distinct), then 
ZO>Zl,...,Z,_l form a basis of Z(u). 
Let A(t, x) = tb-r + z(x), where t is a new indeterminate. The rows 
and columns of our n by n matrices will be indexed again by integers 
i,j E N = {O,l,..., n - 1). Denote by aii(t, x) the (i, j)th minor of A(t, x), 
and set 
_I 
#~(t, x) = gcd(cuij(t, x): 
where the gcd is taken in the polynomial ring 
of the indeterminates t, x0, x1,. . . , x,_] is 
4(t, XI. 
i, j E N), 
K[t, xl. We shall say that one 
free if it does not occur in 
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Assume first that there exists 5 E K” such that the polynomials a,&t, 5) 
have no common root. Then gcd(aij(t, 0: i,j E N) = 1, where the gcd is 
taken in K[tl. It follows that the minors of t * 1, + bz( (1 are also relatively 
prime, and so the matrix bz( 6 > E M(a) is regular. 
We now assume that for all 5 E K” the polynomials crij(t, 5) have at 
least one common root. Eventually we shall obtain a contradiction from this 
assumption. 
We start by showing that the indeterminate t is not free. In order to 
prove this claim, we consider the affine variety V c Kn+ ’ defined by the 
equations aij(t, x) = 0, i, j E N. Our assumption implies that for every 
.$ E K” there exists 7 E K such that ‘~~~(7, 5) = 0 for all i,j. Thus we have 
a(V) = K”, where rr: K”+l + K” is the projection map (7, 5) 4 5. As 
V # K”+ ‘, we have dim V = n. By [3, Theorem 4.31 we can choose an 
irreducible component W of V such that r(W) is dense in K”. Then 
dim W = n, and so W is a hypersurface in K”’ ’ defined by an irreducible 
polynomial f(t, ) x in which t occurs. As f(t, x) divides each minor aij(t, x), 
we conclude that t occurs in +(t, x). This proves our claim. 
Next we want to prove that each of the indeterminates xi is free. In view 
of the block structure of Z(X), it suffices to prove that the indeterminates xi 
are free for 0 I i < nl. The minor q,,,(t, x> is nonzero, and the indetermi- 
nate x0 does not occur in this minor. Consequently x0 is free. Assume that 
we already know that the indeterminates x,,, x1,. . . , x,_ 1 are free, where 
1 < m < nl. We proceed to prove that x, is also free. 
Let B(t, x) be the matrix obtained from Act, X> by deleting column 0 
and row n1 - 1. Set 
A = det B(t, x) = cql,,,(t, x) 
and 
qt, x) = -$ 
0 
Clearly r. does not occur in P(t, x). Ifwe view P(t, xl as a polynomial in 
t and the xi, x2,. . . , x,_ 1, then the coefficient of 
is 1. In particular we infer that P(t, x> f 0. 
From the description of z(x) it follows that the degree of P(t, x> as a 
polynomial in x, is at most m - 1. Since x0 is free and 4(t, x) divides A, it 
follows that +(t, x) divides P(t, x). Hence if X, does not occur in P(t, x), 
then x, must be free. In particular this is the case if m = I. 
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Assume now that x, occurs in P(t, x), and let k be the degree of P(t, XI 
as a polynomial in x,. The coefficient r of x ,“, in P(t, x> is a polynomial in t 
and the xi, i z m, and is given by 
where the operators 0;:’ are as defined in the previous section. 
By reversing the order of the first n, - 1 columns of B(t, x) we obtain a 
matrix to which we can apply Corollary 1.5. Since each of the variables 
x1,. . . > r,,,-1 is free and r#~(t, x) divides A, it follows that each term 
D(k,) . . . 
XI D’km-l)(A) on the right hand side of (2) is divisible by 4(t, x). Thus X,-l 
+(t, x) divides r, and so x,, is free. 
Hence we have proved that all variables x(,, xl, . . . , x, _ 1 are free and so 
4(t, x> = 4(t). If we view det Act, x) as a polynomial in x0, x1, . . . , x, _ 1 
with coefficients in ~[t], then the coefficient of x~;_~x,“:+, _r **a is 1. 
Since the indetermiantes x,,, x1, . . . , x, _ 1 are free, this coefBc!ent must be 
divisible by 4(t). As t is not free, we have a contradiction. This completes the 
proof of the main theorem. 
I would like to thank Professor V. P. Platonov for proposing this problem 
to me and for his encouragement and many discussions while the work was in 
progress. He has informed me that the problem of irreducibility and rational- 
ity of representation varieties of the fundamental group of compact orientable 
surfaces reduces to two problems concerning the general linear group; see 15, 
Theorem 11. Our main theorem provides the solution to one of these prob- 
lems. 
1 also thank Professor A. S. Rapinchuk for sending me a reprint of 151 and 
informing me that both problems mentioned above have now been solved by 
V. Chernousov (private communication, 30 June 1993). 
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