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ЗАГАЛЬНА ХАРАКТЕРИСТИКА РОБОТИ 
 
 
Актуальність теми. З розвитком інформаційних технологій, що дають змогу 
аналізувати великі обсяги первинних (неагрегованих) статистичних даних, 
поширеною практикою стало надання до цих даних публічного доступу. Однак, 
оприлюднення первинних даних підвищує ризик порушення їх приватності та 
анонімності, тобто ризик розкриття особи респондента та подальшого зловживання 
нею з боку зловмисників. Тому широкого застосування на практиці набули методи 
забезпечення анонімності даних про окремих осіб (методи забезпечення 
індивідуальної анонімності). Не менш важливими є задачі забезпечення анонімності 
даних про групи осіб (групової анонімності), зокрема, задачі маскування 
територіального розподілу вчених чи військовослужбовців із метою приховування 
місць розташування секретних дослідницьких центрів чи військових баз, задачі 
маскування в соціальних мережах інформації про місця роботи членів 
спеціалізованих груп із метою приховування територій їх суттєвого скупчення тощо. 
Як правило, первинні статистичні дані розповсюджують у вигляді мікрофайлів, 
тобто таблиць даних, де рядки (записи) відповідають респондентам, а стовпці — їхнім 
атрибутам. Групу в мікрофайлі визначають як множину респондентів, які 
характеризуються певними значеннями сутнісних атрибутів — атрибутів, що дають 
змогу однозначно ідентифікувати респондента як належного відповідній групі. 
Атрибути, які не є сутнісними, але значення яких можна використати для оцінювання 
ступеня належності респондента групі, називають базовими. 
Групі можна зіставити цільове подання мікрофайлу (ЦПМ) відносно неї — 
набір даних довільної структури (наприклад, графік територіального розподілу), 
аналіз якого дає змогу віднайти чутливі особливості розподілу даних про групу. 
У літературі сформульовано задачу забезпечення групової анонімності (ЗЗГА) 
як задачу виконання такої модифікації мікрофайлу, яка одночасно маскує чутливі 
особливості ЦПМ відносно групи та передбачає внесення в дані спотворень 
мінімального обсягу. Існуючі підходи до забезпечення групової анонімності не 
враховують ситуацій, коли її можна порушити, використовуючи додаткову 
інформацію: у низці практичних випадків, навіть якщо з мікрофайлу вилучено 
сутнісні атрибути, доступ до сторонніх даних або експертних знань дає змогу 
збудувати модель групи, яка кожному респонденту зіставляє ступінь його 
належності групі. За допомогою такої моделі можна віднайти чутливі особливості 
розподілу даних про групу, і таким чином порушити її анонімність. У силу 
природної нечіткості статистичних даних, така модель повинна бути нечіткою. 
Якщо попередня модифікація ЦПМ відома, ЗЗГА можна звести до задачі 
пошуку максимального потоку мінімальної вартості в мережі, архітектуру якої 
визначає вигляд модифікованого ЦПМ. У загальному випадку вигляд такого ЦПМ 
невідомий заздалегідь, і на нього можна накласти тільки деякі нечіткі обмеження. 
Це вимагає розроблення евристичних методів розв’язання задачі, зокрема, на основі 
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еволюційних обчислень як таких, що дають змогу природним чином враховувати 
нечіткі обмеження на ЦПМ та досягати спотворень незначного обсягу. 
Таким чином, актуальною є науково-прикладна задача розроблення 
інформаційної технології забезпечення анонімності даних про групи, відносно яких 
існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів (ІТ 
ЗА). Розв’язанню цієї задачі присвячено дану дисертаційну роботу. 
Зв’язок роботи з науковими програмами, планами, темами. Дисертаційна 
робота виконувалась у межах пріоритетного напряму розвитку науки і техніки 
«Інформаційні та комунікаційні технології» та стратегічного пріоритетного напряму 
інноваційної діяльності «Розвиток сучасних інформаційних, комунікаційних 
технологій, робототехніки», визначених відповідно Законами України «Про 
пріоритетні напрями розвитку науки і техніки» (№ 2623-III від 11.07.2001 р. в редакції 
від 16.01.2016 р.) та «Про пріоритетні напрями інноваційної діяльності в Україні» (№ 
3715-VI від 08.09.2011 р. в редакції від 05.12.2012 р.), а також згідно з планом 
науково-дослідних робіт кафедри прикладної математики Національного технічного 
університету України «Київський політехнічний інститут». 
Дисертація включає результати досліджень і розробок, здійснених автором під 
час виконання таких робіт та проектів: 
а) проект «Забезпечення групової анонімності даних», здійснюваний у 2015–
2016 рр. в Університеті Карнегі-Меллона (м. Пітсбург, США) в рамках Програми 
академічних обмінів ім. Фулбрайта G-1-00001; 
б) робота в рамках проекту UKR2U706 «Підвищення доступності 
неагрегованих даних статистики населення для формування політики національного 
і галузевого розвитку та публічного доступу», здійснюваного у 2013 р. в Державній 
службі статистики України за підтримки Фонду ООН з питань народонаселення; 
в) підготовка 10% мікроданих за результатами Всеукраїнського перепису 
населення 2001 р. згідно з Договором № 639719 від 24.09.2012 р. (на замовлення 
Університету Міннесоти, США); 
г) робота в рамках Договору № 654/29-0313 від 01.04.2013 р. «Визначення 
портрету користувача та умов генерації автоматичних рекомендацій для контекстно 
залежних сервісів» (на замовлення ТОВ «Самсунг Електронікс Україна Компані»). 
Мета і задачі дослідження. Метою дисертаційної роботи є підвищення 
ефективності переробки мікрофайлів за рахунок розроблення інформаційної 
технології для забезпечення анонімності даних про групи, відносно яких існує ризик 
її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Для досягнення вказаної мети було поставлено й виконано такі задачі: 
1. Проаналізувати методи забезпечення групової анонімності даних. 
2. Розробити моделі груп респондентів мікрофайлу, які враховують тільки 
базові атрибути, та запропонувати критерії їхньої адекватності. 
3. Розробити методи побудови моделей груп респондентів мікрофайлу за 
наявності та за відсутності доступу до сторонніх даних. 
4. Розробити метод розв’язання кількісної та концентраційної ЗЗГА, який 
гарантує приховання особливостей розподілу інформації про задані групи та 
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забезпечує збереження корисності даних, і при цьому не передбачає участі експерта 
в оцінюванні якості одержуваних розв’язків. 
5. Розробити інформаційну технологію забезпечення анонімності даних про 
групи, відносно яких існує загроза її порушення у випадку вилучення з мікрофайлу 
сутнісних атрибутів. 
6. Провести експериментальні дослідження та впровадити розроблену 
інформаційну технологію для оцінки її ефективності. 
Об’єктом дослідження є процеси збору, зберігання, інтеграції та 
розповсюдження даних для забезпечення їх групової анонімності. 
Предметом дослідження є моделі та методи забезпечення групової 
анонімності даних у процесі їх розповсюдження. 
Методи дослідження. Для розв’язання поставленої задачі використовувалися 
такі методи: теорія нечітких множин, методи нечіткої логіки, еволюційних обчислень 
(для розроблення моделей груп респондентів); методи міметичних обчислень (для 
розроблення методів розв’язання ЗЗГА); методи системного аналізу, проектування 
інформаційних систем, теорія алгоритмів, методи об’єктно-орієнтованого проектування 
та програмування, теорія баз даних (для розроблення інформаційної технології); методи 
теорії імовірності та математичної статистики (для проведення експериментів). 
Наукова новизна одержаних результатів: 
1. Уперше ЗЗГА сформульовано як задачу пошуку максимального потоку 
мінімальної вартості, у якій на архітектуру мережі накладено нечіткі обмеження, і 
запропоновано оригінальний метод її розв’язання на основі міметичних обчислень, 
який полягає у формуванні відповідних нечітких обмежень та дальшому застосуванні 
гібридного еволюційного алгоритму, де вони враховуються у функції пристосованості, 
що дає можливість одержувати розв’язки ЗЗГА допустимої вартості, які з прийнятним 
ступенем сумісні з накладеними обмеженнями. 
2. Удосконалено метод виявлення підгруп (subgroup discovery), який 
відрізняється від існуючих новою мірою якістю нечітких правил для опису підгруп, 
яка враховує непропорційно велику відносну перевагу кількостей елементів 
підгрупи над кількостями елементів поза нею в окремих областях простору ознак, 
що дає змогу виділяти підгрупи малого обсягу та високої локальної концентрації. 
3. Удосконалено моделі груп респондентів, що використовуються для 
порушення анонімності даних про ці групи, які відрізняються від існуючих 
врахуванням базових атрибутів мікрофайлу, що дає змогу адаптувати ЗЗГА до груп 
респондентів, анонімність яких можна порушити у випадку вилучення з мікрофайлу 
сутнісних атрибутів. 
4. Удосконалено інформаційну технологію забезпечення групової анонімності 
даних, яка відрізняється від існуючих засобів забезпечення анонімності тим, що 
враховує комбінації значень базових атрибутів мікрофайлу, що дає можливість 
приховувати особливості розподілу інформації про групи записів, відносно яких існує 
ризик порушення анонімності у випадку вилучення з мікрофайлу сутнісних атрибутів, 
забезпечуючи при цьому прийнятний рівень спотворення даних. 
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Обґрунтованість і достовірність наукових положень і висновків базуються на 
результатах проведених експериментів. 
Практичне значення одержаних результатів. Запропоновано методику 
забезпечення анонімності даних про групи, відносно яких існує загроза її порушення 
у випадку вилучення з мікрофайлу сутнісних атрибутів. Створено нечіткі моделі таких 
груп та методи їх побудови. Розроблено та реалізовано метод на основі міметичних 
обчислень для розв’язання кількісної та концентраційної ЗЗГА. 
Розроблені моделі та методи доведено до рівня алгоритмів, які використано 
під час розроблення інформаційної технології забезпечення анонімності даних про 
групи, відносно яких існує загроза її порушення у випадку вилучення з мікрофайлу 
сутнісних атрибутів. Застосування технології дає можливість: 
 забезпечувати анонімність даних про групи, відносно яких існує ризик її 
порушення у випадку вилучення з мікрофайлу сутнісних атрибутів; 
 забезпечувати групову анонімність даних за рахунок внесення незначних 
спотворень у дані мікрофайлу; 
 підвищити ефективність переробки мікрофайлів для забезпечення групової 
анонімності даних із метою розповсюдження результатів статистичних досліджень. 
Теоретичні та практичні результати дисертаційної роботи використано (вих. 
№ 16/2-15/230 від 10.09.2014 р., вих. № 16/2-15/231 від 10.09.2014р.): 
 у Державній службі статистики України під час підготовки 10% 
мікроданих за результатами Всеукраїнського перепису населення, проведеного в 
2001 р.; відповідний мікрофайл із 1 липня 2014 р. доступний у рамках міжнародного 
проекту IPUMS-International (https://international.ipums.org/); 
 у Державній службі статистики України під час створення програмної 
системи для підготовки мікрофайлів у рамках проекту UKR2U706 «Підвищення 
доступності неагрегованих даних статистики населення для формування політики 
національного і галузевого розвитку та публічного доступу», здійснюваного за 
підтримки Фонду ООН з питань народонаселення. 
Теоретичні результати дисертації впроваджено у навчальному процесі на 
кафедрі прикладної математики Національного технічного університету України 
«Київський політехнічний інститут» під час підготовки курсу лекцій та циклу 
лабораторних робіт із дисципліни «Нежорсткі методи обчислень» навчального 
плану підготовки спеціалістів та магістрів за спеціальністю 7(8).04030101 
«Прикладна математика» (акт впровадження від 13.04.2015 р.). 
Особистий внесок здобувача. Усі наукові результати дисертації одержано 
автором самостійно й опубліковано, зокрема, в одноосібно підготовлених працях 
[17, 20–21]. У друкованих працях, підготовлених за участю автора під час навчання 
та роботи в Національному технічному університеті України «Київський 
політехнічний інститут» та опублікованих у співавторстві, йому належить таке. 
У працях [3–6, 14–16] — аналіз та систематизація методів забезпечення 
групової анонімності даних, класифікація задач забезпечення групової анонімності. 
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У працях [7, 18] — модель групи респондентів на основі сторонніх даних, 
удосконалений метод виявлення підгруп для формування бази правил такої моделі, 
окремі приклади для демонстрації методу. 
У працях [1, 12–13, 22] — модель групи респондентів на основі експертних 
знань, метод її побудови, окремі приклади для демонстрації методу. 
У працях [2, 8–11, 19, 23] — метод на основі міметичних обчислень для 
розв’язання ЗЗГА, спосіб формування функції пристосованості для методу з 
урахуванням нечітких обмежень, які накладають на ЦПМ відносно групи, окремі 
приклади для демонстрації методу. 
Апробація результатів дисертації. Основні ідеї, положення та результати 
наукових досліджень доповідалися на міжнародних та всеукраїнських наукових та 
науково-технічних конференціях: International Conference on Information Processing and 
Management of Uncertainty (IPMU 2010) (Dortmund, Germany, 2010); 27th International 
Conference on Information Systems (BNCOD 2010) (Dundee, Great Britain, 2010); Х–XІ і 
XІІІ–XV міжнародних наукових конференціях ім. Т. А. Таран «Інтелектуальний аналіз 
інформації» (ІАІ) (м. Київ, 2010–2011, 2013–2015); I, III–IV World Conference on Soft 
Computing (San Francisco, USA, 2011; San Antonio, USA, 2013; Berkeley, USA, 2014); 13-
ій, 15-ій та 17-ій Міжнародних науково-технічних конференціях «Системний аналіз та 
інформаційні технології» (САІТ) (м. Київ, 2011, 2013, 2015); Восьмій міжнародній 
науково-технічній конференції студентства та молоді «Світ інформації та 
телекомунікацій — 2011» (м. Київ, 2011); Третій науковій конференції магістрантів та 
аспірантів «Прикладна математика та комп’ютинг ПМК-2011» (м. Київ, 2011); 
Міжнародній науково-технічній конференції «Штучний інтелект. Інтелектуальні 
системи» (ШІ–2012 і ШІ–2013) (смт Кацівелі, АР Крим, 2012–2013); 34th Annual 
Conference of the North American Fuzzy Information Processing Society NAFIPS’2015 and 
5th World Conference on Soft Computing (WConSC’15) (Redmond, USA, 2015) (доповідь 
автора «Memetic Approach to Anonymizing Groups That Can Be Approximated By a Fuzzy 
Inference System» відзначено нагородою «Outstanding Student Paper Award»). 
Матеріали, покладені в основу дисертації, було розглянуто на наукових 
семінарах в Університеті Карнегі-Меллона (м. Пітсбург, США, 2015 р.) та 
Університеті штату Техас в Ель-Пасо (м. Ель-Пасо, США, 2016 р.). 
Публікації. Результати дисертації викладено у 23 наукових працях, у тому числі: 
 у 6 колективних монографіях; 
 у 10 статтях у наукових фахових виданнях (із них 2 — в іноземних 
фахових виданнях, 6 — у фахових виданнях України, які включено до міжнародних 
наукометричних баз); 
 у 7 публікаціях у працях і тезах доповідей міжнародних наукових 
конференцій (із них 3 одноосібні). 
Структура та обсяг дисертації. Дисертаційна робота складається зі вступу, 
чотирьох розділів, висновків, списку використаних джерел і чотирьох додатків. 
Повний обсяг становить 215 сторінок, у тому числі: 143 сторінки основного тексту, 
16 рисунків, 19 таблиць, список використаних джерел зі 178 найменувань. 
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ОСНОВНИЙ ЗМІСТ РОБОТИ 
 
 
У вступі обґрунтовано актуальність теми дисертації, визначено мету 
дисертаційної роботи, об’єкт, предмет та методи дослідження, сформульовано 
наукову новизну і практичне значення одержаних результатів, зазначено особистий 
внесок здобувача, дані про апробацію та публікацію результатів досліджень. 
У першому розділі роботи розглянуто CSID-процес обробки даних під час їх 
оприлюднення, проведено аналіз методів і програмних засобів забезпечення групової 
анонімності даних, висунуто вимоги до ІТ ЗА. 
CSID-процес передбачає виконання підпроцесів збору, зберігання, інтеграції 
та розповсюдження (Capture, Storage, Integration, Dissemination): збір виконують 
шляхом проведення спостережень, переписів чи опитувань; зберігання здійснюють у 
базі даних; інтеграцію виконують між базами даних; розповсюдження передбачає 
створення інформаційного продукту, доступного для кінцевого користувача. 
У роботі розглядаються CSID-процеси, які ведуть до створення інформаційного 
продукту у вигляді файлу мікроданих (мікрофайлу) M  — набору первинних даних, у 
якому кожний запис  
i
r , 1,i   , відповідає певному респонденту (особі, 
домогосподарству, підприємству тощо) з деякої вибірки. Записи містять значення ijz  
атрибутів 
jw , 1,ηj  . Множину значень атрибута jw  позначають через jw . 
Для реалізації CSID-процесу потрібно розв’язати такі задачі: уведення та 
контролю даних; верифікації даних; знеособлення даних; агрегації даних; контролю над 
відкриттям даних. Остання задача має особливе значення та передбачає забезпечення 
анонімності даних — властивості респондентів та їх груп бути неідентифіковними в 
мікрофайлі. Забезпечення анонімності передбачає виконання таких етапів: оцінювання 
ризику її порушення, вибір та застосування методів її забезпечення, оцінювання впливу 
методів на корисність даних. Розрізняють індивідуальну анонімність (властивість 
інформації про респондента бути неідентифіковною в мікрофайлі) та групову 
анонімність (стан замаскованості властивостей даних про групу респондентів, які 
неможливо виявити шляхом аналізу індивідуальних записів). 
Групу записів задають шляхом визначення сутнісних та параметризуючих 
атрибутів мікрофайлу. Сутнісні атрибути 
jv
w , 1,j l , відображають характеристики, 
за допомогою яких можна класифікувати запис як належний або не належний групі. 
Записи 
 i
vr , 1, vi   , значення сутнісних атрибутів яких належать деякій підмножині 
V  декартового добутку 
1 lv v
w w , визначеній для даної ЗЗГА, називають 
сутнісними. Параметризуючий атрибут pw , jp v  j , визначає значення, за якими 
потрібно здійснювати розподіл даних про групу. Множину параметризуючих 
значень (значень pw ), визначених для даної ЗЗГА, позначають через P . 
За допомогою параметризуючих значень мікрофайл M  можна розбити на 
параметричні підмікрофайли 1, , plM M . Сутнісні атрибути дають змогу розбити 
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кожний kM  на сутнісні підмікрофайли, які містять сутнісні записи з 
параметризуючим значенням kP , та несутнісні, які містять несутнісні записи з kP . 
Моделлю групи ( , )G V P  є множина записів мікрофайлу, належність до якої 
визначається значеннями сутнісних та параметризуючого атрибутів. Цільове подання 
мікрофайлу відносно групи — це розподіл даних про неї, чутливі властивості якого 
потрібно маскувати. Особливе практичне значення має ЦПМ у вигляді цільового 
сигналу  1,..., pl  θ , значення якого відповідають kM , 1, pk l . Поширеним ЦПМ є 
кількісний сигнал  1 2, , , plq q q q , де kq  — кількість сутнісних записів в kM . 
У дисертації під чутливими особливостями цільового сигналу розглядають 
його викиди. Ризик порушення анонімності вважається наявним, якщо викиди 
сигналу можна виявити візуально чи з допомогою спеціальних методів. 
Наприклад, для задачі маскування територіального розподілу військових 
цільовим сигналом є розподіл за параметризуючим атрибутом «Місце роботи» 
чисельності респондентів, у яких сутнісний атрибут «Військова служба» набуває 
сутнісного значення (наприклад, «1»), що відповідає поточній військовій службі. 
Чутливими особливостями такого сигналу є його суттєві максимуми (викиди вгору). 
Задача забезпечення групової анонімності для групи  ,G V P  в мікрофайлі M  
полягає в його модифікації з метою одержання маскованого мікрофайлу M  в такий 
спосіб, щоб замаскувати викиди ЦПМ. Існуючі методи розв’язують ЗЗГА у два 
етапи. На першому етапі за допомогою модифікуючого функціоналу виконують 
модифікацію ЦПМ із метою маскування його викидів. Для цього використовують 
описані в літературі метод нормалізації, метод на основі дискретних діадних вейвлет-
перетворень або метод на основі сингулярно-спектрального аналізу. 
На другому етапі розв’язання ЗЗГА за допомогою оберненого цільового 
відображення дані мікрофайлу модифікують для приведення їх у відповідність до 
модифікованого ЦПМ. Процес приведення мікрофайлу у відповідність до 
модифікованого кількісного сигналу q  можна звести до попарного обміну записів 
між параметричними підмікрофайлами, при цьому один із записів у парі має бути 
сутнісним, інший — несутнісним. Для мінімізації загального спотворення 
мікрофайлу потрібно обмінювати пари записів, близьких у певному розумінні. У 
дисертації як міра близькості записів використовується визначальна метрика 
 
  
пор кат
2
2
1 1
InfM( , ) , ,k
l l
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k l
r r
r r
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 

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 
      
 r r  (1) 
 
де kI  — k -ий порядковий визначальний атрибут (розподіл значень якого має велике 
значення для досліджень мікрофайлу), загальна кількість яких — порn , lJ  — l -ий 
категорійний визначальний атрибут, загальна кількість яких — катn ,  1 2χ ,v v  — 
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оператор, що дорівнює деякому числу 1 , якщо 1v  та 2v  належать одній категорії, та 
2  — у протилежному випадку, k  та l  — невід’ємні вагові коефіцієнти, які 
відображають важливість атрибутів (що більший коефіцієнт, то важливіший атрибут). 
Для модифікації мікрофайлу в літературі описано евристичні стратегії з 
підбору пар записів мікрофайлу для обміну. Результат застосування цих стратегій 
залежить від виконання першого етапу розв’язання ЗЗГА: різні модифіковані ЦПМ 
ведуть до одержання спотворень різного обсягу. При цьому модифіковане ЦПМ, яке 
гарантує мінімальний обсяг спотворень, неможливо визначити заздалегідь. 
На основі аналізу існуючих методів забезпечення групової анонімності 
встановлено, що вони передбачають участь експерта як для встановлення факту 
наявності ризику порушення анонімності, так і для оцінювання якості розв’язків 
ЗЗГА, що вимагає тривалого візуального аналізу модифікованих ЦПМ. Актуальним 
є розроблення методу забезпечення групової анонімності, який одночасно 
забезпечує модифікацію ЦПМ із метою маскування його викидів та гарантує 
внесення прийнятного обсягу спотворень, і при цьому не передбачає участі експерта 
в оцінюванні якості одержуваних розв’язків. 
Додатково встановлено, що існуючі методи не враховують значень базових 
атрибутів — атрибутів, які не є ні сутнісними, ні параметризуючими, і за 
допомогою яких можна порушити анонімність групи у випадку вилучення з 
мікрофайлу сутнісних атрибутів. Актуальним є розроблення моделей груп, які 
враховують значення базових атрибутів. 
Наведені висновки підтверджує огляд існуючих програмних засобів та 
інформаційних технологій забезпечення анонімності даних. 
Розроблювана в дисертації ІТ ЗА повинна мати можливість виконувати функції, 
які можна згрупувати в чотири функціональні блоки (етапи): побудова моделі групи; 
побудова нечіткої моделі групи на основі сторонніх даних; побудова нечіткої моделі 
групи на основі експертних знань; розв’язання ЗЗГА. Відповідні нечіткі моделі повинні 
враховувати значення базових атрибутів мікрофайлу. На етапі розв’язання ЗЗГА ІТ ЗА 
повинна уможливлювати одночасні модифікацію ЦПМ для маскування викидів та 
модифікацію мікрофайлу для мінімізації спотворень, а оцінювання якості розв’язку 
повинно бути автоматизовано так, щоб звести участь експерта до мінімуму та 
підвищити тим самим ефективність розповсюдження даних. 
Оскільки для виконання функцій користувачі повинні мати різні кваліфікації, в ІТ 
ЗА повинен бути передбачений гнучкий розподіл операцій між ролями користувачів. ІТ 
ЗА повинна підтримувати декілька користувачів, за кожним із яких закріплено 
виконання певних функцій згідно з його роллю. У роботі розглядається типовий набір 
ролей: «статистик» (відповідальний за збір даних, їх структуру та інтерпретацію), 
«методолог» (відповідальний за метадані), «аналітик» (відповідальний за анонімізацію), 
«керівник» (відповідальний за прийняття рішення про завершення роботи), 
«адміністратор» (відповідальний за адміністрування бази даних (БД) та безпеку ІТ ЗА). 
ІТ ЗА повинна передбачати можливість інтеграції з інформаційними системами 
обробки статистичних даних, зокрема, Інтегрованою системою обробки статистичних 
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даних Державної служби статистики України (ІСОСД) — багаторівневою системою, 
користувачі якої виконують функції зі збору, уведення та обробки даних статистичних 
спостережень. ІТ ЗА повинна інтегруватися з ІСОСД шляхом розроблення застосувань, 
специфічних для розв’язання ЗЗГА, та розгортання їх на сервері застосувань 
центрального рівня ІСОСД. Для зберігання даних потрібно розробити відповідну 
концептуальну модель та реалізувати її на головному сервері БД ІСОСД. 
Крім інтеграції з ІСОСД, повинно бути передбачено можливість інтеграції ІТ ЗА 
з іншими системами, для чого потрібно розробити окремий варіант її реалізації, що є 
переносимим та використовує програмні засоби, розповсюджувані у вільному доступі. 
Додатково, ІТ ЗА повинна задовольняти такі вимоги: анонімність даних 
повинна забезпечуватися за рахунок модифікації не більше, ніж 0,1% значень 
атрибутів мікрофайлу; час модифікації початкового мікрофайлу порівняно з 
існуючими ІТ повинен зменшуватися не менше, ніж у 2 рази; дані початкового 
мікрофайлу повинно бути неможливо відновити шляхом аналізу даних 
модифікованого; впровадження ІТ ЗА не повинно займати більше, ніж 80 людино-
годин часу; повинні забезпечуватися високі надійність і безпека даних. 
У другому розділі введено поняття нечіткої моделі групи, яка враховує 
значення тільки базових атрибутів та зіставляє записам ступені їх належності групі. 
Розглянуто моделі на основі сторонніх даних (даних інших мікрофайлів, окрім того, 
для якого виконується анонімізація) та на основі експертних знань. 
Називатимемо базовими атрибути мікрофайлу 
jb
w , 1,j t , 1t l   , які не є 
сутнісними чи параметризуючими (
jb p , j ib v  ,i j ). 
Нечітку модель на основі сторонніх даних можна збудувати у випадку 
наявності доступу до допоміжного мікрофайлу M , близького, на думку експерта, в 
статистичному розумінні до початкового мікрофайлу. Окрім цього, мікрофайли M  
та M  можна гармонізувати, тобто одержати гармонізовані мікрофайли HM  та HM , 
базові атрибути в яких мають однакові значення та їх інтерпретацію. Тоді стає 
можливою побудова нечіткої моделі у вигляді нечітких правил для визначення 
ступеня належності   H iG r , 1,i   , кожного запису групі. Можна збудувати 
допоміжне цільове подання мікрофайлу (ДЦПМ) відносно нечіткої моделі групи. У 
роботі розглядається ДЦПМ у вигляді допоміжного кількісного сигналу auxq : 
 
  
 |H H Hj G
aux H
j Gq
  
 
r M r
r , (2) 
 
де   — поріг належності групі, який дає змогу відсікти записи, що не належать 
групі G  із достатньо високим ступенем; у даній роботі покладемо 0,5  , HjM  — 
параметричний підмікрофайл HM , записи якого містять значення jP . 
Нечіткі правила в моделі мають такий вигляд: 
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 1 1 2 2: Якщо  є , і  є , , , і  є  то ,H Hi i i t itR L A L A L A G  (3) 
 
де 
iR , 1,i m  — i -е нечітке правило, jL  — лінгвістична змінна, що відповідає i -
ому базовому атрибуту HM  чи HM , ijA  — значення змінної jL , використане в i -ому 
нечіткому правилі, G  — клас записів, що належать групі. 
Задачу побудови нечіткої моделі можна розглядати як задачу виявлення 
підгруп (subgroup discovery). Мірою ефективності правила для описання підгрупи є 
деяка міра якості (quality measure). Для задачі побудови нечіткої моделі групи 
класичні міри якості не підходять, оскільки точний опис запису як належного чи не 
належного групі не є головною метою. Допускається певний відсоток неправильно 
класифікованих записів, якщо при цьому викиди ДЦПМ відповідають викидам 
початкового ЦПМ. Правила в нечіткій моделі повинні мати такі властивості: 
 правило 
iR  повинно мати дискримінуючу властивість, тобто воно повинно 
класифікувати як належних групі непропорційно більше число допоміжних сутнісних 
записів, ніж записів із HM у цілому. Рівень властивості виражає фактор дискримінації 
 
      , , ,
H
i i iv
G
DF R APC R APC R 
 
   
r r M
r r  (4) 
 
де  
   ,
,
0, інакше
ij j ij jA b A b
j j
i
r r
APC R
    
 

 
r  — сумісність з антецедентом; 
 правило 
iR  повинно мати прийнятну відносну достовірність, тобто повинно 
неправильно класифікувати як належних G  не більше, ніж  , iG APC R


r r  
записів, де   — поріг для даної ЗЗГА. Рівень цієї властивості виражає фактор 
відносної достовірності 
      , , .i i i
G G
RCF R APC R APC R 
 
 
r r
r r  (5) 
Для побудови правил нечіткої моделі в роботі як складова методу виявлення 
підгруп використовується генетичний алгоритм (ГА), у якому схрещування 
застосовується до відібраних особин, а мутація — після схрещування. Еволюційний 
процес відбувається на рівні правил, тобто алгоритм не передбачає налаштування 
параметрів функцій належності, що гарантує простоту інтерпретації правил. 
Кожна особина 
iR R , 1,i   , в алгоритмі становить окреме правило і має 
вигляд  1 2, , , ,Hi i i itR R R R   де ijR  — деякий індекс нечіткого значення змінної jL . 
Пристосованість особини 
iR  оцінюється в термінах запропонованої міри якості: 
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  
     
 
, 0
, 1,2, , .
0, 0
i i i
i
i
DF R RCF R DF R
f R i
DF R
  
   

 (6) 
 
У роботі ГА базується на операторах рівномірної рекомбінації uniform crossover 
(поширеному для розв’язання задач класифікації), мутації випадкової заміни 
(загальноприйнятому для цілочисельних подань особин), турнірного відбору 
(ефективному й простому в реалізації). Критерієм завершення роботи ГА є кількість 
виконаних поколінь. Початкова популяцію формується шляхом випадкової генерації 
значень елементів правил як рівномірно розподілених випадкових чисел. Вибір інших 
параметрів ГА здійснюється згідно з методикою, наведеною в дисертації. 
У випадку відсутності доступу до допоміжного мікрофайлу нечітку модель 
групи можна збудувати на основі експертних знань. Така модель має вигляд системи 
нечіткого виведення типу Мамдані, вхідні, вихідні змінні та нечіткі правила якої 
визначає експерт. Вхідними змінними такої системи є окремі лінгвістичні змінні jL , 
а вихідна змінна відображає ступінь належності групі. 
ЦПМ відносно нечіткої моделі групи на основі експертних знань є узагальнене 
цільове подання мікрофайлу (УЦПМ), у вигляді цільової поверхні Θ : 
а) для побудови кількісної поверхні Q  потрібно обчислити ступені належності 
групі кожного запису  
i
r , 1,i   , розбити їх на інтервали s , 1, ints l , та підрахувати 
кількість записів зі ступенями належності, що входять у відповідні інтервали: 
 
 
     , ;pi isk iw k G sQ z P   r r  (7) 
 
б) у випадках, коли абсолютні кількості записів не є показовими, доцільно 
використовувати концентраційну поверхню C , елементи якої визначають як 
 
 , 1, .sk sk k pC Q k l    (8) 
 
Щоб модифікувати ЦПМ, потрібно обмінювати між підмікрофайлами записи, 
близькі в розумінні (1). Обмін у випадку поверхні можна виконувати не тільки між 
сутнісними підмікрофайлами, а й між сутнісними та несутнісними, тому доцільно 
розглядати поняття розширеної цільової поверхні, яка враховує інтервали s , 0, ints l . 
У розділі запропоновано спосіб визначення викидів у ЦПМ, який передбачає 
автоматизоване їх виділення за допомогою модифікованого методу   Томпсона та 
подальший перегляд одержаної множини викидів із боку користувача-«статистика». 
Такий підхід дає можливість знизити вплив користувачів ІТ ЗА на прийняття 
рішення щодо ризику порушення групової анонімності. 
Для перевірки адекватності нечітких моделей як класифікаторів, що відносять 
елементи цільового та модифікованого ЦПМ до одного з двох класів — «викид» або 
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«не викид», у розділі вибрано три метрики: точність класифікації, статистика J Йовдена, 
метрика на основі Баєсівського тестування гіпотези про статистичну залежність 
результатів роботи класифікатора від справжнього розподілу даних. 
У третьому розділі розроблено метод розв’язання ЗЗГА на основі міметичних 
обчислень, який дає змогу розв’язати її в один етап, тобто одночасно одержати 
модифіковане ЦПМ, що задовольняє вимогу маскування викидів, і модифікований 
мікрофайл, у який унесено мінімальні спотворення. 
За двоетапного підходу до розв’язання ЗЗГА задачу визначення оберненого 
цільового відображення, яке гарантує внесення мінімальних спотворень, можна 
розглядати як задачу пошуку максимального потоку в мережі мінімальної вартості, де 
між архітектурою мережі та модифікованим ЦПМ існує взаємно однозначна 
відповідність. За одноетапного підходу задачу одночасної модифікації ЦПМ та 
мікрофайлу можна розглядати як узагальнену задачу пошуку потоку, у якій на 
архітектуру мережі (значення модифікованого ЦПМ) накладено нечіткі обмеження, що 
враховують вимогу щодо маскування викидів ЦПМ, у вигляді 
 
 
 
 
 
1 1 1
:  is ,
:  is ,
| : ,
k k k
i i i
i i i
J i v jJ
i J j J
R X X A
R X X A
R X q q q  
 

  
 (9) 
 
де  1 , , plq q
   q  — значення pl -арної змінної  1, , plX X X  ,  iR X  — нечітке 
обмеження, накладене на змінну iX ,  1, , kJ i i   — послідовність індексів, 
 1, , pJ I l  , J  — доповнення J  до I ,  1 , , kJ i iX X X  . 
Узагальнена задача пошуку потоку мінімальної вартості складніша за класичну: 
 у більшості практичних випадків нечіткі обмеження нелінійні; 
 анонімізовані дані, як правило, належать до даних великого обсягу. 
Оскільки на практиці в силу природної неточності статистичних даних 
знаходити оптимальний розв’язок ЗЗГА недоцільно, часто достатньо знайти деякий 
допустимий розв’язок у вигляді впорядкованої послідовності пар записів 
          1 1, ,..., ,Q Qi ji jS r r r r , де ,k ki j , 1,k Q  — індекси записів, що потрібно 
обміняти між різними підмікрофайлами, яка задовольняє такі умови: 
 
     1 , , ,pl compq q   S S  (10) 
 
    
 
,
e
out
e
OUT OUT
K
OUT


q q S
q
 (11) 
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     max
1
M ,I ,nf k k
Q
i j
dist
k
K C

  r r  (12) 
 
де  q S  —сигнал, який можна одержати шляхом виконання обмінів із S , 
 1 , , plq q    — ступінь сумісності *q  з (9), comp  — поріг сумісності; ступінь 
сумісності вважають прийнятним, якщо він вищий за comp , outK  — поріг чутливості; 
якщо 0outK  , то розв’язком ЗЗГА вважатиметься тільки перетворення, застосування 
якого дає змогу одержати модифікований сигнал, викиди якого не відповідають 
викидам початкового сигналу, distK  — поріг спотворень, який належить проміжку 
 0,1 , maxC  — найбільше сумарне значення (1), яке можна обчислити для ЗЗГА. 
Обсяг спотворень вважають прийнятним, якщо сумарне значення 
    1 ,InfM k k
i jQ
k r r  для даного розв’язку S  не перевищує maxdistK C . 
Метод одержання допустимих розв’язків ЗЗГА на основі міметичних обчислень 
передбачає виконання двох кроків: 
а) формування за допомогою експерта нечітких обмежень на окремі елементи 
модифікованого ЦПМ; 
б) застосування міметичного алгоритму (МА) для одночасної модифікації ЦПМ 
та мікрофайлу з урахуванням накладених нечітких обмежень. 
У роботі в МА рекомбінацію, мутацію та локальний пошук застосовують 
послідовно; мутацію застосовують до особин, утворених за результатами застосування 
рекомбінації, а локальний пошук — до особин, утворених за допомогою мутації. 
Кожна особина є матрицею U , у якій елементи першого (третього) стовпця 1iu  
( 3iu ) відповідають індексам підмікрофайлів, із яких потрібно вилучити (у які потрібно 
додати) сутнісні записи; елементи другого стовпця 2iu  визначають індекси записів із 
1iu
M , які потрібно вилучити; елементи четвертого стовпця 4iu  визначають індекси 
записів із 
3iu
M , які потрібно обміняти з записами, визначеними 2iu . 
Функція пристосованості для МА визначається як 
 
         ,f U U U U     (13) 
 
де  U  — оцінка якості розв’язку з погляду мінімізації спотворень,  U  — 
штрафна функція — оцінка якості розв’язку з погляду сумісності з (9),  U  — 
штрафний терм для упередження збільшення кількості рядків особин. 
Функція пристосованості, визначена таким чином, ураховує як вимогу до 
розв’язку ЗЗГА маскувати викиди ЦПМ, так і вимогу по мінімізації обсягу спотворень. 
У роботі в МА використовується оператор рекомбінації, який випадковим чином 
генерує для кожної батьківської особини по точці кросоверу та створює нащадків, 
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обмінюючи ділянки особин до та після точки кросоверу. Цей оператор обрано за те, що 
він дає змогу одержувати особини різного розміру, даючи можливість знаходити 
оптимальні послідовності обмінів респондентів мікрофайлів. 
Оператор мутації в МА є суперпозицією операторів 4 3 2 1M M M M M , у 
якій 1M  ( 2M ) застосовують із імовірністю 1mp  ( 2mp ) до першого (третього) стовпця U ; 
3M  ( 4M ) застосовують із імовірністю 3mp  ( 4mp ) до другого (четвертого) стовпця U ; 
1M  та 2M  є операторами мутації обміну, обраними за простоту реалізації та 
ефективність; 3M  та 4M  — операторами мутації випадкової заміни, 
загальноприйнятими для цілочисельних подань. 
У роботі запропоновано оригінальний оператор локального пошуку  S U , 
який передбачає виконання таких кроків: 
а) виконати кроки б)–в) 1,i Q  ; 
б) згенерувати рівномірно розподілене випадкове число  0,1r ; 
в) якщо 
memr p , присвоїти елементу 4iu  індекс запису з 3iuM , найближчого 
до запису 2iu  з 1iuM  у розумінні (1); якщо memr p , присвоїти елементу 2iu  індекс 
запису з 
1iu
M , найближчого до запису 4iu  з 3iuM  в розумінні (1). 
У роботі в МА використовується оператор турнірного відбору, оскільки він 
ефективний і простий у реалізації. Критерієм завершення роботи МА є кількість 
виконаних поколінь. Початкова популяція формується так: елементи першого стовпця 
особин генеруються з імовірностями, пропорційними елементам q , третього — з 
імовірностями, пропорційними числу записів у параметричних підмікрофайлах. Вибір 
інших параметрів МА здійснюється згідно з методикою, наведеною в дисертації. 
Для ситуацій, коли важко визначити, які обмеження накладати для мінімізації 
спотворень, запропоновано двофазовий метод на основі міметичних обчислень для 
розв’язання ЗЗГА: у першій фазі визначаються початкові обмеження та одержуються за 
допомогою МА наближені розв’язки задачі, у другій — аналізуються одержані в першій 
фазі розв’язки, уточнюються обмеження та одержуються за допомогою МА остаточні 
розв’язки. Такий підхід у загальному випадку дає змогу одержувати якісніші розв’язки. 
Застосування методу проілюстровано прикладом на основі реальних даних. 
Розглянуто задачу маскування територіального розподілу військових, які працюють 
у штаті Массачусетс, США, на основі мікрофайлу даних перепису населення США 
2000 р., що містить 141 838 записів. МА запускався 30 разів, у кожному запуску 
популяція містила 100 особин, алгоритм припиняв свою роботу після генерації 1000 
популяцій. Серед 3000 особин, одержаних за результатами застосування МА у 
першій фазі, 754 особини відповідають розв’язкам ЗЗГА. Два розв’язки з 
найменшою сумарною метрикою (1) представлено на рисунку 1. 
Більшість особин виявилося майже допустимими (1837, або 61,233%). Їх було 
розбито за допомогою експерта на кластери з розв’язками, для яких можна збудувати 
однотипні обмеження. Для другої фази було вибрано розв’язки, для яких потрібно 
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збільшити значення елементів 8 та 10 сигналу, оскільки відповідний кластер 
характеризується найменшим середнім значенням сумарної метрики (1) — 44,238. 
 
 
Рисунок 1 – Початковий (суцільна лінія) та модифіковані кількісні сигнали після першої 
фази МА: сигнал з InfM = 40 (штрих-пунктирна), сигнал з InfM = 43 (пунктирна) 
 
Серед 3000 особин, одержаних за результатами застосування МА у другій фазі, 
2693 особини відповідають розв’язкам ЗЗГА в розумінні маскування викидів ЦПМ. 
Два розв’язки з найменшою сумарною метрикою (1) представлено на рисунку 2. 
 
 
Рисунок 2 – Початковий (суцільна лінія) та модифіковані кількісні сигнали після другої 
фази МА: сигнал з InfM = 37 (штрих-пунктирна), сигнал з InfM = 38 (пунктирна) 
 
Таким чином, встановлено, що для забезпечення групової анонімності в 
середньому достатньо змінити не більше за 0,005% значень атрибутів мікрофайлу. 
Четвертий розділ присвячено розробленню ІТ ЗА. У роботі для реалізації ІТ ЗА 
обґрунтовано вибір трирівневої клієнт-серверної архітектури з виділенням клієнтів, 
сервера застосувань та сервера БД. Вона задовольняє всі висунуті до ІТ ЗА вимоги: 
 дає можливість підтримувати декілька користувачів (клієнтів); 
 забезпечує високий рівень безпеки та надійності, оскільки дані мікрофайлів 
та інші дані, що описують ЗЗГА, зберігаються в БД, розташованій на окремому сервері, 
доступ до якого можна обмежити для користувачів; 
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 забезпечує високу масштабовність системи, гнучкість та продуктивність, 
оскільки задачі розподілено між сервером застосувань та сервером БД; 
 об’єднання пристроїв у локальну мережу без прямого доступу до Інтернет 
дає змогу підвищити безпеку даних та швидкість їх передачі між компонентами ІТ ЗА; 
 вибір цієї архітектури є типовим для інформаційних систем такого класу, 
зокрема, вона використовується в ІСОСД. 
Архітектуру ІТ ЗА представлено на рисунку 3, де відображено типовий набір 
ролей користувачів ІТ ЗА. До функцій сервера застосувань належать управління 
підключеннями клієнтів та їхніми транзакціями, паралельне виконання потоків із 
застосуваннями, авторизація користувачів, перевірка їхніх прав та аудит їхніх дій, 
балансування мережевого трафіку, звернення по інформацію до БД та для запису даних 
до неї тощо. До функцій сервера бази даних належать обслуговування та керування БД, 
контроль цілісності даних, опрацювання запитів клієнтів, підтримка системи обліку 
користувачів, перевірка прав доступу тощо. 
 
 
Рисунок 3 – Архітектура ІТ ЗА 
 
Застосування ІТ ЗА реалізують моделі та методи, описані в роботі: застосування 
побудови ЦПМ обчислює значення ЦПМ; застосування гармонізації мікрофайлів 
здійснює гармонізацію основного та допоміжного мікрофайлів; застосування 
побудови правил нечіткої моделі будує правила моделі за допомогою ГА; 
застосування побудови ДЦПМ обчислює значення ДЦПМ; застосування побудови 
УЦПМ обчислює значення УЦПМ; застосування визначення викидів виявляє викиди в 
ЦПМ за ММТТ; застосування перевірки адекватності моделі групи обчислює 
значення метрик адекватності для відповідної моделі; застосування розв’язання ЗЗГА 
обчислює розв’язки ЗЗГА за допомогою МА; застосування модифікації мікрофайлу 
здійснює модифікацію мікрофайлу. 
На клієнтських машинах працюють графічні інтерфейси корстувача (ГІК) 
відповідних клієнтів, які надають їм засоби виконання своїх обов’язків згідно з 
визначеними ролями. 
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Функціональні вимоги до створювання ІТ ЗА, наведені в першому розділі, 
деталізовано на рівні дій. Принципи функціювання ІТ ЗА описано у вигляді набору 
сценаріїв використання (use cases). 
Описано два варіанти реалізації ІТ ЗА: ІСОСД-орієнтований та універсальний. 
Для ІСОСД-орієнтованого варіанту реалізації ІТ ЗА як сервер застосувань 
потрібно використати сервер застосувань центрального рівня, а як сервер БД —
головний сервер БД ІСОСД. 
Для універсального варіанту реалізації ІТ ЗА як сервер застосувань обґрунтовано 
вибір сервера Oracle GlassFish як безкоштовного сервера, що надає інструментарій для 
роботи з БД та моніторингу застосувань. Його використання дає змогу забезпечити 
взаємодію клієнтів та сервера з залученням мінімальної кількості програмних засобів. 
Для реалізації взаємодії клієнтів із сервером застосувань у роботі вибрано стандартний 
для застосувань такого класу інтерфейс Java Message Service, реалізований за 
допомогою Apache ActiveMQ. Як сервер БД у роботі використовується система 
керування базами даних MySQL, оскільки вона безкоштовна та проста в 
адмініструванні. Для реалізації взаємодії клієнтів із БД використано інтерфейс Java 
Database Connectivity та бібліотеку Hibernate Orbject-Relational Mapping. 
Для реалізації застосувань у рамках ІТ ЗА за обох варіантів її реалізації вибрано 
безкоштовну та переносиму платформу Java Platform, Enterprise Edition 7, яка дає змогу 
інтегрувати ІТ ЗА з різними інформаційними системами. Середовище розробки IDE 
Eclipse вибрано за свою розповсюдженість та безкоштовність. Для реалізації моделей 
та методів, описаних у роботі, вибрано безкоштовну систему чисельних розрахунків 
Scilab, яка має вбудовану підтримку алгоритмів для роботи з матрицями (що дає змогу 
розробляти та модифікувати ефективні алгоритми для обробки даних мікрофайлів) та 
паралельних обчислень (що дає змогу пришвидшити обчислення функцій 
пристосованості в ГА та МА). Виклик функцій Scilab, розроблених для виконання дій 
ІТ ЗА, із середовища Java здійснюється за допомогою бібліотеки Javasci. Для реалізації 
ГІК клієнтів вибрано платформу Java Platform, Standard Edition 7. 
Оскільки підпроцес збору CSID-процесу у роботі не розглядається, вважається, 
що всі мікрофайли та відповідні їм метадані на момент початку роботи ІТ ЗА 
записано до БД. Високий рівень безпеки забезпечується за рахунок видалення 
початкових даних мікрофайлу із БД після завершення розв’язання відповідної ЗЗГА. 
У розділі описано особливості реалізації застосувань ІТ ЗА, наведено відповідні 
діаграми класів та послідовностей, описано концептуальну модель даних. 
Виконано два експерименти для випробування ІТ ЗА під час розв’язання ЗЗГА. У 
першому розглянуто порушення анонімності за допомогою нечіткої моделі на основі 
сторонніх даних. Як основний використано мікрофайл Спостереження за 
американським суспільством 2013 р. (1 380 924 записи), допоміжний — мікрофайл 
перепису населення США 2000 р. (6 309 848 записів). Підрахунок метрик адекватності 
свідчить, що точність побудованої в експерименті моделі перевищує 0,930, а гіпотеза 
про залежність результатів застосування від істинного розподілу викидів 
правдоподібна. МА як складова методу розв’язання ЗЗГА запускався 10 разів. Серед 
1000 особин з останніх поколінь 983 відповідають розв’язкам у розумінні маскування 
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викидів ДЦПМ. Забезпечення анонімності досягається за рахунок зміни не більше за 
0,0003% значень атрибутів мікрофайлу. Розв’язання поставленої задачі за допомогою 
ІТ ЗА силами колективу з п’яти фахівців зайняло 8 год 20 хв, за допомогою описаної в 
літературі інформаційної технології — 20 год 5 хв, тобто в 2,4 разу більше часу. 
У другому експерименті розглянуто порушення анонімності за допомогою 
нечіткої моделі на основі експертних знань. Як мікрофайл використано дані перепису 
населення США 2000 р. (334 364 записи). Підрахунок метрик адекватності свідчить, що 
точність побудованої в експерименті моделі перевищує 0,944, а гіпотеза про залежність 
результатів застосування від істинного розподілу викидів правдоподібна. МА як 
складова методу розв’язання ЗЗГА запускався 10 разів. Серед 600 особин з останніх 
поколінь 295 відповідають розв’язкам у розумінні маскування викидів УЦПМ. 
Забезпечення анонімності досягається за рахунок зміни не більше за 0,044% значень 
атрибутів мікрофайлу. Розв’язання поставленої задачі за допомогою ІТ ЗА силами 
колективу з п’яти фахівців зайняло 10 год 25 хв, за допомогою описаної в літературі 
інформаційної технології — 26 год 15 хв, тобто в 2,5 разу більше часу. 
У розділі встановлено, що ІТ ЗА задовольняє всі висунуті вимоги. 
 
 
ВИСНОВКИ 
 
 
У дисертаційній роботі розв’язано актуальну науково-прикладну задачу 
розроблення інформаційної технології забезпечення анонімності даних про групи, 
відносно яких існує ризик її порушення у випадку вилучення з мікрофайлу сутнісних 
атрибутів. Одержано такі нові теоретичні та практичні результати: 
1. На основі аналізу існуючих методів розв’язання ЗЗГА обґрунтовано підхід до 
забезпечення анонімності за допомогою методів, які не передбачають участі експерта 
на етапі оцінювання розв’язків ЗЗГА та враховують ситуації, коли анонімність даних 
про групу можна порушити у випадку вилучення з мікрофайлу сутнісних атрибутів. 
2. За результатами аналізу моделей груп респондентів мікрофайлів, що 
використовуються для порушення анонімності даних про ці групи, запропоновано 
вдосконалені моделі груп, які відрізняються від існуючих врахуванням базових 
атрибутів мікрофайлу під час визначення ступеня належності респондента групі, що 
дає можливість адаптувати ЗЗГА до груп респондентів, анонімність яких можна 
порушити у випадку вилучення з мікрофайлу сутнісних атрибутів як за наявності, так і 
за відсутності доступу до сторонніх даних. 
3. Виходячи з аналізу методів виявлення підгруп, запропоновано 
вдосконалений метод, який відрізняється від існуючих новою мірою якості нечітких 
правил для опису підгруп, яка враховує непропорційно велику відносну перевагу 
кількостей елементів підгрупи над кількостями елементів поза нею в окремих 
областях простору ознак, що дає змогу виділяти підгрупи малого обсягу та високої 
локальної концентрації. Застосування методу на практиці для побудови нечіткої 
моделі групи на основі сторонніх даних показало, що точність застосування 
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побудованої моделі для визначення викидів ЦПМ перевищує 0,9, а гіпотеза про 
залежність результатів застосування від істинного розподілу викидів правдоподібна. 
4. На основі аналізу постановки ЗЗГА як задачі пошуку максимального потоку 
мінімальної вартості, у якій на архітектуру мережі накладено нечіткі обмеження, 
вперше розроблено оригінальний метод її розв’язання на основі міметичних обчислень, 
який полягає у формуванні відповідних нечітких обмежень та дальшому застосуванні 
гібридного еволюційного алгоритму, де вони враховуються у функції пристосованості. 
Застосування методу на практиці дало змогу одержати розв’язки, які забезпечують 
анонімність шляхом зміни не більше за 0,005% значень атрибутів мікрофайлу. 
5. За результатами аналізу існуючих засобів забезпечення групової анонімності 
даних удосконалено відповідну інформаційну технологію, яка відрізняється тим, що 
враховує комбінації значень базових атрибутів мікрофайлу. Застосування технології 
дало змогу забезпечити маскування викидів ЦПМ відносно груп, щодо яких існує ризик 
порушення анонімності у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Проведені експериментальні дослідження технології шляхом розв’язання ЗЗГА на 
прикладі реальних даних дали змогу встановити, що обсяг спотворень даних не 
перевищує 0,05% від загальної кількості значень атрибутів мікрофайлу, а швидкість 
формування модифікованого мікрофайлу збільшується щонайменше у 2,4 разу 
порівняно з використанням існуючих технологій забезпечення групової анонімності. 
6. Розроблені моделі, методи та інформаційну технологію використано та 
впроваджено, що дало змогу підвищити ефективність переробки мікрофайлів для 
забезпечення анонімності даних про групи, відносно яких існує ризик її порушення 
у випадку вилучення з мікрофайлу сутнісних атрибутів. Результати використання: 
 під час підготовки мікрофайлу з 10% даних Всеукраїнського перепису 
населення, проведеного в 2001 р., у Держстаті України було досягнуто забезпечення 
анонімності групи військовослужбовців за рахунок зміни менше за 0,003% значень 
атрибутів мікрофайлу; 
 у рамках проекту UKR2U706 «Підвищення доступності неагрегованих даних 
статистики населення для формування політики національного і галузевого розвитку та 
публічного доступу», здійснюваного за підтримки Фонду ООН з питань 
народонаселення в Держстаті України, було досягнуто пришвидшення переробки 
мікрофайлів, у яких забезпечено анонімність заданих груп, у середньому в 2,5 разу. 
Тим самим доведено, що поставлені завдання виконано, а мету роботи досягнуто. 
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Тавров Д. Ю. Моделі, методи та інформаційна технологія забезпечення 
групової анонімності даних. — На правах рукопису. 
Дисертація на здобуття наукового ступеня кандидата технічних наук за 
спеціальністю 05.13.06 — інформаційні технології. — Національний технічний 
університет України «Київський політехнічний інститут» Міністерства освіти і 
науки України, Київ, 2016. 
Дисертацію присвячено розв’язанню науково-прикладної задачі створення 
інформаційної технології забезпечення анонімності даних про групи, щодо яких є 
загроза її порушення у випадку вилучення з мікрофайлу сутнісних атрибутів. 
Запропоновано нечіткі моделі груп, розроблено методи їх побудови. Розроблено 
метод на основі міметичних обислень розв’язання задачі пошуку в мережі 
максимального потоку мінімальної вартості, що враховує нечіткі обмеження на її 
архітектуру. Удосконалено інформаційну технологію, що реалізує ці моделі та методи. 
Основні результати роботи використано в Держстаті України під час підготовки 
10% мікроданих Всеукраїнського перепису населення 2001 р. і створення системи 
підготовки мікрофайлів за підтримки Фонду ООН з питань народонаселення. 
Ключові слова: інформаційна технологія, групова анонімність даних, нечітка 
логіка, виявлення підгруп, міметичні обчислення, мікрофайл. 
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Тавров Д. Ю. Модели, методы и информационная технология 
обеспечения групповой анонимности данных. — На правах рукописи. 
Диссертация на соискание ученой степени кандидата технических наук по 
специальности 05.13.06 — информационные технологии. — Национальный 
технический университет Украины «Киевский политехнический институт» 
Министерства образования и науки Украины, Киев, 2016. 
Диссертация посвящена решению актуальной научно-прикладной задачи 
разработки информационной технологии обеспечения анонимности данных о 
группах, относительно которых существует угроза ее нарушения в случае удаления 
из микрофайла сущностных атрибутов. 
Предложены нечеткие модели групп, разработаны методы их построения. 
Разработан метод на основе меметических вычислений для решения задачи поиска в 
сети максимального потока минимальной стоимости, учитывающий нечеткие 
ограничения на ее архитектуру. Усовершенствована информационная технология, 
реализующая эти модели и методы. 
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Основные результаты работы использованы в Госстате Украины при подготовке 
10% микроданных Всеукраинской переписи населения 2001 г. и при создании системы 
подготовки микрофайлов при поддержке Фонда ООН в области народонаселения. 
Ключевые слова: информационная технология, групповая анонимность 
данных, нечеткая логика, выявление подгрупп, меметические вычисления, микрофайл. 
 
 
АBSTRACT 
 
 
Tavrov D. Y. Models, methods and information technology for providing data 
group anonymity. — Manuscript. 
Thesis for a candidate’s technical science degree majoring in 05.13.06 — 
information technologies. — National Technical University of Ukraine “Kyiv Polytechnic 
Institute” of Ministry of Education and Science of Ukraine, Kyiv, 2016. 
The thesis is devoted to solving a topical scientific and applied task of creating an 
information technology for providing data anonymity for groups when there is a threat of 
its violation in case of removing vital attributes from the microfile. 
For the first time fuzzy models of groups are proposed. These models help 
determine the degree of membership of microfile respondents in given groups by 
analyzing combinations of basic microfile attributes’ values. Fuzzy nature of the models 
enables us to handle uncertainty pertaining to the natural inaccuracy of statistical data. 
Adequacy criteria for such models are selected. A method for building a fuzzy model of a 
group when there is access to third-party data is developed. This method is an enhanced 
method for subgroup discovery, which differs from existing ones in the new quality 
measure of fuzzy rules for describing subgroups. The new measure takes into account 
disproportional relative dominance of subgroup elements over elements outside it in 
certain areas of the feature space. A method for building a fuzzy model of a group when 
there is no access to third-party data is developed. The method is based on utilizing expert 
knowledge and suggests its application to building a fuzzy rule base for a fuzzy inference 
system to determine degree of membership of a respondent in the group. 
The task of providing group anonymity is formalized as a minimum cost flow 
problem for a network, on whose architecture are imposed fuzzy restrictions. Criteria for 
evaluating solution quality are formalized, which enables us to evaluate solution quality 
without resorting to expert knowledge. For the first time, a memetic computing based 
method is proposed for solving this task. The developed method enables us to solve the 
task in one stage, which differs from the existing two-stage method in that it implies 
simultaneous masking of sensitive feature of data about a group and modifying the 
microfile in a way that ensures preserving sufficient level of data utility in terms of the 
introduced distortion. Applying this approach enables us to obtain task solutions of greater 
quality, due to the increased number of sufficient solutions. 
Information technology for providing data anonymity for groups when there is a 
threat of its violation by analyzing basic microfile attributes is enhanced. Functional 
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requirements for the technology are proposed. A three-tier client-server architecture is 
selected for developing the technology. Information technology structure is described at 
hardware and software levels. The conceptual data model is described. It is verified that 
the technology satisfies all the requirements, i.e., it requires data to be stored in a database, 
takes into account basic microfile attributes, enables simultaneous modification of the 
model of a group and the microfile, automates the process of evaluating solution quality 
by automatic selection of solutions, is portable, exhibits high reliability and security, 
utilizes only open source software. Experiments conducted to test the technology by 
solving real data based tasks of providing group anonymity shows that the distortion 
introduced does not exceed 0.05% of microfile attribute values (on average), and time 
needed for modifying the microfile is reduced by the factor of 2.4 (on average). 
Main theoretical and practical results presented in the thesis were used in the State 
Statistics Service of Ukraine during preparation of 10% microdata of the 2001 All-Ukrainian 
census and development of a software system for microfile preparation within the 
UKR2U706 project supported by the UN Population Fund called “Increasing availability of 
disaggregated population data for national and sectoral development policymaking, 
programming and public use.” Theoretical results were deployed in the educational process at 
the Applied Mathematics Department of the National Technical University of Ukraine “Kyiv 
Polytechnic Institute” when preparing lectures and laboratory works for the “Soft Computing” 
course (for Specialists and Masters majoring in 7(8).04030101 “Applied Mathematics”). 
Keywords: information technology, data group anonymity, fuzzy logic, subgroup 
discovery, memetic computing, microfile. 
