This paper presents an effective and robust method for extracting features for speech processing. Based on the time-frequency multiresolution property of wavelet transform, the input speech signal is decomposed into various frequency channels. For capturing the characteristics of the vocal track and vocal codes, the traditional linear predictive cepstral coefficients (LPCC) of the approximation channel, and the entropy of the detail channel for each decomposition process are calculated. In addition, a hard thresholding technique for each lower resolution is applied to remove interference from noise. Experimental results show that using this mechanism not only effectively reduces the influence of noise, but also improves recognition. Finally, the proposed feature extraction algorithm is evaluated on the MAT telephone speech database for text-independent speaker identification using the Gaussian Mixture Model (GMM) identifier. Some popular existing methods are also evaluated for comparison in this paper. The results show that the proposed method of feature extraction is more effective and robust than other methods. In addition, the performance of our method is very satisfactory even at low SNR.
INTRODUCTION
A speech signal consists of several levels of information, which can be divided into two main categories. First, the speech signal conveys words or a message being spoken, and second, the signal also conveys information about the identity of the speaker. While the area of speech recognition is concerned with extracting the underlying linguistic message in an utterance, the area of speaker recognition is concerned with extracting the identity of the person speaking. Generally, speaker recognition can be divided into two parts: speaker verification and speaker identification. Speaker verification refers to whether or not the speech samples belong to some specific speaker. Thus, the result can only be yes or no depending on the calculation by an a priori threshold. However, in speaker identification, the goal is to determine which one of a group of known voices best matches the input voice samples. Furthermore, for both of the tasks the speech can be either text-dependent (TD) or text-independent (TI). Text-dependent means that the text used in the training system is the same as that used in the test system, while text-independent means that there is no limitation on the text used in the test system. Certainly, how to extract and model the speaker-dependent characteristics of the speech signal that can effectively distinguish one speaker from another is the key point seriously affecting the performance of the system.
Much research has been done on speaker recognition. Linear predictive coding (LPC) is used because of its simplicity and effectiveness in speaker/speech recognition [1, 2] . Another widely used feature parameters, mel frequency cepstral coefficients (MFCC), are used [3] because they are calculated by using a filter-bank approach in which the set of filters has equal bandwidth with respect to the mel-scale frequencies. This is based on the fact that human perception of frequency content of sounds does not follow a linear scale. Cepstral coefficients and their time functions derived from orthogonal polynomial representations are used as feature spaces [4] . In that paper, Furui uses mean normalization technique to improve the identification performance by minimizing intersession variability. However, the average spectra are susceptible to variations due to manner of speech (for example, loud or soft) and noisy environments. Speech collected at different times can also caused disparity in system performance. In addition to the above three most commonly used feature extractions, there are other special speech features extracted often for speaker identification. Gopalan et al. [5] propose a compact representation for speech using Bessel functions because of the similarity between voiced speech and Bessel functions. It has been shown that the features obtained from the Fourier-Bessel expansion of speech are comparable to the cepstral features in representing the spectral energy. Phan et al. [6] use a wavelet transform to divide speech signals into four octaves by using quadrature mirror filters (QMFs). In their evaluations, each utterance is constrained to within 0.5 sec, and thus the speech samples are edited to truncate each trailing space in the utterance. Furthermore, the speech features are extracted by calculating the mean value of the coefficients that fall within the bins. Their experiments show that the performance is plagued by noise because of the simplified extraction method.
In this paper we propose an effective and robust extraction method for speech features based on time-frequency multi-resolution analysis. First, the input speech signal is double sampled by an interpolation mechanism because of the down sampling process within the wavelet transform. After preprocessing, the wavelet transform is applied to decompose the input signal into two different uncorrelation frequency channels: lower frequency approximations and higher frequency details by using the compact and orthogonal QMFs. For capturing the characteristics of individual speaker, the traditional linear predictive cepstral coefficients (LPCC) of the lower frequency channel and the entropy of higher frequency channel are calculated. Based on this mechanism, one can easily extract the multi-resolution features from the approximation channel just by using the wavelet decomposition and calculate the related coefficients. To further alleviate the problem of noise, a hard thresholding technique is used before the next decomposition process. The experimental results show that using this thresholding technique not only reduces the effects of noise but also improves recognition. Finally, the MAT speech database is used to evaluate the proposed extraction algorithm for text independent speaker identification. The results show that the proposed method is more effective and robust than other existing methods, especially on speech signals corrupted by additive noise. Furthermore, a satisfactory performance can also be obtained even at low SNR. This paper is organized as follows. In section 2, we briefly review the theory of wavelet transforms. The proposed extraction algorithm of speech features is described in section 3. Section 4 gives the matching algorithm. Experimental results and several comparisons with other existing methods are presented in section 5. Concluding remarks are given in section 6. 
REVIEW OF WAVELET TRANSFORM
where Z is the set of all integers, j is the dilation (scale) parameter and k is the translation parameter. In order to use the idea of multi-resolution, we must define the scaling function and then define the wavelet in terms of it. First, we define a set of scaling functions in terms of integer translates of the basic scaling function by
The subspace of ) ( 2 R L spanned by these functions is represented as
for all Z k ∈ . As described for the wavelet in the previous paragraph, one can generally increase the size of the subspace by changing the time scale of the scaling function. A two-dimensional family of functions is generated from the basic scaling function by scaling and translation
in which the span over k is 
with j j W V ⊥ , where ⊕ denotes the direct sum. Because the V j spaces have a scaling property, there ought to exist a scaling property for the W j spaces. Using recursion of (6), the V 0 space can be decomposed in the following manner:
A function can be written as a linear combination of scaling functions and wavelet functions in 0 V and can be rewritten as
by simply iterating the decomposition J times. The decomposition of the input signal into "approximation" and "detail" space is called a multi-resolution approximation, and can be realized by using a pair of finite impulse response (FIR) filters h and g called low-pass and high-pass filters, respectively. These filters form one stage of the filter-bank structure shown in Fig. 1 . Obviously, wavelet analysis can be considered to be a time-scale method embedded with the characteristic of frequency. It is most effective when it is applied to the detection of short-time phenomena, discontinuities, or abrupt changes in signal. The classical Two-Band wavelet system results in a logarithmic frequency resolution. The low frequencies have narrow bandwidths and the high frequencies have wide bandwidths. An analytical description and details regarding the implementation of wavelet analysis can be found in reference [7] . 
MULTI-RESOLUTION FEATURES BASED ON WAVELET TRANSFORM FOR REPRESENTING SPEECH SIGNALS
Speech signals have a very complex waveform because of the superposition of various frequency components. How to determine a representation that is well adapted for extracting information content of speech signals is an important problem in speech recognition and speaker identification/verification systems. Two types of information are inherent in speech signals, time and frequency. In time space, sharp variations in signal amplitude are generally the most meaningful features. So one can distinguish complicated signals by means of their detailed contours. In other words, when the signal includes important structures that belong to different scales, it is often helpful to decompose the signal into a set of "detail components" of various sizes. In the frequency domain, although the dominant frequency channels of speech signal are located in the middle frequency region, different speakers may have different responses in all frequency regions. Thus traditional methods which just consider fixed frequency channels may lose some useful information in the feature extraction process. Accordingly, using the multi-resolution decomposing technique, one can decompose the speech signal into different resolution levels. The characteristics of multiple frequency channels and any change in the smoothness of the signal can then be detected to perfectly represent the signals.
As described in section 2, the scaling functions and wavelets form orthonormal base. According to Parseval's theorem, the energy of the speech signal can be represented by the energy in each of the expansion components and their wavelet coefficients [8] as follows:
Consequently, the information within the signals will be partitioned into different resolution levels depending on the scaling functions. For this reason, in our extraction algorithm of speech features, the linear predictive cepstral coefficients (LPCC) within the approximation channel are calculated for capturing the characteristic of the vocal track. The main reasons for using these parameters are their good representation of the envelope of speech spectrum of vowels and its simplicity. In order to capture the detailed characteristic of vocal track for constructing more effective and robust speech features, the multi channel linear predictive cepstral coefficients (MCLPCC) based on the wavelet transform are calculated. As described in section 2, a down sampling operation is performed in each decomposition process, but this may cause damage to the original sampled signals. To alleviate this, a simple interpolation technique is used before the first decomposition process. According to the concept of the proposed method, the number of MCLPCC coefficients depends on the number of decomposition levels of the wavelet transform. However, one need to consider the trade-off between the identification rate and computation time.
As we know, the LPCC are bothered by interference from noise. For this reason, a hard thresholding technique is applied in each approximation channel before the next decomposition process. Since conspicuous peaks in the time domain have large compo-nents over many wavelet scales, while superfluous variations die out swiftly with increasing scale. This allows a characterization of the wavelet transform coefficients with respect to their amplitudes. The most significant coefficients at each scale, with amplitude above one threshold, are given by:
where σ j is the standard deviation of the wavelet transform coefficients within the approximation channel at scale j, and MF is an adjustable multiplicative factor used to restrict the threshold to a certain extent. Experimental results show that using this method not only reduces the influence of noise but improves the recognition rate. Besides, considering the characteristic of the vocal track, other speech features related to vocal codes are also considered in this paper. Based on the lack of correlation between the approximation and detail coefficients derived from QMFs, the coefficients within the high frequency detail channel are used to capture the characteristic of the vocal codes. Our experiments show that using entropy features gives better performance than using variance features. Hence, in this paper all the entropy values within detail channels are also calculated to construct a more compact feature vector. The entropy of wavelet coefficients is calculated by:
where P(b i ) is the probability that wavelet coefficients are located in ith bin, and N is the number of bins used to partition the coefficients space. In our evaluation, the best performance is given by N is selected in the range 10 to 20. A schematic for the proposed feature extraction method is shown in Fig. 2 . The recursive decomposition process lets us easily acquire the multi-resolution features of the speech signal. In the final stage, a combination of these MCLPCC and entropy values is implemented by:
where L is the number of decomposition processes and w represents a weight. In this paper, the calculation of wavelet transform is based on the orthonormal bases introduced by Daubechies [9] using her quadrature mirror filters (QMFs) of 16 coefficients (see the Appendix).
MATCHING ALGORITHM
Gaussian Mixture Model (GMM) has been widely used in speaker identification and shows the good performance [10] [11] [12] [13] . A Gaussian mixture density is a weighted sum of M component densities, as depicted in Fig. 3 and given by: The complete Gaussian mixture density is parameterized by the mean vectors, covariance matrices and mixture weights from all component densities. These parameters are collectively represented by the notation:
For Speaker identification, each speaker is represented by a GMM and is referred to by his/her model λ.
Given training speech from a speaker, the goal of speaker model training is to estimate the parameters of the GMM, λ, which in some sense best matches the distribution of the training feature vectors. There are several techniques available for estimating the parameters of a GMM [14] . By far the most popular and well-established method is maximum likelihood (ML) estimation. The estimation of ML parameter can be obtained iteratively using a special case of the expectation-maximization (EM) algorithm [15] . For Speaker identification, a group of S speakers S = {1, 2, …, S} is represented by GMM's λ 1 , λ 2 , …, λ S . The objective is to find the speaker model which has the maximum a posteriori probability for a given observation sequence
is given in (13).
EXPERIMENTAL RESULTS

Database Description
The proposed method is evaluated on the MAT-400 database compiled by the association for Computational Linguistics and Chinese Language Processing [16] , which is a Mandarin speech database of 400 speakers collected through telephone networks in Taiwan. Include are 216 male and 184 female speakers. The speech signal is recorded at 8 kHz and 16 bits per sample. The speech data files are grouped into five categories: short spontaneous speech, numbers, isolated Mandarin syllables, isolated words of 2-4 characters, and sentences. In this paper, two subsets of the MAT-400, referred to as SPDB1 and SPDB2, are used for evaluation, each containing 500 sentences from 50 speakers (25 males, 25 females).
Effects of Decomposition Levels
From section 3, it is obvious that the number of extracted speech features is proportional to the number of decomposition levels. In our experiment, 12 coefficients of LPCC with one entropy value for each decomposition process are used as the speech features. As a result, the number of the features will be significantly affected by the selected decomposition levels. Although more decomposition processes can obtain more information from the input signals, the computational complexity and the number of useless features will increase greatly. Accordingly, how to strike a balance for choosing an appropriate decomposition level between the recognition rate and these drawbacks becomes a significant problem. In this experiment, the frame size of the analysis is 512 samples with 256 samples overlapping, and the multiplicative factor MF and the weighting value w are set to zero. Furthermore, in order to eliminate the silent section from an utterance, a simple segmentation based on signal energy of each speech frame is used. For our text-independent evaluations, five arbitrary sentence utterances in the MAT-400 speech database for each speaker are used as training patterns for 32 component densities. One seconds of speech waveform cut from the other five sentence utterances are used as test patterns. In this paper, nodal, diagonal covariance matrices are used for all speaker GMM models. Experimental results are plotted in Fig. 4 , from which we can see that the number of decomposition levels have a similar effect on the two test subsets, and the good identification rates are achieved when the decomposition level are equal to 3. It is also obvious that as the decomposition level increases, not only does the computational loading increase, but also the recognition rate declines in SPDB1 because of the useless features. However, at level 3 a satisfactory performance, greater than 96% and 97% for SPDB1 and SPDB2, is obtained for a one second utterance. Accordingly, the experimental results give us a distinct guide for choosing the good decomposition level for the wavelet transform. 
Effects of MF
Our proposed feature extraction method is based on the wavelet transform and wavelet domain filtering. Hence, the effect on performance of adjusting the multiplicative factor MF is investigated. From section 5.2, we can see that by performing three decompositions, a satisfactory recognition rate can be achieved independent of the test patterns. The experiments presented here are almost the same as in the previous section except for the change in MF. Fig. 5 depicts the effect of MF on the performance of the proposed method. The results for the two test subsets are similar, and a good choice for MF is 0.03. So, the proposed method for deciding MF is stable even when using different testing patterns. From our evaluations, we know that too small a value of MF will preserve an excess of non-significant information, and conversely, too large a value of MF may eliminate significant information. Although different values of MF cause a variation in recognition rate, by choosing an appropriate value for MF a satisfactory result can be obtained even for different data sets. 
Evaluation of Entropy Features
As described in section 3, for constructing the compact feature vectors, the entropy of each detail channel is taken as the speech feature for vocal codes. Here the effect of the additive entropy value is investigated. Fig. 6 illustrates the experimental results, where the parameters of the decomposition level and multiplicative factor MF are set to 3 and 0.03, respectively. From the results we can see that even though we use different data sets for testing, a similar situation occurs. Choosing an appropriate weighting of entropy features, the identification rate can be improved. A large weight will increase the contribution of detail channels, which contains the high frequency components of speech signals. In our simulation, a good weighting value w is 0.1. 
Effects of Utterance Length
The evaluation of a speaker identification experiment is conducted in the following manner. The test speech is first processed by the front-end analysis to produce a sequence of feature vectors } ,..., , {
. To evaluate different test utterance lengths, the sequence of feature vectors is divided into overlapping segments of N feature vectors. The first two segments from a sequence will be:
,..., , , ,..., , A test segment length of one second corresponds to N = 31 speech frames. Each segment of N frames is treated as a separate test utterance. The final performance is evaluated by the percent of correctly identified N-length segments over the total number of segments. The evaluation is repeated for different values of N to evaluate performance with respect to test utterance length. In this experiment, the first test pattern SPDB1 is used. Fig. 7 shows the results. Obviously, the rate of correct identification increases as the duration of the test utterance increases. However, for a test utterance of more than two seconds, the increase in identification rate is considerably slow. The identification rate of two seconds is about 99% and the perfect identification can also be achieved for a test utterance of four seconds.
Comparison With Existing Methods
In the final set of experiments we compare the performance of the proposed extraction method with other methods. In the literature, some models have been proposed for representing speech features [1, [3] [4] [5] [6] [17] [18] [19] . In this paper, four well-known models, Linear Predict Coding Cepstrum (LPCC) [1] , Fourier Transform Cepstral Coefficients Test Utterance (Sec)
Correct Rate (%) Fig. 7 . Speaker identification performance versus test utterance length.
(FTCC) [17] , Generalized Mel Frequency Cepstral Coefficients (GMFCC) [3] and Wavelet Packet Transform (WPT) [18] , are compared. These different modeling techniques are worthy of comparison because they represent different ways of modeling the acoustic feature distribution. The main reasons of applying LPCC model are its good representation of the envelope of the spectra of vowels and its simplicity. The advantage of using the FTCC model is its better representation of unvoiced consonants compare to using the LPCC model. The idea of using Mel-scale is that it can map an acoustic frequency into a perceptual frequency scale to improve the speech recognition rate. Finally, the advantage of using WPT is its ability to do time-frequency analysis.
In our experiments, the model conditions are set as follows: 24 cepstral coefficients are used for the LPCC, FTCC and MFCC models. Five scales of the wavelet packet transform are used to construct 32 speech feature vectors for the WPT model. The feature vectors of the proposed model are derived from three levels of decomposition of the wavelet transform with the related coefficients, and the MF factor and the weight w are set as 0.03 and 0.1, respectively. The experimental results are tabulated in Table 1 , where the SPDB1 subset is used for testing and the length of a test utterance is one second. From the results we can see that in the original speech data test, an identification rate of over 96.8% is achieved by the proposed feature model, while the best performance achieved among all the other models is 95.7% in the MFCC model. In order to evaluate the performance of the proposed method in a noisy environment, the test patterns for five utterances are corrupted by additive white Gaussian noise. In addition, the Wiener filter [20] is also applied to the other models for comparison. The degraded signal is generated by adding zero-mean white Gaussian noise to the original signal so that the signal to noise ratio (SNR) is 20 dB. The SNR is defined as log  10   2  2  10 , where the summation is over the entire length of the original signal. When the test pattern is corrupted with white Gaussian noise, the performance of the other methods is affected significantly by the added noise. In this noisy environment testing, the MFCC model also has the best identification rate of 84.7% among all models. On the contrary, by using the proposed feature extraction method, a satisfactory identification rate of 91.5% is achieved even in a noisy environment. 
CONCLUSIONS
In this paper we propose an effective and robust method for extracting speech features. Based on the time-frequency analysis of the wavelet transform, all uncorrelated resolution channels are obtained by using QMFs. The traditional linear predictive cepstral coefficients (LPCC) of all approximation channels are calculated for capturing the characteristics of the vocal track, and the entropy of all detail channels are calculated for capturing the characteristics of the vocal cords. In addition, hard thresholding is applied to the approximation channel for each decomposition to remove the interference from noise. The results show that this strategy not only effectively reduces the problem of noise but also improves recognition. Finally, the proposed method is evaluated on the MAT-400 telephone speech database for text-independent speaker identification. Experimental results show that the proposed method, combined with the wavelet transform and the traditional speech feature model, is more effective and robust than previous used models in any situation. Additionally, the identification rate of the proposed method is satisfactory even in the presence of noise.
APPENDIX
The lowpass QMF coefficients h k used in this paper are listed in Table 2 . The coefficients of the highpass filter g k are calculated from the h k coefficients by: 
where n is the number of QMF coefficients.
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