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Abstract
Complex systems are difficult to model and analyse with traditional mathematics,
e.g. analytically solving differential equations. To better understand such systems, we
recently presented a system metamodel to provide an algorithmic alternative to ana-
lytical methods and were able to create simulations of complex systems modelled as
cellular automata and artificial neural networks. In this study we extend our system
metamodel with the concept of adaption in order to integrate evolutionary computa-
tion in our so-called allagmatic method. Adaption is described in the context of our
system metamodel and the allagmatic method, defined and implemented, and compu-
tational experiments with cellular automata and artificial neural networks performed.
We find that the system metamodel of the allagmatic method integrates adaptation
with an additional operation called adaptation function that operates on the update
function, which encodes the system’s dynamics. It allows the creation of evolution-
ary computations by providing an abstract template for adaptation and guidance for
implementation with the system metamodel. The creation of the system metamodel
was first inspired by abstract concepts of the philosophy of individuation of Gilbert
Simondon. The theoretical background for the concept of adaptation in this study is
taken from the philosophy of organism of Alfred North Whitehead.
∗Corresponding author: patrik.christen@fhnw.ch. The authors contributed equally to this work.
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1 Introduction
The history of evolutionary computation is an entangled one. In the 1960s the Ger-
mans Ingo Rechenberg, Hans-Paul Schwefel and the Americans Lawrence J. Fogel
and John H. Holland developed simultaneously methods for evolutionary computa-
tion, calling them different names such as evolution strategies (Evolutionsstrategie) in
the case of Rechenberg, evolutionary programming in the case of Fogel, and genetic
algorithms in the case of Holland [1, 2].
Over time the different methods were developed further, improved, and became
more efficient. By the beginning of the 1990s the field of evolutionary computation
was more and more instantiated with scientific societies and journals being created.
Contributing to this scientific enterprise was not only the increasing efficiency of the
methods but also the applicability thereof. E.g. genetic algorithms are used in all sorts
of fields including computational materials discovery to search for certain nanoparticle
alloys [3], palaeontology to resolve the influence of environmental change on biodiver-
sity [4], and molecular biology to classify and explore high throughput sequencing data
[5].
The applicability of evolutionary computation coincides with the purpose of these
methods: general concepts that are being used to solve computational problems [2].
This also led to a different understanding of the concept of intelligence, i.e. instead of
believing that the rules underlying intelligence can be encoded in a top-down fashion,
a bottom-up approach is being used in which very simple rules are encoded and let
to evolve over time [6]. This also leads to the observation of complex behaviour:
self-organisation into patterns, chaotic behaviour, adaptive interaction and so on [7].
One key element in evolutionary computation and which allows to grasp the
behaviour of systems in the first place is the concept of adaptation. That is to say,
adaptation consists of a certain target or end at the global level, an optimisation or
fitness function to achieve that end, and a fitness measure. Finding that end is an
iterative process. From a systems theoretic point of view however and this will be
the main issue in this paper adaptation can happen at different levels and in different
manners: i.e. either the set of rules can be adapting or the agents, cells or elements
or simply the boundary conditions of a system.
We recently presented a system metamodel to model systems [8, 9, 10], especially
complex systems, that allows to follow the process of creation of computer models and
thereby to better understand that process. Based on philosophical concepts borrowed
from the philosophy of Gilbert Simondon [11], the generic model building blocks entity
representing an element or agent, milieu representing the interaction of entities within
a neighbourhood, and update function representing the rule or law each entity is
following in a system were defined and implemented in computer code. In this study,
we want to extend our system metamodel by explicitly accounting for adaptive agents.
We already defined an adaptation function in addition to the update function that
changes the rules or law of the update function [10], however, in the present study we
provide a description of it in the context of adaptation and complex adaptive systems
as well as its implementation in computer code within the system metamodel. To give
adaptation a theoretical grounding, we rely on the philosophy of organism of Alfred
N. Whitehead. We show that Whitehead’s philosophy of organism is quite similar
to Simondon’s philosophy of individuation and at the same time Whitehead deepens
his thoughts on the concept of adaptation suitable for implementation in our system
metamodel. The goal of this system metamodel is not necessarily optimisation or
efficiency but the better understanding of computational processes in evolutionary
computation.
2
2 System Metamodel
Using the recently developed and implemented metamodel for modelling systems, we
directly [8] and automatically [9] created cellular automata and artificial neural net-
works with the basic building blocks of the metamodel. The system metamodel is
inspired by the philosophical concepts structure and operation as proposed by Simon-
don to describe a system [11]. Each system, natural or artificial, consists of at least
one structure capturing the spatial dimension and at least one operation capturing
the temporal dimension. Operation is thereby acting on the structure over time. We
formally defined this at the most abstract level as follows [10]:
Definition 2.1. Let SM denote a model of a system, S its set of structures or spatial
domains, and O its set of operations or temporal domains. Then SM is a (s+o)-tuple
consisting of s structures and o operations, where s, o ≥ 1 and therefore:
SM := (sˆ1, sˆ2, sˆ3, . . . , sˆs, oˆ1, oˆ2, oˆ3, . . . , oˆo), (1)
where sˆi ∈ S ∧ oˆj ∈ O.
More concretely, structure S and operation O are described in more detail by
further dividing them into more specific but still general concepts. Guided by the
systems view, systems are made up by interacting entities defined with an entity e-
tuple E = (eˆ1, eˆ2, eˆ3, . . . , eˆe), where eˆi ∈ Q with Q being the set of k possible states
[10]. These entities are interacting with each other within a certain neighbourhood or
milieu defined with the milieus e-tuple M = (Mˆ1,Mˆ2,Mˆ3, . . . ,Mˆe), where Mˆi =
(mˆ1, mˆ2, mˆ3, . . . , mˆm) is the milieu of the i-th entity eˆi of E consisting of m neighbours
of eˆi [10]. Additionally, there can be structures for storing some information used by
operations. The most basic operation updates the states of an entity depending of
the states of neighbouring entities and some local rules. We defined it as an update
function φ : Qm+1 → Q and introduced the structure U storing the rules or logic
of the function [10]. Within the context of evolutionary computation, we introduce
here a further operation acting on the structure U and that is capable of adapting or
changing them. We defined it as an adaptation function ψ with its own logic stored
in the structure A [10]. We can now give a more complete definition of structure and
operation as follows:
Definition 2.2. The set of structures S consists of the entities e-tuple E = (eˆ1, eˆ2, eˆ3, . . . , eˆe),
where eˆi is in the set Q of k possible states, the milieus e-tupleM = (Mˆ1,Mˆ2,Mˆ3, . . . ,Mˆe),
where Mˆi = (mˆ1, mˆ2, mˆ3, . . . , mˆm) is the milieu of the i-th entity eˆi of E consisting
of m neighbours of eˆi, the update rules u-tuple U , the adaptation rules a-tuple A, the
adaptation end p-tuple P, and possibly further structures s˜i, leading to the following
definition [10]:
S := {E , Q,M,U ,A,P, . . . , s˜s}. (2)
Definition 2.3. The set of operations O consists of, at least, an update function
φ(eˆi,Mˆi, t,U), and optionally an adaptation function ψ(g,A,P, l) as well as possible
further operations o˜j, leading to the following definition [10]:
O := {φ(eˆi,Mˆi, t,U), ψ(g,A,P, l), . . . , o˜o}, (3)
where t is the number of time steps, g the number of adaptation iterations, and l the
loss tolerance.
It follows that SM can be described more precisely [10]:
Definition 2.4. Let SM denote a model of a system, S its set of structures or spatial
domains capturing entities in E and their possible states in Q and local neighbourhood
or milieu in M and structures related to update function in U and to the adaptation
function in A and P, and O its set of operations or temporal domains capturing the
dynamic state transitions of the entities E with the function φ and possible adaptations
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or evolutions of the system with the function ψ. Then SM is a (s+o)-tuple consisting
of s structures and o operations, where s, o ≥ 1 and therefore:
SM := (E , Q,M,U ,A,P, . . . , sˆs, φ, ψ, . . . , oˆo), (4)
where sˆi ∈ S ∧ oˆj ∈ O.
The system metamodel is applied in the so-called allagmatic method[8] following
three different regimes (Fig. 1): In the virtual regime, the system metamodel is de-
scribed abstractly. In the metastable regime, structure and operation are combined
and fed with model parameters. This creates an actual system that can be run in the
actual regime.
In this study, we added the adaptation operation to the system metamodel imple-
mentation as well as reimplemented the rest of the metamodel in accordance with the
definitions above. As in the previous implementation [8] and guided by the philoso-
phy of Simondon [11], object-oriented programming and template meta-programming
in C++ was used. Classes are used to implement structures as member data and
operations as methods in the virtual regime. Since the model parameters become
concrete only through parametrisation in the metastable regime, generic types used
in the virtual regime implemented with a vector template.
Structure
Metastable System
Actual Systems
Operation
Adaptation:
Targeted End
Comparison
Adaptation:
Update
Function
Actual
Regime
Virtual
Regime
Metastable
Regime
Figure 1: The allagmatic method consisting of a system metamodel that is abstractly
described in the virtual regime, concretised with parameters in the metastable system,
and run or executed in the actual regime. Adaptation as introduced in this study is
occurring between the metastable and actual regime.
3 Meta-Theoretic Definition of Adaptation
Before describing how the adaptation function is integrated into the allagmatic method
and system metamodel, and how it operates in concrete models such as cellular au-
tomata and artificial neural networks, it is necessary to give philosophical definitions
of adaptation on a meta-theoretical level and how it was implemented. These meta-
theoretical definitions of adaptation in turn follow the philosophy of organism of Alfred
North Whitehead, because his philosophy is on the one hand similar to that of Simon-
don [12], and on the other hand Whitehead has produced a more thorough analysis
and deployment of the concept of adaptation.
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Already in our previous studies [8, 9, 10] the concept of entity, which constitutes the
very basic structure of any computer model, is borrowed from Whiteheads philosophy
of organism, when he uses the concept of actual entity to denote the final real things of
which the world is made up. [13]. Similar to our model in which entities form together
a milieu or neighbourhood, Whitehead believes that actual entities form together a
so-called nexus. But actual entities are in turn only capable of forming such a nexus
because of their prehension of each other. Prehension is thus the abstract concept
analogous to the change of rules in the update function that defines how entities
enter into a relational setting of reciprocal influence.
The important point in regard to adaptation is that it gives the entities not only
a goal, target, or end (a telos in philosophical terms) that needs to be attained (or a
problem to be solved), adaptation also gradually allows to define order respectively
disorder. This means that those entities which together form a first nexus are then
fully ordered, when the attainment of an end, goal, or target is achieved. Hence, when
the behaviour of entities is structured through an adaptive operation (an adaptation
function) and the given end of that function is attained, a so-called society or an
individual is formed. Society, as it is defined by Whitehead, should therefore not be
understood in the narrow and common sense of a social gathering of humans studied
by sociology. It is rather the computed states of the system of every iteration stored in
the program, which is the actual system that reaches its end. In contrast to prehension,
this is the structural view upon the system.
For both, a nexus of interacting entities and a society, all entities interact together
in order to follow a certain path (update function) but only in a society an end is
attained (adaptation function). This phenomenon can, according to Whitehead, also
be observed in biology or physics, when molecules form a cell or waves and electrons an
electromagnetic field. We will see in the next section that this conceptual difference
between an individual or a society and a nexus is important because it allows to
describe those computed iterations, which did not attain the pre-defined end. These
results that did not attain the end, but nevertheless produced certain patterns, are in
this sense disordered. Nexs (the plural of nexus) are thus defined as actual systems
that did not reach the targeted end. When a society is ordered, i.e. when it has
attained a certain end, it is self-sustaining; in other words, that it is its own reason.
[13].
Notice at this point that order and disorder are not described structurally but
rather operationally, i.e. they are defined by what the system does and not what
it is. Due to its processual definition, order is a gradual concept that attains its
complete definition when an end has been attained. Order is hence also present
within disordered nexs, respectively ordered societies emerge from disorder. Chaos, or
chaotic disorder, is therefore a nexus which lacks of compatibility between the entities
to fulfil a certain targeted end. Adaptation is thus not solely a concept describing the
behaviour of completed individuals, it allows to grasp the emergence of individuals –
their individuation as Simondon would say. Individuation is for this reason nothing
else than the processual-operational view of a society.
Whitehead’s rather processual definition of adaptation and its difference from
mainstream definitions in biology that focus on already given individuals can also
be seen in his definition of survival [14]. If surviving means for entities to form a soci-
ety that is capable of persisting over a certain amount of time, then this means that the
society has become on the one hand a stable society and on the other hand capable of
adapting to the given environment. The stable society has become specialised because
it answers to specific conditions and features of the environment. In other words: the
structure of the society becomes complex. Notice that in Whitehead’s metaphysics the
environment itself is nothing else than a constitution of mixed nexs and societies. But
in order to survive or to persist, societies need to be flexible, i.e. they need to retain
a certain degree of unspecialised behaviour due to the changing of the environment.
Hence, societies need to find a midway between specialisation in order to cope with
problems and flexibility in order to adjust to newly arising problems.
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It might also be that entities within societies are themselves societies such as
molecules within a living cell. These molecules are then called a subordinate society.
This in turn means that the concept of hierarchy and control needs to be introduced.
On the one hand some societies have their own autonomy and order, on the other
hand these same societies can be subdued to the control of other societies. A society
in turn that manages to bring together different subordinate societies is defined as a
structured society.
4 Adaptation and the Allagmatic Method
Here, we suggest to integrate adaptation into the system metamodel and the allagmatic
method with the guidance of Whitehead’s metaphysics. However, we first explain the
details of the update function that was created and implemented according to the
philosophy of Simondon [11] in earlier studies [8, 9, 10].
The distinction of structure and operation in a system is borrowed from Simon-
don but he also suggests that these operations act upon structures in three different
regimes (Fig. 1), which provides a general framework for describing the functioning
of a system in terms of structure and operation. At the most abstract level in the
virtual regime, the update function is an operation of the system model and is defined
as a mathematical function φ(eˆi,Mˆi, t,U) : Qm+1 → Q, where all its parameters re-
main abstract in that regime. Therefore, φ is implemented as a method of the class
SystemModel referring to SM. The function itself is specific to the application and
is thus not defined abstractly. Several existing and concrete update functions as used
in elementary cellular automata [15] and simple feedforward artificial neural networks
[16] are thus implemented in the class SystemModel. Please note that the param-
eters are the same for each of these methods and are implemented as generic type
and with dynamic size to achieve the abstract description in the virtual regime. In
the metastable regime, the main program instantiates a SystemModel object, where
the types are defined and therefore concretised through template meta-programming.
A vector with entity objects of the class Entity is created next and assigned to the
member data entities of the class SystemModel. With that, the system is further
concretised with the number of entities. In the same way, M and U are created and
assigned to the member data milieus and updateRules of the class SystemModel,
respectively. With that creation, the system is further concretised with the specific
neighbourhood and thus topology of the entities as well as the specific update rule.
By providing the number of time iterations t, the concretisation of the SystemModel
object in the metastable regime is finished. In the actual regime, the SystemModel
object is run or executed with the specified parameters for t iterations.
To run evolutionary computations that are capable of adapting, we extended our
system metamodel with a further model building block called adaptation function in
the present study guided by the metaphysics of Whitehead [13]. It is now described
in a similar way as the update function in the previous paragraph in the context of
the allagmatic method and its implementation in the system metamodel as well as the
guidance from Simondon’s and Whiteheads metaphysics with respect to adaptation.
Again we start with the distinction of structure and operation acting in the three
different regimes.
At the most abstract level in the virtual regime, the adaptation function is an
operation of the system model and is defined as a mathematical function ψ(g,A,P, l),
where all its parameters remain abstract in that regime. Therefore, ψ is implemented
as a method of the class SystemModel referring to SM. The function itself is specific
to the update function and is thus not defined abstractly. We implemented spe-
cific adaptation functions for cellular automata [15] and simple feedforward artificial
neural networks [16] in the class SystemModel. There are 28 possible rules in the
update function of an elementary cellular automata. We thus implemented an adap-
tation function that randomly selects one of these possible rules without considering
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any error or fitness measure. In contrast, for the update function of artificial neu-
ral networks, an adaptation function that adapts the weights of the network taking
into account the error according to the so-called perceptron learning rule [16]. Both
adaptation functions are implemented in the class SystemModel. Please note that
although some parameters might not be used in a specific method, the ones that are
used are the same for each of these methods and are implemented as generic type and
with dynamic size to achieve the abstract description in the virtual regime. In the
metastable regime (Fig. 1), identical to the update function description above, the
main program instantiates a SystemModel object, where the types are defined and
therefore concretised through template meta-programming. A vector with entity ob-
jects of the class Entity is created next and assigned to the member data entities of
the class SystemModel. With that, the system is further concretised with the number
of entities. In the same way, M and U are created and assigned to the member data
milieus and updateRules of the class SystemModel, respectively. With that creation,
the system is further concretised with the specific neighbourhood and thus topology
of the entities as well as the specific update rule. By providing the number of time
iterations t, the concretisation of the SystemModel object in the metastable regime is
finished if no adaptation is considered.
To include adaptation, the number of adaptation iterations g, the structures for
adaptation rules A and adaptation end P, and loss tolerance l are defined and with
that the system further concretised. Please note that A as well as U can be explicitly
specified with the given structures or directly be implemented with the respective
function. In the actual regime (Fig. 1), the SystemModel object is run or executed with
the specified parameters, that is with concrete number of entities e, milieu topology
M, update function φ, and number of time iterations t. Once t is achieved, adaptation
takes place (Fig. 1).
According to Whitehead, at this stage a nexus has been formed if the end P
is not yet reached or a society if the end P is reached. Thereby, nexus and also
society refer to all the system’s states at all time iterations in one adaption iteration,
respectively. These system states are stored as member data of the SystemModel
class. To decide whether or not the end has been reached, first and in any case of
the adaption process, that is for every specified adaptation function specified, a loss is
calculated. Loss relates to different terms such as error and fitness. It is application
specific and needs to be specified as such for the different adaptation functions. In our
computational experiment, we are searching for a specific sequence called end captured
by the structure P and consisting of zeros and ones. The loss is calculated by the mean
square error when comparing each position of the resulting sequence after t iterations
with the end. Second and again in any case of the adaptation process, the update
function is adapted. Specifically, the rules according to which the update function is
working are updated. With that, prehension of entities is adapted since the entities
will update according to different rules based on the entities’s states in the milieu.
Thus, an entity’s prehension of its milieu is at every adaptation iteration different.
Additionally but not in any case of specific adaptation functions, the adaptation of
the update function takes into account an error or learning. In our computational
experiment, the adaptation function for elementary cellular automata does not take
into account any error or learning, it randomly selects from a given pool of update
rules. In contrast, the adaptation function of the artificial neural network, takes
into account the error of each neuron and adapts the network weights according to
a learning rule. Once adaptation is finished, a new actual system with the adapted
update function is created in the metastable system which is then run or executed
again in the actual regime until the number of adaptation iterations g or a certain loss
is reached.
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5 Discussion
The additional value of the introduction of adaptation as adaptation function in our al-
lagmatic method is, as we already highlighted, important because it gives a processual
definition of adaptation that better fits to the computational aspect of evolutionary
computation. Adaptation is not a concept operating on completed individuals or soci-
eties but it evolves with the emergence of nexs and their possible individuation process.
This is important because it shows that adaptation is not outside of the system. It is
an integrative feature of systems themselves. Adaptation is thus not an obscure and
single concept, but a concept part of a whole system, playing a specific role in the
creation of societies, i.e. individuals.
By the means of our created system metamodel, the processual emergence of nexs
and societies through the different regimes, which as we have shown, are completely
compatible with object-orientated programming, can be followed meticulously with
the allagmatic method. The method gives guidance for the creation of a complete
system with functions, parametrisation etc. This in turn also gives a better under-
standing of systems, because specific behaviour and emergent structures can be traced
back to meta-theoretical concepts implemented in object-orientated code. This again
is one of Whitehead’s and also Simondon’s important reasons to do metaphysics. The
abstract concepts such as prehension, society, nexus, structure, operation and so on
are supposed to find concrete applications in daily experiences; scientific and non-
scientific alike. This is what we have shown in regard to the practice of computer
modelling: first these concepts are capable of finding an implementation in object-
orientated programming; second, once the abstract concepts have been successfully
implemented, the computations are operating within the context of a broad elabo-
rated system metamodel of different regimes giving each element its specific place of
behaviour and factual arrangement. Metaphysical concepts are implementable. Thus,
we speak of metaphysical computation.
6 Outlook
Our implementation of adaptation only refers to the emergence of nexs or societies,
i.e. individuation processes. It does not show how these nexs or societies behave or
act in regard to an external environment composed of other nexs and societies. This
is not only a further question of implementation but also of interpretation. We have
addressed this in section III by highlighting two concepts: survival and control of
subordinate societies.
First the question arises if only societies survive within a whole computational
universe or if also nexs can survive. This question can be answered with the topic
of storage. That is to say, are nexs simply overwritten and not stored and then
dying or are they kept alive by storing them? This can be compared in evolutionary
computation with the question whether survival is bound to efficiency in the sense that
only the best solutions to a problem are surviving or a random mating of societies
is capable of reproduction. Due to the observed necessity of individuals to be at the
same time flexible and specialised in order to survive, it might be useful to design
computer models on the basis of a mixture of nexs and societies as this is already
done in some evolutionary computations.
This in turn would mean to create so-called structured societies, i.e. societies com-
posed of nexs and so-called subordinate societies, which are governed and controlled by
the overarching structured society. This also means to introduce the concept of hierar-
chy and inside/outside boundaries: which society is from an operative and structural
point of view part of another grander structured society and so on? Such definition
of hierarchy, control, structured societies, and subordinate societies could for example
also help to better define Stephen Wolfram’s four classifications of cellular automata
behaviour: stable, periodic, complex, chaotic [15] . It thus allows an analysis of pat-
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tern creation, also similar to the ones conducted by Stuart A. Kauffman [17] and Chris
G. Langton [18].
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