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On sums of weighted averages of gcd-sum functions
Isao Kiuchi and Sumaia Saad Eddin
Abstract
Let gcd(j, k) be the greatest common divisor of the integers j and k. In this
paper, we give several interesting asymptotic formulas for weighted averages of
the gcd-sum function f(gcd(j, k)) and the function
∑
d|k,ds|j(f ∗ µ)(d) for any
positive integers j and k, namely
∑
k≤x
1
kr+1
k∑
j=1
jrf(gcd(j, k)) and
∑
k≤x
1
ks(r+1)
ks∑
j=1
jr
∑
d|k
ds|j
(f ∗ µ)(d)
with any fixed integer s > 1 and any arithmetical function f . We also establish
mean value formulas for the error terms of asymptotic formulas for partial sums
of gcd-sum functions f(gcd(j, k)).
1 Introduction and statements of the results
1.1 Weighted averages of gcd-sum functions
Let gcd(j, k) be the greatest common divisor of the integers j and k. The gcd-sum
function, which is also known as Pillai’s arithmetical function, is defined by
P (n) =
n∑
k=1
gcd(k, n).
Properties and various generalizations of P (n) have been widely studied by many au-
thors. For a nice survey on it see [18]. Let
Pf(n) =
n∑
k=1
f(gcd(k, n))
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be one of many generalizations of P (n), for an arbitrary arithmetical function f . In
2010, Bordelle´s [3] provided some general asymptotic formulas for the partial sum of
Pf(n) with f belonging to certain classes of arithmetic functions. More recently, the sum
of the weighted average of the gcd-sum functions with various completely multiplicative
functions as weights was first considered by the first author [11]. For any fixed positive
integer r and any arithmetical function f , he proved that
Mr(x; f) :=
∑
k≤x
1
kr+1
k∑
j=1
jrf(gcd(j, k)) (1)
=
1
2
∑
n≤x
f(n)
n
+
1
r + 1
∑
dl≤x
(f ∗ µ)(d)
d
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(f ∗ µ)(d)
d
1
l2m
.
Here µ, as usual, denotes the Mo¨bius function and Bm(x) is the Bernoulli polynomials
defined by the generating function
zexz
ez − 1 =
∞∑
m=0
Bm(x)
zm
m!
,
with |z| < 2pi, where Bm is the Bernoulli number given by Bm(0) (see [2], [7]).
Let τ be the divisor function defined by 1 ∗ 1, and let θ be the number appearing in
the Dirichlet divisor problem, namely∑
n≤x
τ(n) = x log x+ (2γ − 1)x+∆(x), (2)
with ∆(x) = O
(
xθ+ε
)
for any positive number ε. Many applications of (1) have been
given in [11]. For example, with f = id, the first author proved that
Mr(x; id) =
1
(r + 1)ζ(2)
x log x+
x
2
+
1
(r + 1)ζ(2)
2γ − 1− ζ ′(2)
ζ(2)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ 1)
 x+Kr(x), (3)
where ζ denotes the Riemann zeta-function and
Kr(x) =
1
r + 1
∑
n≤x
µ(n)
n
∆
(x
n
)
+Or (log x) . (4)
For any real or complex number a, σa denotes a generalized divisor function defined by
ida ∗1, where ida(n) = na for any positive integer n. We recall that∑
n≤x
σa(n) = ζ(1− a)x+ ζ(1 + a)
1 + a
x1+a − ζ(−a)
2
+ ∆a(x), (5)
2
for −1 < a < 0. The problem of improving ∆a(x) is known as the generalized Dirichlet
divisor problem. In 1988, Pe´termann [15] showed that
∆a(x) = O
(
x
1+a
3
+ε
)
, (6)
for any small number ε > 0. In this direction of research, the first author [10] derived
the following mean value formula, for −1
2
< a < 0,∫ T
0
∆a(x)
2dx =
ζ(3
2
− a)ζ(3
2
+ a)ζ(3
2
)2
ζ(3)(6 + 4a)pi2
T
3
2
+a +O
(
T
5
4
+ a
2
+ε
)
+O
(
T 1+ε
)
. (7)
The first purpose of this paper is to give an asymptotic formula of Mr(x; id1+a) for
−1 < a < 0. We prove that
Theorem 1. For any real number x > 1, fixed positive integer r and fixed number a
such that −1 < a < 0, we have
Mr(x; id1+a) =
ζ(1− a)
(r + 1)ζ(2)
x+
1
2(1 + a)
x1+a
+
x1+a
(a+ 1)(r + 1)ζ(2 + a)
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a+ 1)

+Kr(x; id1+a), (8)
where
Kr(x; id1+a) =
1
r + 1
∑
n≤x
µ(n)
n
∆a
(x
n
)
+Or,a (1) . (9)
Note that (9) is an analogue of (4). Using the elementary results of ∆(x) and ∆a(x),
the functions Kr(x) and Kr(x; id1+a) are estimated by Or
(
x1/2+ε
)
and Or
(
x
1+a
3
+ε
)
,
respectively. Hence, we get
lim
x→∞
Mr(x; id)
x log x
=
1
(r + 1)ζ(2)
and lim
x→∞
Mr(x; id1+a)
x
=
ζ(1− a)
(r + 1)ζ(2)
.
Let φ be the Euler totient function defined by φ = id ∗µ. As a second application
of (1) with f = φ, the first author showed that
Mr(x;φ) =
1
(r + 1)ζ2(2)
x log x
+
1
(r + 1)ζ2(2)
2γ − 1− 2ζ ′(2)
ζ(2)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ 1)
x
+
x
2ζ(2)
+ Lr(x), (10)
3
where
Lr(x) :=
1
r + 1
∑
n≤x
(µ ∗ µ)(n)
n
∆
(x
n
)
+Or
(
(log x)2
)
. (11)
On taking the Dedekind function ψ (= id ∗|µ|) in place of the Euler totient function φ
into (1), he also deduced
Mr(x;ψ) =
1
(r + 1)ζ (4)
x log x
+
1
(r + 1)ζ(4)
2γ − 1− 2ζ ′(4)
ζ(4)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ 1)
x
+
ζ(2)
2ζ(4)
x+ Ur(x), (12)
where
Ur(x) :=
1
r + 1
∑
n≤x
(µ ∗ |µ|)(n)
n
∆
(x
n
)
+Or
(
(log x)2
)
. (13)
Let φα and ψβ denote the Jordan totient function and the generalized Dedekind
function defined by idα ∗µ and idβ ∗|µ|, respectively. Our second purpose is to provide
two asymptotic formulas of the partial sums of weighted averages of φ1+a(gcd(k, j)) and
ψ1+a(gcd(k, j)) for any fixed negative number a (−1 < a < 0). We prove that
Theorem 2. For any real number x > 1, fixed positive integer r and fixed number a
such that −1 < a < 0, we have
Mr(x;φ1+a) =
ζ(1− a)
(r + 1)ζ(2)2
x+
1
2(1 + a)ζ(2 + a)
x1+a
+
x1+a
(a+ 1)(r + 1)ζ(2 + a)2
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a+ 1)

+Kr(x;φ1+a) (14)
and
Mr(x;ψ1+a) =
ζ(1− a)
(r + 1)ζ(4)
x+
ζ(2 + a)
2(1 + a)ζ(4 + 2a)
x1+a
+
x1+a
(a + 1)(r + 1)ζ(4 + 2a)
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a+ 1)

+Kr(x;ψ1+a), (15)
where
Kr(x;φ1+a) =
1
r + 1
∑
n≤x
(µ ∗ µ)(n)
n
∆a
(x
n
)
+Or,a
(
(log x)2
)
(16)
4
and
Kr(x;ψ1+a) =
1
r + 1
∑
n≤x
(|µ| ∗ µ)(n)
n
∆a
(x
n
)
+Or,a
(
(log x)2
)
. (17)
Using (6), we see that (16) and (17) are estimated by Or,a
(
x
1+a
3
+ε
)
. This leads to
the following result.
Corollary 1. Under the hypothesis of Theorem 2, we have
lim
x→∞
Mr(x;φ1+a)
x
=
ζ(1− a)
(r + 1)ζ2(2)
, lim
x→∞
Mr(x;ψ1+a)
x
=
ζ(1− a)
(r + 1)ζ(4)
,
and
ζ(2 + a)2Mr(x;φ1+a)− ζ(4 + 2a)Mr(x;ψ1+a)
=
ζ(1− a)
r + 1
(
ζ(2 + a)2
ζ(2)2
− ζ(4 + a)
ζ(4)
)
x
+ ζ(2 + a)2Kr(x;φ1+a)− ζ(4 + 2a)Kr(x;ψ1+a). (18)
This latter formula follows at once from (14) and (15).
1.2 Mean value theorems
The mean value formulas of Lr(x) and Ur(x), defined by (11) and (13), were first
considered by the first author [11]. For any fixed positive integer r, he showed that∫ T
1
Lr(x)
2dx =
D1
(r + 1)2
T 3/2 +Or
(
T 5/4+ε
)
, (19)
and ∫ T
1
Ur(x)
2dx =
D2
(r + 1)2
T 3/2 +Or
(
T 5/4+ε
)
, (20)
where
D1 =
1
6pi2
∞∑
n=1
((
µ ∗ µ√
id
∗ τ
)
(n)
)2
1
n3/2
and
D2 =
1
6pi2
∞∑
n=1
((
µ ∗ |µ|√
id
∗ τ
)
(n)
)2
1
n3/2
.
Our aim in this paper is to establish a mean value formula of Kr(x; id1+a), Kr(x;φ1+a)
and Kr(x;ψ1+a), defined by (9), (16) and (17), respectively. Our results are precisely
the following:
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Theorem 3. For any real number T > 1, fixed positive integer r, and fixed number a
such that −1
4
< a < 0, we have∫ T
1
Kr(x; id1+a)
2dx =
C2,a
(r + 1)2
T
3
2
+a +Or
(
T
5
4
+ε
)
+Or,a
(
T 1−a+ε
)
, (21)
where
C2,a =
1
2(3 + 2a)pi2
∞∑
n=1
((
µ
id 1+a
2
∗ σa
)
(n)
)2
1
n3/2
.
Theorem 4. For any real number T > 1, fixed positive integer r, and fixed number a
such that −1
4
< a < 0, we have∫ T
1
Kr(x;φ1+a)
2dx =
C3,a
(r + 1)2
T
3
2
+a +Or
(
T
5
4
+ε
)
+Or,a
(
T 1−a+ε
)
, (22)
and ∫ T
1
Kr(x;ψ1+a)
2dx =
C4,a
(r + 1)2
T
3
2
+a +Or
(
T
5
4
+ε
)
+Or,a
(
T 1−a+ε
)
, (23)
where
C3,a =
1
2(3 + 2a)pi2
∞∑
n=1
((
µ ∗ µ
id 1+a
2
∗ σa
)
(n)
)2
1
n3/2
,
and
C4,a =
1
2(3 + 2a)pi2
∞∑
n=1
((
µ ∗ |µ|
id 1+a
2
∗ σa
)
(n)
)2
1
n3/2
.
From the above, it seems difficult to improve the O-terms in our theorem, since the
error terms of (16) and (17) are in a weak form. In view of this, it is useful to try to
determine a sharper form of (16) and (17).
1.3 Weighted averages of Cohen-Ramanujan sums
For a positive integer s, the generalized gcd function (j, ks)s is defined to give the
largest d ∈ N such that d|k and ds|j. Therefore, (k, j1)1 = (k, j) is the usual gcd of two
integers. Let ck(j) denote the Ramanujan sum defined by
ck(j) =
∑
d| gcd(j,k)
dµ
(
k
d
)
.
This function was first introduced by Ramanujan in 1918. In more recent years, various
generalizations of the Ramanujan sum have been constructed. One of the most known
generalizations of ck(j) was given by Cohen [4],[5],[6] defined as follows
c
(s)
k (j) :=
∑
ds|(j,ks)s
dsµ
(
k
d
)
.
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In 2017, Namboothiri [14] derived certain identities for weighted averages of Cohen
sums with weights concerning logarithms, the Gamma function and the Bernoulli poly-
nomials, and others. As another generalization of the Ramanujan sums, Anderson and
Apostol [1] introduced the function sk(j) defined by the identity
sk(j) =
∑
d| gcd(k,j)
f(d)g
(
k
d
)
with any arithmetical functions f and g. This latter is generalized to
s
(s)
k (j) :=
∑
ds|(j,ks)s
f(d)g
(
k
d
)
=
∑
d|k
ds|j
f(d)g
(
k
d
)
. (24)
In [12], the first author studied the partial sum of the weighted average of s
(s)
k (j) and
proved that
∑
k≤x
1
ks(r+1)
ks∑
j=1
jrs
(s)
k (j) =
1
2
∑
dl≤x
f(d)
ds
g(l)
ls
+
1
r + 1
∑
dl≤x
f(d)
ds
g(l) +
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
f(d)
ds
g(l)
l2ms
.
Now we take f ∗µ in place of f and g = 1 into the above and use the identity (f ∗µ)∗1 =
f to obtain
M (s)r (x; f) :=
∑
k≤x
1
ks(r+1)
ks∑
j=1
jr
∑
d|k
ds|j
(f ∗ µ)(d) (25)
=
1
2
∑
n≤x
f(n)
ns
+
1
r + 1
∑
dl≤x
(f ∗ µ)(d)
ds
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(f ∗ µ)(d)
ds
1
l2ms
.
In this paper, we provide two applications of the identity (25). First one is in the case
when f = ids+a. We have
Theorem 5. For any real number x > 1, fixed positive integers r, s ≥ 2, and fixed
7
number a such that −1 < a < 0, we have
M (s)r (x; ids+a) =
ζ(1− a)
(r + 1)ζ(s+ 1)
x+
1
2(1 + a)
x1+a
+
x1+a
(r + 1)(1 + a)ζ(s+ a + 1)
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ a+ 1)

+K(s)r (x; ids+a), (26)
where
K(s)r (x; ids+a) =
1
r + 1
∑
n≤x
µ(n)
ns
∆a
(x
n
)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
ζ(−a)ζ(2ms)
ζ(s)
+
ζ(−a)
2
− ζ(−a)
2(r + 1)ζ(s)
+Or,s,a (x
a) . (27)
Using (6), the error term K
(s)
r (x; ids+a) is estimated by Or,s
(
x
1+a
3
+ε
)
. Then we get
lim
x→∞
M
(s)
r (x; ids+a)
x
=
ζ(1− a)
(r + 1)ζ(s+ 1)
.
The second application of the formula (25) is given in the next subsection.
1.4 Evaluations of M
(s)
r (x; h ∗ ids) and M (s)r (x; h ∗ ids+a)
Let Hh(α) be the Dirichlet series defined by
Hh(α) =
∞∑
n=1
h(n)
nα
,
which is absolutely convergent in the half-plane Re α > σc. Then the first derivative
H
′
h(α) of Hh(α) is represented, in the same half-plane, by the Dirichlet series
H
′
h(α) = −
∞∑
n=1
h(n) logn
nα
.
Taking f = h ∗ ids and then f = h ∗ ids+a, for any arithmetical function h, into (25),
we see that
M (s)r (x; h ∗ ids) =
1
2
∑
dl≤x
h(d)
ds
+
1
r + 1
∑
dl≤x
(h ∗ µ)(d)
ds
τ(l)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(h ∗ φs)(d)
ds
1
l2ms
, (28)
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and
M (s)r (x; h ∗ ids+a) =
1
2
∑
dl≤x
h(d)
ds
la +
1
r + 1
∑
dl≤x
(h ∗ µ)(d)
ds
σa(l)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(h ∗ φs+a)(d)
ds
1
l2ms
. (29)
Under certain conditions of the arithmetical function h, we provide the following results.
Theorem 6. Assume that h(n) is estimated by O (nε) for any small number ε > 0.
For any real number x > 1, fixed positive integers r and s ≥ 2, we have
M (s)r (x; h ∗ ids) =
Hh(s+ 1)
(r + 1)ζ(s+ 1)
x log x+
Hh(s+ 1)
(r + 1)ζ(s+ 1)
×
×
2γ − 1− ζ ′(s+ 1)
ζ(s+ 1)
+
H
′
h(s+ 1)
Hh(s+ 1)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)
 x
+
Hh(s+ 1)
2
x+K(s)r (x; h ∗ ids), (30)
where
K(s)r (x; h ∗ ids) =
1
r + 1
∑
n≤x
(h ∗ µ)(n)
ns
∆
(x
n
)
− Hh(s)
2
− Hh(s)
2(r + 1)ζ(s)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)−
∑
d≤x
h(d)
ds
ϑ
(x
d
)
+Or,s
(
x1−s+ε
)
. (31)
Theorem 7. Assume that h(n) is estimated by O (nε) for any small number ε > 0.
For any real number x > 1, fixed positive integers r and s ≥ 2, we have
M (s)r (x; h ∗ ids+a) =
ζ(1− a)Hh(s+ 1)
(r + 1)ζ(s+ 1)
x+
Hh(s+ a + 1)
(r + 1)(1 + a)ζ(s+ a + 1)
×
×
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ a+ 1)
 x1+a
+
Hh(s+ a+ 1)
2(1 + a)
x1+a +K(s)r (x; h ∗ ids+a), (32)
with any fixed number a such that −1 < a < 0, where
K(s)r (x; h ∗ ids+a) =
1
r + 1
∑
n≤x
(h ∗ µ)(n)
ns
∆a
(x
n
)
+
ζ(−a)Hh(s)
2
+
ζ(−a)Hh(s)
(r + 1)ζ(s)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)− 1
2
 +Os,r,a (xa) . (33)
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Many interesting applications of Theorems 6 and 7 are given in Section 2.
2 Applications of Theorems 6 and 7
In this section, we give applications of Theorems 6 and 7 for various multiplicative
functions such as µ, τ , φs, ψs, ids and others. Define the functions Ds(x) and D˜s(x) by
Ds(x) = −
∑
d≤x
µ(d)
ds
ϑ
(x
d
)
− 1
2ζ(s)
(34)
and
D˜s(x) = −
∑
d≤x
|µ(d)|
ds
ϑ
(x
d
)
− ζ(s)
2ζ(2s)
, (35)
where ϑ(x) = x − [x] − 1
2
. First, we take h = µ, |µ| and h = τ into (30) and use the
identities
Hµ(s+ 1) =
1
ζ(s+ 1)
, H
′
µ(s+ 1) = −
ζ ′(s+ 1)
ζ(s+ 1)2
, H|µ|(s+ 1) =
ζ(s+ 1)
ζ(2s+ 2)
, (36)
H
′
|µ|(s+ 1) =
ζ ′(s+ 1)ζ(2s+ 2)− 2ζ ′(2s+ 2)ζ(s+ 1)
ζ(2s+ 2)2
, (37)
Hτ (s+ 1) = ζ(s+ 1)
2, and H
′
τ (s+ 1) = 2ζ
′(s+ 1)ζ(s+ 1) (38)
to deduce the following results:
Corollary 2. For any real number x > 1 and fixed positive integers r and s ≥ 2, we
have
M (s)r (x;φs) =
1
(r + 1)ζ(s+ 1)2
x log x+
1
2ζ(s+ 1)
x
+
x
(r + 1)ζ(s+ 1)2
2γ − 1− 2ζ ′(s+ 1)
ζ(s+ 1)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)

+K(s)r (x;φs), (39)
M (s)r (x;ψs) =
1
(r + 1)ζ(2s+ 2)
x log x+
ζ(s+ 1)
2ζ(2s+ 2)
x
+
x
(r + 1)ζ(2s+ 2)
2γ − 1− 2ζ ′(2s+ 2)
ζ(2s+ 2)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)

+K(s)r (x;ψs), (40)
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and
M (s)r (x; τ ∗ ids) =
ζ(s+ 1)
r + 1
x log x+
ζ(s+ 1)2
2
x
+
ζ(s+ 1)
r + 1
2γ − 1 + ζ ′(s+ 1)
ζ(s+ 1)
+
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)
 x
+K(s)r (x; τ ∗ ids), (41)
where
K(s)r (x;φs) =
1
r + 1
∑
n≤x
(µ ∗ µ)(n)
ns
∆
(x
n
)
+
Ds(x)
2
− 1
2(r + 1)ζ(s)2
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms) +Or,s
(
x1−s(log x)2
)
, (42)
K(s)r (x;ψs) =
1
r + 1
∑
n≤x
(µ ∗ |µ|)(n)
ns
∆
(x
n
)
+
D˜s(x)
2
− 1
2(r + 1)ζ(2s)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms) +Or,s
(
x1−s(log x)2
)
, (43)
and
K(s)r (x; τ ∗ ids) =
1
r + 1
∑
n≤x
(τ ∗ µ)(n)
ns
∆
(x
n
)
− ζ(s)
2
2
− ζ(s)
2(r + 1)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)−
∑
d≤x
τ(d)
ds
ϑ
(x
d
)
+Or,s
(
x1−s+ε
)
. (44)
Second, by taking h = µ, |µ| and τ into (32) and using the identities (36), (37) and
(38), we immediately get the following formulas:
Corollary 3. Let a be any fixed number with −1 < a < 0. For any real number x > 1,
fixed positive integers r and s ≥ 2, we have
M (s)r (x;φs+a) =
ζ(1− a)
(r + 1)ζ(s+ 1)2
x+
x1+a
2(1 + a)ζ(s+ a + 1)
+
x1+a
(r + 1)(1 + a)ζ(s+ a+ 1)2
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ a+ 1)

+K(s)r (x;φs+a), (45)
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M (s)r (x;ψs+a) =
ζ(1− a)
(r + 1)ζ(2s+ 2)
x+
ζ(s+ a+ 1)
2(1 + a)ζ(2s+ 2a+ 2)
x1+a
+
x1+a
(r + 1)(1 + a)ζ(2s+ 2a+ 2)
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ a+ 1)

+K(s)r (x;ψs+a), (46)
and
M (s)r (x; τ ∗ ids+a) =
ζ(1− a)ζ(s+ 1)
r + 1
x+
ζ(s+ a + 1)2
2(1 + a)
x1+a
+
ζ(s+ a+ 1)
(r + 1)(1 + a)
ζ(1 + a) + [r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ a+ 1)
 x1+a
+K(s)r (x; τ ∗ ids+a), (47)
where
K(s)r (x;φs+a) =
1
r + 1
∑
n≤x
(µ ∗ µ)(n)
ns
∆a
(x
n
)
+
ζ(−a)
2ζ(s)
+
ζ(−a)
(r + 1)ζ(s)2
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)− 1
2
 +Os,r,a (xa) , (48)
K(s)r (x;ψs+a) =
1
r + 1
∑
n≤x
(µ ∗ |µ|)(n)
ns
∆a
(x
n
)
+
ζ(−a)ζ(s)
2ζ(2s)
+
ζ(−a)
(r + 1)ζ(2s)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)− 1
2
 +Os,r,a (xa) , (49)
and
K(s)r (x; τ ∗ ids+a) =
1
r + 1
∑
n≤x
(τ ∗ µ)(n)
ns
∆a
(x
n
)
+
ζ(−a)ζ(s)2
2
+
ζ(−a)ζ(s)
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)− 1
2
 +Os,r,a (xa) . (50)
The formulas (39) and (45) give us an analogue of (10) and (12), respectively.
Using (6), the formulas (42) and (48) are estimated by Or,s
(
x
1
3
+ε
)
and Or,s,a
(
x
1+a
3
+ε
)
,
respectively. Then, we have the relations
lim
x→∞
M
(s)
r (x;φs)
x log x
=
1
(r + 1)ζ(s+ 1)2
, and lim
x→∞
M
(s)
r (x;φs+a)
x
=
ζ(1− a)
(r + 1)ζ(s+ 1)2
.
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Similarly, the formulas (43) and (49) are estimated by Or,s
(
x
1
3
+ε
)
and Or,s,a
(
x
1+a
3
+ε
)
,
respectively. Then, we have
lim
x→∞
M
(s)
r (x;ψs)
x log x
=
1
(r + 1)ζ(2s+ 2)
, and lim
x→∞
M
(s)
r (x;ψs+a)
x
=
ζ(1− a)
(r + 1)ζ(2s+ 2)
.
We use the formulas (39) and (40) to deduce
ζ(s+ 1)2M (s)r (x;φs)− ζ(2s+ 2)M (s)r (x;ψs) =
2
r + 1
(
ζ ′(2s+ 2)
ζ(2s+ 2)
− ζ
′(s+ 1)
ζ(s+ 1)
)
x+ ζ (s+ 1)2K(s)r (x;φs)− ζ (2s+ 2)K(s)r (x;ψs).
Furthermore, using (45) and (46) we obtain that
ζ(s+ a+ 1)2M (s)r (x;φs+a)− ζ(2s+ 2a + 2)M (s)r (x;ψs+a)
=
ζ(1− a)
r + 1
(
ζ(s+ a + 1)2
ζ(s+ 1)2
− ζ(2s+ 2a + 2)
ζ(2s+ 2)
)
x
+ ζ (s+ a+ 1)2K(s)r (x;φs+a)− ζ(2s+ 2a+ 2)K(s)r (x;ψs+a).
This latter is an analogue of the relation (18).
Remark 1. Let the arithmetical function h = ξq be q-free number for any fixed positive
integer q defined by
Hξq(s) =
∞∑
n=1
ξq(n)
ns
=
ζ(s)
ζ(qs)
. (51)
Then the first derivative of Hξq(s) with respect to s is
H ′ξq(s) = −
∞∑
n=1
ξq(n) logn
ns
=
ζ ′(s)ζ(qs)− qζ ′(qs)ζ(s)
ζ(qs)2
. (52)
Similarly as above, we can take h = ξq into (30) and (32), and use (51) and (52) to
derive asymptotic formulas of M
(s)
r (x; ξq ∗ ids) and M (s)r (x; ξq ∗ ids+a), respectively.
3 Some Lemmas
Before we proceed with the proof of the main results, we need to give some auxiliary
lemmas.
Lemma 1. For any sufficiently large number x > 1 and fixed number a such that
−1 < a < 0, we have ∑
n≤x
na =
x1+a
1 + a
+ ζ(−a) +Oa (xa) , (53)
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∑
n≤x
µ(n)
n
= O (δ(x)) , (54)
∑
n≤x
µ(n)
n2
=
1
ζ(2)
+O
(
δ(x)
x
)
, (55)
and ∑
n≤x
µ(n)
n2+a
=
1
ζ(2 + a)
+Oa
(
δ(x)
x1+a
)
, (56)
where
δ(x) = exp
(
−C (log x)
3/5
(log log x)1/5
)
(57)
with C being a positive constant.
Proof. The formula (53) follows from Theorem 3.2 (b) in [2]. The formulas (55) and
(56) follow from Lemmas 2.2 in [16]. Furthermore, the proof of the formula (54) can
be found in [9].
Lemma 2. For any sufficiently large number x > 1, fixed number a such that −1 <
a < 0 and fixed integer m ≥ 2, we have
∑
n≤x
( µ
id
∗ σa
)
(n) =
ζ(1− a)
ζ(2)
x+
ζ(1 + a)
(1 + a)ζ(2 + a)
x1+a
+
∑
d≤x
µ(d)
d
∆a
(x
d
)
+Oa (δ(x)) , (58)
where δ(x) is given by (57), and∑
dl≤x
(
µ
id
∗ 1
id2m
)
(d)la =
ζ(2m+ a+ 1)
(1 + a)ζ(2 + a)
x1+a +Oa,m (1) . (59)
Proof. From (5), we find that∑
n≤x
( µ
id
∗ σa
)
(n) =
∑
d≤x
µ(d)
d
∑
l≤x/d
σa(l)
=
∑
d≤x
µ(d)
d
(
ζ(1− a)x
d
+
ζ(1 + a)
1 + a
(x
d
)1+a
− ζ(−a)
2
+ ∆a
(x
d
))
= ζ(1− a)x
∑
d≤x
µ(d)
d2
+
ζ(1 + a)
1 + a
x1+a
∑
d≤x
µ(d)
d2+a
−ζ(−a)
2
∑
d≤x
µ(d)
d
+
∑
d≤x
µ(d)
d
∆a
(x
d
)
.
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Using (54), (55) and (56), we get
∑
n≤x
( µ
id
∗ σa
)
(n) = ζ(1− a)x
(
1
ζ(2)
+O
(
δ(x)
x
))
+
ζ(1 + a)
1 + a
x1+a
(
1
ζ(2 + a)
+O
(
δ(x)
x1+a
))
+
∑
d≤x
µ(d)
d
∆a
(x
d
)
+Oa (δ(x)) ,
then (58) is proved. Similarly, using (53) and (54) we find that∑
dl≤x
(
µ
id
∗ 1
id2m
)
(d)la =
∑
d≤x
(
µ
id
∗ 1
id2m
)
(d)
∑
l≤x/d
la
=
x1+a
1 + a
∑
dl≤x
µ(d)
d2+a
1
l2m+a+1
+ ζ(−a)
∑
dl≤x
µ(d)
d
1
l2m
+Oa
(
xa
∑
dl≤x
1
d1+a
1
l2m+a
)
=
ζ(2m+ a+ 1)
(1 + a)ζ(2 + a)
x1+a +Oa,m (1) .
This completes the proof of (59).
Lemma 3. For any sufficiently large number x > 1, fixed number a such that −1 <
a < 0, and fixed integer m ≥ 2, we have
∑
dl≤x
(φ1+a ∗ µ)(d)
d
=
ζ(1− a)
ζ(2)2
x+
ζ(1 + a)
(1 + a)ζ(2 + a)2
x1+a
+
∑
d≤x
(µ ∗ µ)(d)
d
∆a
(x
d
)
+Oa
(
(log x)2
)
, (60)
∑
dl≤x
(ψ1+a ∗ µ)(d)
d
=
ζ(1− a)
ζ(4)
x+
ζ(1 + a)
(1 + a)ζ(4 + 2a)
x1+a
+
∑
d≤x
(|µ| ∗ µ)(d)
d
∆a
(x
d
)
+Oa
(
(log x)2
)
, (61)
∑
dl≤x
(φ1+a ∗ µ)(d)
d
1
l2m
=
ζ(a+ 2m+ 1)
(a + 1)ζ(a+ 2)2
xa+1 +Oa,m
(
(log x)2
)
, (62)
and ∑
dl≤x
(ψ1+a ∗ µ)(d)
d
1
l2m
=
ζ(2m+ a+ 1)
(1 + a)ζ(4 + 2a)
x1+a +Oa,m
(
(log x)2
)
. (63)
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Proof. First we are going to prove (60) and (62). Notice that(
µ
id
∗ φ1+a
id
)
∗ 1 = µ
id
∗ ida ∗ µ
id
∗ 1 = µ ∗ µ
id
∗ σa.
Then, we write ∑
dl≤x
(φ1+a ∗ µ)(d)
d
=
∑
d≤x
(µ ∗ µ)(d)
d
∑
l≤x/d
σa(l).
Using (5), the formulas∑
d≤x
(µ ∗ µ)(d)
d2
=
1
ζ(2)2
+O
(
log x
x
)
,
∑
d≤x
(µ ∗ µ)(d)
d2+a
=
1
ζ(2 + a)2
+Oa
(
log x
x1+a
)
,
and the estimate
∑
d≤x
(µ∗µ)(d)
d
≪∑d≤x τ(d)d ≪ (log x)2, we find that∑
dl≤x
(φ1+a ∗ µ)(d)
d
=
∑
d≤x
(µ ∗ µ)(d)
d
∑
l≤x/d
σa(l)
= ζ(1− a)x
∑
d≤x
(µ ∗ µ)(d)
d2
+
ζ(1 + a)
1 + a
x1+a
∑
d≤x
(µ ∗ µ)(d)
d2+a
−ζ(−a)
2
∑
d≤x
(µ ∗ µ)(d)
d
+
∑
d≤x
(µ ∗ µ)(d)
d
∆a
(x
d
)
.
This completes the proof of (60). Since
φ1+a ∗ µ
id
∗ 1
id2m
=
µ ∗ µ
id
∗ σa+2m
id2m
,
then, using the formulas∑
l≤x
σa+2m(l)
l2m
=
ζ(a+ 2m+ 1)
a+ 1
xa+1 + ζ(−a)ζ(2m) +Oa,m (xa)
and (56), we get∑
dl≤x
(µ ∗ µ)(d)
d
1
l2m
=
∑
d≤x
(µ ∗ µ)(d)
d
∑
l≤x/d
σa+2m
l2m
=
∑
d≤x
(µ ∗ µ)(d)
d
(
ζ(a+ 2m+ 1)
a + 1
(x
d
)a+1
+ ζ(−a)ζ(2m) +O
(
xa
da
))
=
ζ(a+ 2m+ 1)
(a+ 1)ζ(a+ 2)2
xa+1 +Oa,m
(
(log x)2
)
.
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This completes the proof of (62). Similarly, we use the facts(
µ
id
∗ ψ1+a
id
)
∗ 1 = |µ| ∗ µ
id
∗ σa, ψ1+a ∗ µ
id
∗ 1
id2m
=
|µ| ∗ µ
id
∗ σa+2m
id2m
,
∑
d≤x
(|µ| ∗ µ)(d)
d2
=
1
ζ(4)
+O
(
log x
x
)
,
∑
d≤x
(|µ| ∗ µ)(d)
d2+a
=
1
ζ(4 + 2a)
+Oa
(
log x
x1+a
)
,
and the estimate
∑
d≤x
(|µ|∗µ)(d)
d
≪ (log x)2 to prove (61) and (63).
In order to prove Theorems 3 and 4 we need the following lemmas:
Lemma 4. For 1≪ N ≪ x and −1 < a < 0, we have
∆a(x) =
x
1
4
+ a
2
pi
√
2
∑
n≤N
σa(n)
n
3
4
+ a
2
cos
(
4pi
√
nx− pi
4
)
+O
(
x
1
2
+εN−
1
2
)
. (64)
Proof. The formula (64) of Vorono¨ı’s type follows from a special case of Theorem 1
in [10].
Lemma 5. For any sufficiently large number x > 1 and fixed number a such that
−1 < a < 0, we have∑
n≤x
σa(n)
2 =
ζ2(1− a)ζ(1− 2a)
ζ(2− 2a) x+O
(
x1+
a
4 (log x)2
)
. (65)
Proof. The formula (65) follows from Lemma 1 in [13].
Lemma 6. Let F (x) be a real differentiable function such that F ′(x) is monotonic and
F ′(x) ≥ m > 0 or F ′(x) ≤ −m < 0 for a ≤ x ≤ b, and G is a positive, monotonic
function for a ≤ x ≤ b such that |G(x)| ≤ G. Then∣∣∣∣∫ b
a
G(x)eiF (x)dx
∣∣∣∣ ≤ 4 Gm. (66)
Proof. The first derivative test of exponential integral follows from (2.3) in [8].
Lemma 7. Suppose that an is an arbitrary complex sequence. For any sufficiently large
number x > 1, we have ∣∣∣∣∣∣∣∣
∑
m,n≤x
m6=n
aman
m− n
∣∣∣∣∣∣∣∣ ≤ pi
∑
n≤x
|an|2. (67)
Proof. The Hilbert inequality follows from (5.6) in [8].
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4 Proofs of Theorems 1 and 2
4.1 Proof of Theorem 1
We take f = id1+a, for any fixed negative number a (−1 < a < 0), into (1) to get
Mr(x; id1+a) =
1
2
∑
n≤x
na +
1
r + 1
∑
n≤x
( µ
id
∗ ida ∗ 1
)
(n)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
n≤x
(
µ
id
∗ ida ∗ 1
id2m
)
(n)
=
1
2
∑
n≤x
na +
1
r + 1
∑
n≤x
( µ
id
∗ σa
)
(n)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(
µ
id
∗ 1
id2m
)
(d)la
:= I1 + I2 + I3, (68)
say. From (53) we get
I1 =
1
2(1 + a)
x1+a +
ζ(−a)
2
+Oa (x
a) .
We use (58) and (59) to deduce the formulas
I2 =
ζ(1− a)
(r + 1)ζ(2)
x+
ζ(1 + a)
(1 + a)(r + 1)ζ(2 + a)
x1+a +
1
r + 1
∑
d≤x
µ(d)
d
∆a
(x
d
)
+Or,a (δ(x)) ,
and
I3 =
x1+a
(1 + a)(r + 1)ζ(2 + a)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a + 1) +Or,a (1) .
On combining the above formulas with (68), we complete the proof of Theorem 1.
4.2 Proof of Theorem 2
We take f = φ1+a, for −1 < a < 0, into (1) to get
Mr(x;φ1+a) =
1
2
∑
n≤x
φ1+a(n)
n
+
1
r + 1
∑
dl≤x
(φ1+a ∗ µ)(d)
d
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(φ1+a ∗ µ)(d)
d
1
l2m
:= J1 + J2 + J3, (69)
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say. Using (53), we find that
J1 =
1
2
∑
l≤x
µ(l)
l
(
1
1 + a
(x
l
)1+a
+ ζ(−a) +Oa
((x
l
)a))
=
1
2(1 + a)ζ(2 + a)
x1+a +Oa (1) .
We use (60) and (62) to deduce the formulas
J2 =
ζ(1− a)
(r + 1)ζ(2)2
x+
ζ(1 + a)
(1 + a)(r + 1)ζ(2 + a)2
x1+a
+
1
r + 1
∑
d≤x
(µ ∗ µ)(d)
d
∆a
(x
d
)
+Or,a
(
(log x)2
)
,
and
J3 =
x1+a
(1 + a)(r + 1)ζ(2 + a)2
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a+ 1) +Or,a
(
(log x)2
)
.
Substituting the above into (69), we complete the proof of (14).
Now, we replace f by ψ1+a, for −1 < a < 0, in (1) to get
Mr(x;ψ1+a) =
1
2
∑
n≤x
ψ1+a(n)
n
+
1
r + 1
∑
dl≤x
(ψ1+a ∗ µ)(d)
d
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(ψ1+a ∗ µ)(d)
d
1
l2m
:= L1 + L2 + L3, (70)
say. Using (53), we find that
L1 =
ζ(2 + a)
2(1 + a)ζ(4 + 2a)
x1+a +Oa (1) .
Applying (61) and (63), we get
L2 =
ζ(1− a)
(r + 1)ζ(4)
x+
ζ(1 + a)
(1 + a)(r + 1)ζ(4 + 2a)
x1+a
+
1
r + 1
∑
d≤x
(µ ∗ µ)(d)
d
∆a
(x
d
)
+Or,a
(
(log x)2
)
,
and
L3 =
x1+a
(1 + a)(r + 1)ζ(4 + 2a)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2m+ a + 1) +Or,a
(
(log x)2
)
.
Substituting the above into (70), we complete the proof of (15).
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5 Proof of Theorem 5
We take f = ids+a into (25) to obtain
M (s)r (x; ids+a) =
1
2
∑
n≤x
na +
1
r + 1
∑
dl≤x
µ(d)
ds
σa(l) (71)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(
µ
ids
∗ 1
id2ms
)
(d)la
:= I1 + I2 +
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2mI3,
say. From (53) we have
I1 =
1
2(1 + a)
x1+a +
ζ(−a)
2
+Oa (x
a) . (72)
For I2, we use (5) and the formula∑
d≤x
µ(d)
ds+1
=
1
ζ(s+ 1)
+Os
(
x−s
)
,
to get
I2 =
ζ(1− a)
r + 1
x
∑
d≤x
µ(d)
ds+1
+
ζ(1 + a)
(r + 1)(1 + a)
x1+a
∑
d≤x
µ(d)
ds+1+a
− ζ(−a)
2(r + 1)
∑
d≤x
µ(d)
ds
+
1
r + 1
∑
d≤x
µ(d)
ds
∆a
(x
d
)
=
ζ(1− a)
(r + 1)ζ(s+ 1)
x+
ζ(1 + a)
(r + 1)(1 + a)ζ(s+ 1 + a)
x1+a − ζ(−a)
2(r + 1)ζ(s)
+
1
r + 1
∑
d≤x
µ(d)
ds
∆a
(x
d
)
+Or,s
(
x1−s
)
. (73)
As for I3, we use (53) to get
I3 =
x1+a
1 + a
∑
dl≤x
µ(d)
ds+a+1
1
l2ms+a+1
+ ζ(−a)
∑
dl≤x
µ(d)
ds
1
l2ms
+Os,a
(
xa
∑
dl≤x
1
ds+a
1
l2ms+a
)
=
ζ(2ms+ a + 1)
(1 + a)ζ(s+ a + 1)
x1+a +
ζ(−a)ζ(2ms)
ζ(s)
+Os,a (x
a) . (74)
Therefore, putting everything together we obtain (26).
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6 Proofs of Theorems 6 and 7
From (28), we have
M (s)r (x; ids ∗ h) =
1
2
∑
dl≤x
h(d)
ds
+
1
r + 1
∑
dl≤x
(h ∗ µ)(d)
ds
τ(l)
+
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
dl≤x
(h ∗ φs)(d)
ds
1
l2ms
:= I1 + I2 + I3, (75)
say. Since h(d) = O (dε) , for any small number ε > 0, then we have
I1 =
Hh(s+ 1)
2
x−
∑
d≤x
h(d)
ds
ϑ
(x
d
)
− Hh(s)
2
+Os
(
x1−s+ε
)
, (76)
where ϑ(x) = x− [x]− 1
2
. We use (2) and the identity
H ′h(s+ 1) = −
∞∑
n=1
h(d) log d
ds+1
to obtain
I2 =
x log x
r + 1
∑
d≤x
(h ∗ µ)(d)
ds+1
− x
r + 1
∑
d≤x
(h ∗ µ)(d)
ds+1
log d+
(2γ − 1)x
r + 1
∑
d≤x
(h ∗ µ)(d)
ds+1
+
1
r + 1
∑
d≤x
(h ∗ µ)(d)
ds
∆
(x
d
)
=
Hh(s+ 1)
(r + 1)ζ(s+ 1)
x log x+
(
H ′h(s+ 1)
(r + 1)ζ(s+ 1)
− Hh(s+ 1)ζ
′(s+ 1)
(r + 1)ζ(s+ 1)2
)
x
+
2(γ − 1)Hh(s+ 1)
(r + 1)ζ(s+ 1)
x+
1
r + 1
∑
d≤x
(h ∗ µ)(d)
ds
∆
(x
d
)
+Os,r
(
x1−s+ε
)
. (77)
Using the formula∑
l≤x
σ−2ms(l) = ζ(2ms+ 1)x− ζ(2ms)
2
+Om,s
(
x1−2ms
)
,
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we have
I3 =
1
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2m
∑
d≤x
(h ∗ µ)(d)
ds
∑
l≤x/d
σ−2ms(l)
=
x
r + 1
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)
∑
d≤x
(h ∗ µ)(d)
ds+1
− 1
2(r + 1)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms)
∑
d≤x
(h ∗ µ)(d)
ds
+Or,s
(
x1−s+ε
)
=
Hh(s+ 1)x
(r + 1)ζ(s+ 1)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms+ 1)
− Hh(s)
2(r + 1)ζ(s)
[r/2]∑
m=1
(
r + 1
2m
)
B2mζ(2ms) +Or,s
(
x1−s+ε
)
. (78)
Substituting (76), (77) and (78) into (75), we get the formula (30). Similarly, we can
obtain the formula (32).
7 Proofs of Theorems 3 and 4
7.1 Proof of Theorem 3
To get the mean value formula of Kr(x; id1+a), we follow the method used in [11]. Let
a be any fixed number satisfying −1
4
< a < 0. We recall that
Kr(x; id1+a) =
1
r + 1
∑
n≤x
µ(n)
n
∆a
(x
n
)
+Or,a (1) . (79)
We want to find the corresponding formula for the integral∫ 2T
T
Kr(x; id1+a)
2dx.
We take y = T 1−ε for any small number ε > 0. From (79), we have
Kr(x; id1+a) =
1
r + 1
(∑
n≤y
µ(n)
n
∆a
(x
n
)
+
∑
y<n≤x
µ(n)
n
∆a
(x
n
))
+Or,a (1)
:=
1
r + 1
(F1,a(x) + F2,a(x)) +Or,a (1) ,
say. For F2,a(x), it is easy to see that F2,a(x)≪
∑
y<n≤x
1
n
∆a
(
x
n
)≪ T ε where we used
the estimate ∆a
(
x
n
) ≪ (x
y
) 1+a
3
+ε
≪ T ε with T ≤ x ≤ 2T. As for F1,a(x), we take
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N = y into (64) to deduce
F1,a(x) = Ga(x) +Oa (T
ε) ,
where
Ga(x) =
x
1
4
+ a
2√
2pi
∑
m≤y
µ(m)
m
5
4
+ a
2
∑
n≤y
σa(n)
n
3
4
+ a
2
cos
(
4pi
√
nx
m
− pi
4
)
.
Then, we have
Kr(x; id1+a) =
1
r + 1
Ga(x) +Or,a (T
ε) . (80)
Now, we consider the mean square formula of Ga(x), that is
Ga(x)
2 =
x
1
2
+a
2pi2
∑
m1,m2≤y
µ(m1)µ(m2)
(m1m2)
5
4
+ a
2
∑
n1,n2≤y
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× cos
(
4pi
√
n1x
m1
− pi
4
)
cos
(
4pi
√
n2x
m2
− pi
4
)
:= S1,a(x) + S2,a(x) + S3,a(x),
say, where
S1,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
n1m2=n2m1
µ(m1)µ(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
,
S2,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
n1m2 6=n2m1
µ(m1)µ(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× cos
(
4pi
√
x
(√
n1
m1
−
√
n2
m2
))
,
and
S3,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
µ(m1)µ(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× sin
(
4pi
√
x
(√
n1
m1
+
√
n2
m2
))
.
Firstly, we have ∫ 2T
T
S1,a(x)dx =
Ba(T )
2(3 + 2a)pi2
(
(2T )
3
2
+a − T 32+a
)
, (81)
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where
Ba(T ) =
∑
m1,m2,n1,n2≤y
n1m2=n2m1
µ(m1)µ(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
.
In order to evaluate Ba(T ), one can write
Ba(T ) =
∑
m1,m2,n1,n2≤y
n1m2=n2m1
µ(m1)µ(m2)(m1m2)
− 1+a
2 σa(n1)σa(n2)
(n1m2n2m1)3/4
=
∑
n≤y2
h2a(n; y)
n
3
2
,
where
ha(n; y) =
∑
n=ml
m,l≤y
µ(m)
m
1+a
2
σa(l).
Now, let
ha(n) =
∑
n=ml
µ(m)
m
1+a
2
σa(l), and h˜a(n) =
∑
n=ml
1
m
1+a
2
σa(l).
It follows that ha(n; y) = ha(n) for n ≤ y, |ha(n; y)| ≤ h˜a(n) and |ha(n)| ≤ h˜a(n) for
n ≥ 1. Since h˜a(n)≪ nε and
h˜a(p) = p
− 1
2
− a
2
∑
d|p
d
1
2
+ a
2σa(d) = 1 + p
a + p−
1
2
− a
2 < 3,
we use Shiu’s theorem (see [17]) and the prime number theorem to obtain
∑
n≤x
h˜a(n)
2 ≪ x
log x
exp
(∑
p≤x
h˜a(p)
2
p
)
≪ x
log x
exp
(∑
p≤x
9
p
)
≪ x(log x)8.
Hence
Ba(T ) =
∞∑
n=1
ha(n)
2
n3/2
+ Oa
(∑
n>y
h˜a(n)
2
n3/2
)
=
∞∑
n=1
ha(n)
2
n3/2
+ Oa
(
y−1/2(log y)8
)
=
∞∑
n=1
((
µ
id 1+a
2
∗ σa
)
(n)
)2
1
n3/2
+Oa
(
T−1/2+ε
)
.
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Thus, using (81) and the above result, we obtain
∫ 2T
T
S1,a(x)dx =
1
2(3 + 2a)pi2
( ∞∑
n=1
ha(n)
2
n3/2
)(
(2T )
3
2
+a − T 32+a
)
+Oa
(
T 1+a+ε
)
. (82)
Next, we consider the integral of S2,a(x). Using (66), the estimates∑
n≤x
(σa ∗ 1)(n)≪ x log x,∑
n≤x
(σa ∗ 1)(n)2 ≪ x(log x)8,
and the Hilbert inequality (67), we obtain∫ 2T
T
S2,a(x)dx ≪ T 1+a
∑
m1,m2,n1,n2≤y
n1m2 6=n2m1
1
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
1∣∣∣√ n1m1 −√ n2m2 ∣∣∣
≪ T 1+a
∑
m1,m2,n1,n2≤y
n1m2 6=n2m1
σa(n1)σa(n2)
(n2m1n1m2)
3
4
+ a
2
1∣∣√n1m2 −√n2m1∣∣
≪ T 1+a
∑
m,n≤y2
|√n−√m|≥ 1
2
(mn)
1
4
(σa ∗ 1)(n)(σa ∗ 1)(m)
(nm)
3
4
+ a
2
1
|√n−√m|
+T 1+a
∑
m,n≤y2
0<|√n−√m|≤ 1
2
(mn)
1
4
(σa ∗ 1)(n)(σa ∗ 1)(m)
(nm)
3
4
+ a
2
1
|√n−√m|
≪ T 1+a
∑
n≤y2
(σa ∗ 1)(n)
n1+
a
2
2 + T 1+a ∑
n,m≤y2
m6=n
(σa ∗ 1)(n)(σa ∗ 1)(m)
(nm)
1
2
+ a
2 |n−m|
≪ T 1−a+ε + T 1+a
∑
n≤y2
(σa ∗ 1)(n)2
n1+a
≪ T 1−a+ε. (83)
Lastly, we evaluate the integral S3(x). Using the formula∑
n≤x
σa(n)
n1+
a
2
≪ x− a2
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and (66) again, we obtain∫ 2T
T
S3,a(x)dx ≪ T 1+a
∑
m1,m2,n1,n2≤y
1
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
1∣∣∣√ n1m1 +√ n2m2 ∣∣∣
≪ T 1+a
∑
m1,m2,n1,n2≤y
σa(n1)σa(n2)
(m1m2)
5
4
+ a
2 (n1n2)
3
4
+ a
2
1(
n1
m1
· n2
m2
) 1
4
≪ T 1+a
∑
m1,m2,n1,n2≤y
σa(n1)σa(n2)
(m1m2n1n2)
1+ a
2
≪ T 1+a
(∑
m≤y
1
m1+
a
2
)2(∑
n≤y
σa(n)
n1+
a
2
)2
≪ T 1−a+ε. (84)
From (82)–(84), we have∫ 2T
T
G2a(x)dx =
1
2(3 + 2a)pi2
( ∞∑
n=1
ha(n)
2
n3/2
)(
(2T )
3
2
+a − T 32+a
)
+Oa
(
T 1−a+ε
)
. (85)
We use (80), (85) and the Cauchy–Schwarz inequality to obtain the desired result.
7.2 Proof of Theorem 4
We proceed as in the proof of Theorem 3. We let y = T 1−ε and N = y in (64). Then,
we find
Kr(x;φ1+a) =
1
r + 1
Ha(x) +Or,a (T
ε) , (86)
where
Ha(x) =
x
1
4
+ a
2√
2pi
∑
m≤y
(µ ∗ µ)(m)
m
5
4
+ a
2
∑
n≤y
σa(n)
n
3
4
+ a
2
cos
(
4pi
√
nx
m
− pi
4
)
.
Now, we consider the mean square formula of Ha(x), that is
Ha(x)
2 =
x
1
2
+a
2pi2
∑
m1,m2≤y
(µ ∗ µ)(m1)(µ ∗ µ)(m2)
(m1m2)
5
4
+ a
2
∑
n1,n2≤y
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× cos
(
4pi
√
n1x
m1
− pi
4
)
cos
(
4pi
√
n2x
m2
− pi
4
)
:= Y1,a(x) + Y2,a(x) + Y3,a(x),
say, where
Y1,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
n1m2=n2m1
(µ ∗ µ)(m1)(µ ∗ µ)(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
,
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Y2,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
n1m2 6=n2m1
(µ ∗ µ)(m1)(µ ∗ µ)(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× cos
(
4pi
√
x
(√
n1
m1
−
√
n2
m2
))
,
and
Y3,a(x) =
x
1
2
+a
4pi2
∑
m1,m2,n1,n2≤y
(µ ∗ µ)(m1)(µ ∗ µ)(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
4
+ a
2
×
× sin
(
4pi
√
x
(√
n1
m1
+
√
n2
m2
))
.
Firstly, we have ∫ 2T
T
Y1,a(x)dx =
Qa(T )
2(3 + 2a)pi2
(
(2T )
3
2
+a − T 32+a
)
, (87)
where
Qa(T ) =
∑
m1,m2,n1,n2≤y
n1m2=n2m1
(µ ∗ µ)(m1)(µ ∗ µ)(m2)
(m1m2)
5
4
+ a
2
σa(n1)σa(n2)
(n1n2)
3
2
+ a
2
.
To evaluate Qa(T ), one can write
Qa(T ) =
∑
m1,m2,n1,n2≤y
n1m2=n2m1
(µ ∗ µ)(m1)(µ ∗ µ)(m2)σa(n1)σa(n2)(m1m2)− 1+a2
(n1m2n2m1)3/4
=
∑
n≤y2
g(n; y)2
n3/2
,
where
g(n; y) =
∑
n=ml
m,l≤y
(µ ∗ µ)(m)
m
1+a
2
σa(l).
Now, let
g0(n) :=
∑
n=ml
(µ ∗ µ)(m)
m
1+a
2
σa(l)
and
g1(n) =
∑
n=ml
τ(m)
m1+a
2
σa(l).
It follows that g(n; y) = g0(n) for n ≤ y, |g(n; y)| ≤ g1(n) and |g0(n)| ≤ g1(n) for n ≥ 1.
Using the partial sum (see [17, Shiu’s theorem])∑
n≤x
g21(n)≪
x
log x
exp
(∑
p≤x
g21(p)
p
)
≪ x1+ε,
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we have
Qa(T ) =
∞∑
n=1
g20(n)
n3/2
+Oa
(
y−1/2+ε
)
.
Hence ∫ 2T
T
Y1,a(x)dx =
1
6pi2
( ∞∑
n=1
g20(n)
n3/2
)(
(2T )3/2 − T 3/2)+Oa (T 1+a+ε) . (88)
Next, we shall consider the integrals of Y2(x) and Y3(x). Due to the method of proofs
of (83) and (84), we use (66), (67) and the inequalities∑
n≤x
(σa ∗ τ)(n)≪ x1+ε and
∑
n≤x
(σa ∗ τ)(n)2 ≪ x1+ε
to obtain∫ 2T
T
Y2,a(x)dx ≪ T 1+a
∑
m1,m2,n1,n2≤y
n1m2 6=n2m1
τ(m1)τ(m2)σa(n1)σa(n2)
(n2m1n1m2)
3
4
+ a
2
1∣∣√n1m2 −√n2m1∣∣
≪ T 1+a
∑
n≤y2
(σa ∗ τ)(n)
n1+
a
2
2 + T 1+a ∑
n,m≤y2
m6=n
(σa ∗ τ)(n)(σa ∗ τ)(m)
(nm)
1
2
+ a
2
1
|n−m|
≪ T 1−a+ε + T 1+a
∑
n≤y2
(σa ∗ τ)(n)2
n1+a
≪ T 1−a+ε (89)
and ∫ 2T
T
Y3,a(x)dx ≪ T 1+a
∑
m1,m2,n1,n2≤y
τ(m1)τ(m2)σa(n1)σa(n2)
(m1m2n1n2)
1+ a
2
≪ T 1+a
(∑
m≤y
τ(m)
m1+
a
2
)2(∑
n≤y
σa(n)
n1+
a
2
)2
≪ T 1−a+ε. (90)
From (88)–(90) we have∫ 2T
T
H2a(x)dx =
1
2(3 + 2a)pi2
∞∑
n=1
g20(n)
n3/2
(
(2T )3/2 − T 3/2)+Oa (T 1−a+ε) . (91)
We use (86), (91) and the Cauchy–Schwarz inequality to obtain the desired result.
In the same manner as the above, we can prove the formula (23).
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