We propose a method for building a simple electronic nose based on commercially available sensors used to sniff in the market and identify spoiled/contaminated meat stocked for sale in butcher shops. Using a metal oxide semiconductor-based electronic nose, we measured the smell signature from two of the most common meat foods (beef and fish) stored at room temperature. Food samples were divided into two groups: fresh beef with decayed fish and fresh fish with decayed beef. The prime objective was to identify the decayed item using the developed electronic nose. Additionally, we tested the electronic nose using three pattern classification algorithms (artificial neural network, support vector machine and k-nearest neighbor), and compared them based on accuracy, sensitivity, and specificity. The results demonstrate that the k-nearest neighbor algorithm has the highest accuracy.
• It describes in detail the development of the system and presents the results of classification algorithms to evaluate the reliability of our E-nose prototype to produce correct measurements.
The remainder of the paper is organized as follows: related background work on artificial olfaction using an electronic nose is reviewed in Section 2. The proposed system for food inspection is described in Section 3. Experimental results to illustrate the performance of the applied pattern recognition techniques are shown in Section 4. Finally, concluding remarks are given in Section 5.
Machine Olfaction Using an Electronic Nose
To inspect the quality of food in supermarkets, it is needed to develop rapid methods to identify the spoiled food items such as meat and fish. Nowadays, evaluation of the degree of spoilage of meat is usually subjective, using either sensory assessment or microbiological analysis [9] . Sensory analysis employs human senses to provide information about color, taste, and smell as well as overall degree of spoilage. However, major drawbacks of this method are high cost of training the human panel, lack of high degree of reproducibility of evaluation, and standardization of the measurement. The most common biological method to determine the meat spoilage is a bacteriological method based on a bacterial count. However, there is a lack of the correlation between the degree of spoilage and the bacterial counts, which is often observed [10] . Furthermore, microbiological analyses are time consuming, destructive to tested products, and do not provide 'the immediate answer required' to the industry [11] . It is thus crucial to replace these with a method which is faster and applicable to the real-time identification of spoiled meat.
Meat spoilage/contamination is obvious when off-odors, off-flavors, or discoloration are present. Therefore, odor/smell signatures are considered a good source of information for determining spoiled items. The main sensory system used by humans to sense the odor of a particular substance is olfaction; the organs involved in olfaction are the nose and the brain. This has led researchers to attempt to mimic the human nose system to identify spoiled items based on their odor. As a result, the electronic nose-an instrument performing odor analysis-derives its name from the human nose, and the process is known as machine olfaction. A detailed analogy between human and machine olfaction is discussed by Ghasemi et al. [12] .
Significant progress has also been made to mimic other human sensory organs such as the eyes, ears, and skin. However, efforts to mimic the human nose are still inadequate and in the preliminary stage [13] . Moreover, most of the commercially available instruments mimicking the human nose are very expensive and difficult to maintain [14] . This study focuses on building a simple, low-cost electronic nose to engage in real-time sniffing of the meat market and to identify spoiled meat.
Research over the last few decades has revealed that machine olfaction is the most accurate and consistent means of odor analysis. Human olfaction is based on the chemical interaction of volatile odor compounds and neurons in the nasal cavity. The signals generated by the neurons are transferred to the brain for further recognition of a particular substance. In machine olfaction, the sensors are equivalent to human neurons and the pattern-matching algorithm is similar to the brain's recognition process.
Noteworthy efforts have been made in recent years to improve machine olfaction sensor technology as well as pattern-matching algorithms. With the advances in sensor technology, several types of chemosensors are currently available, but the most common are the metal oxide semiconductor (MOS), metal oxide semiconductor field effect transistor (MOSFET), conducting organic polymer (CP), and piezoelectric crystals [7] . A comprehensive survey on the advancement of machine olfaction sensor technology is presented in [15] . In this study, our focus is on the electronic nose developed for meat spoilage analysis using metal oxide semiconductor technology.
In [16] , the authors proposed a MOS-based electronic nose to measure the volatile signatures associated with food quality, and then discriminated meat into spoiled and unspoiled categories. This scheme uses a support vector machine as the pattern classification algorithm. Similar work was conducted in [17] in which the authors proposed a neural network-based metal oxide artificial olfaction method to differentiate between spoiled and unspoiled food. However, the primary concern was quality control in food production facilities rather than identifying off-odor substances.
In [18] , the authors proposed a mechanism for monitoring the spoilage of meat inside a refrigerator. This particular electronic nose uses a sensor array of 10 MOSFET and four MOS sensors. This scheme predicts, in days, the time within which a sample of meat that has been stored in the refrigerator will spoil. It uses beef and pork samples for the experiment and an artificial neural network as a prediction algorithm. In [19] , the authors have shown the feasibility of using electronic noses in the poultry industry. Similarly, in [20] , the authors experimented with electronic noses in dairy products stocked in a smart home, such as milk and yogurt.
A substantial work is also reported in the literature regarding the freshness of fish using electronic nose. For instance, the authors in [21] presented a portable electronic nose made up of tinoxide sensors to classify the fish into spoiled and unspoiled categories both in refrigerator as well as room temperature. Similarly, the authors in [22] proposed an automatic method to inspect the quality of tuna fish. However, this inspection method is based on visual color information and the scheme only analyzes the quality of tuna fish at the production level.
As described, considerable work on individual beef and fish spoilage identification has already been conducted. Therefore, additional research is necessary to develop an electronic nose that considers multiple items simultaneously. The objective of this study is to develop an instrument for machine olfaction that can act as an assistive tool for food inspection teams, thus increasing the accuracy and efficiency of the inspection process. Instead of categorizing a single substance into spoiled and unspoiled groups, this instrument can detect spoiled meat from a number of different types of meats. In addition, a comparison was conducted using different pattern classification algorithms to determine the instrument's applicability to the practical environment.
Description of the System
In this paper, we focus on devices that can be used to sniff in the retail market, based on sensor technology as well as machine learning solutions. The electronic nose, held in the hand of the food-inspection officer, smells the shop and identifies spoiled items. More specifically in our case, a butcher shop is examined. As depicted in Figure 1 , the proposed system consists of two major modules: classification and identification. The data acquisition and identification module is performed in the hand-held device that is carried by the inspecting officer, whereas the classification module is done with a remote server. After acquisition, data are transmitted to the remote server for further processing through a Wi-Fi or cellular communication module that is mounted on the top of the hand-held device. Moreover, a display is also equipped and shows the sensed signal that is being transmitted to the remote server. Further details of both modules are mentioned below.
Data Acquisition and Identification Module
The developed hand-held system is responsible for data acquisition and identification of the type of spoiled meat. It is made up of three components, namely sensor array, communication equipment, and the end point decision. Figure 2 shows a diagram of the developed electronic nose system.
A conical flask of 600 mL serves as a sampling chamber. The conical flask is closed with a rubber stopper. The rubber stopper consists of a hole with a pipe. The pipe goes to the sensing chamber. The sensing chamber has 8.5 cm × 12 cm × 3 cm dimensions, is airtight and was constructed from Perspex ® glass, which is non-reactive to chemical or food vapors. The odor samples from the studied meat samples are collected from the sampling chamber, and then, injected into the sensing chamber through an autosampler at 120 mL/s. Therefore, the turnover time (T) for one sample can be calculated as the ratio of the capacity C of a sampling chamber (conical flask), i.e., C = 600 mL and the total rate of removal S from the flask (i.e., S = 120 mL/s): T = C/ S = 600 mL/120 mL/s = 5 s. The sensing chamber consists of a sensor array, temperature control circuit. The temperature control circuit provides feedback voltage to the heater of sensors so as to guarantee that the sensors are at stable temperature. In this study, the sensor array in the developed system consists of eight semiconductor gas sensors.
When compared to other electrochemical gas sensors, semiconductor gas sensors offer several advantages, including the simple principle of operation, low manufacturing costs, commercial availability, and small size.
Figure 2. Electronic nose system.
A gas sensor array is used when the smell is composed of a mixture of various gases. Indeed, in this case, a gas sensor array can perform better than a single sensor even for the concentration measurement of a single gas component. The sensor array comprises eight MOS sensors. Five sensors including GSLS61, GSAP61, GSBT11, GSET11, GSNT11 from Ogam Technology and the remaining three sensors MQ3, MiCS-2610, TGS 826 are from Futurlec, e2v and Figaro Engineering, respectively. Eight types of quantities are measured using these sensors, including oxidizing gas O 3 , liquid petroleum gas/natural gas (LPG/NG), nitrogen oxide (NOx), alcohol, smoke, and volatile organic compounds (VOC) such as carbon dioxide (CO 2 ), carbon monoxide (CO) and ammonia (NH 3 ) gas. Table 1 provides a list of measurable quantities as well as the identification codes of the sensors used in the developed system to measure these quantities. The sensor response signal is fed to the 8051 microcontroller via a multiplexer MUX (ADG408) for the serial interface and 16-bit analog to digital converter ADC (AD7705). The microcontroller is mounted with a ZigBee module (Aurel XTR-ZBI-xHE) and a display. Each sensor output is transmitted to a remote server through the ZigBee module embedded in the microcontroller. After processing the received data, the remote server sends back the classification result to the hand-held device. Finally, the hand-held device produces the label for the meat samples based on the classification result.
Classification Module
The classification module plays the most decisive role in obtaining a versatile instrument able to reliably recognize a wide variety of odors [23] . The classification process can be divided into three steps: preprocessing, feature extraction, and pattern classification.
Preprocessing and Feature Extraction
The preprocessing step involves noise elimination and filters the data received from the developed electronic nose. The signal versus time response for all the sensors for both decayed beef and fish has presented in our previous work in [24] . For the sake of simplicity and low computational cost, a moving average finite impulse response is used, mathematically, it can be written as:
where x[n] is the sensor response that needs to be denoised; M is the order of the filter. The higher the order of the filter the smoother the curve will be, but it will also lead to a loss of details. In this study we chose M = 3. In feature extraction the main task is to reduce the number of dimensions to extract the most critical information. There are two kinds of features which can be extracted from the denoised sensor response curve: transient state and steady state. Although the whole denoised sensor curve can be used in feature extraction, the steady state response is more often used due to its robustness. In this study, we are also using the steady state response of the denoised sensor response curve for the feature extraction. The maximum absolute value of each denoised sensor response during the steady state is obtained, therefore, after the feature extraction process, a row vector with eight elements is obtained, corresponding to each sensor output. Finally, the last step is pattern classification, which produces information based on the matching of the row vector with the smell prints of different kinds of meat stored in the database. The different classifiers employed for matching and how they work is discussed in the subsequent section.
Classifiers
We examined three statistical learning algorithms, namely artificial neural networks (ANN), support vector machines (SVM), and K-nearest neighbor (KNN), which are used to identify spoiled food items. Training and evaluation for classification use two main classes, namely beef and fish.
Artificial Neural Network (ANN)
An ANN is a learning algorithm that resembles the human brain process [25] . An ANN consists of a large number of processing elements also known as neurons. A transfer function is associated with each neuron, which is used to map the inputs to the outputs of that neuron. Moreover, the neurons are tied to one another using weighted connections. Learning occurs by a set of examples known as training data, i.e., the data for which the ground truth is already known. Based on the training data, the weight assigned to the connection between the neurons is adjusted; this is necessary to solve specific problems [26] .
In this paper, we have adopted a multi-layer ANN to identify spoiled meat using an electronic nose. Most researchers have used a three-layered ANN topology since the authors in [27] indicated that it has a sufficient computational degree of freedom to solve classification problems. In the three-layered ANN, the neurons are organized into three distinct groups of elements: input, hidden, and output layers. The number of neurons in the input layer corresponds to sensors in the array, and there are eight sensors in the case of our developed electronic nose. The number of neurons in the hidden layer is determined experimentally, and the number of neurons in the output layer corresponds to the number of classes, which is two in our case, i.e., either rotten beef or fish.
One of the most popular ANNs used for odor classification in an electronic nose is a three-layered ANN feedforward backpropagation trained ANN [28, 29] . To train the network, it is necessary to provide it with a number of input examples with corresponding output classes (supervised learning). Each neuron adds its weighted inputs and performs a nonlinear transformation, i.e., sigmoid function of this sum. The calculation is carried out for each layer, feeding the values through to the output layer. During the learning phase, the weights are adjusted to minimize the difference between the actual and ideal output. Once the network is trained, it can be used to predict the class label for the test examples. Figure 3 shows the topology of the ANN used to identify the spoiled meat type. Structure of a fully connected three-layer backpropagation network used to process data from eight MOS sensors into the electronic nose to identify the spoiled meat type, i.e., beef or fish.
Support Vector Machine (SVM)
The support vector machine (SVM) is a well known classification approach in the field of machine learning. SVMs hinge on two main mathematical operations: first, mapping the input data into a high dimensional space using a kernel function, and then separating them into different classes using a hyperplane decision surface [30] . Consider two classes, A and B. Members of class A are represented by squares and members of class B with circles, as shown in Figure 4 ; the goal is to develop a function deduced from the available examples which can separate the A and B classes. Furthermore, this designed function acts as a classifier for unseen or test examples of either class A or B. There are many possible linear classifiers that can separate the examples of class A and B, but there is only one which maximizes the margin (maximizes the distance between itself and the nearest point of both classes A and B). This classifier which separates the two classes A and B is known as the optimal separating hyperplane. In Figure 4 , the optimal separating hyperplane is shown by a solid line. If that data is not linearly separable, a mapping function known as a kernel maps the input data to a higher space to ease the separation between different classes. SVMs were originally designed for two-class classification. Extending them to work for multiclass classification is still an ongoing research issue [16] . Several techniques have been proposed to build a multiclass classifier using a binary SVM classifier. In [31] , the authors suggested that the one-against-one approach to construct a multiclass classifier is the most suitable for practical use. In this strategy, m(m-1)/2 binary classifiers are built, where m is the number of classes and each classifier is trained on data from two classes. There are several ways to combine the output of these classifiers; among them, the most common is the voting mechanism. In this mechanism, every classifier assigns the vote to one of the two classes used in the training, and finally a decision is taken in favor of a certain class that receives the largest number of votes [32] .
K-Nearest Neighbor (KNN)
K-nearest neighbor (KNN) is a supervised learning classification algorithm. The classification rules are generated based on the training examples without any additional parameters. To classify a test sample, the K nearest neighbors in the training data are found using Euclidean distance and labels the test sample with a class name by applying a majority rule among K neighbors [33] . Accordingly, the rule applied in this study is: assume that there are m classes with a d-dimensional feature vector X = (x0, x1,…, xd-1) associated with each class and there are N training examples. Each jth training example can be written as Tj (xj0, xj1,…, xjd-1) Y where Y is the class label. For simplicity, each parameter is set as m = 2, d = 2, and N = 4, which means that there are two classes denoted by A and B, and each class has just two attributes and four training examples in the database. The training examples are set to T1(7,7) B, T2 (7,4) B, T3(3,4) A and T4(1,4) A. Suppose that a query sample Q (uo, u1) = Q (3, 7) is given; the objective is to find the class of the query sample using the KNN algorithm with K = 3. The first step is to compute the distance between the query instance and each of the training samples. The distance between the query and the ith training sample is denoted by Di and mathematically computed as:
The distance of the query sample from each training example obtained are D 1 = 4, D 2 = 5, D 3 = 9, and D 4 = 2. Because K is 3, three training examples T1, T2, and T4 are chosen as those having the minimum distances from the query instance. Out of three chosen examples, two belong to class B; so the decision is that the query example belongs to class B. The class of the test sample can be determined through KNN mathematically as:
where c is the label of the class assigned to the test sample, Ki is the number of nearest neighbors belonging to class I, and K is the total number of nearest neighbors. The training vectors are classified in advance into m classes.
Experimental Results and Discussion
In this section, the sample preparation and the sampling method used to evaluate the proposed food inspection system are described. Next, implementation details and the algorithmic parameters used in the simulation are defined. In addition, the metrics on which performance is measured are described. Finally, a comparison is conducted among three classifiers: ANN, SVM, and KNN.
Sample Preparation and Sampling
For this study, two kinds of meat samples (beef and fish) were used. Meats decay rapidly compared to other items, and intake of such contaminated foods may cause food poisoning. If decayed meat is exposed to the proposed system by placing it in the sampling chamber, it can detect the combination of the gases generated from the decayed food and identify the spoiled item using a pattern classification algorithm and the database containing the smellprint of different food items. The experiment was conducted at room temperature for seven days. The data were measured after a regular sampling interval of 15 minutes. The cleaning and sampling time of the measurement process were determined based on the obtained sensor responses that have been tested. It was found that 200 s cleaning time and 200 s sampling time were sufficient to clean and to sample the beverages' odor. Thus, the total time required for the cleaning and sampling process are 10 min (600 s = 200 s + 200 s + 200 s). The occurrence of drift in the sensor signals was not measured explicitly, since no measurements with a calibrated gas were performed during the measurement phase. However, no significant response drift was observed during experiments for the raw value of the sensors. Even though some slight fluctuation in the baseline of the sensor raw value could be detected, but identifying a trend was not possible, therefore, drift is neglected in this study. The measured data was then stored in the database at a remote server. To remove noise, data measured by the sensors was preprocessed using a well known moving average filtering technique. After filtering the data, the maximum absolute value measured by each sensor was recorded. As mentioned earlier, our system has eight sensors, therefore; after every sampling interval, there was a row feature vector with eight elements. The collected dataset consists of a total of 1,372 samples of which 784 samples were rotten beef and fresh fish, and the other samples were fresh beef and rotten fish. We carried out the experiment such that either beef or fish was rotten. Furthermore, we divided the dataset into two parts: training data and testing data. The training data includes 175 samples of which 100 samples were rotten beef and 75 were rotten fish. The testing data includes 1,197 samples in total, out of which 684 samples were rotten beef and the other 513 samples were rotten fish. The dataset used for the experiment is summarized in Table 2 . 
Parameter Setting
First, a multi-layer perceptron feed-forward ANN classifier was used to test the ability of the electronic nose setup to identify the spoiled meat. The feed-forward neural network architecture consists of input, output, and one or more hidden layers. Each layer has a predefined number of neurons. In this study, we defined the neural-network architecture with only one hidden layer. The input layer serves as a buffer for the input; the input layer has eight neurons corresponding to eight sensors. There are 24 neurons in the hidden layer and just one neuron in the output layer.
Second, the developed electronic nose system was evaluated using SVM. Different kernel functions were tested and finally, radial basis kernel functions were used to project the training data to a space that maximized the margin hyperplane (i.e., the separation between rotten beef and rotten fish samples). The value of the regularization parameter C for the SVM was set to 20.
Finally, the third classifier, KNN, was used to test the ability of the developed electronic nose setup to identify spoiled meat. For the KNN classifier defined in the previous section (see Equation (4)), we need to initialize the value of K. In this study, the value is 5.
Performance Metrics
The applied classifiers can be evaluated on the basis of three metrics, i.e., accuracy, sensitivity, and specificity. All of the above-mentioned metrics can be computed on the basis of four factors, i.e., true positive (tp), false positive (fp), true negative (tn), and false negative (fn). The definition of the above-mentioned evaluation factors are as follows:
True positive (tp): This factor means that ground truth is positive, and the predicted value is also positive. For example, the ground truth is beef and the predicted item is also beef.
False positive (fp): This factor means that ground truth is positive, and the predicted value is negative. For example, the ground truth is beef, but it is misidentified.
False negative (fn): Ground truth is negative, but the predicted value is positive. For example, the ground truth is a non-beef spoiled item, but it is incorrectly declared as beef.
True negative (tn): Ground truth is negative, and the predicted value is also negative. For example, the ground truth is a non-beef spoiled item, but it is correctly declared as non-beef.
The above-mentioned measures are summarized in terms of evaluation factors in Table 3 . 
Comparison
The classification of the meat samples, such as rotten beef and fish, was evaluated with ANN, SVM, and KNN in terms of accuracy, sensitivity, and specificity. Accuracy refers to the percentage of predictions that are correct. Sensitivity refers to the percentage of positive labeled instances that are predicted as positive, such as how many times a system identifies rotten beef when it is actually rotten beef. Specificity refers to the percentage of negatively labeled instances that are predicted as negative, such as when beef is not rotten and is also declared not rotten. Both metrics, sensitivity and specificity, collectively are the representatives of a classifier's reliability. The testing samples are divided into two groups. The first group consists of samples of fresh fish and rotten beef, whereas the second group consists of fresh beef and rotten fish samples. The goal of the system is to identify the type of rotten meat. Classification results using ANN, SVM, and KNN are given in Tables 4-6 , respectively. Finally, the accuracy of all three applied techniques is listed in Table 7 . The results indicate that KNN is a more reliable technique than SVM or ANN because it has relatively higher values of sensitivity and specificity for both kinds of samples. Additionally, the accuracy rate is 85% for ANN, 94.5% for SVM, and 96.2% for KNN, showing that KNN has the highest performance. Although KNN is the simplest of all the evaluated techniques for the developed system, a survey of the results reveals that it is still the most suitable candidate to use as a pattern classification algorithm.
Discussion
The presented data suggest the possibility of using an electronic nose for food inspection, especially with meat. The experimental data is divided into two groups: (1) rotten beef with fresh fish, and (2) rotten fish with fresh beef. For group 1, out of 684 samples, the system correctly identified 670 (ANN), 639 (SVM), and 639 (KNN) samples as rotten beef and incorrectly identified 156 (ANN), 20 (SVM), and 0 (KNN) rotten beef samples as fresh beef. Consequently, ANN has the highest sensitivity of 97.2% but the lowest specificity of 69.59% whereas KNN has the highest specificity of 100% and a reasonable sensitivity of 93.42%. Likewise, in the experiment involving fish, KNN performed significantly better than ANN and SVM. Figure 5 shows a three-dimensional projection of the PCA results of all data points regarding the odor of the meat ample used for the experiments. The three dimensions explained almost 95% of the variation in the data, 61.61% for PCA1, and 25.55% for PCA2 and 7.3% for PCA3. From our experimental results, following inferences can be made:
• The figure shows good recognition boundaries for the both kind of meat samples, and a high classification accuracy percentage was therefore expected.
• A number of data points from the both classes (i.e., rotten beef with fresh fish and rotten fish with fresh beef) were mixed; therefore, a certain degree of misclassification was expected.
• The proposed portable E-Nose system (implemented with KNN) achieved an accuracy of 96.6% when identifying these two kinds of rotten meat.
• The odor patterns of different rotten meat were distinguishable, enabling the possibility of recognizing the malicious odor meat.
Conclusions
This article proposed a food inspection system that can be used to control the quality of food items in supermarkets. The system structure, working procedure, odor signal preprocessing, and pattern classification methods were introduced. To evaluate the proposed system's performance, fish and beef samples were taken and decayed for the sake of experiment. The results show that the proposed system is a very effective tool for assisting officers in food market inspections. Although the current pattern classification method produces satisfactory results, it should still be possible to further improve the classification accuracy and speed of operation by selecting more appropriate features in the preprocessing step. Future research should investigate how to select the most suitable features in the preprocessing step, and the scope of the experiment could also be extended to a larger number of food items.
