Abstract. We introduce a multiple generalization of the tame symbol, called polysymbols, associated to meromorphic functions on a Riemann surface as the Massey products in the Deligne cohomology, and also give a geometric construction of polysymbols using Chen's iterated integrals. We then show some basic properties of polysymbols, and show that trivializations of polysymbols give variations of mixed Hodge structure.
Introduction
Let f and g be two meromorphic functions on a closed Riemann surface X. The tame symbol at x ∈ X defined by (0.1) {f, g} x = (−1) ordx(f )ordx(g) f ordx(g)
where ord x (f ) stands for the order of f at x, is a function-theoretic analog of the Hilbert symbol and plays important roles in class field theory and algebraic Ktheory. Among many works on the subject, there is a geometric interpretation of {f, g} x , due to S. Bloch ([Bl] ) and P. Deligne ([Dl] ), as the holonomy of a line bundle with holomorphic connection f, g over X = X \ (supp(f ) ∪ supp(g)) which is given by the cup product f ∪ g in the Deligne cohomology H 2 D (X, Z(2)). We note that this construction may be regarded as a complex analytic analogue of the linking number of two knots (cf. [Mo] ).
The purpose of this paper is to generalize the construction of Bloch and Deligne and introduce a multiple generalization {f 1 , . . . , f n } x of the tame symbol associated to meromorphic functions f 1 , . . . , f n on X, following after Milnor-Massey's construction of higher order linking numbers of a link ( [Ms] , [T] ). In fact, associated to meromorphic functions f 1 , . . . , f n on X, we introduce the set of isomorphism classes of line bundles with holomorphic connection f 1 , . . . , f n , called a polysymbol, over X = X \ ∪ n i=1 supp(f i ) as the Massey product in the Deligne cohomology H 2 D (X, Z(n)), and then define {f 1 , . . . , f n } x , polysymbol at x, by the map f 1 , . . . , f n → C sending each cohomology class in f 1 , . . . , f n to the holonomy of 1 the associated line bundle with connection along a loop encircling x. Our theorem (cf. Theorem 2.5 below) then gives an explicit formula for this holonomy in terms of Chen's iterated integrals ([C2] ). We also give a geometric construction of the polysymbol f 1 , . . . , f n which may be regarded as a natural extension of BlochRamakrishnan's ([Bl] , [R] ) and Hain's ([H] ). Namely, using the iterated integrals, we define a map associated to f 1 , . . . , f n and a defining system A for f 1 , . . . , f n T (f 1 , . . . , f n ) A : X −→ N (Z)\N (C)/C, where N (R) for a commutative ring R denotes the group of R-valued points of the Heisenberg group of degree n + 1 and C is the center of N (C). The manifold P := N (Z)\N (C) has a natural structure of a principal C × -bundle over N (Z)\N (C)/C and carries a standard connection form θ. By comparing the holonomies, the polysymbol f 1 , . . . , f n A relative to A is interpreted as the isomorphism class of the pull-back of the bundle with connection (P, θ) under T (f 1 , . . . , f n ) A . We then show, using our holonomy formula, some basic properties of polysymbols which generalize those of the tame symbol. Finally, we show that trivializations of polysymbols give variations of mixed Hodge structure.
Deligne cohomology and tame symbols
In this section, for the convenience of readers, we recall the basic materials on the Deligne cohomology which will be used in the sequel. References are [Br] and [EV] .
Let X be a complex manifold. The Deligne cohomology, denoted by H * D (X, Z(p)) for an integer p ≥ 1, is by definition the hypercohomology of the Deligne complex Z(p) D defined by the complex of sheaves on X 1.4. A crucial property of the Deligne cohomology for our purpose is that it is equipped with a cup product on the Deligne complexes
given by
The cup product is anti-commutative up to homotopy and so we have
1.5. As an application of the cup product, one can describe the tame symbol {f, g} x in terms of the Deligne cohomology. Suppose that f and g are meromorphic functions on a closed Riemann surface X.
. By 1.1, f and g are represented by the 1-cocycles (q ab , log a f ) and (q ab , log a g)
respectively with q ab = δ log a f, q ab = δ log a g. By 1.4, the cup product f ∪ g is represented by the 2-cocycle (q ab q bc , q ab log b g, log a f dg g ) which corresponds to the 1-cocycle with value in the complex O
We write f, g for the corresponding isomorphism class of line bundles with holomorphic connection on X by 1.3. Noting that
= −(log a f − log b f ), the holonomy of f, g along a loop l with base point x 0 in X is given by
which is precisely the tame symbol {f, g} x at x ∈ X in (0.1) by Cauchy's theorem when l is a small loop encircling x.
Massey products and polysymbols
In this section, generalizing the construction in 1.5, we introduce polysymbols as the Massey products in the Deligne cohomology, and compute their holonomies explicitly in terms of Chen's iterated integrals. For Massey products and iterated integrals in general contexts, we refer to [My] and [C2] .
Let X be a closed Riemann surface and let f 1 , · · · , f n be meromorphic functions on X. (1)) by 1.1.
In the following, we omit the subscripts a, ab, · · · in theČech cochains, which stand for open subsets U a , U ab , · · · , for the sake of simplicity.
Definition 2.1. The Massey product f 1 , . . . , f n is said to be defined if there is an array A ofČech 1-cochains 
The Massey product f 1 , . . . , f n itself is usually taken to be the subset of H 2 D (X, Z(n)) consisting of f 1 , . . . , f n A for some defining system A.
Since dim X = 1, the multiplication by
and hence each f 1 , . . . , f n A is identified with an isomorphism class of line bundles over X with holomorphic connection by 1.3 via (2.2). We also note that a line bundle over X with holomorphic connection is flat, namely its curvature is zero, since dim X = 1.
Definition 2.3. We call f 1 , . . . , f n A and the associated isomorphism class of line bundles over X with holomorphic connection a polysymbol relative to A, and call f 1 , . . . , f n simply the polysymbol for meromorphic functions f 1 , . . . , f n .
For x ∈ X, let H lx ( f 1 , . . . , f n A ) denote the holonomy of f 1 , . . . , f n A along a small loop l x encircling x and we define the polysymbol at x, denoted by {f 1 , . . . , f n } x , by the map
It is easily seen by Stokes' theorem and the flatness of f 1 , . . . , f n A that the map {f 1 , . . . , f n } x is well-defined, namely depends only on f 1 , . . . , f n and x.
Remark 2.4. For n = 2, f 1 , f 2 consists of a single class f 1 ∪ f 2 and so the map {f 1 , f 2 } x in Definition 2.3 is identified with the classical tame symbol by 1.5. Now, we compute the holonomy of a polysymbol f 1 , . . . , f n A relative to a defining system A in terms of Chen's iterated integrals ([C2] ). Recall that for 1-forms w 1 , . . . , w n on X and a path γ :
Theorem 2.5. For a loop l with base point x 0 in X, the holonomy of the polysymbol f 1 , . . . , f n A relative to a defining system A (Definition 2.1) along l, denoted by
, is given by
where M 12···n (l) is given by
For example, we have
Proof. First, note that the condition (2.1.2) is expressed in terms of cocycles by
In particular, we have
The cocycle c(A) is expressed by
By (2.7) and (2.8), we have
Using the relation
from (2.6), the contribution of the term log f 1··n dfn fn to the holonomy is exp of
The contribution of the term
to the holonomy is exp of
Since f 1 , . . . , f n A corresponds to the class [ (2)), getting all these together, we obtain the desired formula. 2
Geometirc construction of polysymbols
In this section, we give a geometric construction of the isomorphism class of line bundles with holomorphic connection represented by the polysymbol f 1 , · · · , f n A relative to a defining system A introduced in Section 2. Our method may be regarded as a natural generalization of Bloch-Ramakrishnan ([Bl] , [R] ) and Hain's ([H] ). We keep the same notations as in Section 2.
Let N = N n+1 be the Heisenberg group of degree n+1 so that the set of R-valued points of N for any commutative ring R is given by
We set
We fix base points x 0 ∈ X and N (Z)AC ∈ B where the matrix 
For simplicity, we set
We then define a holomorphic map
where γ x is a path from x 0 to x in X.
For a loop l based at x 0 , we define m i 1 ...i k (l) and m i 1 ...i k (l) ∈ C inductively as 9 follows:
Lemma 3.2. Under the assumption that
the map T (f 1 , · · · , f n ) A does not depend on the choice of a path γ x .
Proof. Take another path γ x and set l = γ x ∨ γ −1
x . By the formula (1.6.1) of [C2] , we have
where the third equality follows from (3.1). By definition of T (f 1 , . . . , f n ) A , the assumption then implies the conclusion. 2 Proposition 3.3. If the matrix A is given by a defining system for f 1 , . . . , f n in Definition 2.1, namely
Proof. A defining system A for f 1 , . . . , f n also provides a defining system, say A again, for f i 1 , . . . , f i k in an obvious manner and its value f i 1 , . . . ,
by Theorem 2.5 and (3.1), we have
Next, we let P := N (Z)\N (C) and consider a line bundle
induced by the natural projection. As usual, we identify P with the associated principal C × -bundle where exp(2π √ −1λ) ∈ C × acts on a fiber z ∈ C C by z + λ. Let θ be the 1-form on N (C) defined by
Proposition 3.4. The 1-form θ gives a connection form on the bundle P .
Proof. Since (yx) −1 d(yx) = x −1 dx for y ∈ N (Z), θ is left N (Z)-invariant and hence boils down to a 1-form on P . To show that θ is a connection form on P , we need to check that (i) θ is a right C × -invariant and (ii) θ is a Maurer-Cartan form along fibers ( [KN, Ch.II, 1] ). (i) is, as above, obvious by the definition of θ and (ii) also follows from that θ is of the form θ = dx 1...n−1 + (terms without x 1...n−1 ). 2 Definition 3.5. Under the assumption that
we define f 1 , . . . , f n A by the isomorphism class of the pull-back of (P, θ) under
In the following, we shall compute the holonomy H l ( f 1 , . . . , f n A ) of f 1 , . . . , f n A along l ∈ π 1 (X) and show that it coincides with H l ( f 1 , . . . , f n A ).
For this, let us consider the map for a path γ :
where a path γ t : I → X is defined by γ t (t ) := γ(tt ), and we let s γ : I −→ f 1 , . . . , f n A be the map defined bys γ (t) := (γ(t), s γ (t)) :
Theorem 3.6. The maps γ is a parallel displacement of γ in f 1 , . . . , f n A .
Proof. Let P X be the space of all paths in X. We regard ω i 1 . . . ω i k as a function on P X by
For γ ∈ P X, we define p γ : I −→ P X by
Then we have
By Proposition 1.5.2 of [C2] , we have
where ev t : P X → X is defined by ev t (γ) := γ(t). Hence we have
Since the connection form θ is the (1, n + 1)-component of x −1 dx (x ∈ N (C)) and
, it suffices to show that the (1, n + 1)-component of Z(t) −1 d I Z(t) = 0. In fact, we have
and here the term
is cancelled out by the term
and therefore the above sum = 0. 2 By Theorem 3.6, we can compute the holonomy of f 1 , . . . , f n A as follows.
Theorem 3.7. Assume that
Then the holonomy H l ( f 1 , . . . , f n A ) of f 1 , . . . , f n A along l is given by
Proof. The initial point ofs l of l based at x 0 is (x 0 , s l (0) = N (Z)AC).
14 The terminal point ofs l is (x 0 , s l (1)), where 1 a n−1 a n−1n 1 a n 1 1 a n−1 a n−1n 1 a n 1
where we write simply
Theorem 3.8. If the matrix A is given by a defining system for f 1 , . . . , f n in Definition 2.1, namely
Proof. By Proposition 3.3, the assumption of Theorem 3.7 is satisfied and hence
Variation of mixed Hodge structure
In this section, we show that trivializations of polysymbols give variations of mixed Hodge structure (cf. Section 7 of [H] ).
First, recall that a variation of mixed Hodge structure on a complex manifold X consists of a triple (V , W • , F
• ) (i) a local system V of finitely generated Z-modules on X; (ii) an increasing filtration W • of V by local systems of finitely generated Z-modules; (iii) a decreasing filtration F
• of V ⊗ O X by holomorphic subbundles which are required to satisfy (1) (Griffiths' transversality)
where ∇ is the canonical flat connection on V ⊗ O X ; (2) for each point in X, W • and F • define a mixed Hodge structure on each fiber. Now, let us go back to our previous setting and keep the same notations as in Section 2,3. So, f 1 , . . . , f n are meromorphic functions on a closed Riemann surface
Assume in the following that we have a trivialization of f 1 , . . . , f n A as in Definition 5.1, which yields f 1 , . . . , f n A = 0. We set
For the standard basis {e 0 , . . . , e n } of C n+1 , we consider the vectors v 0 , . . . , v n defined by In addition, we have a decreasing filtration on C n+1 defined by F 0 = span {e 0 }, F −1 = span {e 0 , e 1 }, . . . , F −n = span {e 0 , . . . e n }.
Theorem 5.2. The triple (V , W • , F • ) defined as above is a variation of mixed Hodge structure on X with V ⊗ O X = X × C n+1 whose graded quotients of W • are Z(0), Z(1), . . . , Z(n).
Proof. First, we consider a connection ∇ on X × C n+1 → X defined by by the fact that each component of ω is a closed and holomorphic 1-form on a 1-dimensional complex manifold X. By the definition of the (multi-valued) map F : X → N (C), we find that the vectors v 1 , . . . , v n as sections satisfy ∇v i = 0. Therefore, W 0 , W −1 , . . . , W −n are local systems on X because the monodromy representation has values in N (Z). The Griffiths' transversality follows from the fact that the connection matrix ω is a strictly upper triangular matrix. 2
