We characterize real functions f on an interval (−α, α) for which the entrywise matrix function [a ij ] → [f (a ij )] is positive, monotone and convex, respectively, in the positive semidefiniteness order. Fractional power functions are exemplified and related weak majorizations are shown.
Introduction
There are two important notions of order for matrices; one is the order induced by positive semidefiniteness and the other is that induced by the positive cone of entrywise nonnegative matrices. On the other hand, there are two ways in applying functions (defined on an interval) to matrices, the usual functional calculus A → f (A) and the entrywise calculus A → f [A] . In this way, one may take the following four combinations to study monotonicity or convexity for matrix functions:
• functional calculus and positive semidefiniteness,
• functional calculus and entrywise positivity,
• entrywise calculus and positive semidefiniteness,
• entrywise calculus and entrywise positivity.
The last situation is trivial; it has nothing to do with matrices. The first situation is most standard and most important in matrix theory. We have a well-developed theory of operator monotone and operator convex functions initiated by Löwner; a comprehensive exposition on the subject is found in [3] . The second one was treated by Hansen [6] , and the third one is the subject of the present paper. (ii) f is S-monotone (or Schur monotone ) of order n if
for all symmetric A, B ∈ M n (R) with entries in (−α, α).
(iii) f is S-convex (or Schur convex ) of order n if
We denote by S conv (−α, α) the classes of all real functions on (−α, α) which are respectively S-positive, S-monotone and S-convex of order n. Moreover, when f is S-positive (resp., S-monotone, S-convex) of all order n, we say that f is S-positive (resp., S-monotone, S-convex).
It is obvious that each class of S conv (−α, α) becomes smaller as n increases. The classes S (1) pos (−α, α), S (1) mono (−α, α) and S (1) conv (−α, α) are the sets of real functions on (−α, α) which are nonnegative, non-decreasing and convex, respectively, on [0, α) in usual sense as real functions with no requirement on f | (−α,0) . Also it is clear that if f is S-monotone of order n and f (0) ≥ 0, then f is S-positive of order n.
One might consider the condition A ≥ B ≥ 0 in the above definitions (ii) and (iii) too restrictive when these definitions are compared with those of operator monotonicity and operator convexity. However, the next proposition shows that this restriction is necessary when we treat entrywise matrix functions [a ij ] → [f (a ij )]. Proposition 1.2. Let f be a real function on (−α, α).
then f is affine on (−α, α).
Proof.
(1) We may assume f (0) = 0 by taking f − f (0) instead of f . The assumption of (1) obviously implies that f is non-decreasing on (−α, α); so f (x) ≥ 0 for 0 ≤ x < α and f (x) ≤ 0 for −α < x ≤ 0. Let 0 ≤ a < α and 0 < λ < 1. Since a λa λa a
From these we obtain f (a) = f (λa) + f ((1 − λ)a), which means that f is affine on [0, α).
(2) Let 0 < a < α and s, t ∈ [−a, a]. Since a s s a , a t t a ≥ 0, the assumption of (2) implies that for every 0 < λ < 1
and so we obtain f (λs
Hence f is affine on (−α, α).
. This is the reason why we use the term "Schur positive," etc. Furthermore, f (x) = x k is S-convex. This is trivial when k = 1. Assuming the S-convexity of x k , for A ≥ B ≥ 0 and 0 ≤ λ ≤ 1 we have
by repeated use of the Schur theorem. Hence we get the S-convexity of x k+1 as well. Consequently, when f has a series expansion f (x) = ∞ k=0 α k x k with radius r > 0 of convergence, the function f on (−r, r) is
The main result shown in the present paper is that the sufficient conditions in the above (i)-(iii) are even necessary, that is, the functions given above actually exhaust the S-positive, S-monotone and S-convex functions, respectively.
Lower order cases
The aim of this section is to give concrete descriptions of functions in the classes S (n) pos (−α, α), S (n) mono (−α, α) and S (n) conv (−α, α) in the lower order cases n = 2 and n = 3. This is the first task to be done toward the goal of our characterization problem.
Let f be a nonnegative real function f on the open interval (0, α). We say that f is
The class of non-decreasing and √ -submultiplicative functions on (0, α) is described as follows. (c) f is identically zero, or else there is a non-decreasing convex function g on (−∞, log α) such that f (t) = exp g(log t) for all t ∈ (0, α).
Proof. It is straightforward to see that (c) ⇒ (b) ⇒ (a). To prove (a) ⇒ (c), let f be a non-decreasing and √ -submultiplicative function on (0, α) which is not identically zero. It is easily seen that f (t) > 0 for all t ∈ (0, α). For every t ∈ (0, α) and 0 < ε ≤ t/5, since t + ε ≤ (t + 4ε)(t − ε), we get
Letting ε ց 0 gives lim
which implies the continuity of f at t. Now define a function g on (−∞, log α) by g(x) = log f (e x ) for −∞ < x < log α so that f (t) = exp g(log t) for 0 < t < α. Then g is nondecreasing and continuous on (−∞, log α) as so is f on (0, α). The √ -submultiplicativity and the continuity of f imply the convexity of g, and hence (c) follows.
We denote by Φ(0, α) the set of all nonnegative functions on (0, α) satisfying the equivalent conditions (a)-(c) in Lemma 2.1.
Hence f is nonnegative and non-decreasing on [0, α). For all s, t ∈ (0, α),
Conversely assume that f satisfies the conditions stated in the proposition. Let
pos (−α, α).
We denote by Ψ (1) (−α, α) the set of all measurable real functions f on (−α, α) such that f | (0,α) ∈ Φ(0, α) and |f (−t)| ≤ f (t) for a.e. t ∈ (0, α) (with respect to the Lebesgue measure). Moreover, let Ψ (2) (−α, α) denote the set of all continuous functions f on (−α, α) which is differentiable on (0, α) and differentiable a.e. on (−α, 0) with f ′ ∈ Ψ (1) (−α, α). In other words, f ∈ Ψ (2) (−α, α) if and only if there exists g ∈ Ψ (1) (−α, α) such that
mono (−α, α). We may and do assume f (0) = 0 by taking f − f (0) instead of f . First note that f ∈ S (2) pos (−α, α) and hence f is continuous on (0, α) by Proposition 2.2. For
. By multiplying 1 1 0 0 from the left and 1 0 1 0 from the right this implies f (
Hence f is convex on (0, α); so it is right-differentiable on (0, α) so that the right-derivative f ′ + is non-decreasing on (0, α). For each a, b, c ∈ (0, α) with c 2 ≤ ab and for ε > 0 small enough,
Hence Lemma 2.1 implies that f ′ + is continuous on (0, α) and so f is differentiable on (0, α)
Hence lim εց0 f (ε) = 0 = f (0) thanks to the continuity at a; so f is right-continuous at 0 (the left-continuity at 0 follows as well from the proof of the absolute continuity of f | (−α,0] below). Putf (t) := f (−t) for 0 ≤ t < α. For every 0 < a < α and 0
. Therefore,
Hencef is absolutely continuous on [0, a] for any 0 < a < α and its total variation on [0, a] is dominated by f (a) (= a 0 f ′ (t) dt). This shows thatf is differentiable a.e. on (0, α) and |f ′ (t)| ≤ f ′ (t) for a.e. t ∈ (0, α), that is, f is differentiable a.e. on (−α, 0) and
For any s, t ∈ (−α, α) we have
, we may assume by continuity that a ij = b ij for all i, j, where
is obtained from the expression
Hence f ∈ S
mono (−α, α).
Proof. By Proposition 2.3 it suffices to prove the first assertion. Assume f ∈ S (2) conv (−α, α). Obviously f is convex on [0, α) and so right-differentiable on (0, α). For 0 ≤ t ≤ s < α and
which implies that
By dividing by ε and then letting ε ց 0 we see that f ′ + is convex on (0, α) and so it is continuous on (0, α). Now let f 0 (t) := f (t)+f (−t) 2 and f 1 (t) :=
, the even and odd parts of f . For every 0 ≤ t ≤ s < α, since
Multiply 1 ±1 0 0 from the left and 1 0 ±1 1 from the right to get
Hence f 0 and f 1 are convex on [0, α). Noting f = f 0 + f 1 , when 0 < s < t < α, we get
where f ′ − (t) is the left-derivative of f at t. Thanks to the continuity of
, and so f 0 and f 1 are differentiable on (0, α). Hence f = f 0 + f 1 is differentiable on (−α, α) \ {0} because f 0 is even and f 1 is odd. For 0 < a < α/2, since the function f (· + a) belongs to S (2) conv (−α + a, α − a), what we have just proven implies that f (· + a) is differentiable at −a so that f is differentiable at 0 as well.
Next let us show that 
is immediately seen. Now assume a, b > 0. Since
we have for 0 < λ < 1
Letting λ → 0 and λ → 1 in the above gives
Summing these gives (A − B)
To prove the converse, assume that f is differentiable on (−α, α) and f ′ ∈ Ψ (2) (−α, α). Let A ≥ B ≥ 0 in M 2 (R) with entries in (−α, α). For such A, B we have
and hence f [
. Next, since
one can easily show by induction that
for all k = 0, 1, . . . , 2 N and N ∈ N. From the continuity of
In the above we characterized functions in the three classes S 
Here note that −a < −b <
and by taking determinant we get
From f (a) > 0 this gives
Therefore, 
mono (−α, α), then it is continuously differentiable on (−α, α).
mono (−α, α), Proposition 2.3 implies that f is differentiable on (0, α), differentiable a.e. on (−α, 0) and there exist g ∈ Ψ (1) (−α, α) and a set N ⊂ (−α, 0] of measure zero such that f ′ (t) = g(t) for all t ∈ (−α, α)\N . For every A ∈ M 3 (R) with entries in (−α, α) \ N we have ] \ N , then
Suppose that the asserted uniform continuity is not satisfied. Then for some ε > 0 one can
Since g is continuous on (0, α) and N has measure zero, one can choose 0 < b < a < α such that −b ∈ N , −a < t 0 < a 2 −2b 2 2 and
] \ N for k large, we get 
for 0 < t < α.
Note that g(0+) exists since g is nonnegative and non-decreasing on (0, α). Now we prove that g ∈ S
pos (−α, α). Let A = [a ij ] ∈ M 3 (R) with a ij ∈ (−α, α). One can choose a sequence ε n ց 0 such that a ij + ε n ∈ N and a ij + ε n = 0 for all 1 ≤ i, j ≤ 3 and n. Then g(a ij + ε n ) →g(a ij ) as n → ∞ by definition ofg and g[A + ε n J] ≥ 0 due to a ij + ε n ∈ N ; sog[A] ≥ 0 is shown. Hencẽ g ∈ S (3) pos (−α, α) so thatg is continuous on (−α, α) by Proposition 2.5. Since f ′ (t) =g(t) a.e. on (−α, α), we have
This implies that f is differentiable on (−α, α) with f ′ =g.
Relations among three classes
In this section we present some relations among three classes S The next theorem extends Proposition 2.4 (for n = 2) and Proposition 2.6 (for n = 3).
Theorem 3.2.
(1) For every n ≥ 2, f ∈ S 
. . , λ n ) T −1 with an orthogonal matrix T and set
Here we note that all entries of
with entries in (−α, α) and A − B is of rank one. By continuity of f ′ we may further assume that A − B = [a i a j ] 1≤i,j≤n with nonzero a 1 , . . . , a n ∈ R so that [a 
Proof. If A ≥ B ≥ 0 in M n (R) with entries in (−α, α), then we have
by the Schur theorem.
Remark 3.4. According to [7, Theorem 1.2] and Theorem 3.2, when n ≥ 3 we notice the following:
for all x ∈ (0, α) and 0 ≤ k ≤ n − 3, and f (n−3) is non-decreasing and convex on (0, α).
for all x ∈ (0, α) and 1 ≤ k ≤ n − 2, and f (n−2) is non-decreasing and convex on (0, α).
for all x ∈ (0, α) and 2 ≤ k ≤ n − 1, and f (n−1) is non-decreasing and convex on (0, α).
More strongly, it may be expected that if f ∈ S (n) pos (−α, α), then f ∈ C n−3 (−α, α) and f | (0,α) ∈ C n−2 (0, α). In particular, it may be conjectured that if f ∈ S (3)
As will be shown in Section 5 (see Theorem 5.1), f (x) = |x| is a non-differentiable example in S (3) pos (−∞, ∞), and f (x) = (sign x)x 2 is in S (3) mono (−∞, ∞) but it is not twice differentiable. These examples suggest that the necessary conditions in Propositions 2.5 and 2.6 are rather optimal.
Characterizations
The next theorem characterizes the three classes of S-positive, S-monotone and S-convex functions on (−α, α). It also shows the explicit differences among the three notions of S-positivity, S-monotonicity and S-convexity. (ii) f is S-monotone if and only if it is analytic and f (k) (0) ≥ 0 for all k ≥ 1.
(iii) f is S-convex if and only if it is analytic and f
For the proof we need the following two lemmas. Proof. Since f = f 0 + f 1 , it is obvious that f is S-convex if so are f 0 and f 1 . To prove the converse, let A ≥ B ≥ 0 in M n (R) with entries in (−α, α) and 0 ≤ λ ≤ 1. If f is S-convex, then we get
.
Multiplying
I ±I 0 0 from the left and I 0 ±I 0 from the right gives
Hence f 0 and f 1 are S-convex.
We note that the assertions similar to the above lemma for S-positive and S-monotone functions are also easy to show. 
Proof. We may and do assume that f is even and f (k) (x) ≥ 0 for all x ∈ [0, α) and all k ≥ 0. In fact, we may consider the even function f ′ when f is odd, and we obtain the conclusion when the same assertion is proven for f (N ) instead of f . For each 0 < x < α and m ∈ N the Taylor theorem says that
with some 0 < θ < 1. Hence we get
for all 0 ≤ x < α, and so
Then g is an infinitely times differentiable even function such that g(x) ≥ 0 for 0 ≤ x < α and g (k) (0) = 0 for all k ≥ 0. Furthermore, the above argument applied to f (k) (k ∈ N) instead of f shows that
Hence g (k) (x) ≥ 0 for all 0 ≤ x < α and all k ≥ 0. To prove that g is identically zero, suppose that g(x) > 0 for some x ∈ [0, α), and let β := inf{x ∈ [0, α) : g(x) > 0}. Then 0 ≤ β < α and g(x) = 0 for −β ≤ x ≤ β. Define an even function h on (−α + β, α − β) by
Note that h satisfies the same conditions as g, that is, h (k) (x) ≥ 0 for all x ∈ [0, α − β) and h (k) (0) = 0 for all k ≥ 0. Let 0 < x < (α − β)/2. For each m ∈ N, by the Taylor theorem we have
with some 0 < θ, θ ′ < 1. The above two inequalities together imply that h(x) = 0 for all 0 < x < (α − β)/2, contradicting the definition of h. This completes the proof.
Proof of Theorem 4.1. In Example 1.3 we saw the "if" parts of the statements (i)-(iii). Assume that f is S-convex. By Lemma 4.2 we may further assume that f is an even or odd function. Iterated use of Theorem 3.2 (1) and Proposition 3.1 implies that f is infinitely times differentiable on (−α, α) and f (k) is S-convex for all k ≥ 0. In particular, f (k) is convex on [0, α) for all k ≥ 0, so f (k) (x) ≥ 0 for all x ∈ [0, α) and all k ≥ 2. Hence Lemma 4.3 proves the "only if" part of (iii). Assume that f is S-monotone. Then f is S-convex by Proposition 3.1, and f ′ (0) ≥ 0 is obvious since f is non-decreasing on [0, α). Hence (ii) is proven. Finally assume that f is S-positive. Then f is S-monotone by Proposition 3.1 and f (0) ≥ 0 is obvious. Hence (i) holds.
Since the arguments in Example 1.3 are valid for functions z k on C and complex matrices A ≥ B ≥ 0 as well, Theorem 4.1 yields the following: The following are typical examples:
• f (x) := e x is S-positive on (−∞, ∞), Theorem 5.1.
Examples of fractional power functions
Proof. (i) Prove by induction on n. When n = 2, the assertion is immediately seen. Also, when n = 3 and p = 1, the result for φ 1 (x) = |x| is well known, and that for ψ 1 (x) = x is trivial. Next assume that the assertion holds for n ≥ 2, and assume p ≥ n − 1 with p > 1.
(When p = 1 and so n = 2, the assertion for n + 1 = 3 holds as mentioned above.) For p > 1 note that φ p and ψ p are differentiable as
of A in decreasing order. For real n-vectors a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) the weakso that f (x)/x is convex on (0, α). To prove the lemma without the existence of the third derivative, let φ be a smooth function on R supported on [−1, −1/2] such that φ(x) ≥ 0 and Therefore,
completing the proof.
The weak majorization in Theorem 6.1 gives the norm inequality
for every unitarily invariant norm ||| · |||. For example, we notice by Theorem 5.1 (ii) that if n ≥ 2 and p ≥ n − 1, then
for all A ≥ 0 in M n (R) and every unitarily invariant norm.
where (1) For 0 < p < 1 we have φ p ∈ S λ 1 (B) ), . . . , f [1] (λ n (A), λ n (B), λ n (B)) .
Proof. Set g(z) := f ′′ (z) − f ′′ (0), which is in S 
