INTRODUCTION
A two player pursuit-evasion game between is a problem in which they strive for a common performance index. One player (the pursuer) wants to maximise it and the other player (the evader) wants to minimise it [7] . It is called differential games when the games are expressed in ordinary differential equations. The study of pursuit-evasion differential games have been pursued by many such as [1] , [2] and [4] . The results from this approach, although has attracted a considerable interest, seem to be difficult for actual application [7] . [7] has suggested several ways to overcome this problem. The basic idea is to give the players a prior optimal or sub optimal feedback strategies. These strategies are evaluated by conducting massive simulations in the parameter space of initial geometries and guidance law parameters, and analysing the results. Good solutions were found although, statistically the probability is very small. [8] analysed differential game problems consisting of two aircraft with variable speeds in coplanar motion (horizontal plane), i.e. 2-dimension. His objective is to solve realistic aerial combat problems. There parameters were important for longitudinal acceleration, i.e. speed, turn rate and throttle setting. The pursuer uses throttle setting and turn rate as the control input, whereas the evader uses only turn rate as the control input. A modified differential dynamic programming method is used as the optimisation algorithm for solving optimal open-loop differential games.
Another approach of solving pursuit-evasion games is by the descretisation of optimal control. Two methods were proposed by Tuomas [6] . One is the solution of the necessary conditions of the continuous-time game is broken down into ordinary optimal control problems. These control problems can be solved using discretisation and nonlinear programming techniques. The second method is to discretised the game and transformed into a bilevel programming problem and solved using a first order feasible direction method. He demonstrated the solution using these methods between a realistically modeled aircraft and a missile at the end game using the terminal time as the payoff.
In this paper, a technique using evolutionary algorithm to search for optimal control for an evader against a much more agile pursuer is proposed. In this technique, an initial population of strategies for the evader were created in random. Using evolutionary programming, good strategies were found. However, in reality, the states of other aircraft has to be estimated due to sensor noise. The difference between the actual states and the measured states is called error. The idea is to introduce "errors" in the optimisation algorithm and to see if these errors could influence the accuracy of the algorithm. In this study, we would like to see the sensitivity of the optimisation to altitude error and interception radius.
The paper is divided into 5 main sections. Section 2 discusses the methodology used in the algorithm. In this section, we discussed about the equation of motion used, the development of the evolutionary programming and the intelligence of the pursuer. Section 3 discusses several scenarios for the purpose of analysis and comparison. Section 4 discusses the results from each scenario. And finally, the conclusion is at section 5.
METHODOLOGY

A. Evolutionary Programming
Evolutionary programming is selected because it opens up the possibility to search for optimal solution with the presence of nonlinearity, parameter discontinuity and discrete input.
Although the search is stochastic but still with the presence of powerful computer power, good solutions can be found in a relatively short time, i.e. around 10-15 seconds.
This algorithm gives the optimal path in three dimensions just as like the actual avoidance manoeuvre executed by an aircraft.
In this method, the search for optimal path begins by initially randomly generating a population of possible paths [3] . A path consists the information of heading angle change, flight path angle change and thrust setting for every time step.
Each member of the population (a solution) is evaluated and given a fitness value. The fitness value tells how good the solution is.
The evaluation of the solution is done by running a simulation for a period of time. In this case for 100 seconds. The simulation starts at a known initial states of both evader and pursuer at time, t = 0. The evader uses the path given by the tested solution and the pursuer uses its own guidance system to guide itself toward the evader. A solution is considered good if within the 100 seconds of the simulation, the evader manages to evade interception and, at the same time, does not go over the aircraft's aerodynamic and performance constraints. If the solution exceeds the aircraft's constraints, although successfully avoid interception, the solution is considered "not good" but still can be used to produce the next offspring. The reason is to avoid from being locked in the local optimal region during the optimisation cycle.
Recombination through mutation is perform after evaluation. Good solutions are retained and mutated in hoping it produces a much better solution. The mutated solutions are called the offspring. The offspring and the parent are combined together to be the next generation of the population. The population has to go through the evaluation cycle again.
The cycles are repeated until the number of maximum population has been reached. The best solution is the solution that has the highest fitness value.
B. Path Representation
In each population, there are 100 strategies or solutions. A strategy is actually an instruction for the aircraft to change its heading, flight path angle and throttle setting at every second. For example, at t = 0 s, the aircraft changes its heading angle by 20 degrees to the left, climb up by 15 degrees and set the throttle setting to 0.7, and at t = 1 s, again the aircraft has to change its heading angle, flight path angle to a new direction and the throttle setting to a new setting. The duration of the process is 100 seconds. The 100 seconds duration is chosen .
To represent a strategy in a computer program, the change of heading (ψ), flight path (γ) angles and the throttle setting, 1, has to be coded. This is made possible by determining the maximum permissible range for the heading, flight path angles and the throttle setting. In this research, the range of the angles is restricted between −15 0 to 15 0 for both heading and flight path angles, and the range of the throttle setting is between 0.2 and 1.0. Discrete angle interval of 2.5 0 was used for heading and flight path angles, and for throttle setting the interval is 0.1. With this respect, we can now generate (24+1)(24+1)(9) = 5625 possible combinations of heading angle change, flight path angle change and throttle setting. Table 1 shows the coding of heading angle change, flight path angle change and throttle setting.
Instead of directly using the angles, the strategy uses the values of IDs as shown in Table 1 . A series of numbers valued between 0001 and 5625 are randomly constructed such as shown in Figure 2 with 100 four-digits integer were 
0 and set the throttle to 0.5%. Next manoeuvre is 0084 which means 'and then turn 15 0 to the right, dive 3.75 and set the throttle to 0.4'. This is repeated for the next sequence up to the last sequence, i.e. 1568. The whole process is called the trajectory/path of the aircraft or a strategy. A population consists of 100 strategies. The number of population used in this study is set to 30.
C. Equation of Motion
In order to make the simulation as realistic as possible, aircraft equation of motion is applied. Three degree-of-freedom or point-mass aircraft model is used in this simulation. In this study, the trajectory of the vehicle at its center of mass (c.m.) is of greater interest than its attitude motions.
Newton's second law, aerodynamic and performance data are used for the simulation. We used the so-called Cartesian approach to simulation the aircraft's states [5] . The state variables are the vehicle's inertial velocity and inertial positions.
The derivation of the Cartesian approach is relatively straight forward. The inertial position and velocity coordinates are integrated from the Newton's second law. All the aerodynamic and the propulsion forces are fed into the Newton's second law equation given by Eq. 1.
On the left side of Eq. 1 is the rotational derivative to the inertial frame I, with the body to inertial velocity V I B . The position of the aircraft in the inertial coordinate is found by integrating the velocity vector with respect to time.
The basic aerodynamic forces such as lift and drag are calculated based from the aircraft actual aerodynamic coefficient, C L and C D which are the function of altitude and Mach Number.
The propulsion force or thrust is a function of Mach Number, altitude and throttle setting. The thrust is modeled to be constant with airspeed and proportional to the air density as given in Eq. 2.
where τ is a throttle setting [0-1], ρ is the air density at altitude, ρ 0 is the air density at standard sea level and T A0 is the full-throttle thrust developed in standard sea level.
The maximum turning rate is calculated by Eq. 3.
D. Pursuer's Control and Guidance
Proportional Navigation Guidance system is employed by the pursuer. The navigation constant for in this study is set to be 4. The pursuer will use this guidance law throughout the game. The pursuer's speed is governed through Newton's Second law. Thus the throttle setting, altitude, bank angle and flight path angle determine the speed. We assume that the pursuer always flies close to maximum speed, thus the turning is always governed by the aircraft structural limit.
The pursuer's initial states read by the evader are corrupted to a certain degree to simulate the error. The preceding pursuer's states are calculated and predicted on board the evader's computer.
The evader is assumed to know the pursuer's navigation guidance system and is using it in finding optimal trajectory to evade interception by the pursuer.
CASE STUDIES
We consider the problem by varying the error level and the interception radius. The error level selected is from 5% up to 25% from the actual states. At each error level, we would vary the interception radius. For each analysis, the number of trajectories without and with interception are observed and plotted. Table 2 shows the aircraft parameter studied in this paper. The maximum duration of the game is set to only 200 seconds.
The evader reads the pursuer's initial states and based from that, the evader optimises its trajectory. Good trajectories are found from the optimisation algorithm when considering there is no error to the pursuer's initial states. The next question is by how much does the presence of error could effect the result of the optimisation algorithm.
As to know this, we consider two pursuer states, i.e. initial altitude and initial speed. The initial altitude are corrupted by using Eq. 4.
where z e is the pursuer's altitude as seen by the evader, z actual is the actual pursuer's altitude and z error is the introduced error.
It is assumed that the pursuer have a fixed throttle setting and its guidance system is known a priori by the evader. 
SIMULATION ANALYSIS
The simulation is in full three dimensions. The evader reads the pursuer's states at time, t = 0 s and using that information the evader optimises its trajectory against the pursuer. Example of the game is as show in Figure 3 .
A number of simulations were carried out to determine the effect of error to the initial altitude of the purser as seen by the evader. The initial values are important because they are used to optimal solution against the pursuer.
When the interception radius is small, i.e. between 10 to 30 meters, the presence of errors up to ± 100 meters do not effect the outcome of the optimisation. Good solutions were still able to be found. But as the interception radius increases, the optimisation becomes more sensitive to errors. This can be seen from Figure 4 .
In figure 4 , when the interception radius is small, i.e. 10 meters, good solutions are still found even if the error is close to 50%. As the interception radius increases, the optimisation becomes more sensitive to initial value error. As the interception radius reaches 60 meters, even 1% error could fail the optimisation algorithm. The overall trend is the minimum error to get good solution steadily reducing as the interception radius increases. The pursuer's maximum thrust could influence the sensitivity of the optimisation algorithm to the initial value error. Figure 5 shows the effect of errors to the optimisation algorithm with the pursuer's maximum thrust is set to 200,000 kN.
Inconsistencies between the interception radius of 20 m and 40 m is expected due to the stochastic nature of the search algorithm. The interesting part is if the pursuer's thrust is higher, the optimisation algorithm could find good solutions even if the error is relatively large. But the effectiveness is lost if the interception radius is higher than 40 m.
From Figure 5 , the increase of the pursuer's maximum thrust by 60% increases the error threshold level for lower range interception radius, i.e. between 10-30 meters. This means, the optimisation could still find good solutions even if the error is more than 100 meters. However, the error threshold level significantly drop when the interception radius passes 40 meters mark. The optimisation sensitivity to errors is maximum when the interception is more than 60 meters. In this range, even a 1 meter error will fail the optimisation.
CONCLUSION
The study has shown that the initial value error could significantly reduce the accuracy of the optimisation algorithm. The magnitude of the errors are, among other, influenced by the pursuer's maximum thrust and interception radius.
The evader's optimisation algorithm could tolerate errors up to 100 meters if the pursuer's maximum thrust is high and has a small interception radius, such as 30 m. The simulation time is between 10-15 seconds which is almost real time. This opens up the possibility for its use in real time application such as UCAV.
The quality of the simulation can be improved by using six degrees-of-freedom model for both players. The use of parallel computing can improve the speed of the simulation.
