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A spin strongly driven by two harmonic incommensurate drives can pump energy from one drive
to the other at a quantized average rate, in close analogy with the quantum Hall effect. The pumping
rate is a non-zero integer in the topological regime, while the trivial regime does not pump. The
dynamical transition between the regimes is sharp in the zero-frequency limit and is characterized by
a Dirac point in a synthetic band structure. We show that the pumping rate is half-integer quantized
at the transition and present universal Kibble-Zurek scaling functions for energy transfer processes.
Our results adapt ideas from quantum phase transitions, quantum information and topological band
theory to non-equilibrium dynamics, and identify qubit experiments to observe the universal linear
and non-linear response of a Dirac point in synthetic dimensions.
Introduction: A wide variety of classical and quan-
tum systems undergo second-order phase transitions in
equilibrium [1–6]. Near such transitions, a universal
coarse-grained description emerges; this predicts, for ex-
ample, the same fluctuations for the fluid density near
the liquid-gas critical point as the magnetization near the
Ising paramagnet-ferromagnet transition. Far from equi-
librium, the description of phase transitions is more com-
plicated. Although a number of dynamical transitions
have been observed in driven dissipative systems [7–20],
comparatively little is known about their general theory.
Here we consider a dynamical phase transition in prob-
ably the simplest possible setting: a spin- 12 driven by two
drives with incommensurate frequencies. The drives may
be produced by two optical cavities prepared in coherent
states (Fig. 1a). The driving increases the richness of
the problem by introducing two ‘synthetic dimensions’,
which correspond to the photon numbers in the two cav-
ities [21–25]. More precisely, the stationary states of the
two-tone driven spin- 12 are given by the stationary states
of a two-dimensional synthetic tight-binding model in the
presence of an electric field which is equal to the vector
of drive frequencies (ω1, ω2) [21–30].
For a range of parameters, the tight-binding model
in synthetic dimensions exhibits the quantum Hall ef-
fect [24, 25, 30, 31]. Ref. [24] first identified the corre-
sponding response in the driven qubit system: an av-
erage integer quantized energy current between the two
drives in a direction set by the polarization of the qubit
(Fig. 1(a-c)). Ref. [25] further identified other quantized
responses in generic two-tone driven qudits and the inte-
ger topological invariant controlling these effects.
In this article, we show that the dynamical transition
between the topological (pumping) and the trivial (non-
pumping) regimes exhibits a half-integer quantized en-
ergy pumping rate (Fig. 1(b-c)). The transition is sharp
in the zero-frequency limit. At the transition, the band
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FIG. 1. a) A spin driven by two incommensurate drives can
transfer energy ∆E1T from one drive to the other. b) The
mean rate of energy transfer (power) is topologically quan-
tized up to the unlock time tu. c) For t  tu, the mean
power jumps from PQ = ω1ω22pi in the topologically nontriv-
ial regime (δ < 0) to zero in the trivial regime (δ > 0). At
the transition (δ = 0), the mean power is PQ/2. d) The in-
stantaneous energies of the Hamiltonian (Eq. (2)) organized
into a band-structure as a function of θ1. At the transition,
the band-structure contains a Dirac point which controls the
universal low-frequency response.
structure of the synthetic model in the absence of the
electric field has a Dirac point (Fig. 1(d)). The half-
integer quantization follows from the integrated Berry
curvature of one of the bands excluding the Dirac point.
To observe the quantized energy current the spin’s evo-
lution must be nearly adiabatic and ‘locked’ in an instan-
taneous eigenstate. Away from the zero-frequency limit,
the pumping is thus a pre-thermal effect. Using Kibble-
Zurek (KZ) arguments [32–44], we show the time tu when
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2the spin unlocks to diverge as:
tu ∼
√
B0/ω3, (1)
where B0 is the typical amplitude of the instantaneous
field, and ω =
√
ω1ω2 is the typical frequency of the
drives. On the time scales larger than tu, the spin’s di-
rection is effectively decoupled from the external drives,
leading to zero average pumping rate (Fig. 1(b)).
Near the transition, we show that the pump power is
universal when measured in units of the diverging time-
scale tu. The pump power has two universal contribu-
tions: one of topological origin that is quantized to either
an integer or a half-integer as t/tu → 0, and another non-
quantized contribution due to spin excitation. Drawing
intuition from the action of time-reversal on Hall insu-
lators, we isolate the two contributions and their associ-
ated universal Kibble-Zurek scaling functions using time
evolution with the Hamiltonian and its complex conju-
gate. Experimentally, complex conjugation corresponds
to reversing the circular polarization of one drive. In-
commensurately driven few-level quantum systems thus
offer a unique window into the universal properties of the
topological phase transitions of band insulators.
Model: For concreteness, we work with the same
model as Refs. [24, 25, 30] in which a spin- 12 is driven
by two circularly polarized magnetic fields:
H(~θt) = − 12 ~B(~θt) · ~σ
~B
(
~θt) = B0(sin θt1, sin θt2, 2 + δ − cos θt1 − cos θt2
)
,
(2)
where ~θt = (θt1, θt2) is the vector of drive phases, θti =
ωit+ θ0i, and the ratio of the drive frequencies ω2/ω1 is
an irrational number. We assume that the ratio of drive
frequencies is order one, so that ω =
√
ω1ω2 is the single
frequency-scale on which H varies. The spin operator is
a vector of Pauli matrices, ~σ = (σx, σy, σz); and the spin
is initialised in the instantaneous ground state.
Instantaneous band structure: At each ~θ, the instan-
taneous eigenstates of H(~θ) are either aligned or anti-
aligned with the instantaneous magnetic field ~B(~θ), with
eigenvalues ∓| ~B(~θ)|/2 respectively. We organize these
instantaneous eigenstates into a band structure on the
torus ~θ ∈ [0, 2pi)2. The instantaneous band-structure de-
scribes the qubit dynamics for t  tu when the spin’s
evolution remains adiabatic.
The Hamiltonian in Eq. (2) is engineered so that the
instantaneous band-structure is topologically non-trivial.
Specifically, the instantaneous band-structure is identi-
cal to the momentum-space band-structure of a simple
model of a quantum Hall insulator, the so-called half-
BHZ model [31, 45, 46]. Consequently, the instanta-
neous ground state band (corresponding to the eigen-
value −| ~B(~θ)|/2) has a non-zero Chern number Cg = 1
for −2 < δ < 0, and Cg = 0 for δ > 0.
In the vicinity of the transition at δ = 0, there is a
massive Dirac point in the band structure at |~θ| = 0
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FIG. 2. Contour plot of the Berry curvature of the instanta-
neous ground state band near the transition (δ = −1/3). Blue
lines depict the trajectory of the drive phases. The integrated
Berry curvature sets the (average) energy pumping rate until
the spin enters the excitation region |~θt| < θ∗ (dashed circle)
for the first time (red point).
(Fig. 1(d)):
H(~θ) = −B02 (θ1σx + θ2σy + δσz) +O(|~θ|2). (3)
Fig. 2 is a density plot of the Berry curvature of the
ground state band in the topological regime, close to the
transition. The Berry curvature has two contributions: a
piece that is smooth in δ and ~θ and integrates to pi; and
a singular piece which concentrates into a delta function
at ~θ = ~0 and integrates to −sgn(δ)pi [31, 45].
The drive phases follow trajectories of constant slope
in ~θ-space (shown in blue in Fig. 2). Consider t  tu.
Away from the Dirac point, the Berry curvature is small,
and the spin state along the trajectory approximately
follows the instantaneous ground state [47]. In the low
frequency limit and with ω2/ω1 irrational, the trajectory
uniformly samples this Berry curvature over time.
We show below (Eq. (9)) that the average power is set
by the integrated Berry curvature of the instantaneous
ground state band before unlock. Sufficiently far away
from the transition, the trajectory thus samples the en-
tire Berry curvature. At the transition, however, the spin
unlocks before sampling the singular component associ-
ated with the Dirac point. Thus, the integrated Berry
curvature that sets the average power is given by
Cg =
 1 δ < 012 δ = 00 δ > 0. (4)
Pump power: The instantaneous rate of energy trans-
fer from drive 1 is given by [24]
P1 ≡ ω1〈∂θ1H〉, (5)
3with a corresponding expression for P2. As the spin can-
not absorb energy indefinitely, the net energy flux into
the system time averages to zero, [Ptot]t = [P1]t+[P2]t =
0. Throughout, [·]x denotes averaging with respect to
variable x.
In the low frequency limit, P1 is a sum of two terms,
one analytic and one non-analytic in ω. The analytic
term is completely determined by the instantaneous val-
ues of ~θt, while the non-analytic terms depend on the
entire history of the trajectory. As in the Landau-Zener
problem, the analytic terms describe the perturbative
“dressing” of the spin state over the instantaneous ground
state [47–49]. The non-analytic terms capture the non-
adiabatic excitation processes between the dressed states.
Below we refer to the leading order analytic term as P1T,
as it is of topological origin, and non-analytic term as
P1E, which is due to excitations.
Topological contribution to pumping for t  tu: Let
|g˜(~θt)〉 be the spin state dressed to order ω above the
instantaneous ground state. Thus,
i
d|g˜〉
dt
= H|g˜〉+O(ω2)
⇒ H|g˜〉 = iω1|∂θ1 g˜〉+ iω2|∂θ2 g˜〉+O(ω2).
(6)
where we have suppressed the time dependence of ~θ for
brevity. Using the product rule and Eq. (6), we obtain
P1T = ω1〈g˜|∂θ1H|g˜〉
= ω1 [∂θ1〈g˜|H|g˜〉 − 〈∂θ1 g˜|H|g˜〉 − 〈g˜|H|∂θ1 g˜〉]
= ω1∂θ1〈g˜|H|g˜〉+ ω1ω2Ωg˜(~θ),
(7)
where Ωg˜(~θ) = 2Im〈∂θ1 g˜|∂θ2 g˜〉 is the Berry curvature of
the dressed spin state.
The instantaneous power varies with the initial phase
vector ~θ0. Universal results about the spin dynamics at
each t follow upon initial phase averaging
[P1T] ~θ0 = [∂θ1t〈g˜|H|g˜〉] ~θ0 + ω1ω2[Ωg˜(~θt)] ~θ0 . (8)
The first term vanishes as it is a total derivative. The sec-
ond term is the integrated Berry curvature of the dressed
band prior to unlock (and thus excludes the Dirac point).
As the integrated Berry curvature of the dressed and in-
stantaneous bands are identical, we obtain:
[P1T] ~θ0 = CgPQ ≡ Cg
ω1ω2
2pi
, (9)
with Cg given by Eq. (4). Formally Eq. (9) holds at fixed
δ as ω → 0, t/tu → 0.
Kibble-Zurek estimate for tu: The probability to tran-
sition to the dressed instantaneous excited state follows
from the Landau-Zener result [49–52]
pexc ∼ max
t
exp
(
−pi|
~B(~θt)|2
|∂t ~B|
)
. (10)
Deep in the topological or trivial regimes, the spin’s evo-
lution thus remains adiabatic for an exponentially long
time-scale ∼ exp (B0/ω).
Eq. (10) predicts that the spin unlocks from the field
when the instantaneous gap squared becomes comparable
or smaller than the rate of change of the field [32–36, 38,
41–43]. At the transition, the spin thus unlocks when
|~θt| . θ∗ :=
√
ω/B0. (11)
This relation defines the “excitation region” within the
dashed circle in Fig. 2a. A typical spin trajectory en-
ters the excitation region for the first time after 2pi/θ∗
periods. We thus obtain the scaling of the unlock time
tu ∼ (ωθ∗)−1 ∼
√
B0/ω3 previously stated in Eq. (1).
Topological contribution to pumping for t  tu: At
times much longer than the unlock time, non-adiabatic
processes heat the spin. In the initial phase ensemble, the
populations in the (dressed) instantaneous ground and
excited states thus become equal. As the Chern numbers
of the ground and excited state bands sum to zero, the
ensemble averaged power [P1T]~θ0 → 0 as t/tu →∞.
Excitation contribution to pumping: The non-
adiabatic excitation of the spin results in a distinct
contribution to the power [P1E]~θ0 . As the spin absorbs
order B0 energy from the drives over a time-scale tu
[P1E]~θ0 ∼ B0/tu ∝ ω3/2, t . tu. (12)
Unlike the topological contribution, the power due to ex-
citation is non-analytic in ω. The total pumped power is
the sum of the topological and excitation contributions.
A constant rate of excitation results in a linear increase
of the excited state population in the initial phase ensem-
ble at small t/tu. At late times, the populations become
equal, and statistically the spin ceases to absorb energy
from the drives. Thus, [P1E]~θ0 → 0 as t/tu →∞.
Kibble-Zurek scaling functions: Within the Kibble-
Zurek (KZ) scaling limit, the non-equilibrium dynamics
of the spin becomes universal even beyond the unlock
time. The KZ scaling limit involves taking ω, δ → 0 to-
gether while measuring time in units of the diverging un-
lock time tu, and the drive frequency in units of the van-
ishing scale ω∗ ∼ B0δ2 [34, 37, 39–43]. The KZ scaling
limit accesses the ‘critical fan’ around the ω = 0, δ = 0
transition, while Eq. (9) applies deep within each ‘dy-
namical phase’ (at fixed δ) as ω → 0.
In the KZ scaling limit, the radius of the excitation re-
gion θ∗ becomes small and the Hamiltonian of the mas-
sive Dirac cone (Eq. (3)) controls the excitation of the
spin, and hence the decay of the topological component
of the power. The topological and excitation components
of the power then take the following scaling forms
[P1E(t;ω, δ)]~θ0 ∼ ω3/2P1E
(
t ω3/2 ; δ ω−1/2
)
,
[P1T(t;ω, δ)]~θ0 ∼
ω2
2pi
P1T
(
t ω3/2 ; δ ω−1/2
)
.
(13)
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FIG. 3. The phase and time averaged excitation (top) and
topological (bottom) scaling functions of the power averaged
up to time tω3/2 = 1.72 (t/tu ≈ 0.3). As pexc ∝ P1E, the
top panel is fit well by a Gaussian. The topological scaling
function in the bottom panel decreases from one deep in the
topological phase δ  −ω1/2, to approximately one-half at
the transition at δ = 0 and to zero in the trivial phase. As δ
is measured in units of ω1/2, the scaling function reproduces
the step function in Eq. (9) in the limit ω → 0 at fixed δ.
Parameters: B0 = 1, ω2/ω1 is the golden ratio and 20 values
of ω ∈ [0.0025, 0.1].
Above, P1E and P1T are scaling functions determined
solely by the universality class of the transition in the in-
stantaneous band structure. They capture the universal
cross-over from the pre-thermal regime to the late-time
infinite-temperature regime.
Scaling functions for the Dirac transition: We now
numerically extract the scaling forms P1E,P1T for the
Dirac transition in the half-BHZ model by comparing
the trajectories generated by H(~θt) and the complex-
conjugated Hamiltonian H ′(~θt) = (H(~θt))∗. Physically,
H ′ is implemented by flipping the chirality of one of the
circularly polarized drives. As this flips the sign of [P1T]~θ0
alone, we can separate the topological and excitation con-
tributions to the pumped power:
[P1E]~θ0 =
1
2
(
[P1]~θ0 + [P
′
1]~θ0
)
[P1T]~θ0 =
1
2
(
[P1]~θ0 − [P ′1]~θ0
)
,
(14)
Here P ′1 = ω1〈ψ′t|∂θ1H ′(~θt)|ψ′t〉 is the instantaneous rate
of energy transfer from drive 1 in the conjugated system
i∂t|ψ′t〉 = H ′(~θt)|ψ′t〉 when it is initialized in its instan-
taneous ground-state band |ψ′0〉 = (|ψ0〉)∗. In the Sup-
plemental Material, we obtain the same scaling functions
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FIG. 4. The topological scaling function at the transition
with (main) and without time averaging (inset). Both plots
show that the scaling function approaches 1/2 as tω3/2 → 0,
and zero as tω3/2 → ∞. The vertical line is a proxy for tu
(definition in text). See the supplemental material for the
excitation scaling function at the transition.
for a different microscopic model with a Dirac transition,
demonstrating universality.
In more detail, Eq. (14) is obtained as follows. As
the probability of excitation in Eq. (10) is invariant un-
der complex conjugation, the ensemble populations of the
instantaneous eigenstates are the same at each t/tu for
time evolution under H and H ′. Thus, [P ′1E]~θ0 = [P1E]~θ0 .
The topological piece however changes sign, [P ′1T]~θ0 =−[P1T]~θ0 as the Berry curvature changes sign under com-
plex conjugation.
Fig. 3 shows the scaling functions across the transition
for both contributions for small t/tu. The excitation scal-
ing function is proportional to excitation probability for
t  tu. As pexc ∼ exp(−δ2B0/ω), Fig. 3(a) is thus well
fit by a Gaussian centred at the transition (black-white
dashed line).
Fig. 3(b) shows [P1T]/PQ to obey a single-parameter
scaling function at fixed t/tu, with the [P1T]/PQ → 1(0)
as δ → −∞(∞) (Eq. (4)). The intermediate value at
δ = 0 is close to 12 , and becomes exactly
1
2 as t/tu → 0.
For δω−1/2 = O(1), the component of the Berry curva-
ture that is singular at the transition has a width compa-
rable to that of the excitation region θ∗. Consequently,
this component is partially sampled by spin trajectories
before unlock and leads to the smooth universal function
observed in Fig. 3(b). Note that Eq. (9) is contained
within the scaling function in Eq. (13) on taking ω → 0
at fixed δ.
A technical comment: the data in Fig. 3 is time av-
eraged over tω3/2 ∈ [0, 1.72] (in addition ~θ0 averaging).
This reduces fluctuations due to the finite sampling of
~θ0 and quasiperiodic micro-motion, and slightly modi-
fies the value of the scaling function near δ = 0. Scal-
ing functions without time averaging are discussed in the
Supplemental Material.
We now turn to the dependence of the scaling functions
5on t/tu. Fig. 4 (inset) shows P1T ∼ [P1T]~θ0/PQ at the
transition, whilst the main figure shows the power with
additional averaging over the time interval [0, t]. The
grey vertical line is a proxy for tu and identifies the mean
time up to which |∂t ~B| < | ~B|2. Both plots show that,
as t/tu → 0, P1T approaches the quantized value of
P1T(0; 0) =
1
2
(
Cg|δ>0 + Cg|δ<0
)
= Cg|δ=0 = 12 (15)
Next, for 0 < t/tu  1, P1T linearly decreases. This
linear decrease follows from the constant excitation rate
in Eq. (12) and the opposite sign of the pumping by the
excited population. Finally, despite the negative turn at
tω3/2 ≈ 10 in the inset, we find thatP1T approaches zero
for t/tu  1, consistent with the main figure.
Discussion: We have demonstrated that a simple
quasiperiodically driven spin-12 exhibits universal scaling
behaviours characteristic of extended classical or quan-
tum equilibrium systems in the vicinity of continuous
phase transitions [53, 54]. Our results serve as a new
example of the tantalising correspondence emerging be-
tween equilibrium systems and systems subject to peri-
odic or quasiperiodic driving [21, 22, 24, 25, 28–30, 55–
87].
The KZ scaling functions also provide the universal
non-linear response of a clean Dirac material in an elec-
tric field [88]. Fourier transforming the ~θ coordinates
maps the model in Eq. (2) on to the real-space model of
a Hall insulator (the half-BHZ model) with an additional
electric field (ω1, ω2). In this transformation, ω maps
on to the magnitude of the electric field, the topological
component of the power maps on to the Hall current,
and the excitation component measures the population
in the excited band due to dielectric breakdown when the
insulator is initially at zero temperature.
Driven few-level systems can access other topological
phase transitions in static systems using different driv-
ing protocols. Moreover, the KZ scaling theory can be
extended to include the effects of dissipation [30], or
counter-diabatic driving [25]. Both effects increase the
unlock time tu, and may simplify experimental access to
the half-quantized response in solid-state and quantum
optical platforms that host qubits [89–103].
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8SUPPLEMENTAL MATERIAL
Universality of scaling functions at the Dirac
transition
The Hamiltonian used in the main text (Eq. (2)) is
a well-known model [31, 45, 104, 105], which has several
special symmetries. Universality requires that the scaling
functions P1E,P1T do not depend on these symmetries.
Here we repeat the numerical analysis shown in the main
text using a model which lacks these symmetries. We ob-
tain scaling collapse in the KZ scaling limit and identical
scaling functions to that in Fig. 5.
Symmetries of the Hamiltonian (2) relate non-trivial
actions in ~θ-space to rotations of the spin:
H(−~θ) = σzH(~θ)σz
−(H(~θ))∗ = σyH(~θ)σy
H(θ2,−θ1) = Upi/2H(θ1, θ2)U†pi/2.
(16)
Here Uφ = exp (−iφσz/2). Furthermore, in the vicinity
of the Dirac point at δ = 0,
H(~θ) = −B0
2
θ1θ2
0
 ·~σ− B0
4
 00
|~θ|2
 ·~σ+O(|~θt|3), (17)
and the final relation in Eq. (16) holds for any rotation
angle
H(Rφ~θt) = UφH(~θt)U
†
φ +O(|~θt|3). (18)
Above Rφ is a rotation by angle φ in ~θ-space
Rφ =
(
cosφ − sinφ
sinφ cosφ
)
. (19)
To break the symmetries in Eq. (16), consider a spin- 12
driven by the magnetic field ~B(~θt)
~B(~θ) = B0
 sin(n1θ1 − φ) + sinφsin(n2θ2 − φ) + sinφ
2 + δ − cos θ1 − cos θ2
 . (20)
For cosφ 6= 0, n1 6= n2 there is an asymmetric Dirac
point at δ = 0, ~θ = ~0,
H(~θ) = −B0 cosφ
2
n1θ1n2θ2
0
 · ~σ − B0
4
n21θ21 sinφn22θ22 sinφ
|~θ|2
 · ~σ
+O(|~θ|3). (21)
Fig 5 shows the scaling collapse obtained for the topolog-
ical and trivial contributions to the power. In rescaled
units, the scaling functions are identical to those obtained
in the main text (Fig 3).
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FIG. 5. The phase averaged excitation (top) and topological
(bottom) scaling functions of the power at tω3/2 = 3.43. In
re-scaled units, the scaling functions are identical to those in
Fig. 3. Parameters: ~B given by (20) with (n1, n2) = (1, 3)
and φ = 4pi/5, B0 = 1, ω2/ω1 is the golden ratio and we use
13 values of ω ∈ [1.6× 10−4, 3× 10−2].
Additional scaling data without time averaging
In the main text, we presented scaling collapse for the
topological ([P1T]~θ0,t) and excitation ([P1E]~θ0,t) compo-
nents of the pump power after initial phase averaging
and time averaging. Although the initial phase averag-
ing is essential to define universal dynamical response
functions, the time averaging is not (c.f. Eq. (13)). In-
stead, we performed time averaging to reduce the fluctu-
ations of the pump power due to the finite sampling of
~θ0 and quasiperiodic micro-motion. For completeness, we
present the scaling functions in Fig. 3 and Fig. 4 without
additional time averaging below.
Fig. 6 presents the excitation (top) and topological
(bottom) scaling functions at fixed t/tu ≈ 0.6 (or t =
3.53/ω3/2). The different series correspond to nine dif-
ferent values of frequency 0.087 ≤ ω ≤ 0.0022 that were
obtained by time evolution with H and H ′ (see Eq. (14)).
The scaling functions in Fig. 6 are qualitatively similar
to those in Fig. 3.
In more detail, the [P1T]~θ0 values are found to be nois-
ier than [P1E]~θ0 , as they are sub-leading to [P1E]~θ0 term,
and any errors in the deducting off the value of [P1E]~θ0
are thus higher order in ω than [P1T]~θ0 , and so must be
90
0.1
0.2
[P 1E]
θ 0/ω3
/2
0.087
0.031
0.016
0.0097
0.0065
0.0046
0.0035
0.0027
0.0022
-1.5 -1 -0.5 0 0.5 1 1.5
0
0.5
1
δ / ω1/2
[P 1T]
θ 0·2
π/ω2
FIG. 6. The phase averaged excitation (top) and topolog-
ical (bottom) scaling functions of the power at tω3/2 = 3.53
(t/tu ≈ 0.3). The topological scaling function decreases from
one deep in the topological phase δ  −ω1/2, to approxi-
mately one-half at the transition at δ = 0 and on to zero in
the trivial phase δ  −ω1/2. The scaling functions are found
to be qualitatively similar to those of Fig. 3 where the addi-
tion of time averaging leads to a reduction in noise due to the
finite ~θ0 sampling. Error bars indicate the standard error of
the mean. Parameters: B0 = 1, ω2/ω1 is the golden ratio and
9 values of ω ∈ [0.0022, 0.087] (legend inset).
made small through ~θ0 averaging.
As a technical comment, we choose the values of ω in
Fig. 6 so that ω1t ∈ 2pi(N + 12 ). We find that choosing
t such that ω1t mod 2pi is equal for each series of data
leads to a reduction in residual fluctuations in [P1E]~θ0 .
However, this choice of ω1t ∈ 2pi(N + 12 ) is inconsequen-
tial for [P1T]~θ0 , as we find the same quality of collapse
of [P1T]~θ0 as is found in Fig. 6 without this additional
requirement.
Fig. 7 shows the scaling function at the transition with-
out time averaging for the excitation component [P1E]~θ0
(upper plot) and the topological component [P1T]~θ0
(lower plot). The top panel exhibits approximate scaling
collapse at accessible integration times, note that within
each “step” of the plot, the trend is monotonic in ω, pro-
viding indication of collapse in the limit of ω → 0. This
scaling collapse is found to be discrete, and we have used
frequencies ω ∝ τ2n where τ = 12 (1+
√
5) is the golden ra-
tio. The necessity for such discrete re-scaling, indicative
of fractality, is a typical feature of the scaling theory of
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FIG. 7. The phase averaged excitation (top) and topological
(bottom) scaling function at the transition. The topological
component can be seen to approach [P1T]~θ0 · 2pi/ω2 = 1/2 as
tω3/2 → 0. The vertical lines correspond to those obtained
from the scaling collapse in Fig. 8. As before B0 = 1, ω2/ω1
is the golden ratio and ω values are shown in legend (inset),
error bars indicate the standard error of the mean due to ~θ0
averaging.
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FIG. 8. Number of previous visits to the excitation region.
At a time t, from the ensemble of initial conditions we select
the state which is at the Dirac point ~θt = ~0. For these initial
conditions we then ask how many times the state has previ-
ously visited the excitation region |~θs| < θ∗ for 0 < s < t.
Under discrete rescaling the resulting function collapses, and
has step discontinuities which map onto the jumps in Fig. 7.
For this plot we use θ∗ = 3.5
√
B0/ω. ω values (inset) are the
same as in Fig. 7.
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quasiperiodic systems (a most famous example is found
in Hofstadter’s butterfly [106], the spectrum of the “Al-
most Mathieu operator”). As before data is plotted so
that ω1t ∈ 2pi(N+ 12 ) to remove residual fluctuations.
The scaling function for [P1E]~θ0 exhibits remarkable
step-like features. Their origin is as follows. At t = 0,
we prepare an ensemble of N spins in their instantaneous
ground states at N values of the initial phase vector that
are uniformly distributed on the initial phase torus. Let
us assume that the excitation rate is zero outside the ex-
citation region |~θt| < θ?. Then, in each time interval δt
for t  tu, a number Nexc ≈ N · (θ?/2pi) · (ωδt/2pi) of
spins enter the excitation region. As each such spin ab-
sorbs some constant energy from each drive, the ensem-
ble averaged power [P1E]~θ0 is approximately constant in
time for t  tu. On a timescale t ≈ tu this situation
discretely changes. After a time t ∼ tu the spins entering
the excitation region will have already previously entered
the excitation region, and are already excited. Already
excited spins absorb a different amount of energy from
each of the drives as they traverse the excitation region,
and thus make a different contribution to [P1E]~θ0 . Thus,
when this happens [P1E]~θ0 exhibits a discrete step. Sim-
ilar discrete events follow at later times, separated by
t ∼ tu ∼ ω3/2. This explains the step-like features in
the excitation component of the scaling function of the
pump power at discrete values of t/tu in the top panel of
Fig. 7.
We can verify our explanation of the steps in Fig. 7.
To calculate the expected position of the steps, at each
time t we can select the spin in the ensemble which is
at the Dirac point ~θt = 0. This simply fixes ~θ0 = (−~ωt)
mod 2pi. We can the calculate the number of unique vis-
its it has previously made to the excitation region. This
is given by the number of unique solutions tn to the equa-
tion |~θtn | < θ∗ for 0 < tn < t where two solutions tn, tm
are equivalent if ~θs does not leave the excitation region
for s ∈ [tn, tm]. The number of previous unique visits is
plotted in Fig. 8, the steps in this function occur at the
times tn, and correspond closely with the steps in Fig. 7
(vertical bars in both plots). In these plots we have used
an arbitrary definition of θ∗ = 3.5
√
B0/ω which success-
fully predicts the positions of the most significant step
features in Fig. 7, and thus is sufficient to illustrate their
origin. A more refined analysis would also consider pre-
cisely how close to the Dirac point each previous visit to
the excitation region was rather than using an arbitrary
cut-off as here. Such analysis would provide information
on the step heights as well.
The discrete events have a less significant effect on
the scaling function of the topological component of the
pump power. [P1T]~θ0 behaves qualitatively similarly to
its time averaged equivalent in the main text, see Fig. 4.
The only notable new feature is the overshoot of [P1T]~θ0
into negative values on a timescale t ∼ tu, before converg-
ing to [P1T]~θ0 → 0 at late times. We discuss this feature.
At t = 0 the system is initialised in the ground state
band, and thus initially pumps with power [P1T]~θ0 =
1
2 .
At early times excitation events transfer the popula-
tion of the ground state band into the excited band.
As this process is not random it can result in an ex-
cess of population in the excited band, which pumps in
the opposite direction and hence [P1T]~θ0 < 0. However,
the quasi-periodic exploration of the ~θ-torus is not suffi-
ciently structured to prevent [P1T]~θ0 → 0 at late times,
as expected.
