Abstract. The definition of controlled invariant (i.e. (A,B)-invariant) subspaces of a linear system is extended to systems over rings. It is observed that in this more general setting, the equivalence of the geometric and the feedback characterization * is no longer true. Particular attention is paid to the weakly unobservable space V , and conditions are given for this space to satisfy the feedback characterization.
Introduction
The concept of controlled invariant subspace (abbreviated C.l.S.) (see [2J) (or (A,B)-invariant subspace, see [16J) has played a significant role in the development of linear system theory.
In view of the great potentiality of the theory of systems over rings (see, e.g. [ISJ) , it is tempting to geheralize the concept. of controlled invariance to systems over rings. However, efforts in this direction are met by a serious obstacle. There are various equivalent characterizations for a C.I.S., the most well-known being the geometric characterization ItAV ~ V+ im B and the feedback characterization: "there exists F such that (A + BF)V ~ V" (see [2, 16J) . These properties are no longer equivalent in the ring case! It is easily seen that the feedback characterization implies the geometric condition, but the converse is not true. The main reason of this difficulty is that for spaces over rings (I.e. modules), subspaces are not necessarily direct summands, so that the map F can be defined on V (supposing that V is free) but it cannot be extended to a map defined on the whole state space X. As a consequence of this state of affairs, we introduce in addition to a C.l.S (i.e. a space V_satis-fying AV ~ V + im B) another type of subspace, viz. a C.l.S of the feedback type, abbreviated C.I.S.F., i.e. a space for which there exists F such that (A + BF)V ~ v.
A C.l.S. is more manageable than a C.I.S.F. and it behaves like in the field case.
For example, the sum of two C.LS. 's is again a C.LS. and if K. is an arbitrary subspace, there exists a largest C.l.S. contained in K.. Neither of these statements is true for C.I.S.F.'s! This is very inconvenient, because a C.l.S.F. is the type of space we need in applications.
• S h V* of We w1ll spend most of our attention to a particular C.l •• , t e space weakly unobservable states (compare [14J) , which in the case of a strictly causal system reduces to the largest C.I.S. contained in ker C (for details on notation see section 2), and we will investigate the question of when V* hasthe feedback property. A necessary and sufficient condition for this to be the case will be given in the form of a factorization condition on the transfer function, assuming that the system is reachable and injective. Under these assumptions, it will follow that for a single input system, V* has always the feedback property. Also, it follows from the fac-* torization condition that is does no depend on the realization whether V has the feedback property or not, as long as the realization is reachable. For a similar situation we refer to [5] .
In section 5 a result by G. Conte and A. Perdon is given,which states that in the case when R is a principal ideal domain, V* has the feedback property if and only if it is a direct summand.
Finally, in section 6 an application is given to the disturbance rejection problem. 
Controlled invariance and the feedback property
In this section, R denotes an integral domain with unit element and A,B,C,D are matrices over R of dimensions n x n, n x m, r x n, r x m, respectively. The matrix quadruple (A,B,C,D) will be called a (free) system and denoted by E. We have in mind particularly the discrete time interpretation of E:
The quantities ut,X t and Yt are they are elements of U := R m , X 00 sequence ~ = (ut) By definition, for every Xo E V* there exists ~ such that Yt(xO'~) -0 for all t. We say that V* has the feedback property if there exists a feedback' E ~xn such that for each Xo E V*, the feedback input ~ defined by Ut -FX t for t -0,1, ••• yields zero output. For systems over a field, V* has always the feedback property (see [14J ) , but for rings this is not the case (for an example see Example 5.6).
We have the following characterizations: 
PROOF. Condition (2.12) implies V.::. N(E,).
3. Input-output conditions for the feedback property o
In this section we want to formulate conditions for V* to have the feedback property in terms of the input-output behavior of I, specifically, in terms of the transfer function of E. For this it is convenient to identify input or output sequences with formal power series. We want to take a slightly more general point of view than in the previous section in the sense that we allow input sequences which start at an arbitrary, possibly negative, time. That is, an input sequence will be a doubly infinite sequence (Ut)tE~ with the property that a number to exists such that u t = 0 for Let us return to the system E given by (2.1). To E is associated its transfer function is polynomial, is itself a polynomial.
If T(z) is strongly injective, it is also injective, for, if T(z)u(z) = 0 then -k -k T(z)(z u(z» = 0 for all k. Hence z u(z) is polynomial for all k, which is only o As a consequence of this theorem, it does not depend on the realization whether or not V (E) has the feedback property, as long as the realization is reachable.
* A further conclusion can be drawn from Theorem 3.7. By definition, V has the feedback property if there exists a feedback control u t = FX t such that the output will be identically zero for every Xo E V*. Now suppose we want to relax this condition by allowing dynamic state feedback, i.e. a system ~ with input x and output u given by the relation u = F(z)x + v where F(z) == T~tz). This yields a comb1ned system w1th transfer function S := TL where L(z) := (I -F(z)Ts(z»-I. We claim that the resulting system EF is strongly injective. In fact, the compensator is chosen in such a way that the input ~ == Q yields Z == Q for every Xo E V*, so that V* = N(E F ).
Since TL = S is strongly injective and L b~causal, it follows from Theorem 3.7 that * V has the feedback property, so that invariance could have been obtained by static state feedback. Nothing was gained by allowing dynamic feedback (compare [5J).
The following is a modified version of Theorem 3.7. The condition of Theorem 3.7 can be interpreted as the possibility to factorize the transfer function intn
, ,were 1S strong y 1n]et',t1ve an 1S 1caU"la. ow we g1ve a c aracterization in which less stringent condition imposed on the factorization.
(3.8) THEOREM. Let ~ be injective and reachable. Then V* has the feedb~ck property iff T := T~ can be factorized as T = PR where P is (not necessarily causal) strongly injective and R is causal and left invertible with an expandable (but not necessarily causal) left inverse S.
Necessity is obvious since the factorization T =SL-1 , mentioned before, satisfies the conditions. For sufficiency we decompose S as S = s+ + S_, where S+ is the polynomial part and S_ is strictly causal. Then S+R = I -S_R is rational and ~s the product of the monic prime factors of r and hence monic, and r 1S the product of the nonmonic prime factors of r. We call r the monic part of rand r+ the nonmonic part (see [5] for somewhat more general concepts). We say that p is completely nonmonic if r-= I. It is easily seen that plq (p divides q) implies p-/q-. We have Pu -aV for some polynomial v. Hence P(u/a) is a polynomial, u/a is expandable but not a polynomial.
We give some applications of the above result: This polynomial is nonmonic, so that it contains a nonmonic part of degree at least one. Hence, deg X -:S 6 so that Corollary 4.3 implies that V* has the feedback property_ Actually, it can easily be seen that X does not have a nonmonic factor of degree 1, so that deg X :S 5. Consequently, even if the denominator is z -5, V* has the feedback property.
One might be tempted to conjecture that V* always has the feedback property. This is not the case, as can been seen from Example 5.6.
Contrary to the theorems of the previous section, the results of this section are completely constructive, provided we have a constructive way of computing prime factors of polynomials over R. Not only conditions for V* to have the feedback property, but also explicit constructions of V* and the desired feedback can be derived from the results of this and the previous sections. In [5] and [10] it is o indicated how a feedback F can explicitly be constructed for a given bicausal L in Theorem 3.7. Furthermore, the space V* is computed as the unobservable space of E F •
Systems over Principal Ideal Pomains
The results of this section are mainly due to G. Conte and A.M. Perdon ([4] ). We recall the following definitipn (see [3, Def. 1.9]).
(5.1) DEFINITION. Given a subspace (i.e. an R-submodule) V of R n , the closure V of V is defined as the set of all x € R n such that ax € V for some a € R. V is said to be closed if V = V.
We assume throughout this section that R is a principal ideal domain. Then we have:
The following simple observation is crucial: 
Since V* is free (being a submodule of free module over a P.I.D., see [6, Thm. 7.8] according to (5.5) . Since V* is a direct summand, Fl can be extended to a map X * * * F:
-+U. Because of (5.5) we have (A + BF)V c V and (C + DF)V • o. The following is a straightforward generalization of a well~known result for systems over fields. If, in. addition to T we introduce T1(z) := C(zI -A) E, the disturbance to output transfer function, we can rewrite the condition imE c V* as: There exists a strictly causal rational Q(z) such that
This can be seen applying (6.5) to each column of E. Combining this with Theorem 6.3 we have (6.7) THEOREM. Let E be such that V*(E)-has the feedback propertl' Then, disturbance rejection is possible iff (6.6) has a strictly causal solution.
state of L 1 , the disturbance q is available for measurement. Then one may attempt to achieve disturbance rejection by a strictly causal feedforward compensator TI.
For the problem of disturbance rejection it is no loss of generality to assume that the initial state of E] is zero. Then (6.1) yields (6.8)
Suppose that the transfer function of the compensator TI is R(z). Then, assuming (without loss of generality) that TI also has initial state equal to zero~ we have u = R(z)q. Substitution of this into (6.8) yields y(z) = (T1(z) + T(z)R(z»q(z) • Disturbance rejection will be achieved iff T. + TR = O. Hence, the disturbance rejection problem by a feedforward compensator is solvable itf (6.6) has a strictiy causal solution. Thus we obtain: (6.9) COROLLARY. Let L be such that V*(E) has the feedback property. Then disturbance rejection by state feedback is possible iff disturbance rejection. by a strictly causal feedforward compensator is possible. ii) If (A.2) has a causal formal series solution then it has a causal rational solution with monic denominator.
PROOF. i) is an easy consequence of ii). So, we restrict ourselves to the proof of ii). We denote by M the ring of causal rational functions with monic denominator. 
