This paper compares two classification methods to determine pupils who have difficulties in writing. Classification experiments are made with neural network and support vector machine method separately. The samples are divided into two groups of writers, below average printers (test group) and above average printers (control group) are applied. The aim of this paper is to demonstrate that neural network and support vector machine can be successfully used in classifying pupils with or without handwriting difficulties. Our results showed that support vector machine classifier yield slightly better percentage than neural network classifier and it has a much stable result.
Introduction
Handwriting is the primary form of written expression for young elementary school students. Handwriting has long been an effective means to record information, transmit message and project feelings [1] for communication among people. There is evidence to indicate that at least 10% -30% of children who have difficulty with handwriting and need to be resolved with the right intervention [2] . Most of the studies that involve in handwriting movement only focused on children with known psychological or physical problem. Yet, not all problems can be categorized as clear cut disease and condition [3] . Various softwares have been presented for handwriting recognition and movement analysis, but softwares directly related to child handwriting analysis with the prospective of screening children in general, and addressing difficulties are rare and the research is in its early stage.
The development of children's writing ability is important in building self-esteem among children. For example, in 1998 Graham and Weintraub reported that students with poor handwriting needed twice as much time to copy a written passage as those with good handwriting [4] . Hence, difficulty in writing for young student can lead to a dislike of writing, frustration with writing, and development of a negative mind-set about writing ability. As a result, this will truly limit their further writing development and subsequently retarded to academic success. Therefore, early analysis of those children will benefit the educational system in order to provide an instructional handwriting program suited to their strengths and weaknesses. It is evident that educators and mental health experts are in need of empirically-based assessment and intervention procedures to help identify and treat children with writing disorders.
Evaluation of Handwriting Difficulties
Several studies have been done to evaluate early writing skill in primary grade. These research findings were investigated and describes in term of legibility and speed, see [4, 5] . However, the scarcity of valid and reliable handwriting evaluation tools, the complexity in the scoring tools and the long processing time by the evaluator who needs to judge the writing product for each of the legibility criteria, limit the application of standardized assessments in the evaluation of handwriting difficulties in clinical and classroom setting [2] . In addition, in most of the mild cases, the symptoms of handwriting difficulty are present but normally are not recognised by the teachers or certified evaluators.
In this paper we describe experiments carried out using two classification methods in classifying children with and without handwriting problem based on drawing tasks. In contrast with similar method known by Khalid in [6] and other related studies [7, 8] we tested each different feature individually and describe experiments carried out using Support Vector Machine (SVM) in addition to those classification methods used in previous researches. SVM is a supervised learning method that has proven it's efficiently over classic Neural Networks and its subset [9] . The advantages of SVM are good gener-alization performance, able to handle high dimensional data and able to map the data into new high dimensional feature space for better classification using kernel functions. The aim of this paper is to present that SVM and ANN can be effectively used as an automated system in seeking out pupils with handwriting problem.
Artificial Neural Network (ANN)
Probably neural network methods are most widely known. An ANN can be define as information processing concept that is inspired by the way biological nervous systems, such as the brain, process information. This system can be seen in an architecture inspired by the structure of the cerebral cortex of the brain [10] . These processing elements are usually organized into a sequence of layers with entire or random connections between the layers.
Basically, ANN is divided to three layers which are an input layer, at least one hidden layer and an output layer. Multilayer feedforward network is the simplest of ANN devise. It can be used to model some mapping between sets of input and output variable with appropriate pattern of weights. Figure 1 shows a basic diagram of feedforward neural network which can be trained using back propagation method, supervised learning network.
Back propagation learning uses the gradient descent procedure to modify the connection weights which is derived from the consideration of minimizing some error function. This error function is needed to change the network parameter, which is advantage in improving the network performance.
Support Vector Machine(SVM)
We now describe the basic idea of Support Vector Machine, more explanation can be found in [9, 11, 12] . SVMs are new technique suitable for binary classification tasks. In addition, SVM is one of the excellent tools for classification and regression problems with a good generalization performance.
SVM constructs a hyperplain or a set of hyperplains to separate the two sets of data in a feature space. The key approach of SVM is to try finding the best hyperplain by maximizing the minimum margin between the two sets. An optimal separating hyperplane is shown in Figure 2 . In SVM, training vectors are mapped into higher dimensional space by the function of φ which given a training set of instance-label pairs (x i , y i ); i = 1,…, l where x i є R n and y є {1, -1} l . All operations in learning and testing modes are done using an appropriate kernel functions which is define as [12] . For example, polynomial kernel with 2 orders 
Method

Datasets
Our sample target populations are general students who are beginning to write. The data for this research was obtained from Khalid et al in [13] . This sample consisted of 120 first grade children who assigned to two groups of writers, below average printers (test group) and above average printers (control group). There were 60 pupils in the control group and 60 pupils in the test group. Each participants were required to complete 8 drawing task; vertical downward ( of interconnection of thin lines on a contrasting background [14] . Dynamic data (such as velocity and pressure values) of drawing performance have been rigorously studied in recent researches e.g., [15, 16] . Those studies have shown that dynamic data also affect the performance characteristic of drawing tasks besides the used of static data. For our experiments, 2 features were selected to be used in the classification process: 1) Feature 1: The standard deviation of pen pressure when drawing RU, p-value < 0.0001 and z-value = minus 4.319 and, 2) Feature 2: Ratio of time taken to draw HR and HL, p-value < 0.0001 and z-value = minus 5.205.
Architecture
Artificial Neural Network Classification
Artificial Neural Network training was developed using MATLAB 7.6 software. The network chosen for the prediction neural network had one input layer, 2 hidden layers and one output. For the hidden layers, the number of neurons is obtained by trial and error. The most compact network is chosen and presented. The network training parameters are:
 Training algorithm : Gradient descent with momentum training  Perform function : Mean Square Error  Training goal achieved : 0.04  Training epochs : 10000  Training momentum constant : 0.95  Learning rate: 0.2  Ratio to increase learning rate: 1.05  Ratio to decrease learning rate: 0.7 The hidden layers and the output layer used log sigmoid activation function which it calculate a layer's output from its net input. This function generates outputs between 0 and 1 as the neuron's net input could be any values from negative to positive infinity. The threshold,  for the output was set to 0.5. Therefore if the final testing value exceeds the threshold value, the function will takes the value 1 and 0 otherwise. The flow chart of training network using BP algorithm is shown in Figure 4 .
Since this dataset is large, we used cross validation method to test our classifiers. The data is randomly portioned into 10 equally size folds. In each folds, we selected 6 samples from the control group and 6 samples from the test group. Next, one fold is used for testing while the remaining 9 folds are used for validation. This process is continued 10 times such that within each itertion a different fold of the data is held-out for validation and the rest folds are used for learning.
As the initial weight of the each training process is not fixed, the network could give slightly different results. Hence, we trained each algorithm with 10 trials and get the average performance of the model.
Support Vector Machine Classification
The SVM was also run by using program MATLAB 7.6. Total 120 samples are used as input signals. Linear SVM is used as kernel function for training SVM. Usually among popular kernels, the linear kernel is much faster in training and testing speed. An important advantage of linear classification is that training and testing procedures are much more efficient. Therefore, linear classification can be very useful for some large-scale applications [17] . The 12 random signals are selected from the data used to test SVM and the remaining data used for training. Just like neural network, the experiment was done with 10 iterations of 10-fold cross validation and the final average performance of the classifier was taken out. Table 1 shows the classification results obtained for each attributes using ANN classifier and SVM classifier. The classification performance was divided into 2 parts: control and test. Control performance was based on the classification rate of the samples from the control group in the testing set while test performance was based on the classification rate of the samples from the test group in the testing set. The classification was considered correct if the output from the model was similar to the one that had been judged by the teachers (using Handwriting Proficiency Screening Questionnaire (HPSQ)).
Results and Discussions
In this paper, we used the classification error (rejection of genuine category) as the metric. From Table 1 , we can see that the classification rate for SVM is better than ANN in both cases; control group and test group with the average accuracy of classificatory testing based on SVM algorithm reaches more than 83%.
Based on the observation, neural network not only provide weakly performance in regression problem but also require more computational time than SVM technique. The recognition rates for SVM also show a significant improvement compared to ANN. Moreover the classificatory result of the SVM algorithm is more stable since it is not easily influenced by primal weighting value like neural network. In addition, the advantage of this approach clearly lies in its simplicity since no parameter has to be tuned. Overall, SVM is more convenient and superior when it comes to identify and assess "poor" writers.
Furthermore, between the two features, the results indicated that feature 1 which is the standard deviation of pen pressure when drawing RU is better than feature 2 (ratio of time taken to draw HR and HL) if we measure the percentage of correctly classified performance of control group. However, if the measure of performance was percentage of test group correctly classified, the feature 2 outperformed the feature 1. 
Conclusions
An experiment study of classification performance with the aim of identifying children with and without handwriting difficulties has been presented. It is based on the handwriting proficiency screening questionnaire (HPSQ). However, the collected data from the questionnaire is normally subjective and imprecise. Thus, the experiment can be further improve by using dynamic data that is both sensitive and specific is suggested for the screening process to be effective. Two techniques; ANN and SVM have been used in this study to select those who are at risk of handwriting difficulty due to the improper use of graphic rules. Here, it can be concluded that both methods are able to classify students with or without handwriting difficulties. However, the performances of the two classifiers are different, SVM technique is more effective and doable way than ANN method which it gives the average classification rate more than 83%.
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