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Abstract
Supersymmetry breaking by constant (field independent) superpotentials local-
ized at boundaries is studied in a supersymmetric warped space model. We calculate
the Kaluza-Klein mass spectrum of the hypermultiplet. We take into account of the
radion and the compensator supermultiplets, as well as the bulk mass c for the
hypermultiplet. The mass splitting is similar to that of the Scherk-Schwarz super-
symmetry breaking (in flat space) for large |c|, and has an interesting dependence
on the bulk mass parameter c. We show that the radius is stabilized by the presence
of the constant boundary superpotentials.
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1 Introduction
Supersymmetry (SUSY) [1] is a well-motivated extension to the Standard Model, which
plays a crucial role in solving the gauge hierarchy problem. Extra dimensions with flat
space [2], [3] or with the warped space [4] are also an alternative solution to the gauge
hierarchy problem. Considering both ingredients is natural in the context of the string
theory and is often taken as the starting point in the phenomenological model of the brane
world scenarios. In such a setup, we have to compactify extra dimensions and break SUSY
to obtain realistic four-dimensional physics. One of the simple ways to realize it is the
Scherk-Schwarz (SS) mechanism of SUSY breaking [5].
It is known that the SS SUSY breaking is equivalent to the SUSY breaking by a (bulk)
constant (field independent) superpotential in flat space [6, 7, 8]. These two scenarios
generate the same mass spectrum. It is natural to ask whether this equivalence still
holds in warped space. This issue has been discussed in several interesting papers so far
[9, 10, 11]. According to [9], if one considers the gauging of a symmetry of the theory
in warped space, which is completely broken by the boundary conditions, one is led to
an inconsistent theory. This implies an inconsistency of the SS SUSY breaking in a
SUSY Randall-Sundrum model. In [10], they discuss the SS twist for SU(2)R in the five-
dimensional gauged supergravity. Their conclusion is that if the background geometry is
AdS4, SUSY is broken by the SS twist, but if the background geometry is the Randall-
Sundrum geometry, SUSY is not broken by the SS twist. This statement agrees with that
of [9]. Recently, [11] also discussed this issue from the viewpoint of the five-dimensional
conformal supergravity. It tells us that whether SUSY is broken by the SS twist or not in
warped space depends on the way to gauge U(1)R. If we gauge U(1)R by the graviphoton
with Z2-odd gauge coupling, SUSY is not broken by the SS twist. However, they pointed
out that if we gauge U(1)R by the graviphoton with Z2-even gauge coupling, it is possible
to break SUSY. This seems to disagree with the statement in [9, 10]. In the light of these
facts, the issue of the SS SUSY breaking in warped space is not settled. Furthermore,
the equivalence of the SS SUSY breaking to the SUSY breaking by a constant (field
independent) superpotential in warped space is also unclear compared to the flat space
case. A number of works have studied the SUSY Randall-Sundrum model [12, 13, 14, 15].
More recently, higher dimensional gauge theories are also used to provide Higgs fields
as an extra-dimensional component of gauge fields [16]. The true ground state of such a
system is generally determined by the one-loop effective potential [17]–[20], which requires
mass spectrum of all the Kaluza-Klein towers, especially their SUSY breaking pattern,
since the effective potential vanishes in the supersymmetric limit. For phenomenological
applications, it is also important to include bulk mass parameters for hypermultiplets
[20].
The purpose of this paper is to investigate SUSY breaking effects and its properties
caused by constant (field independent) superpotentials localized at fixed points in the
SUSY Randall-Sundrum model. Taking the hypermultiplet and including the compen-
sating multiplet and the radion multiplet consistently (from supergravity), we calculate
the Kaluza-Klein mass spectrum and their mode functions of the hypermultiplet. We find
that the mass spectrum depends on the bulk mass parameter in addition to the strength
of the constant boundary superpotential. We observe a similarity of our result to the SS
SUSY breaking spectrum in flat space for large bulk mass parameter |c|. We also show
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that the radius is stabilized by the presence of the constant boundary superpotentials 4.
This paper is organized as follows. The model is introduced in Sec.2. The mass
spectrum of the hypermultiplet is calculated in Sec.3 and is compared with the SS SUSY
breaking. The mode functions are obtained in Sec.4. We show in Sec.5 that the radius is
stabilized. Sec.6 gives a conclusion. Appendices include a few details of calculations.
2 Model
We consider a five-dimensional supersymmetric model of a single hypermultiplet on the
Randall-Sundrum background, whose metric is
ds2 = e−2Rσηµνdx
µdxν +R2dy2, σ(y) ≡ k|y|, (2.1)
where R is the radius of S1 of the orbifold S1/Z2, k is the AdS5 curvature scale, and
the angle of S1 is denoted by y(0 ≤ y ≤ π). In terms of superfields for four manifest
supersymmetry, our Lagrangian reads [6]
L5 =
∫
d4θ
1
2
ϕ†ϕ(T + T †)e−(T+T
†)σ(Φ†Φ + ΦcΦc† − 6M35 )
+
∫
d2θ
[
ϕ3e−3Tσ
{
Φc
[
∂y −
(
3
2
− c
)
Tσ′
]
Φ +Wb
}
+ h.c.
]
, (2.2)
where ϕ = 1 + θ2Fϕ is the compensator chiral supermultiplet (of supergravity), T = R+
θ2FT is the radion chiral supermultiplet, and Φ,Φ
c are chiral supermultiplets representing
the hypermultiplet. The Z2 parity is assigned to be even (odd) for Φ(Φ
c). The derivative
with respect to y is denoted by ′, such as σ′ ≡ dσ/dy. The five-dimensional Planck
mass is denoted as M5. Here we consider a model with constant (field independent)
superpotentials localized at the fixed points y = 0, π
Wb ≡ 2M35 (w0δ(y) + wpiδ(y − π)), (2.3)
where w0, wpi are dimensionless constants which will be assumed to be O(1).
Since interesting physics in the extra dimensions is contained solely in the part of the
Lagrangian (2.2) containing auxiliary components F, F c, FT , Fϕ, we extract that part
Laux =
(
1
2
e−2Rσ(2RF †F + FTF
†φ+ F †TFφ
†)
+
{
1
2
e−2Rσ(2Rφ†F + FT (φ
†φ− 3M35 ))(F †ϕ − F †Tσ) + h.c.
}
+ (φ↔ φc)
)
+e−2RσR(φ†φ+ φcφc† − 6M35 )(F †ϕ − F †Tσ)(Fϕ − FTσ)
+
[
3e−3Rσ(Fϕ − FTσ)
{
φc
[
∂y −
(
3
2
− c
)
Rσ′
]
φ+Wb
}
+e−3Rσ
{
F c
[
∂y −
(
3
2
− c
)
Rσ′
]
φ+ φc
[
∂y −
(
3
2
− c
)
Rσ′
]
F
−φc
(
3
2
− c
)
FTσ
′φ
}
+ h.c.
]
, (2.4)
4For related discussions on stabilization, see [21, 22, 23], for example.
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where φc and F c (φ and F ) are scalar and auxiliary components of Φc (Φ). The Lagrangian
(2.4) gives the following equations of motion for auxiliary fields
F = −e
−Rσ
R
[
−∂yφc† +
(
3
2
+ c
)
Rσ′φc† +
φ
2M35
Wb
+
1
6M35
φ†φ∂yφ
c† +
1
3M35
φc†φ∂yφ
† − 1
6M35
φ†φφc†
(
9
2
− c
)
Rσ′
]
, (2.5)
F c = −e
−Rσ
R
[
∂yφ
† −
(
3
2
− c
)
Rσ′φ† +
φc
2M35
Wb
+
1
6M35
φcφ†∂yφ
c† +
1
3M35
φc†φc∂yφ
† − 1
6M35
φcφ†φc†
(
9
2
− c
)
Rσ′
]
, (2.6)
Fϕ = −e
−Rσ
R
[
− 1
6M35
φ†∂yφ
c† − 1
3M35
φc†∂yφ
† +
1
6M35
φ†φc†
(
9
2
− c
)
Rσ′ − 1
2M35
Wb
−3(1− 2Rσ)
r
φc†∂yφ
† − 3(1− 2Rσ)
r
Wb +
1− 2Rσ
r
φc†φ†
(
3
2
− c
)
Rσ′
]
,
(2.7)
FT = −e
−Rσ
r
[
6φc†∂yφ
† − 2φc†φ†
(
3
2
− c
)
Rσ′ + 6Wb
]
, (2.8)
where the partial integration has been performed in (2.5) and r ≡ φ†φ + φc†φc − 6M35 .
We can eliminate these auxiliary fields in (2.4) by substituting (2.5)–(2.8). To obtain the
mass spectrum, we take out only the part of the Lagrangian which is bilinear in scalar
fields
Lbilinearaux = −
1
R
e−4Rσ


∣∣∣∣∣−∂yφc† +
(
3
2
+ c
)
Rσ′φc† +
φ
2M3
Wb
∣∣∣∣∣
2
+
∣∣∣∣∣∂yφ† −
(
3
2
− c
)
Rσ′φ† +
φc
2M3
Wb
∣∣∣∣∣
2
+
{
Wb
M3
(
3
2
− c
)
Rσ′φφc + h.c.
} . (2.9)
The bilinear part of the Lagrangian turns out to be identical to that derived from another
Lagrangian
L5 =
∫
d4θ
1
2
ϕ†ϕ(T + T †)e−2Rσ(Φ†Φ+ ΦcΦc† − 6M35 )
+
∫
d2θ
[
ϕ2e−3Rσ
{
Φc
[
∂y −
(
3
2
− c
)
Tσ′
]
Φ+W
}
+ h.c.
]
, (2.10)
which was proposed in Ref.[24] based on a more accurate treatment of the radion superfield
using supergravity.
3 Mass spectrum of hyperscalar
Let us calculate the mass spectrum of scalar component fields φ and φc of the hyper-
multiplet. To allow possible discontinuities of the Z2 odd field φ
c across the fixed points
y = 0, π, we define
φc(x, y) ≡ ǫˆ(y)hc(x, y), ǫˆ(y) ≡
{
+1, 0 < y < π
−1, −π < y < 0 , (3.1)
3
where hc(x, y) is a parity even function with possibly nonvanishing value at y = 0, π.
The equations of motion for φ and φc are given by
0 =
Wb
2M35
(
−2(δ(y)− δ(y − π))hc + φ
†
2M35
Wb + 7(ǫˆ(y))
2kRhc − ǫˆ(y)∂yhc
)
−R2e2Rσηµν∂µ∂νφ† − e( 52+c)Rσ∂y
(
e−(1+2c)Rσ∂y(e
−( 3
2
−c)Rσφ†)
)
, (3.2)
0 =
Wb
2M3
(
ǫˆ(y)hc†
2M3
Wb + 2∂yφ
)
− 2(2δ(y)− 2δ(y − π))∂yhc†
− 2(∂yδ(y)− ∂yδ(y − π))hc† + φ
2M3
∂yWb
+ ǫˆ(y)
[
−R2e2Rσηµν∂µ∂νhc† − e( 52−c)Rσ∂y
(
e−(1−2c)Rσ∂y(e
−( 3
2
+c)Rσhc†)
)]
.
(3.3)
One should note that the equations for φ and φc couple only through the boundary
superpotential Wb. In the limit of vanishing boundary superpotential, we should obtain
a series of effective fields with φ(x, y) component only, and another series of effective
fields with φc(x, y) component only. For nonvanishing boundary superpotential, these
two sets mix each other and we obtain n-th Kaluza-Klein effective field φIn(x) with its
mode functions bIn(y) as φ(x, y) component and b
cI
n (y) as φ
c(x, y) component(
φ(x, y)
φc(x, y)
)
=
∑
n
∑
I=1,2
φIn(x)
(
bIn(y)
ǫˆ(y)bcn
I(y)
)
, (3.4)
where I is the indices corresponding to the two independent effective fields eigenvalues.
Assuming that the effective four-dimensional field φn(x) has mass mn, we easily find
solutions in the bulk in terms of the Bessel functions Jα, (Jβ) and Yα, (Yβ) [13]
bn(y) =
e2Rσ
Nn
[
Jα(mne
Rσ/k) + bα(mn)Yα(mne
Rσ/k)
]
, α = |c+ 1
2
|, (3.5)
bcn(y) =
e2Rσ
N cn
[
Jβ(mne
Rσ/k) + bβ(mn)Yβ(mne
Rσ/k)
]
, β = |c− 1
2
|, (3.6)
where we have not yet specified which mode I = 1, 2 until we determine mass eigenvalues
later.
Because of δ(y), δ(y − π) in the boundary superpotential and also derivatives of sign
function ǫˆ(y), we obtain several types of singular contributions, δ2(y) terms, ∂yδ(y) terms
and δ(y) terms and similarly for y replaced by y − π. To find out these singular terms,
we use the following identity valid as a result of a properly regularized calculation 5
δ(y)(ǫˆ(y))2 =
1
3
δ(y), δ(y − π)(ǫˆ(y))2 = 1
3
δ(y − π). (3.7)
All these singular terms need to be canceled resulting in boundary conditions. The
first boundary condition comes from δ2 terms in the equation of motion (3.2) for φ
− 2bcn(0) + w0bn(0) = 0, (3.8)
2bcn(π) + wpibn(π) = 0. (3.9)
5This follows from a wide range of regularization respecting the relation 2δ(y) = dǫ(y)/dy.
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The second boundary condition comes from δ function in the equation of motion for φ
0 =
7
3
w0b
c
n(0)−
1
3
w0
[
2bcn(0) +
mn
k
1
N cn
{
J ′β(mn/k) + bβY
′
β(mn/k)
}]
− 4bn(0) + 2
(
3
2
− c
)
bn(0)− 2mn
k
[
1
Nn
{J ′α(mn/k) + bα(mn)Y ′α(mn/k)}
]
, (3.10)
0 =
7
3
wpib
c
n(π)−
1
3
wpi
[
2bcn(π) +
mn
k
e3Rkpi
N cn
{
J ′β(mne
Rkpi/k) + bβY
′
β(mne
Rkpi/k)
}]
(3.11)
+ 4bn(π)− 2
(
3
2
− c
)
bn(π) +
2mn
k
[
e3Rkpi
Nn
{
J ′α(mne
Rkpi/k) + bα(mn)Y
′
α(mne
Rkpi/k)
}]
,
with J ′(z) = dJ(z)/dz. We find that no additional boundary conditions 6 arises from the
equation of motion of φc, since the boundary condition from ∂yδ is identical to that from
δ2.
We wish to solve the boundary conditions (3.8)–(3.11) in the limit
mn/k ≪ 1, (3.12)
mne
kRpi/k ≫ 1. (3.13)
Because of (3.12), the coefficient bα and bβ is small and Yα, Yβ terms can be neglected
at y = π. As given in Appendix A, the condition (3.13) allows the remaining Bessel
functions Jα and Jβ to be approximated by their asymptotic forms.
After changing variables,
mn
k
eRkpi ≡ x, 2α + 1
4
π ≡ a, 2β + 1
4
π ≡ b, (3.14)
we can rewrite boundary conditions at y = π (A.10) and (A.11) as summarized in Ap-
pendix A into a matrix form
[
M11 M12
M21 M22
] [
1/N cn
1/Nn
]
= 0. (3.15)
M11 = 2 cos(x− b), (3.16)
M12 = wpi cos(x− a), (3.17)
M21 =
wpi
6
(
(c2 − c+ 11) cos(x− b) + 2x sin(x− b)
)
, (3.18)
M22 = (c(1− c) cos(x− a)− 2x sin(x− a)) . (3.19)
Mass spectrum is determined by nontrivial solutions of fluctuations require the van-
ishing determinant of the matrix M
0 = 2 cos(x− b)[c(1− c) cos(x− a)− 2x sin(x− a)]
−w2pi cos(x− a)
(
c2 − c+ 11
6
cos(x− b) + x
3
sin(x− b)
)
, (3.20)
6Other potentially singular contributions do not contribute because of ǫˆ× δ = 0, ǫˆ× δ2 = 0.
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which determines the mass mn. It is most useful to start from the limit of vanishing
boundary superpotential, wpi → 0, giving two possibilities. The first solution is purely
φ(x, y) modes (φc(x, y) = 0)
0 = c(1− c) cos(x− a)− 2x sin(x− a), (3.21)
which gives solutions for large x as
x = nπ + a +
c(1− c)
2nπ
+O
(
1
n2
)
, (3.22)
with integer n. The second solution is purely φc(x, y) modes (φ(x, y) = 0)
0 = cos(x− b), (3.23)
which gives solutions
x =
(
n− 1
2
)
π + b, (3.24)
with integer n. When wpi 6= 0, these two modes (3.22) and (3.24) mix each other to form
two independent modes with slightly different mass spectra and with associated mode
functions.
We can rewrite the eigenvalue equation (3.20) in a more convenient form
tan2(x− a)−A(x) tan(x− a) +B(x) = 0, (3.25)
A(x) ≡ C
2x
+
(
1 +
w2pi
12
)
cot(a− b), B(x) ≡ C
2x
cot(a− b)− w
2
pi
12
, (3.26)
C ≡ c(1− c)− (c
2 − c+ 11)w2pi
12
. (3.27)
Since we are interested in highly excited Kaluza-Klein states (n≫ 1), we can approximate
x ≈ nπ in the denominator of C/(2x). Thus we find
tan(x− a) ≈ A(nπ)
2

1±
√√√√1− 4B(nπ)
A2(nπ)

 . (3.28)
We can determine the sign choice in (3.28) by examining the solution near wpi → 0. Since
the upper (lower) sign for 0 ≤ c ≤ 1 (c < 0, 1 < c) reduces to the behavior in Eq.(3.22) at
wpi → 0, it should correspond to the mode reducing to the purely φ(x, y) component at
wpi → 0. We shall call this mode as the dominantly φ mode, and denote it by the mode
functions (I = 1) as b1n(y), b
c1
n (y) and the effective field as φ
I=1
n (x) ≡ φn(x) in equation
(3.4). The other choice of the sign corresponds to the mode reducing to the purely φc(x, y)
component at wpi → 0 , which behaves as in Eq.(3.24). We shall call this mode as the
dominantly φc mode, and denote the mode functions (I = 2) as b2n(y), b
c2
n (y) and the
effective field as φI=2n (x) ≡ φcn(x) in equation (3.4).
Dominantly φ mode: φI=1 ≡ φ
6
We first consider the dominantly φ mode. Depending on the value of the bulk mass
parameter c, there is a qualitative difference of mass spectrum as a function of wpi. Let
us first consider the case of |c| ≥ 1/2. Then the parameter becomes a− b = ±π/2, which
makes the energy levels for purely φ and φc modes to be split only small amount of the
order of O(1/nπ) at high enough excitation (n≫ 1). Therefore we need to distinguish two
cases depending on the relative magnitude of |wpi| and 1/(nπ). For |wpi| ≪ 1/(nπ) ≪ 1,
we obtain perturbation from nondegenerate eigenvalues to find a deviation proportional
to w2pi
tan(x− a) ≈ c(1− c)
2nπ

1 + 1
3
(
nπwpi
c(1− c)
)2 . (3.29)
For wpi ∼ O(1), we obtain perturbation from (approximately) degenerate eigenvalues to
find a deviation linear in wpi
tan(x− a) ≈ ±|wpi|
2
√
3
{
+ for 1/2 ≤ c ≤ 1
− for c ≤ −1/2 or c > 1 , (3.30)
which gives the mass
mn ≈ ke−Rkpi
[(
n +
2α+ 1
4
)
π ± |wpi|
2
√
3
]
, wpi ∼ O(1), (3.31)
where the plus (minus) sign should be taken for 1/2 ≤ c ≤ 1(c ≤ −1/2 or c > 1).
We show tan(x − a) with the upper sign (dominantly φ mode) as a function of wpi in
Fig. 1.
0.25 0.5 0.75 1 1.25
0.1
0.2
0.3
0.4
tan(x− a)
w
pi
Figure 1: The wpi dependence of tan(x− a) with the upper sign (dominantly φ mode) in
the case of |c| ≥ 1/2. We use c = 0.5 and n = 10.
For the case of |c| < 1/2, the parameter becomes a− b = cπ, which makes the energy
levels for purely φ and φc modes to be nondegenerate even at high excitation (n ≫ 1).
Therefore we always obtain a mass shift proportional to w2pi. For wpi ≪ 1/(nπ), the
solution is approximated by
tan(x− a) ≈ c(1− c)
2nπ
− w
2
pi tan cπ
12
. (3.32)
For wpi ∼ O(1), it is approximated by
tan(x− a) ≈ 1
2 tan cπ
(
1 +
w2pi
12
)
1−
√
1 +
w2pi
3
tan2 cπ

 . (3.33)
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This gives the mass whose wpi dependence involves the bulk mass parameter c
mn ≈ ke−Rkpi

(n + 2α+ 1
4
)
π +
w2pi + 12
24 tan cπ

1−
√
1 +
w2pi
3
tan2 cπ



 . (3.34)
We show tan(x− a) as a function of wpi in Fig.2.
0.25 0.5 0.75 1 1.25
-0.25
-0.2
-0.15
-0.1
-0.05
tan(x− a)
w
pi
Figure 2: The wpi dependence of tan(x− a) with the upper sign (dominantly φ mode) in
the case of |c| < 1/2. We use c = 0.1 and n = 10.
Dominantly φc mode: φI=2 ≡ φc
If we choose the lower sign in Eq.(3.28), we obtain the dominantly φc mode. In the
case of |c| ≥ 1/2, we show tan(x− a) as a function of wpi in Fig.3. For wpi ≪ 1/(nπ)≪ 1
0.25 0.5 0.75 1 1.25
-0.4
-0.3
-0.2
-0.1
tan(x− a)
w
pi
Figure 3: The wpi dependence of tan(x− a) with the lower sign (dominantly φc mode) in
the case of |c| ≥ 1/2. We use c = 0.5 and n = 10.
in the case of |c| ≥ 1/2, we obtain
tan(x− a) ≈ − nπ
6c(1− c)w
2
pi. (3.35)
For wpi ∼ O(1) in the case of |c| ≥ 1/2, it becomes
tan(x− a) ≈ ∓|wpi|
2
√
3
{
− for 1/2 ≤ c ≤ 1
+ for c ≤ −1/2 or c > 1 , (3.36)
which gives the mass
mn ≈ ke−Rkpi
[(
n− 1
2
+
2β + 1
4
)
π ∓ |wpi|
2
√
3
]
(n≫ 1). (3.37)
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0.25 0.5 0.75 1 1.25
0.01
0.02
0.03
0.04
0.05
tan(x− b+ pi/2)
w
pi
Figure 4: The wpi dependence of tan(x− b+ π/2) for dominantly φc mode in the case of
|c| < 1/2. We use c = 0.1 and n = 10.
where the plus (minus) sign should be chosen for c ≤ −1/2 or c > 1(1/2 ≤ c ≤ 1).
In the case of |c| < 1/2, we show tan(x− b+ π/2) instead of tan(x− a) in Fig.4. It is
approximated as
tan(x− b+ π/2) ≈ w
2
pi tan cπ
12
, (3.38)
which gives the mass whose wpi dependence involves the bulk mass parameter c
mn ≈ ke−Rkpi
[(
n− 1
2
+
2β + 1
4
)
π +
w2pi tan cπ
12
]
. (3.39)
As for the mass spectrum of hyperfermions, one can immediately check that the lin-
earized equations of motion for hyperfermions are not affected by the constant boundary
superpotentials w0, wpi localized at branes. Therefore the mass spectrum for hyperfermions
is that for hyperscalars with wpi = 0.
4 Mode functions
Let us determine the mode functions for each eigenvalue obtained above. The correspond-
ing eigenvector of each solution gives the ratio Nn/N
c
n for the mode functions (bn, ǫˆb
c
n)
T
in Eqs.(3.4)–(3.6).
Dominantly φ mode: φI=1 ≡ φ
We first consider the dominantly φ modes corresponding to the choice of the upper
sign in Eq.(3.28). Using (3.15)–(3.19), we find the eigenvector
Nn
N cn
= −M12
M11
= −M22
M21
, (4.1)
which is most easily evaluated by
M12
M11
=
wpi
2
1
cos(a− b)− tan(x− a) sin(a− b) , (4.2)
For |c| ≤ 1/2, we obtain the ratio Nn/N cn which is shown as a function of wpi in Fig.5,
using the solution (3.28) with the upper sign for the dominantly φ modes. Using (3.32)
9
0.25 0.5 0.75 1 1.25
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
N
n
/N c
n
w
pi
Figure 5: The ratio Nn/N
c
n as a function wpi in the case of |c| < 1/2. We use c = 0.1 and
n = 10.
for small wpi, it can be approximated as
Nn
N cn
≈ − wpi
2 cos cπ
. (4.3)
This result represents O(wpi) mixing of bcn as we expected.
For |c| ≥ 1/2, we obtain the ratio by letting a − b = ±π/2 in Eq.(4.2). Using
the solution (3.28) with the upper sign for the dominantly φ modes, we show Nn/N
c
n
as a function of wpi in Fig.6. Using (3.35) for w ≪ (1/nπ), the ratio Nn/N cn can be
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n
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Figure 6: The ratio Nn/N
c
n as a function wpi for dominantly φ
c mode in the case of
|c| ≥ 1/2. We use c = 0.5 and n = 10.
approximated by ∣∣∣∣∣NnN cn
∣∣∣∣∣ ≈
∣∣∣∣∣ nπwpic(1− c)
∣∣∣∣∣ . (4.4)
The result in this case represents O(wpi) mixing of bcn characteristic of the perturbation
between nondegenerate states. Using (3.36) for wpi ≈ O(1), we obtain a wave function
with the O(1) mixing between φ and φc components∣∣∣∣∣NnN cn
∣∣∣∣∣ ≈
√
3, (4.5)
as anticipated by the wpi perturbation between the nearly degenerate (wpi ≫ 1/nπ) states.
Dominantly φc mode: φI=2 ≡ φc
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Similarly we can obtain the dominantly φc modes corresponding to the choice of lower
sign in Eq.(3.28). It is now more convenient to use the ratio
N cn
Nn
= −M21
M22
, (4.6)
M21
M22
=
wpi
6
× (4.7)
(c2 − c+ 11) tan(x− b+ pi
2
)− 2x
c(1− c)(tan(x− b+ pi
2
) cos(a− b)− sin(a− b)) + 2x(cos(a− b) + tan(x− b+ pi
2
) sin(a− b)) .
For |c| < 1/2 case, we show N cn/Nn as a function of wpi in Fig.7, using the solution
(3.28) with the lower sign for the dominantly φc modes. Using (3.38) for small wpi, the
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N c
n
/N
n
w
pi
Figure 7: The ratio N cn/Nn as a function wpi for dominantly φ
c mode in the case of
|c| < 1/2. We use c = 0.1 and n = 10.
ratio is approximately given by
N cn
Nn
≈ wpi
6 cos cπ
. (4.8)
This result exhibits O(wpi) mixing of φ for the wpi perturbation between nondegenerate
states.
For |c| ≥ 1/2, we show N cn/Nn as a function of wpi in Fig.8, using the solution (3.28)
with the lower sign for the dominantly φc modes. Using (3.35) for wpi ≪ 1/(nπ), the ratio
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Figure 8: The ratio N cn/Nn as a function wpi for dominantly φ
c mode in the case of
|c| ≥ 1/2. We use c = 0.5 and n = 10.
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is approximately given by
∣∣∣∣N
c
n
Nn
∣∣∣∣ ≈
∣∣∣∣∣ nπwpi3c(1− c)
∣∣∣∣∣ , (4.9)
which exhibits O(wpi) mixing of φ as a wpi perturbation of nondegenerate states. Using
(3.36) for wpi ∼ O(1), we obtain O(1) mixing between φ and φc components∣∣∣∣N
c
n
Nn
∣∣∣∣ ≈ 1√
3
, (4.10)
as anticipated by the wpi perturbation between the nearly degenerate (wpi ≫ 1/nπ) states.
5 Comment on the radius stabilization
In this section, we study the background solution for hypermultiplets and possible radius
stabilization in the presence of constant boundary superpotential Wb together with the
compensator ϕ and the radion T supermultiplets.
As a simple and realistic approximation, we consider a perturbative treatment for
small values of boundary superpotential Wb. Let us first find out a background solution
for the case of vanishing boundary superpotential: w0 = wpi = 0. By requiring no SUSY
breaking with vanishing auxiliary fields F = F c = Fϕ = FT = 0 in Eqs. (2.5)-(2.8), we
obtain a unique supersymmetric solution with a complex constant N2,
φ = N2 exp
[(
3
2
− c
)
Rσ
]
≡ φs, (5.1)
φc = 0. (5.2)
The potential vanishes for any values of the radius R and the complex parameter N2.
Therefore the supersymmetric solution φs has a flat directions along φ, as is typical for a
SUSY solution. Moreover, radius R is undetermined in this w0, wpi → 0 limit.
For nonzero w0 and wpi, we will find that supersymmetry is generically broken, and a
nontrivial potential will be generated. Let us now assume |w0| ∼ |wpi| ≡ w ≪ 1 and work
out perturbative solutions of the equations of motion for χ and χc as deviations from the
supersymmetric solutions in Eqs. (5.1) and (5.2)
φ = φs + χ, (5.3)
φc = ǫˆχc, (5.4)
where we allow possible discontinuities of the Z2 odd field φ
c across the fixed points
y = 0, π, similarly to Eq. (3.1). The equations of motion from the Lagrangian (2.4) shows
that φc† arises in the first order in w
[
∂y +
(
3
2
+ c
)
Rσ′
](
e−4Rσ
(
φ†sφs
6M35
− 1
)[
−∂y +
(
3
2
+ c
)
Rσ′
]
ǫˆχc
)
+e−4Rσ
φsφ
†
s
φ†sφs − 6M35
(3− 2c)2(Rσ′)2ǫˆχc − e
−4Rσ
2M35
φ†s(∂yWb) = 0. (5.5)
Provided the bulk fermion mass parameter c 6= 3/2, we can change a variable from y
to a dimensionless variable X ≡ φ†sφs/(6M35 ) − 1, and obtain the field equation for the
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bulk (y 6= 0, π)
[
− (3− 2c)2X2(X + 1)2 ∂
2
∂X2
−(3− 2c)X(X + 1)(3− 2c+ 2(1− 2c)X) ∂
∂X
+(3− 2c)2 + (3− 2c)(9/2− c)X + (1/2− c)(3/2 + c)X2
]
χc = 0, (5.6)
whose solution is given for generic values of the bulk fermion mass parameter c ( 6= 3/2, 1/2)
as
χc = X−1(X + 1)(5/2−c)/(3−2c)
[
c1 + c2(X + 1)
−(1−2c)/(3−2c)(X + (3− 2c)/(1− 2c))
]
, (5.7)
where c1 and c2 are constants of integration. The solution for c = 1/2 is given as
χc = X−1(X + 1) [c′1 + c
′
2(X − ln(X + 1))] , (5.8)
with another integration constants c′1, c
′
2. The field equation also yields the boundary
conditions as the cancellation conditions of ∂yδ(y) and ∂yδ(y − π)
X(−∂2y ǫˆ)χc −
1
2M35
φ†s(∂yWb) = 0, (5.9)
respectively. Using Wb in Eq.(2.3) and the background solution φs in Eq.(5.1), we obtain
the boundary conditions more explicitly
χc
∣∣∣∣
y=0
= −φ
†
sw0
2X
∣∣∣∣
y=0
=
N †2w0
2(1− Nˆ) , (5.10)
χc
∣∣∣∣
y=pi
=
φ†swpi
2X
∣∣∣∣
y=pi
=
N †2wpie
(3/2−c)Rkpi
2(Nˆe(3−2c)Rkpi − 1) , (5.11)
where we defined a dimensionless parameter Nˆ ≡ |N2|2/(6M35 ). These boundary condi-
tions determine the integration constants c1, c2 (or c
′
1, c
′
2) in terms of the unique undeter-
mined parameter N2. We find for generic values of c ( 6= 1/2, 3/2)
c1 = −
(
N †2
2Nˆ
5−2c
2(3−2c)
)
((1− 2c)Nˆe2Rkpi + 2e−(1−2c)Rkpi)w0 + ((1− 2c)Nˆ + 2)wpie−Rkpi
(1− 2c)Nˆ(e2Rkpi − 1) + 2(e−(1−2c)Rkpi − 1) ,(5.12)
c2 =
(
N †2
2Nˆ
3+2c
2(3−2c)
)
(1− 2c)
(
w0 + wpie
−Rkpi
)
(1− 2c)Nˆ(e2Rkpi − 1) + 2(e−(1−2c)Rkpi − 1) . (5.13)
whereas we find the solution for c = 1/2 as
c′1 = −
(
N †2
2Nˆ
)
(Nˆe2Rkpi − ln Nˆ − 1− 2Rkπ)w0 + (Nˆ − ln Nˆ − 1)wpie−Rkpi
Nˆ(e2Rkpi − 1)− 2Rkπ , (5.14)
c′2 =
(
N †2
2Nˆ
)
w0 + wpie
−Rkpi
Nˆ(e2Rkpi − 1)− 2Rkπ. (5.15)
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In the case of c = 3/2, we can solve Eq.(5.5) in the bulk directly and find
χc = c′′1e
Rσ + c′′2e
3Rσ, (5.16)
whose integration constants c′′1, c
′′
2 are determined by the boundary condition as
c′′1 = −
N †2
2(Nˆ − 1)e
2Rkpi (w0 + wpie
−3Rkpi)
e2Rkpi − 1 , (5.17)
c′′2 =
N †2
2(Nˆ − 1)
(
w0 + wpie
−Rkpi
)
e2Rkpi − 1 . (5.18)
From the equation of motion for φ, we find that the other perturbation χ of the
background φs is of order O(w2), and that it is given in terms of the background φs and
the first order perturbation χc ∼ O(w) uniquely, except for the amount of the admixture
of the background solution φs, which is always undetermined. Namely χ is determined in
terms of N2 without additional integration constants.
By inserting these solutions into the Lagrangian (2.4) and integrating over the extra
dimension y, we obtain the potential as a function of the radius R and the complex
normalization parameter N2
V =
k
2M35
∫ pi
0
dy
{
− 2c†2Nˆ5/2−2c+2/(3−2c)e((3−2c)(5/2−2c)+2)Rσ
+
(
3
2
+ c+ (3− 2c)
(
−5
2
+ 2c−
[
3(Nˆe(3−2c)Rσ − 1)
]−1))
χc†
}
φ†sWb
2
e−4Rσ, (5.19)
where we should use the solution in Eq.(5.7) subject to the boundary condition (5.9) for
χc. By performing integration and using the boundary conditions (5.10) and (5.11), we
find the potential
V = −N †2kc†2Nˆ5/2−2c+2/(3−2c)
(
w0 + wpie
((3−2c)2−2)Rkpi
)
+
|N2|2kw20
4(1− Nˆ)
(
−4c2 + 12c− 6 + 3− 2c
3(1− Nˆ)
)
+
|N2|2kw2pie−(1+2c)Rkpi
4(Nˆe(3−2c)Rkpi − 1)
(
−4c2 + 12c− 6− 3− 2c
3(Nˆe(3−2c)Rkpi − 1)
)
, (5.20)
where we should use c2 in Eq.(5.13) for generic values of c. It should be replaced by
c′2 in Eq.(5.15) for c = 1/2. We find that c = 1/2 case can be obtained as a smooth
limit from c 6= 1/2. We see that the supersymmetry breaking induced by the boundary
superpotential produces the potential V as a nontrivial function of N2 and R.
Let us now study the stabilization of the radius R and the modulus N2. For simplicity,
we consider the case where wpi = 0 and the constant N2 is real. Namely we assume that
the source of the SUSY breaking is localized on only one of the brane at y = 0 (Planck
brane). Then the potential becomes
V =
3M35kw
2
0
2
{ −2(1− 2c)
(1− 2c)(e2Rkpi − 1)Nˆ + 2(e(2c−1)Rkpi − 1)Nˆ
4−2c− 1
3−2c
+
Nˆ
1− Nˆ
(
−4c2 + 12c− 6 + 3− 2c
3(1− Nˆ)
)}
. (5.21)
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We need to require the stationary condition for both modes R and N2
∂V
∂R
= 0 and
∂V
∂Nˆ
= 0. (5.22)
The former condition ∂V/∂R = 0 leads to
Nˆ = e−(3−2c)Rkpi, (5.23)
whereas the latter condition gives
0 = −
2
(
4− 2c− 1
3−2c
)
Nˆ3−2c−
1
3−2c
Nˆ(e2Rkpi − 1)− 2
2c−1
(e(2c−1)Rkpi − 1) +
2(e2Rkpi − 1)Nˆ4−2c− 13−2c[
Nˆ(e2Rkpi − 1)− 2
2c−1
(e(2c−1)Rkpi − 1)
]2
+
1
(1− Nˆ)2
(
−4c2 + 12c− 6 + (3− 2c)(1 + Nˆ)
3(1− Nˆ)
)
. (5.24)
The vacuum expectation values for Nˆ and (Rk) are obtained as solutions of Eqs.(5.23)
and (5.24), depending only on the mass parameter c. We find that there is a unique
nontrivial minimum with a finite value of the radius R and the normalization N2 for the
flat direction φ provided c < ccr with
ccr ≡ 17−
√
109
12
. (5.25)
At the critical value of the mass parameter ccr, the minimum occurs at infinite radius and
vanishing normalization N2
Nˆ(ccr) = 0, R(ccr) =∞. (5.26)
To examine the stabilization for c < ccr more closely, we parametrize c = ccr −∆c with a
small ∆c. After using the relation Eq.(5.23), Nˆ = e−(3−2c)Rkpi, we find that the potential
(5.21) for c = ccr −∆c at the leading order of ∆c and Nˆ consists of two pieces
V ≈ 3M
3
5kw
2
0
2
(V1 + V2), (5.27)
V1 ≡ 2(2ccr − 1)
3− 2ccr Nˆ
4c2cr−12ccr+10
3−2ccr , (5.28)
V2 ≡ −Nˆ
(
−8ccr + 34
3
)
∆c. (5.29)
The first piece V1 is positive and increases with a power larger than unity as a function of
Nˆ , whereas the second piece is negative and linear in Nˆ , whose coefficient is proportional
to ∆c. The potential V and its pieces V1, V2 are depicted as a function of Nˆ in Fig.9. It is
now obvious that a unique minimum occurs at finite values of Nˆ provided ∆c > 0 (c < ccr)
and that the minimum point approaches Nˆ → 0 as ∆c→ 0 (c→ ccr). Actually the Fig.9
demonstrates only the stability along the direction of Nˆ , after the other variable R is
eliminated by the stationary condition (5.23). We have checked that this minimum point
gives a true minimum of the potential V (R, Nˆ) as a function of two variables, establishing
the stability in both directions. For ∆c 6= 0, the stationary condition ∂V/∂Nˆ = 0 becomes
0 ≈ 2(2ccr − 1)
3− 2ccr
(
3− 2ccr + 1
3− 2ccr
)
Nˆ2−2ccr+
1
3−2ccr −
(
34
3
− 8ccr
)
∆c. (5.30)
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Figure 9: Potential for c = ccr −∆c.
From this equation, we find that the stationary point at the leading order of ∆c as
R ≈ −1
[2(1− ccr)(3− 2ccr) + 1] kπ ln

 (3− 2ccr)
(
17
3
− 4ccr
)
2(2ccr − 1)
(
2− ccr − 1−ccr3−2ccr
)∆c

 , (5.31)
Nˆ ≈

 (3− 2ccr)
(
17
3
− 4ccr
)
2(2ccr − 1)
(
2− ccr − 1−ccr3−2ccr
)∆c


3−2ccr
(3−2ccr)(2−2ccr)+1
. (5.32)
Numerically R is evaluated as
R ≈ 1
10k
(
ln
1
∆c
− 3.4
)
. (5.33)
which implies that Rk > 1 is satisfied for ∆c < 10−6. Therefore our model with super-
symmetry breaking by constant boundary superpotentials realizes the radius stabilization
at Rk > 1 without requiring any additional mechanism.
Another attempt for a possible approximation is given in Appendix C.
6 Conclusion
In this paper, we have studied SUSY breaking by constant superpotentials at the bound-
aries of the Randall-Sundrum geometry. We have calculated the Kaluza-Klein mass spec-
trum of hypermultiplet in the SUSY Randall-Sundrum model including constant super-
potentials localized at branes. In particular, we have taken account of the bulk mass
parameter c, radion and compensator.
Here we note that the presence of the compensator does contribute to the above
calculated spectrum of hyperscalars. In the auxiliary field Lagrangian (2.9), F component
of the compensator gives the following type of terms
Wbφ∂yφ
c, Wbφ
c∂yφ, Wbσ
′φφc, W 2b (φ
†φ+ φc†φc), (6.34)
and their hermitian conjugate. From (6.34), the equation of motion for φ includes
Wb∂yφ
c, W 2b φ
†, which are relevant to the boundary condition coming from the δ2 terms
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as in (3.9) and Wb∂yφ
c, Wbσ
′φc, which are relevant to the boundary condition coming
from the δ terms as in (3.11). Therefore the boundary conditions (3.15) to determine
mass eigenvalues is different if we do not introduce the compensator.
In addition, we find that the SUSY breaking mass splitting and mode functions exhibit
qualitatively different wpi dependence for different values of the bulk mass parameter c.
As mentioned in Introduction, it is not yet clear what is the SS SUSY breaking in
warped space. However, it has been shown that the SS SUSY breaking and SUSY breaking
by the brane localized constant superpotentials are equivalent in flat space [6, 7, 8].
Therefore our results should reduce to the SS SUSY breaking if we take the flat limit.
Since we have used the approximation mn/k ≪ 1 in order to focus on the effect of the
warp factor, we cannot take the flat limit immediately from our results. Nevertheless it
is interesting to observe the following similarity with the SS SUSY breaking in our mass
spectrum. Let us first note that the bulk mass parameter c should have large magnitude
in order to take a proper flat limit k → 0 as seen from Eq.(2.2). Our result for large |c|
shows a linear dependence on wpi, which is quite similar to that of the SS SUSY breaking
as summarized in Appendix B. This similarity seems to suggest the equivalence of the SS
SUSY breaking with the SUSY breaking by constant superpotentials might be extendable
in some way from flat space to the warped space. This is in accord with a recent proposal
that the SS mechanism works in the supergravity gauged by a Z2 even coupling [11]. On
the other hand, we have found that the mass splitting depends on the bulk mass parameter
for |c| < 1/2, which is a new pattern of SUSY breaking. It would be interesting that the
different behavior for different values of the bulk mass parameter c might be understood
by the analysis in the gauged supergravity. We hope that this work would give some
insights to clarify whether the equivalence holds between SS breaking and SUSY breaking
by constant superpotentials even in warped space.
We have also discussed the possibility of radius stabilization. In the limit of vanish-
ing constant boundary superpotentials, we have obtained a SUSY background solutions
as a solution of the classical equations of motion. The solution has two flat directions,
the radius R and the complex moduli parameter N2 for the amplitude along one of the
hypermultiplet scalar φ. Then, we have introduced constant boundary superpotentials
w0,pi ≪ 1 as small perturbations. For the simplest situation of wpi = 0 (boundary super-
potential only for the Planck brane), we obtain the deviations from the SUSY solutions
in the leading order of w0. Using these solutions, we have explicitly calculated the radion
potential, and have shown that the radius R and the moduli N2 are indeed stabilized at
finite values.
When the classical solution is trivial φ = φc = 0, the radion potential is generated at
1-loop after SUSY is broken and the radius might be stabilized by the Casimir energy. If
SUSY is broken at high energy, the radion is stabilized for a special bulk mass parameter
c = 1/2 [25]. This mechanism might be helpful in the present case.
The radius stabilization has been studied also in the AdS4 background where SS SUSY
breaking can be formulated. In models with nonzero superpotential [26], it has been
found that hypermultiplets give positive contributions to the radion potential, contrary
to the negative contributions from the gravity multiplet. This provides various patterns
of radion potential. However explicit calculation with arbitrary values of c remains to
be studied. It would be interesting to apply our analysis for arbitrary values of c to the
radius stabilization of the AdS4 background.
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A Solving boundary conditions for mass spectrum
The boundary conditions from δ2 terms (3.8) and (3.9) can be rewritten in terms of the
Bessel functions
1
Nn
[Jα(mn/k) + bα(mn)Yα(mn/k)] =
2
w0N cn
[Jβ(mn/k) + bβ(mn)Yβ(mn/k)] , (A.1)
1
Nn
[
Jα(mne
Rkpi/k) + bα(mn)Yα(mne
Rkpi/k)
]
= − 2
wpiN cn
[
Jβ(mne
Rkpi/k) + bβ(mn)Yβ(mne
Rkpi/k)
]
. (A.2)
Similarly, the boundary conditions from δ terms (3.10) and (3.11) can be rewritten
(
5
6
w20 − 1− 2c
)
(Jα(mn/k) + bα(mn)Yα(mn/k))
=
2mn
k
(J ′α(mn/k) + bα(mn)Y
′
α(mn/k)) +
1
3
w0
mn
k
Nn
N cn
[
J ′β(mn/k) + bβ(mn)Y
′
β(mn/k)
]
,
(A.3)(
5
6
w2pi − 1− 2c
)(
Jα(mne
Rkpi/k) + bα(mn)Yα(mne
Rkpi/k)
)
=
2mn
k
eRkpi
(
J ′α(mne
Rkpi/k) + bα(mn)Y
′
α(mne
Rkpi/k)
)
−1
3
wpi
mn
k
Nn
N cn
[
eRkpi(J ′β(mne
Rkpi/k) + bβ(mn)Y
′
β(mne
Rkpi/k))
]
. (A.4)
We can determine bα, bβ from the boundary conditions (A.1) and (A.3) at y = 0
bα(mn) =
1
(β + 5)w20 − 6(1 + 2c− 2α)
×
[(
−(β + 5)w20 + 6(1 + 2c+ 2α)
) Jα(mn/k)
Yα(mn/k)
+ 4βw0
Nn
N cn
Jβ(mn/k)
Yα(mn/k)
]
∼ 1
(β + 5)w20 − 6(1 + 2c− 2α)
×
[(
(β + 5)w20 − 6(1 + 2c+ 2α)
)(mn
2k
)2α π
Γ(α + 1)Γ(α)
−4βw0Nn
N cn
(
mn
2k
)α+β π
Γ(β + 1)Γ(α)
]
, (A.5)
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bβ(mn) =
1
(β + 5)w20 − 6(1 + 2c− 2α)
×
[
12αw0
Jα(mn/k)
Yβ(mn/k)
N cn
Nn
+
(
(β − 5)w20 + 6(1 + 2c− 2α)
) Jβ(mn/k)
Yβ(mn/k)
]
∼ 1
(β + 5)w20 − 6(1 + 2c− 2α)
×
[
−12αw0
(
mn
2k
)α+β π
Γ(α+ 1)Γ(β)
N cn
Nn
−
(
(β − 5)w20 + 6(1 + 2c− 2α)
)(mn
2k
)2β π
Γ(β + 1)Γ(β)
]
, (A.6)
where we used the approximation for |z| ≪ 1
Jβ(z)
Yα(z)
∼
(
z
2
)β (
− 1
Γ(β + 1)
)(
z
2
)α
sin(πα)Γ(1− α) = −
(
z
2
)α+β π
Γ(β + 1)Γ(α)
. (A.7)
In the approximation (3.12), we can neglect bα, bβ since (mn/k)
2α, (mn/k)
α+β, (mn/k)
2β
are very small. Using the other approximation condition (3.13), we can approximate the
Bessel functions for |z| >> 1 as
Jα(z) ∼
√
2
πz
[
cos
(
z − 2α+ 1
4
π
)
− 4α
2 − 1
8z
sin
(
z − 2α + 1
4
π
)]
, (A.8)
Yα(z) ∼
√
2
πz
[
sin
(
z − 2α+ 1
4
π
)
− 4α
2 − 1
8z
sin
(
z − 2α+ 1
4
π
)]
, (A.9)
Therefore, it is a good approximation to impose the boundary conditions at y = π with
only Jα(β) terms disregarding Yα(β) terms. Then, the approximated boundary conditions
at y = π (3.10) and (3.11) can be read
0 ∼ 2
N cn
cos(
mn
k
eRkpi − 2β + 1
4
π) +
wpi
Nn
cos(
mn
k
eRkpi − 2α+ 1
4
π), (A.10)
0 ∼ 1
Nn
[
c(1− c) cos(mn
k
eRkpi − 2α+ 1
4
π)− 2mn
k
eRkpi sin(
mn
k
eRkpi − 2α+ 1
4
π)
]
+
wpi
N cn
[
c2 − c+ 11
6
cos(
mn
k
eRkpi − 2β + 1
4
π) +
mne
Rkpi
3k
sin(
mn
k
eRkpi − 2β + 1
4
π)
]
(A.11)
which gives the matrix eigenvalue equation (3.15).
B Relation to SS SUSY breaking
In this appendix, we briefly review that the SS SUSY breaking and SUSY breaking by
the brane localized constant superpotentials are equivalent in flat space [6, 7, 8] and
compare our spectrum in the SUSY Randall-Sundrum model with that in flat space. Let
us consider the following hypermultiplet Lagrangian in flat space
L =
∫
d4θ(|Φ|2 + |Φc|2) +
[∫
d2θΦc∂yΦ + h.c.
]
. (B.1)
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Its auxiliary field Lagrangian can be read as
Laux = (|F |2 + |F c|2) + [F c∂yφ− F∂yφc + h.c.] , (B.2)
then, it is easy to solve
F † = ∂yφ
c, F c† = −∂yφ. (B.3)
Here, we twist the hyperscalar in terms of R-symmetry rotation SU(2)R,(
φ
φc†
)
(y + 2πR) = e2piiqσ2
(
φ
φc†
)
(y), (B.4)
where q is SU(2)R charge. This can be written as(
φ
φc†
)
(y) = eiσ2f(y)
(
φ˜
φ˜c†
)
(y), (B.5)
where φ˜c are periodic functions for S1 and f(y) was found in [7],
f(y) =
w0 − wpi
4
ǫˆ(y) +
w0 + wpi
4
η(y) (B.6)
where
η(y) = 2l + 1, lπR < y < (l + 1)πR, (l : integer) (B.7)
is the “staircase” function that jumps by two units for every πR along y. Note f(y +
2πR) = f(y) + w0 + wpi, which implies w0 + wpi = 2πq to yield a correct twist. Then the
equation of motion for φ˜ is
(−R2ηµν∂µ∂ν − ∂2y)φ˜− ∂y(f ′φ˜c†)− f ′(∂yφ˜c† − f ′φ˜) = 0. (B.8)
The equation of motion for φ˜c is given by
(−R2ηµν∂µ∂ν − ∂2y)φ˜c + ∂y(f ′φ˜†) + f ′(∂yφ˜† + f ′φ˜c) = 0. (B.9)
These equations can be solved by
φ˜ = cos(ny + f˜) (B.10)
φ˜c = sin(ny + f˜) (B.11)
where f˜(y) is the periodic function given by
f˜ =


w0
2
+ w0+wpi
2pi
(2lπ − y) for 2lπ < y < (2l + 1)π
wpi
2
+ w0+wpi
2pi
((2l + 1)π − y) for (2l + 1)π < y < 2(l + 1)π
0 for y = lπ
(B.12)
f˜ ′ = w0δ(y) + wpiδ(y − π)− w0 + wpi
2π
. (B.13)
The mass spectrum is obtained as7
mn =
1
R
[
n− w0 + wpi
2π
]
. (B.14)
This spectrum in flat case is similar to our results (3.31) and (3.37) in the Randall-
Sundrum model for large |c| since only the scalar fields in the hypermultiplet receive the
mass shift which is linear in wpi.
7Here, a regularization different from ours in (3.7) is used for δ(y)ǫ2(y) by taking the limit for ǫ(y)
first without respecting the relation 2δ(y) = dǫ(y)/dy. This treatment results in δ(y)ǫ2(y) = δ(y), instead
of our δ(y)ǫ2(y) = δ(y)/3 as in (3.7).
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C Another approximation for background solution
In this appendix, we consider another approximation to explore solutions of the equations
of motion.
We see that F components are nonlinear in φ, φc, resulting in a difficulty to solve
the equations of motion for φ, φc. To examine the leading order effects of the constant
boundary superpotential, we attempt the following approximation
φ, φc ∼ O(R−3/2), w0,pi ∼ O(1), (C.1)
R−1 < M5, Rσ ∼ O(10π). (C.2)
Evaluating the order of magnitude of the terms in the equations of motion for auxiliary
fields (2.5)-(2.8), the dominant terms are found to be
F ≈ −e
−Rσ
R
[
−∂yφc† +
(
3
2
+ c
)
Rσ′φc† +
φ
2M35
Wb
]
, (C.3)
F c ≈ −e
−Rσ
R
[
∂yφ
† −
(
3
2
− c
)
Rσ′φ† +
φc
2M35
Wb
]
, (C.4)
Fϕ ≈ −e
−Rσ
R
[
− 1
6M35
φ†∂yφ
c† +
1− 6Rσ
6M35
φc†∂yφ
† +
3(1 +Rσ)− 2Rσc
6M35
φ†φc†Rσ′ − Rσ
M35
Wb
]
,
(C.5)
FT ≈ e−Rσ
[
1
6M35
{
6φc†∂yφ
† − 2φc†φ†
(
3
2
− c
)
Rσ′ +
Wb
M35
(φ†φ+ φc†φc)
}
+
Wb
M35
]
. (C.6)
Then we find that the auxiliary fields Lagrangian is exactly given by the bilinear La-
grangian (2.9). Let us look for the classical solution for the background because the
radion potential can be obtained from the classical solution. We assume the classical
solution for the background to depend only on y. Since we obtain the bilinear Lagrangian
(2.9), the classical equations of motion is identical to the linearized one in (3.2) and (3.3),
except that ∂µ∂ν term in the last lines should be discarded.
We can easily solve the equations of motion in the bulk
φ = e(3/2−c)Rσ [N1e
(1+2c)Rσ +N2], (C.7)
hc = e(3/2+c)Rσ [N c1e
(1−2c)Rσ +N c2 ], (C.8)
where N1,2, N
c
1,2 are integration constants. The boundary conditions from δ
2 terms (3.8)
and (3.9) become
0 = −2(N c1 +N c2) + w0(N1 +N2), (C.9)
0 = 2e(3/2+c)Rkpi(N c1e
(1−2c)Rkpi +N c2) + wpie
(3/2−c)Rkpi(N1e
(1+2c)Rkpi +N2). (C.10)
The boundary conditions from δ terms (3.10) and (3.11) become
0 = −w0
[
1
3
(
3
2
+ c
)
(N c1 +N
c
2) + (1− 2c)
1
3
N c1
]
+
7
3
w0(N
c
1 +N
c
2)− 2N1(1 + 2c), (C.11)
0 = −wpi
[
1
3
(
3
2
+ c
)
(N c1e
(1−2c)Rkpi +N c2) + (1− 2c)
1
3
N c1e
(1−2c)Rkpi
]
+
7
3
(N c1e
(1−2c)Rkpi +N c2) + 2N1(1 + 2c)e
Rkpi. (C.12)
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From (C.11) and (C.12), we obtain
(
N c1
N c2
)
= N2w0
[
−w20wpi
1− e(1−2c)Rkpi
12(1 + 2c)
+
wpi + w0e
Rkpi
9/2 + c
− wpie
(1−2c)Rkpi + w0e
Rkpi
11/2− c
]−1
×


(
wpi + w0e
Rkpi
)
/(9 + 2c)
−
(
wpie
(1−2c)Rkpi + w0e
Rkpi
)
/(11− 2c)

 . (C.13)
From (C.9) and (C.13), we obtain
N1 = N2w0
[
−w20wpi
1− e(1−2c)Rkpi
12(1 + 2c)
+
wpi + w0e
Rkpi
9/2 + c
− wpie
(1−2c)Rkpi + w0e
Rkpi
11/2− c
]−1
×w0wpi(1− e(1−2c)Rkpi)/(12(1 + 2c)). (C.14)
It is interesting to see that N c1 , N
c
2 , N1 → 0 for w0 → 0. We observe that the overall
constant N2 remains undetermined, because of the bilinear Lagrangian in our approxima-
tion. Moreover, we do not have good reasons to assume this constant N2 not to depend
on the radius R, since all these normalization constants N1, N2, N
c
1 , N
c
2 are related by the
boundary condition involving R. Therefore we cannot give a definite answer on the radius
stabilization in the present approximation.
If we take into account higher order corrections and/or additional mechanisms, we
can presumably determine the normalization constant, although it is a very hard task to
analyze.
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