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Abstract. We study nongeneric planar trees and prove the existence of a
Gibbs measure on infinite trees obtained as a weak limit of the finite volume
measures. It is shown that in the infinite volume limit there arises exactly one
vertex of infinite degree and the rest of the tree is distributed like a subcritical
Galton-Watson tree with mean offspring probability m < 1. We calculate
the rate of divergence of the degree of the highest order vertex of finite trees
in the thermodynamic limit and show it goes like (1 −m)N where N is the
size of the tree. These trees have infinite spectral dimension with probability
one but the spectral dimension calculated from the ensemble average of the
generating function for return probabilities is given by 2β − 2 if the weight
wn of a vertex of degree n is asymptotic to n
−β.
1 Introduction
In the recent past the interest of scientists in various classes of random
graphs and networks has increased dramatically due to the many applica-
tions of these mathematical structures to describe objects and relationships
in subjects ranging from pure mathematics and computer science to physics,
chemistry and biology. An important class of graphs in this context are tree
graphs, both because many naturally appearing random graphs are trees and
also because trees are analytically more tractable than general graphs and
one expects that some features of general random graphs can be understood
by looking first at trees.
In this paper we study an equilibrium statistical mechanical model of
planar trees. The parameters of the model are given by a sequence of non–
negative numbers (wi)i≥1, referred to as branching weights. To a finite tree
τ we assign a Boltzmann weight
W (τ) =
∏
i∈V (τ)
wσi
where V (τ) is the vertex set of τ and σi is the degree of the vertex i. The
model is local, in the sense that the energy of a tree is given by the sum over
the energies of individual vertices. In [7] the critical exponents of this model
were calculated and its phase structure was described. It was argued that the
model exhibits two phases in the thermodynamic limit: a fluid (elongated,
generic) phase where the trees are of a large diameter and have vertices of
finite degree and a condensed (crumpled) phase where the trees are short
and bushy with exactly one vertex of infinite degree.
A complete characterization of the fluid phase, referred to as generic
trees, was given in [17, 20] where it was shown that the Gibbs measures
converge to a measure concentrated on the set of trees with exactly one non–
backtracking path from the root to infinity having critical Galton-Watson
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outgrowths. In [20] it was furthermore proved that the trees have Hausdorff
dimension dH = 2 and spectral dimension ds = 4/3 with respect to the
infinite volume measure. The purpose of this paper is to establish analogous
results for the condensed phase. Preliminary results in this direction were
obtained in [31].
One of the motivations for the study of the tree model is that a similar
phase structure is seen for more general class of graphs in models of simplicial
gravity [1, 2]. In these models the elongated phase seems to be effectively
described by trees [3] and it has been established by numerical methods that
in the condensed phase a single large simplex appears whose size increases
linearly with the graph volume [15, 24]. In [12] it was proposed that the same
mechanism is behind the phase transition in the different models and the so
called constrained mean field model was introduced in order to capture this
feature. This idea was developed in a series of papers [6, 8, 9, 10, 11] where
the model was studied under the name “balls in boxes” or “backgammon
model”. The model consists of placing N balls into M boxes and assigning a
weight to each box depending only on the number of balls it contains. In [9]
the critical exponents were calculated and the two phases characterized. The
distribution of the box occupancy number was derived and it was argued
that in the condensed phase exactly one box contains a large number of balls
which increases linearly with the system size.
A model equivelant to the “balls in boxes” model was studied in a
recent paper [27]. It is an equilibrium statistical mechanical model with a
local action of the form described above but the class of trees is restricted to
so called caterpillar graphs. Caterpillars are trees which have the property
that if all vertices of degree one and the edges containing them are removed,
the resulting graph is linear. The caterpillar model was solved by proving
convergence of the Gibbs measures to a measure on infinite graphs and the
limiting measure was completely characterized. It was shown that in the fluid
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phase the measure is concentrated on the set of caterpillars of infinite length
and that in the condensed phase it is concentrated on the set of caterpillars
which are of finite length and have precisely one vertex of infinite degree. This
was the first rigourous treatment of the condensed phase in models of the
above type. A model of random combs, equivalent to the caterpillar model
was studied in [18] where analagous results were obtained for the limiting
measure. A closely related phenomenom of condensation also appears in
dynamical systems such as the zero range process, see e.g. [21].
In this paper we use techniques similar to those of [27] with some ad-
ditional input from probability theory to prove convergence of the Gibbs
measures in the condensed phase of the planar tree model. In Section 2 we
generalize the definition of planar trees to allow for vertices of infinite degree
and define a metric on the set of planar trees which has the nice properties
that the metric space is compact and that the subset of finite trees is dense.
In Section 3 we recall the definition of generic and nongeneric trees, define
the partition functions of interest and recall the relation to Galton-Watson
processes. Section 4 is the technical core of the paper. There we review some
results we need from probability theory and then show that the partition
function ZN for nongeneric trees of size N has the asymptotic behavior
ZN ∼ N
−βζ−N0 (1.1)
where ζ0 is a constant and β is the exponent of the power decay of the
weight wn of vertices of degree n, i.e. wn ∼ n
−β . In Section 5 we establish
the existence of the infinite volume Gibbs measure and prove that in the
condensed phase it is concentrated on the set of trees of finite diameter
with precisely one vertex of infinite degree and that the rest of the tree
is distributed as a subcritical Galton-Watson process with mean offspring
probabilitym < 1. We prove that for finite trees the degree of the large vertex
grows linearly with the system size N as (1 − m)N with high probability,
confirming the result stated in [14]. We conclude in Section 6 by calculating
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the annealed spectral dimension of the trees in the condensed phase. In [16]
it was claimed, on the basis of scaling arguments, that the spectral dimension
is ds = 2. We prove, however, that if the spectral dimension exists it is given
by ds = 2β − 2. In fact, it takes the same value as the spectral dimension of
the condensed phase in the caterpillar model [27].
2 Rooted planar trees
In this section we recall the definition of rooted planar trees and define a
convenient metric on the set of all such trees. We establish some elementary
properties of the trees as a metric space which will be needed in the construc-
tion of a measure on infinite trees. The combinatorial definition of planar
trees below is in the spirit of [17] with the change that we allow for vertices
of infinite degree. We require this extension since vertices of infinite degree
appear in the thermodynamic limit in the nongeneric phase of the random
tree model in Section 4.
The planarity condition means that links incident on a vertex are cycli-
cally ordered. When the degree of a vertex is infinite there are nontrivial
different possibilities of ordering the links and therefore the planarity condi-
tion must by carefully defined. We allow vertices of at most countably infinite
degree and the edges are given the simplest possible ordering, i.e. if we look
at the set of edges leading away from the root at a given vertex, then the
smallest edge is the leftmost one which is required to exist and the remaining
edges are ordered as N. Note that we could just as well choose the rightmost
edge as the smallest and order the remaining ones counterclockwise as N.
The root will always be taken to have order one for convenience but this is
not an essential assumption.
Let (DR)R≥0 be a sequence of pairwise disjoint, countable sets with the
properties that if DR = ∅ then Dr = ∅ for all r ≥ R. The sets D0 and
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D1 are defined to have only a single element. The set DR will eventually
denote the set of vertices at graph distance R from the root. We will denote
the number of elements in a set A by |A|. To introduce the edges and the
planarity condition, we define orderings on each of the sets DR and order
preserving maps
φR : DR −→ DR−1, R ≥ 1 (2.1)
which satisfy the following: For each vertex v ∈ DR−1 such that
|φ−1R (v)| =∞, there exists an order preserving isomorphism
ψv : N −→ φ
−1
R (v). (2.2)
In this notation φR(w) is the parent of the vertex w and |φ
−1
R (v)| + 1 is the
degree of the vertex v, denoted σv. One can show by induction on R that
such orderings on the sets DR can be defined and that they are well orderings,
i.e. each subset of DR has a smallest element. It is not hard to check that
given the ordered sets DR, R ≥ 0, and the order preserving maps φR, R ≥ 1
with the above properties the maps ψv are unique. For a vertex v of a finite
degree we can also define the mappings ψv and they are trivial.
Let Γ˜ be the set of all pairs of sequences {(D0, D1, D2, . . .), (φ1, φ2, . . .)}
which satisfy the above conditions. We define an equivalence relation ∼ on
Γ˜ by
{(D0, D1, . . .), (φ1, φ2, . . .)} ∼ {(D
′
0, D
′
1, . . .), (φ
′
1, φ
′
2, . . .)} (2.3)
if and only if for all R ≥ 1 there exist order isomorphisms χR : DR −→ D
′
R
such that φ′R = χR−1 ◦φR ◦χ
−1
R . Note that since the sets DR are well ordered
for all R ≥ 1 the order isomorphisms χR are unique. Define Γ = Γ˜/ ∼. If
τ ∈ Γ˜ we denote the equivalence class of τ by [τ ] and call it a rooted planar
tree. As a graph, the tree has a vertex set
V =
∞⋃
R=0
DR (2.4)
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ψv(1)
ψv(2)
ψv(3)
v
Towards root
Figure 1: The ordering of φ−1R (v).
and an edge set
E = {(v, φR(v)) | v ∈ DR, R ≥ 1} (2.5)
which are independent of the representative {(D0, D1, . . .), (φ1, φ2, . . .)} up to
graph isomorphisms. The single element in D0 is called the root and denoted
by r. We denote the set of all rooted planar trees on N edges by ΓN and the
set of finite rooted planar trees by Γ′ =
⋃∞
N=1 ΓN .
In the following, all properties of trees [τ ] ∈ Γ that we are interested
in are independent of representatives and we write τ instead of [τ ]. We then
write DR(τ), φR(·, τ), ψv(·, τ), σv(τ) etc. when we need the more detailed
information on τ . If it is clear which tree we are working with we skip the
argument τ . When we draw the trees in the plane we use the convention that
ψv(k) is the k-th vertex clockwise from the nearest neighbour of v closest to
the root, see Figure 1.
For a tree τ ∈ Γ we denote its height, i.e. the maximal graph distance
of its vertices from the root, by h(τ). For a pair of vertices v and w we denote
the unique shortest path from v to w by (v, w). The ball of radius R, BR(τ)
is defined as the subtree of τ generated by D0(τ), D1(τ) . . .DR(τ).
We define the left ball of radius R, LR(τ), as the subtree of BR(τ) gen-
erated by subsets ES ⊆ DS(BR(τ)), S = 0, ...R, such that E0 = D0(BR(τ)),
E1 = D1(BR(τ)) and
ES = {ψv(i) | v ∈ ES−1, i = 1, 2, . . . ,min{R, σv} − 1}, (2.6)
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τB3(τ)
L3(τ)
Figure 2: An example of the subgraphs BR(τ) and LR(τ).
see Fig. 2. We denote the number of edges in a tree τ by |τ |. It is easy to
check that for all τ ∈ Γ
|LR(τ)| ≤
(R − 1)R − 1
R − 2
, (2.7)
whereas the number of elements in BR(τ) can be infinite. We define a metric
d on Γ by
d(τ, τ ′) = min
{
1
R
∣∣∣∣ LR(τ) = LR(τ ′), R ∈ N
}
, τ, τ ′ ∈ Γ. (2.8)
It is elementary to check that this is in fact a metric. Note that if we allow
any ordering on the infinite sets |φ−1R (v)|, but still insist that they have a
smallest element, then this ordering is in general not a a well ordering and d
is only a pseudometric.
Denote the open ball in Γ centered at τ0 and with radius r by
Br(τ0) = {τ ∈ Γ | d(τ0, τ) < r}. (2.9)
Proposition 2.1 For r > 0 and τ0 ∈ Γ, the ball Br(τ0) is both open and
closed and if τ1 ∈ Br(τ0) then Br(τ1) = Br(τ0).
Proof It is easy to see that open balls are also closed since the possible
positive values of d form a discrete set. To prove the second statement take
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a ball Br(τ0) and a tree τ1 ∈ Br(τ0). First take an element τ2 ∈ Br(τ1). We
know that LR(τ1) = LR(τ0) and LR(τ1) = LR(τ2) for all R < 1/r so obviously
LR(τ0) = LR(τ2) for all R < 1/r. Therefore
d(τ2, τ0) ≤ min
{
1
R
∣∣∣∣ LR(τ2) = LR(τ0), R < 1/r + 1
}
=
1
⌊1/r + 1⌋
< r. (2.10)
Therefore τ2 ∈ Br(τ0) and thus Br(τ1) ⊆ Br(τ0). With exactly the same ar-
gument we see that Br(τ0) ⊆ Br(τ1) and therefore the equality is established.

Proposition 2.2 The metric space (Γ, d) is compact and the set Γ′ of finite
trees is a countable dense subset of Γ.
Proof To prove compactness it is enough to note that by (2.7), for each
R ∈ N, the set {LR(τ) | τ ∈ Γ} is finite. The result then follows by the same
arguments applied to the set of random walks in [17].
In order to prove the density of Γ′ we note that the sequence (Ln(τ))n∈N
is in Γ′ by (2.7) and clearly converges to τ .

3 Generic and nongeneric trees
In this section we define the tree ensemble that we study and discuss some
of its elementary properties. Let wn, n ≥ 1 be a sequence of non–negative
numbers which we call branching weights. For technical convenience we will
always take
w1, w2 > 0 and wn > 0 for some n ≥ 3. (3.1)
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Let V (τ) be the set of vertices in τ . The finite volume partition function is
defined as
ZN =
∑
τ∈ΓN
∏
i∈V (τ)\{r}
wσi (3.2)
where σi is the degree of vertex i. We define a probability distribution νN
on ΓN by
νN(τ) = Z
−1
N
∏
i∈V (τ)\{r}
wσi. (3.3)
The weights wn, or alternatively the measures νN , define a tree ensem-
ble. Note that νN is not affected by a rescaling of the branching weights of
the form wn → wnab
n where a, b > 0. We introduce the generating functions
Z(ζ) =
∞∑
N=1
ZNζ
N (3.4)
and
g(z) =
∞∑
n=0
wn+1z
n. (3.5)
Then we have the standard relation
Z(ζ) = ζg(Z(ζ)) (3.6)
which is explained in Fig. 3.
We denote the radius of convergence of Z(ζ) and g(z) by ζ0 and ρ,
respectively, and define Z0 = Z(ζ0). If Z0 < ρ, then by definition we have a
generic ensemble of trees [20]. Otherwise we say that we have a nongeneric
ensemble. If ρ =∞ we always have a generic ensemble. If ρ is finite we can
assume that ρ = 1 by scaling the branching weights wn → wnρ
n−1.
There is a useful relation between the tree ensemble (ΓN , νN) and
Galton–Watson (GW) trees (see e.g. [23]). Let pn, n = 0, 1, 2 . . ., be the
offspring probability distribution for a GW tree. Then we link a vertex of
order one (the root) to the ancestor of the GW tree and obtain a rooted tree
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with a root of degree 1. The GW process gives rise to a probability measure
on the set of all finite trees
µ(τ) =
∏
i∈V (τ)\{r}
pσi−1, where τ ∈ Γ
′. (3.7)
Let m be the average number of offsprings in the GW process. If m > 1 the
process is said to be supercritical and the probability that it survives forever
is positive. If m = 1 the process is said to be critical and it dies out with
probability one. If m < 1 the process is said to be subcritical and it dies out
exponentially fast [23].
The probability distribution νN can be obtained from a GW process
with offspring probabilities
pn = ζ0wn+1Z
n−1
0 (3.8)
by conditioning the trees to be of size N
νN (τ) =
µ(τ)
µ(ΓN)
. (3.9)
The mean offspring probability is then
m = Z0
g′(Z0)
g(Z0)
. (3.10)
Z(ζ)ζ
=
∞∑
i=0
wi+1
Z(ζ)
Z(ζ)
Z(ζ)
i
Figure 3: A diagram explaining the recursion (3.6). The root is indicated by a
circled point.
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Generic trees always correspond to critical GW processes [20] and nongeneric
trees can correspond to either critical or subcritical GW processes. In all
cases m ≤ 1. We now analyze this in more detail.
Fix a set of branching weights wn which give ρ = 1 but let w1 be a
free parameter of the model which at this stage can be either generic or
nongeneric. Define
h(Z) =
g(Z)
Z
. (3.11)
From (3.6) we see that h(Z) = 1/ζ(Z) for Z ≤ Z0. Differentiating h we get
h′(Z) =
g(Z)
Z2
[
Z
g′(Z)
g(Z)
− 1
]
(3.12)
and again
h′′(Z) =
g′′(Z)
Z
−
2
Z
h′(Z). (3.13)
The genericity condition means that h has a quadratic minimum at Z =
Z0 < 1, see Fig. 4. It follows that m = 1, showing that the generic phase
corresponds to critical GW trees. Furthermore, given Z0 < 1 and the branch-
ing weights wn, n ≥ 2, we have w1 =
∑∞
n=2(n− 2)wnZ
n−1
0 . We can therefore
clearly make any model with ρ = 1 generic by choosing
w1 <
∞∑
n=2
(n− 2)wn ≡ wc. (3.14)
Here wc is a critical value for w1 which depends on wn for n ≥ 3. We note
that if wc = ∞, i.e. if g
′(z) diverges as z → 1, we always have a generic
ensemble.
The next possible scenario is that h has a quadratic minimum at Z =
Z0 = 1. This happens when w1 = wc or in other words when m = 1. This is
a nongeneric ensemble which still corresponds to critical GW trees.
Finally, by choosing w1 > wc, h has no quadratic minimum and m < 1.
In this case the trees are nongeneric and correspond to subcritical GW trees
as we will explore in detail in the next section.
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(a)
h(Z)
ZZ0 ρ = 1
h(Z)
ZZ0 = ρ = 1
(b)
h(Z)
Z0 = ρ = 1 Z
(c)
Figure 4: The three possible scenarios. a) Generic, critical, w1 < wc.
b) nongeneric, critical, w1 = wc. c) nongeneric, subcritical, w1 > wc.
4 Subcritical nongeneric trees
In this section we examine the subcritical nongeneric phase and determine
the asymptotic behaviour of ZN . This will allow us to construct the infinite
volume Gibbs measure in the next section.
We fix a number β ≥ 0 and for n ≥ 2 we choose the branching weights
such that
wn = n
−β(1 + o(1)), n ≥ 2 (4.1)
and let w1 be a free parameter. In this case ρ = 1. If β ≤ 2 then g
′(1) =∞
and therefore we have the generic phase for all values of w1. If β > 2 we can
have any one of the three cases discussed in the previous section depending
on the value of w1, see Fig. 5. Now choose β > 2 and w1 > wc such that
m =
g′(1)
g(1)
< 1 (4.2)
so we are in the nongeneric, subcritical phase. Then Z0 = ρ = 1 and we see
from (3.6) that
ζ0 =
1
g(1)
. (4.3)
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w1
Subcritical
Figure 5: A diagram showing the possible phases of the trees. The critical line
is determined by the equation w1 = wc.
The main result of this section is the following.
Theorem 4.1 If the branching weights (4.1) satisfy (4.2) then the partition
function has the asymptotic behaviour
ZN = (1−m)
−βN−βζ1−N0 (1 + o(1)) . (4.4)
The remainder of this section is devoted to a proof of this theorem. To
determine the large N behaviour of ZN we split it into two parts,
ZN = Z1,N + EN , (4.5)
where Z1,N is the contribution to ZN from trees which have exactly 1 vertex of
maximal degree and EN is the contribution to ZN from trees which have ≥ 2
vertices of maximal degree. We will estimate these two terms seperately and
show that for large N the main contribution comes from Z1,N . It follows from
the proof that large trees, of size N , are most likely to have exactly one large
vertex which is approximately of degree (1−m)N . This will be stated more
precisely in Section 5. The arguments used in the proof of Theorem 4.1 rely
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on a “truncation method” and some classical results from probability theory.
We begin the proof by defining truncated versions of the generating functions
introduced in the previous section. Then we introduce some notation and
terminology from probability theory and state a few lemmas. In Subsection
4.2 we analyse the asymptotic behaviour of Z1,N and in Subsection 4.3 we
do the same for EN .
For the truncation method, we will need the following definitions. Let
Li,N be the finite volume partition function for trees on N edges which have
all vertices of degree ≤ i and define the generating functions
Li(ζ) =
∞∑
N=1
Li,Nζ
N (4.6)
and
ℓi(z) =
i−1∑
n=0
wn+1z
n. (4.7)
We have the standard relation
Li(ζ) = ζℓi(Li(ζ)) (4.8)
obtained in the same way as (3.6). Let Yj,i,N be the finite volume partition
function for trees on N edges which have all vertices of degree ≤ i and one
marked (but not weighted) vertex of degree one at distance j from the root.
Define
Yj,i(ζ) =
∞∑
N=1
Yj,i,Nζ
N (4.9)
and
Yi(ζ) =
∞∑
j=1
Yj,i(ζ). (4.10)
With generating function arguments we find that
Yj,i(ζ) = ζℓ
′
i(Li(ζ))Yj−1,i(ζ) (4.11)
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j≤ i
≤ i
≤ i
≤ i
ζ
Yj−1,i(ζ)
Li(ζ)
Li(ζ)
Yj,i(ζ)
=
i−1∑
k=0
k wk+1
≤ i k
Li(ζ)
j − 1
Figure 6: A diagram explaining (4.11). The marked vertex is indicated by ⊗.
The balloons containing “≤ i” are trees which have vertices of degree at most i. If
the degree of the nearest neighbour to the root is k+1, there are k different ways
of placing the marked vertex in a balloon.
for j ≥ 2, see Fig. 6. Using Y1,i(ζ) = ζ this yields by induction
Yj,i(ζ) = ζ
(
ζℓ′i(Li(ζ))
)j−1
. (4.12)
Summing over j we get
Yi(ζ) =
ζ
1− ζℓ′i(Li(ζ))
. (4.13)
4.1 Tools from probability theory
It will be useful to formulate our problem in probabilistic language. Define
the probability generating functions
fi(z) =
ℓi(z)
ℓi(1)
and f(z) =
g(z)
g(1)
. (4.14)
If A is an event, we let P(A) denote the probability of A. LetX
(i)
1 , X
(i)
2 , . . .
be i.i.d. random variables which have a probability generating function fi(z),
i.e.
P(X
(i)
j = k) =
{
wk+1/ℓi(1) if 0 ≤ k ≤ i− 1,
0 if k > i− 1,
(4.15)
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and let X1, X2, . . . be i.i.d. random variables which have a probability gener-
ating function f(z). Define
mi = E(X
(i)
j ), Vi = Var(X
(i)
j ), S
(i)
N = X
(i)
1 + . . .+X
(i)
N (4.16)
and
SN = X1 + . . .+XN . (4.17)
Note that m = E(Xj) and from (4.2) we know that m < 1. Clearly mi −→ m
as i −→ ∞. We need now a few lemmas, the first three deal with convergence
rates in the weak law of large numbers.
Lemma 4.2 For any ǫ > 0 and any s < β − 2 we have
lim
N→∞
N sP
(∣∣∣∣SNN −m
∣∣∣∣ > ǫ
)
= 0. (4.18)
Proof It is clear that E(|Xj |
t) < ∞ for all t < β − 1 and the same is true
for the translated random variables Xj −m. The result then follows directly
from [29, Theorem 28, p. 286].

The next Lemma is a classical result [5].
Lemma 4.3 (Bennett’s inequality) If W1,W2, . . . are independent random
variables, E(Wj) = 0, Var(Wj) = VW and Wj ≤ b a.s. for every j, where b
and VW are positive numbers, then for any ǫ > 0
P
(
1
N
N∑
j=1
Wj > ǫ
)
≤ exp
{
−η
[(
1 +
1
λ
)
log (1 + λ)− 1
]}
(4.19)
with
η =
Nǫ
b
and λ =
bǫ
VW
. (4.20)
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By f(x) = Θ(g(x)) as x → ∞ we mean that for x sufficiently large,
there exist constants c1 and c2 such that c1g(x) ≤ f(x) ≤ c2g(x).
Lemma 4.4 If i = Θ(Nγ) where γ < 1 then, for any ǫ > 0 small enough,
there is a positive constant C such that
P
(
S
(i)
N
N
−mi > ǫ
)
≤ exp
{
−CǫN1−γ
}
. (4.21)
Proof This follows directly from Bennett’s inequality with Wj = X
(i)
j −mi.
Then VW = Vi and we can take b = i for i large enough (since mi < 1 for i
large enough). If now i = Θ(Nγ), then
η = ǫΘ(N1−γ). (4.22)
If β > 3 then Vi < ∞ and λ = Θ(N
γ) and the result follows. If 2 < β ≤ 3
then
Vi =
{
Θ(i3−β) if β < 3,
Θ(log(i)) if β = 3
(4.23)
so λ −→ ∞ as N −→∞ which completes the proof.

In the following we will repeatedly use Lagrange’s inversion formula,
see e.g. [32, p. 167]. We denote the coefficient of zn in a formal power series
p(z) by [zn] {p(z)}.
Lemma 4.5 (Lagrange’s inversion formula) If h(z) is a formal power series
in z and Li satisfies (4.8) then
[ζN ] {h(Li(ζ))} =
1
N
[zN−1]
{
h′(z)ℓi(z)
N
}
. (4.24)
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Using the above Lemma for the function h(z) = zj we get
[ζN ]
{
Li(ζ)
j
}
=
j
N
[zN−j ]
{
ℓi(z)
N
}
. (4.25)
The following simple result will be useful. We omit the proof.
Lemma 4.6 If X ≥ 0 and Y are random variables, then for any ǫ > 0
P (|X + Y | ≤ ǫ) ≥ P (X ≤ ǫ/2)P (|Y | ≤ ǫ/2) (4.26)
and
P (|X + Y | > ǫ) ≤ P (|Y | > ǫ/2) + P (X > ǫ/2) . (4.27)
4.2 Calculation of Z1,N
Using the Lemmas in the previous subsection we are ready to study the
asymptotic behaviour of Z1,N . It is is easy to see that
Z1,N =
N−1∑
i=0
wi+1[ζ
N ]
{
Yi(ζ)Li(ζ)
i
}
(4.28)
as is illustrated in Fig. 7. Combining (4.8) and (4.13) one can use the La-
grange inversion formula (4.24) for the function
hij(z) =
zj+1
ℓi(z)− zℓ′i(z)
(4.29)
to get
[ζN ]
{
Yi(ζ)Li(ζ)
j
}
=
1
N
[zN−j−1]
{(
j + 1
ℓi(z)− zℓ′i(z)
+
z2ℓ′′i (z)
(ℓi(z)− zℓ′i(z))
2
)
ℓi(z)
N
}
.
(4.30)
Note that the left hand side in the above equation is increasing in i and
therefore the right hand side also. In the following we will use this fact
repeatedly. Next we define the functions
fi,1(z) =
ℓi(1)− ℓ
′
i(1)
ℓi(z)− zℓ′i(z)
(4.31)
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and
fi,2(z) =
z2ℓ′′i (z)
(ℓi(z)− zℓ′i(z))
2
(ℓi(1)− ℓ
′
i(1))
2
ℓ′′i (1)
. (4.32)
It is easy to check that all derivatives of these functions are positive for
0 ≤ z ≤ 1 and fi,1(1) = fi,2(1) = 1. We let X
(i,1) and X(i,2) be random
variables having fi,1 and fi,2, respectively, as probability generating functions.
We will need the following Lemma.
Lemma 4.7 If i = Θ(N) as N −→∞, then for any ǫ > 0
(i) P
(
X(i,1) ≥ ǫN
)
≤ C1N
2−β,
(ii) ℓ′′N(1)P
(
X(i,2) ≥ ǫN
)
≤ C2
{
N3−β if β 6= 3,
log(N) if β = 3
where C1 and C2 are positive numbers which in general depend on ǫ and β.
Proof We use a weighted version of Chebyshev’s inequality which states that
if X is a random variable, φ(x) > 0 for x > 0 is monotonically increasing
and E(φ(X)) exists, then
P (|X| ≥ t) ≤
E(φ(X))
φ(t)
. (4.33)
≤ i
≤ i
≤ i
≤ i
≤ i
wi+1
{ }
Z1,N =
∑N−1
i=0 [ζ
N ]
Li(ζ)
Li(ζ)
Li(ζ)
Li(ζ)
Yi(ζ)
Figure 7: An illustration of Equation (4.28). The balloons which include the
“≤ i” are trees which have vertices of degree at most i. There is thus precisely
one vertex of maximum degree i+ 1.
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We first consider case (i). Choose φ(x) = x⌊β⌋ where ⌊·⌋ denotes the floor
function. It is clear that f
(n)
i,1 (1) < ∞ for all n and therefore E(φ(X
(i,1))) <
∞. One can check that as i −→∞
E(φ(X(i,1))) = Θ(ℓ
(⌊β⌋+1)
i (1)) = Θ(i
−β+⌊β⌋+2). (4.34)
If i = Θ(N) as N −→ ∞ then by (4.33) and (4.34) there exists a positive
constant C such that
P
(
X(i,1) ≥ ǫN
)
≤ C
N2−β
ǫ⌊β⌋
. (4.35)
In order to prove (ii) we first consider the case when 2 < β ≤ 3. Then
ℓ′′N(1) =
{
Θ(N3−β) if β 6= 3,
Θ(log(N)) if β = 3
(4.36)
as N −→ ∞ which implies the desired result. If β > 3, then ℓ′′N(1) has a
finite limit as N −→ ∞ and the proof proceeds as in case (i).

We are now ready to prove the main result of this subsection.
Lemma 4.8
Z1,N = (1−m)
−βN−βζ1−N0 (1 + o(1)) . (4.37)
Proof In this proof we let C,C1, C2, . . . denote positive constants indepen-
dent of N whose values may differ between equations. Define
GN(a, b) = g(1)
1−NNβ−1
∑
a≤n≤b
wN−n[z
n]
{
ℓN−n−1(z)
N
×
(
N − n
ℓN−n−1(z)− zℓ′N−n−1(z)
+
z2ℓ′′N−n−1(z)
(ℓN−n−1(z)− zℓ′N−n−1(z))
2
)}
.
(4.38)
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It follows from (4.28), (4.30) and (4.38) that
NβζN−10 Z1,N = GN (0, N − 1). (4.39)
The strategy of the proof is to split the sum over n on the right hand
side of (4.39) into four different parts. We will see that it is only the region
around n ≈ mN which gives a nonvanishing contribution as N −→ ∞.
Choose an ǫ > 0 small enough and a γ such that 2/β < γ < 1. Then we can
write
NβζN−10 Z1,N = GN(0, ⌊(m− ǫ)N⌋) +GN(⌊(m− ǫ)N⌋ + 1, ⌊(m+ ǫ)N⌋)
+ GN(⌊(m+ ǫ)N⌋ + 1, ⌊N −N
γ⌋) +GN(⌊N −N
γ⌋ + 1, N − 1).
(4.40)
We will show that as N −→ ∞ the second term on the right hand side of
(4.40) has a positive limit but the other terms converge to zero. To make the
notation more compact we define
N+ = N − ⌊(m+ ǫ)N⌋ − 1 and N− = N − ⌊(m− ǫ)N⌋. (4.41)
The first term on the right hand side in (4.40) can be estimated from
above as follows:
GN(0, ⌊(m− ǫ)N⌋)
≤
(
N
N−
)β−1 ⌊(m−ǫ)N⌋∑
n=0
[zn]
{
f(z)N
(
C1fN,1(z) +
C2ℓ
′′
N(1)
N − n
fN,2(z)
)}
≤ C3P
(∣∣∣∣SN +X(N,1)N −m
∣∣∣∣ > ǫ
)
+
C4ℓ
′′
N (1)
N
P
(∣∣∣∣SN +X(N,2)N −m
∣∣∣∣ > ǫ
)
.
(4.42)
where SN is defined by (4.17). By Lemma 4.6 we have for i = 1, 2
P
(∣∣∣∣SN +X(N,i)N −m
∣∣∣∣ > ǫ
)
≤ P
(∣∣∣∣SNN −m
∣∣∣∣ > ǫ/2
)
+ P
(
X(N,i) > Nǫ/2
)
.
(4.43)
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This, combined with (4.36) and Lemmas 4.2 and 4.7, shows that the two
terms on the right hand side of (4.42) go to zero as N −→ ∞.
We estimate the third term on the right hand side of (4.40) from above
as follows:
GN(⌊(m+ ǫ)N⌋ + 1, ⌊N −N
γ⌋) ≤
(
N
N − ⌊N −Nγ⌋
)β−1
×
⌊N−Nγ⌋∑
n=⌊(m+ǫ)N⌋+1
[zn]
{
f(z)N
(
C1fN,1(z) +
C2ℓ
′′
N (1)
(N − ⌊N −Nγ⌋)
fN,2(z)
)}
≤ C3N
(1−γ)(β−1)
P
(∣∣∣∣SN +X(N,1)N −m
∣∣∣∣ > ǫ
)
+ C4N
(1−γ)(β−1)−γℓ′′N(1)P
(∣∣∣∣SN +X(N,2)N −m
∣∣∣∣ > ǫ
)
. (4.44)
Since γ > 2/β it holds that (1−γ)(β−1) < β−2 and (1−γ)(β−1)−γ < β−3.
Then by (4.36), (4.43) and Lemmas 4.2 and 4.7 we see that last two terms
on the right hand side of (4.44) converge to zero as N −→∞.
To estimate the fourth term of (4.40) from above we first note that
[ζN ] {Yi(ζ)} = [ζ
N ]
{
∂
∂w1
Li(ζ)
}
≤
N
w1
[ζN ] {Li(ζ)} (4.45)
and thus
GN(a, b) ≤ w
−1
1 g(1)
1−NNβ
∑
a≤n≤b
wN−n(N − n)[z
n]
{
ℓN−n−1(z)
N
}
(4.46)
for any a, b. Using (4.46) for N large enough and ǫ small enough (but inde-
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pendent of N) we get
GN(⌊N −N
γ⌋+ 1, N − 1) ≤ C1N
β
N−1∑
n=⌊N−Nγ⌋+1
[zn]
{
fN−⌊N−Nγ⌋(z)
N
}
= C1N
β
P
(
⌊N −Nγ⌋+ 1 ≤ S
(N−⌊N−Nγ⌋)
N ≤ N − 1
)
≤ C1N
β
P
(
S
(N−⌊N−Nγ⌋)
N
N
−mN−⌊N−Nγ⌋ ≥ ǫ
)
≤ C1N
β exp
(
−C2ǫN
1−γ
)
(4.47)
where in the last step we used Lemma 4.4. The last expression converges to
zero as N −→∞ since γ < 1.
Finally, we show that the second term in (4.40) has a nonzero contri-
bution as N −→∞. By (4.1) we see that for n large enough we have
(1− ǫ)n−β ≤ wn ≤ (1 + ǫ)n
−β . (4.48)
We then get the upper bound
GN(⌊(m− ǫ)N⌋ + 1, ⌊(m+ ǫ)N⌋) ≤ (1 + ǫ)g(1)
(
N
N+
)β−1
×
(
1
ℓN (1)− ℓ′N(1)
⌊(m+ǫ)N⌋∑
n=⌊(m−ǫ)N⌋+1
[zn]
{
fN,1(z)f(z)
N
}
+
ℓ′′N (1)
(ℓN(1)− ℓ′N (1))
2N+
⌊(m+ǫ)N⌋∑
n=⌊(m−ǫ)N⌋+1
[zn]
{
fN,2(z)f(z)
N
})
≤ (1 + ǫ)g(1)
(
N
N+
)β−1(
1
ℓN (1)− ℓ′N(1)
+
ℓ′′N (1)
(ℓN(1)− ℓ′N (1))
2N+
)
−→
(1 + ǫ)(1− (m+ ǫ))1−β
1−m
(4.49)
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as N −→∞ by (4.36). In a similar way we get the lower bound
GN(⌊(m− ǫ)N⌋ + 1, ⌊(m+ ǫ)N⌋) ≥ (1− ǫ)g(1)
(
N
N−
)β−1(ℓN+(1)
g(1)
)N
×
(
1
ℓN+(1)− ℓ
′
N+
(1)
⌊(m+ǫ)N⌋∑
n=⌊(m−ǫ)N⌋+1
[zn]
{
fN+,1(z)fN+(z)
N
}
+
ℓ′′N+(1)
(ℓN+(1)− ℓ
′
N+
(1))2N−
⌊(m+ǫ)N⌋∑
n=⌊(m−ǫ)N⌋+1
[zn]
{
fN+,2(z)fN+(z)
N
})
.
(4.50)
By (4.36) the second term in the parenthesis above converges to zero as
N −→∞. Looking at the first term we find that
(1− ǫ)g(1)
ℓN+(1)− ℓ
′
N+
(1)
(
N
N−
)β−1
−→
(1− ǫ)(1− (m− ǫ))1−β
1−m
(4.51)
as N −→∞ and(
ℓN+(1)
g(1)
)N
=

1− 1
g(1)
∞∑
n=N+
wn+1

N = (1 + Θ(N−β+1))N −→ 1 (4.52)
as N −→∞ since β > 2. Finally, we have for N large enough
⌊(m+ǫ)N⌋∑
n=⌊(m−ǫ)N⌋+1
[zn]
{
fN+,1(z)fN+(z)
N
}
= P
(∣∣∣∣∣S
(N+)
N +X
(N+,1)
N
−m
∣∣∣∣∣ ≤ ǫ
)
≥ P
(∣∣∣∣∣S
(N+)
N +X
(N+,1)
N
−mN+
∣∣∣∣∣ ≤ ǫ/2
)
≥ P
(∣∣∣∣∣S
(N+)
N
N
−mN+
∣∣∣∣∣ ≤ ǫ/4
)
P
(
X(N+,1) ≤ Nǫ/4
)
≥
(
1−
VN+
N (ǫ/4)2
)(
1− CN2−β
)
(4.53)
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where in the second last step we used Lemma 4.6 and in the last step we
used Chebyshev’s inequality and Lemma 4.7. As N −→ ∞ it is clear from
(4.23) that VN+/N −→ 0 and therefore the last expression converges to 1.
From the above estimates (4.42), (4.44) and (4.47–4.53) we find that
(1− ǫ) (1− (m− ǫ))1−β
1−m
≤ lim inf
N→∞
NβζN−10 Z1,N
≤ lim sup
N→∞
NβζN−10 Z1,N ≤
(1 + ǫ) (1− (m+ ǫ))1−β
1−m
.
(4.54)
Since this holds for all ǫ > 0, small enough, we have
lim
N→∞
NβζN−10 Z1,N = (1−m)
−β (4.55)
which completes the proof.

4.3 Estimate on EN
We now estimate EN , the remaining contribution to ZN . Note that Li+1(ζ)−
Li(ζ) is the grand canonical partition function for trees which have at least
one vertex of degree i+1 and no vertex of degree greater than i+1. Consider a
tree which has ≥ 2 vertices of maximal degree i+1. Denote the two maximal
degree vertices closest to the root and second closest to the root by s1 and
s2, respectively. These vertices are not necessarily unique and can be at the
same distance from the root, but for the following purpose we can choose
any two we like. Denote the path from the root to s2 by (r, s2). Then either
s1 is on (r, s2) or it is not so we can write
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EN =
N−1∑
i=0
(
i−1∑
j=0
wj+1[ζ
N ]

Yi(ζ)
j∑
n=2
(
j
n
)
(Li+1(ζ)− Li(ζ))
n︸ ︷︷ ︸
s1 and s2 in here
Li(ζ)
j−n


+ wi+1︸︷︷︸
s1
[ζN ]

Yi(ζ)
i∑
n=1
(
i
n
)
(Li+1(ζ)− Li(ζ))
n︸ ︷︷ ︸
s2 in here
Li(ζ)
i−n


)
.
(4.56)
The outermost sum is over all possible maximal degrees. The first term in
the brackets takes care of the case when s1 /∈ (r, s2). Then j + 1 is the
degree of the vertex where (r, s1) and (r, s2) start to differ. At least two of
the subtrees attached to this vertex (excluding the rooted one) have to have
at least one vertex of degree i+ 1, see Figure 8 (a). The second term in the
brackets takes care of the case when s1 ∈ (r, s2). At least one of the subtrees
attached to s1 (excluding the rooted one) has to have at least one vertex of
degree i+ 1, see Figure 8 (b).
Lemma 4.9 For any i and N we have
[ζN ] {Li+1(ζ)− Li(ζ)} ≤
wi+1N
i
[ζN ]
{
ζLi+1(ζ)
i
}
. (4.57)
(a) (b)
r s1
s2
r
deg = j + 1
s2
s1
Figure 8: a) The case when s1 /∈ (r, s2). At least two balloons attached to the
vertex of degree j + 1 (excluding the rooted one) indicated in the figure have to
have at least one vertex of degree i + 1, namely s1 and s2. b) The case when
s1 ∈ (r, s2). At least one balloon attached to the vertex s1 (excluding the rooted
one) has to have at least one vertex of degree i+ 1 , namely s2.
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Proof Use the Lagrange inversion theorem to obtain
[ζN ] {Li+1(ζ)− Li(ζ)} =
1
N
[zN−1]
{
ℓi+1(z)
N − ℓi(z)
N
}
=
1
N
[zN−1]
{
(ℓi+1(z)− ℓi(z))
∑
N1+N2=N−1
ℓi+1(z)
N1ℓi(z)
N2
}
≤ wi+1[z
N−i−1]
{
ℓi+1(z)
N−1
}
(4.58)
Now use the Lagrange inversion theorem on the right hand side of (4.58) to
obtain the result.

Lemma 4.10 For any N we have
EN ≤ 2N
2
N−1∑
i=0
w2i+1[ζ
N−1]
{
Yi+1(ζ)Li+1(ζ)
2i−1
}
. (4.59)
Proof First note that
j∑
n=2
(
j
n
)
(Li+1(ζ)− Li(ζ))
nLi(ζ)
j−n
= Li+1(ζ)
j −Li(ζ)
j − j(Li+1(ζ)−Li(ζ))Li(ζ)
j−1
= (Li+1(ζ)− Li(ζ))
( ∑
j1+j2=j−1
Li+1(ζ)
j1Li(ζ)
j2 − jLi(ζ)
j−1
)
≤ j(Li+1(ζ)− Li(ζ))
(
Li+1(ζ)
j−1 −Li(ζ)
j−1
)
= j(Li+1(ζ)− Li(ζ))
2
∑
j1+j2=j−2
Li+1(ζ)
j1Li(ζ)
j2
≤ j(j − 1)(Li+1(ζ)−Li(ζ))
2Li+1(ζ)
j−2. (4.60)
It is also clear that the above inequality holds inside [ζN ] {·} brackets. There-
fore the sum over j in (4.56) is estimated from above by
i−1∑
j=0
wj+1[ζ
N ]
{
Yi(ζ)
j∑
n=2
(
j
n
)
(Li+1(ζ)−Li(ζ))
n Li(ζ)
j−n
}
≤ [ζN ]
{
Yi(ζ)(Li+1(ζ)− Li(ζ))
2ℓ′′i (Li+1(ζ))
}
. (4.61)
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Now use Lemma 4.9 to get
[ζN ]
{
Yi(ζ)(Li+1(ζ)−Li(ζ))
2ℓ′′i (Li+1(ζ))
}
=
∑
N1+N2+N3=N
[ζN1] {Yi(ζ)ℓ
′′
i (Li+1(ζ))} [ζ
N2] {Li+1(ζ)− Li(ζ)} [ζ
N3] {Li+1(ζ)−Li(ζ)}
≤
w2i+1
i2
N2
∑
N1+N2+N3=N
[ζN1] {Yi(ζ)ℓ
′′
i (Li+1(ζ))} [ζ
N2]
{
ζLi+1(ζ)
i
}
[ζN3]
{
ζLi+1(ζ)
i
}
=
w2i+1
i2
N2[ζN ]
{
ζ2Yi(ζ)ℓ
′′
i (Li+1(ζ))Li+1(ζ)
2i
}
. (4.62)
Next observe that
ζ
ℓ′′i (Li+1(ζ))
i2
Li+1(ζ) ≤
ζℓi+1(Li+1(ζ))
Li+1(ζ)
= 1. (4.63)
Combining the above results we have the estimate
i−1∑
j=0
wj+1[ζ
N ]
{
Yi(ζ)
j∑
n=2
(
j
n
)
(Li+1(ζ)−Li(ζ))
n Li(ζ)
j−n
}
≤ w2i+1N
2[ζN−1]
{
Yi+1(ζ)Li+1(ζ)
2i−1
}
(4.64)
We get precisely the same estimate for the term in the second line in (4.56)
(the calculations are even simpler) except that it is of order N smaller and
(4.59) follows.

The above lemma implies the following result.
Lemma 4.11
NβζN0 EN −→ 0 as N −→ ∞. (4.65)
Proof By Lemma 4.10
NβζN0 EN ≤ 2N
β+2ζN0
N−1∑
i=0
w2i+1[ζ
N−1]
{
Yi+1(ζ)Li+1(ζ)
2i−1
}
. (4.66)
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The sum on the right hand side has the same form as Z1,N with β replaced
by 2β, cf. Equation (4.28). Equation (4.37), which describes the asymptotic
behaviour of Z1,N , can therefore be applied to show that the right hand side
is o(N2−β). Since β > 2, this converges to zero as N −→ ∞.

Combining Lemmas 4.8 and 4.11 completes the proof of Theorem 4.1.
4.4 Generalization of ZN
For technical reasons, which will be made clear in the next section, we need
to generalize the sequence ZN as we now describe. If r is the root of a tree
we denote its unique nearest neighbour by s. Define
Z
(R)
N =
∑
τ∈ΓN
wσs+R−1
∏
i∈V (τ)\{r,s}
wσi. (4.67)
In analogy with (3.4) and (3.5), define the generating functions
Z(ζ, R) =
∞∑
N=1
Z
(R)
N ζ
N (4.68)
and
gR(z) =
∞∑
n=0
wn+Rz
n. (4.69)
Clearly ZN = Z
(1)
N ,Z(ζ) = Z(ζ, 1) and g(z) = g1(z). By the same arguments
as for (3.6) we find the relation
Z(ζ, R) = ζgR(Z(ζ)). (4.70)
Let Z0,R = Z(ζ0, R). The following Lemma is a generalization of Theorem
4.1.
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Lemma 4.12 For the branching weights (4.1) which satisfy (4.2) it holds
that
Z
(R)
N =
(
1−m+
g′R(1)
g(1)
)
(1−m)−βN−βζ1−N0 (1 + o(1)) . (4.71)
Proof We write
Z
(R)
N = Z
(R)
1,N + E
(R)
N (4.72)
in analogy with (4.5). One can show with the same methods as in the previous
subsection that limN→∞E
(R)
N /ZN = 0. Therefore we focus on the term Z
(R)
1,N ,
the contribution from trees with exactly one vertex of maximal degree. We
split this term into two parts: one where the maximal degree vertex is the
nearest neighbour of the root and another when it is not. We can then write
Z
(R)
1,N =
N−1∑
i=0
wi+R[ζ
N ]
{
ζLi(ζ)
i
}
+
N−2∑
i=0
wi+1[ζ
N ]
{
ζℓ′i,R(Li(ζ))Yi(ζ)Li(ζ)
i
}
(4.73)
where we have defined
ℓi,R(z) =
i−1∑
n=0
wn+Rz
n. (4.74)
Let
h(z) =
zi+1
ℓi(z)
(4.75)
and
k(z) =
ℓ′i,R(z)z
i+2
ℓi(z) (ℓi(z)− zℓ′i(z))
. (4.76)
Using the Lagrange inversion formula for the functions h and k we find that
[ζN ]
{
ζLi(ζ)
i
}
=
1
N
[zN−i−1]
{(
i+ 1
ℓi(z)
−
zℓ′i(z)
ℓi(z)2
)
ℓi(z)
N
}
(4.77)
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and
[ζN ]
{
ζℓ′i,R(Li(ζ))Yi(ζ)Li(ζ)
i
}
=
1
N
[zN−i−2]
{(
(i+ 2)ℓ′i,R(z)
ℓi(z)(ℓi(z)− zℓ′i(z))
+ z
d
dz
(
ℓ′i,R(z)
ℓi(z)(ℓi(z)− zℓ′i(z))
))
ℓi(z)
N
}
.
(4.78)
We now use exactly the same arguments as in the proof of Lemma 4.8 to
estimate the asymptotic behaviour of (4.73). One can show that the con-
tribution from the second term in the curly brackets in (4.77) and (4.78) is
negligible. Then one can show that for any ǫ > 0
lim inf
N→∞
NβζN−10 Z
(R)
1,N ≥ (1− ǫ) (1− (m− ǫ))
1−β
(
1 +
g′R(1)
g(1)− g′(1)
)
(4.79)
and
lim sup
N→∞
NβζN−10 Z
(R)
1,N ≤ (1 + ǫ) (1− (m+ ǫ))
1−β
(
1 +
g′R(1)
g(1)− g′(1)
)
. (4.80)
Since this holds for all ǫ > 0 the desired result follows.

5 The infinite volume limit
In this section we show that the measures νN converge as N −→ ∞ and we
characterize the limits for the three different cases discussed in Section 3. If
m is the mean offspring probability defined in (3.10) then the three cases
are: generic, critical case (w1 < wc, m = 1), the nongeneric, critical case
(w1 = wc, m = 1) and the nongeneric, subcritical case (w1 > wc, m < 1).
All the results stated for generic trees have already been established
[20] but are rederived here in a slightly different way. In the generic case,
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Equation (3.6) can be solved for Z(ζ) close to the critical point ζ0 and one
can then find the asymptotic behaviour of ZN , the coefficients of Z(ζ), see
[28, Theorem 3.1]. In the non–generic critical case, the function Z(ζ) has the
same critical behaviour as in the generic case as long as g′′(1) <∞, see [25,
Lemma A.2]. By the same arguments as in [22, 25] one finds the following
result for Z
(R)
N .
Lemma 5.1 Under the stated assumption on the branching weights (3.1)
and assuming that m = 1 and g′′(Z0) <∞ it holds that
Z
(R)
N =
√
g(Z0)
2πg′′(Z0)
ζ0g
′
R(Z0)N
−3/2ζ−N0 (1 + o(1)) . (5.1)
An analogous result for the asymptotic behaviour of ZN , for a special
choice of branching weights corresponding to nongeneric critical trees with
g′′(1) =∞, is stated in [22, VI.18 and VI.19, page 407]. A generalization to
Z
(R)
N is straightforward and is stated in the following Lemma.
Lemma 5.2 For the nongeneric, critical branching weights defined by (4.1),
with 2 < β < 3 and w1 = wc we have
Z
(R)
N = Cζ0g
′
R(1)N
− β
β−1 ζ−N0 (1 + o(1)) (5.2)
where C > 0 is a constant.
We now prove that the measures νN converge as N →∞ provided that
Z
(R)
N has the right asymptotic behaviour. We call a self avoiding, infinite,
linear path starting at the root a spine.
Theorem 5.3 If
Z
(R)
N = C (1−m+ ζ0g
′
R(Z0))N
−δζ−N0 (1 + o(1)) (5.3)
where C is a positive constant and δ > 1, then the measures νN converge
weakly, as N −→ ∞, to a probability measure ν which has the following
properties:
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• If m = 1, ν is concentrated on the set of trees with exactly one spine
having finite, independent, critical GW outgrowths defined by the off-
spring probabilities in (3.8). The numbers i and j of left and right
outgrowths from a vertex on the spine are independently distributed by
φ(i, j) =
1
m
ζ0wi+j+2Z
i+j
0 . (5.4)
• If m < 1, ν is concentrated on the set of trees with exactly one vertex
of infinite degree which we denote by t. The length ℓ of the path (r, t)
is distributed by
ψ(ℓ) = (1−m)mℓ−1. (5.5)
The outgrowths from the path (r, t) are finite, independent, subcritical
GW trees defined by the offspring probabilities in (3.8). The numbers
i and j of left and right outgrowths from a vertex v ∈ (r, t), v 6= t are
independently distributed by (5.4).
Proof First we prove existence of ν. Since the metric space (Γ, d) has the
properties stated in Propositions (2.1 and 2.2) it is enough, as explained in
[13, 17], to show that for any k ∈ N and τ ′ ∈ Γ′ the probabilities
νN
(
B 1
k
(τ ′)
)
(5.6)
converge asN −→ ∞. Since Γ is compact, tightness is automatically fulfilled.
The ball in (5.6) can be expressed as
B 1
k
(τ ′) = {τ ∈ Γ | LR(τ) = τ0} (5.7)
where R = k + 1 and τ0 = LR(τ
′). Denote the number of vertices in τ0 of
degree R by S and the number of vertices in τ0 at distance R from the root
by T . It is clear that S + T ≥ 0. We can now write
νN ({τ ∈ Γ | LR(τ) = τ0}) =
Z−1N W0
∑
N1+...+NS+T=N−|τ0|+T+S
S∏
i=1
Z
(R)
Ni
S+T∏
j=S+1
ZNj (5.8)
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ZN3
ZN5
ZN4
Z
(R)
N2
τ0
Z
(R)
N1
Figure 9: An example of the set (5.7) where R = 4, S = 2 and T = 3. When
conditioning on trees of size N one attaches the weights Z
(R)
Ni
, i = 1 . . . S and ZNj ,
j = S + 1 . . . S + T as indicated in the figure.
where
W0 =
∏
v∈V (τ0)\{r}
σv,|(r,v)|6=R
wσv (5.9)
is the weight of the tree τ0 (except the contribution from the vertices which
are explicitly excluded), and |(r, v)| denotes the length of the path (r, v), see
Fig. 9. For one of the indices k in each term of the above sum it holds that
Nk ≥
N−|τ0|+S+T
S+T
. Consider the contribution from terms for which Nn > A
for some other index n 6= k and A > 0. The indices n and k belong to one of
the sets {1, . . . , S} and {S +1, . . . , S + T}, a total of four possibilities. First
assume that S ≥ 2 and n, k ∈ {1, . . . , S}. Using (5.3), this contribution can
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be estimated from above by
C1ζ
N
0 ZNS
2
∑
N1+...+NS+T=N−|τ0|+T+S
N1≥
N−|τ0|+S+T
S+T
, N2>A
Z
(R)
N1
ζN10
S∏
i=2
Z
(R)
Ni
ζNi0
S+T∏
j=S+1
ZNjζ
Nj
0
≤ C2
(
(S + T )N
N − |τ0|+ T + S
)δ ∑
N3,...,NS+T≥1
N2>A
S∏
i=2
Z
(R)
Ni
ζNi0
S+T∏
j=S+1
ZNjζ
Nj
0
≤ C3Z
S−2
0,R Z
T
0
∑
N2>A
N−δ2 ≤ C4A
1−δ (5.10)
where C1, C2, C3 and C4 are positive numbers independent of N and A.
Exactly the same upper bound is obtained, up to a multiplicative constant,
for the other possible values of k and n. The last expression goes to zero as
A→∞ since δ > 1.
The remaining contribution to the probability (5.8) is then
S+T∑
k=1
Z−1N W0
∑
N1+...+NS+T=N−|τ0|+T+S
Nn≤A, n 6=k
S∏
i=1
Z
(R)
Ni
S+T∏
j=S+1
ZNj
−−−→
N→∞
W0ζ
|τ0|−S−T
0
(
S(1−m+ ζ0g
′
R(Z0))
(
A∑
n=1
Z(R)n ζ
n
0
)S−1( A∑
n=1
Znζ
n
0
)T
+ T
(
A∑
n=1
Z(R)n ζ
n
0
)S ( A∑
n=1
Znζ
n
0
)T−1)
−−−→
A→∞
W0ζ
|τ0|−S−T
0
(
S(1−m+ ζ0g
′
R(Z0))Z
S−1
0,R Z
T
0 + TZ
S
0,RZ
T−1
0
)
. (5.11)
This completes the proof of the existence of ν. We now characterize ν sepa-
rately for the cases m = 1 and m < 1.
The case m = 1: Let τ1 be a finite tree which has a vertex s of degree
one at a distance R from the root. Let AR(τ1) be the set of trees which have
τ1 as a subtree and the property that if the subrees attached to s which do
not contain the root are removed one obtains τ1, see Fig. 10. It is clear that
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τ1
R
s
Figure 10: An illustration of the set AR(τ1).
AR(τ1) can be written as a finite union of pairwise disjoint balls as in (5.7).
Therefore, by summing (5.11) over those balls we get
ν(AR(τ1)) = W1ζ
|τ1|−1
0 (5.12)
where
W1 =
∏
v∈V (τ1)\{r,s}
wσv . (5.13)
Note that Equation (5.12) has the same form as (5.11) with S = 0 and
T = 1. Now define AR as the union of AR(τ1) over all trees τ1 with the above
properties. The sets A(τ1) and A(τ
′
1) are disjoint if τ1 6= τ
′
1 and therefore by
summing (5.12) over τ1 we find that
ν(AR) =
∑
τ1
( ∏
v∈V (τ1)\{r,s}
wσv
)
ζ
|τ1|−1
0 =
(
ζ0
∞∑
i=0
(i+ 1)wi+2Z
i
0
)R−1
= (ζ0g
′(Z0))
R−1 = mR−1 = 1 (5.14)
for all R. Therefore, by taking R to infinity one finds that ν is concentrated
on trees with exactly one spine with finite outgrowths. The distribution of
the outgrowths follows from (5.12) and (5.13).
The case m < 1: Let τ2 be a finite tree which has a vertex t of degree
R at a distance ℓ from the root. Let AR,ℓ(τ2) be the set of all trees which
have τ2 as a subtree and the property that if the subtrees attached to t in the
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Figure 11: An illustration of the set AR,ℓ(τ2).
R–th, R+1–st, . . . position clockwise from (r, t) are removed one obtains τ2,
see Fig. 11. Summing (5.11) as in the case m = 1 one finds that
ν(AR,ℓ(τ2)) = W2ζ
|τ2|−1
0
(
1−m+
g′R(1)
g(1)
)
, (5.15)
where
W2 =
∏
v∈V (τ2)\{r,t}
wσv . (5.16)
Note that Equation (5.15) resembles (5.11) with S = 1, T = 0. Now define
AR,ℓ as the union of AR,ℓ(τ2) over all trees τ2 with the above properties. By
summing (5.15) over τ2 we get
ν(AR,ℓ) =
(
1−m+
g′R(1)
g(1)
)
mℓ−1. (5.17)
The sets AR,ℓ are decreasing in R so taking R to infinity in (5.17) one finds,
by the monotone convergence theorem, that the probability of exactly one
vertex having an infinite degree and being at a distance ℓ from the root is
(1 − m)mℓ−1. Summing this over ℓ gives 1 which shows that the measure
is concentrated on trees with exactly one vertex of infinite degree. The
distribution of the outgrowths follows from (5.15) and (5.16).

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Theorem 5.4 Theorem 5.3 applies to the generic and nongeneric, critical
ensembles in Lemmas 5.1 and 5.2 and the nongeneric, subcritical ensembles
defined by (4.1) and (4.2).
Proof This follows from Lemmas 4.12, 5.1 and 5.2 since (5.3) holds with
δ =


3/2 generic, and nongeneric critical with g′′(1) <∞
β/(β − 1) nongeneric critical with 2 < β < 3
β nongeneric subcritical.
(5.18)

The final result of this section concerns the size of the large vertex, in
finite trees, which arises in the nongeneric, subcritical phase.
Theorem 5.5 Consider the nongeneric branching weights defined by (4.1)
and (4.2). Let CN,ǫ be the event that a tree in ΓN has exactly one vertex of
maximal degree σmax and (1 − m − ǫ)N ≤ σmax ≤ (1 − m + ǫ)N . For any
ǫ, δ > 0 there exists an N0 ∈ N such that
νN (CN,ǫ) > 1− δ (5.19)
for all N ≥ N0.
Proof This follows directly from the estimates (4.42), (4.44) and (4.47–4.53).

6 The spectral dimension of subcritical trees
In this section we will calculate the so called annealed spectral dimension of
the nongeneric subcritical trees. A simple random walk on a graph G is a
sequence of nearest neighbour vertices, ω, together with a probability weight
|ω|−1∏
t=0
(σωt)
−1 (6.1)
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where ωt denotes the (t+ 1)-st vertex of ω and |ω| is the number of vertices
in ω. The random walk is a process where at time t a walker, located at ωt,
moves to one of its neighbours with probabilities (σωt)
−1.
Let pG(t) be the probability that a simple random walk which begins
at the root in G, is located at the root at time t. The spectral dimension of
the graph G is defined as ds provided that
pG(t) ≍ t
−ds/2 (6.2)
where we write f(t) ≍ t−γ if
lim
t→∞
log (f(t))
log(t)
= −γ. (6.3)
If pG(t) falls off faster than any power of t then we say that ds = ∞. The
definition of ds is only useful on infinite graphs since on finite graphs, the
return probability is asymptotically a positive constant. It is straightforward
to verify that the spectral dimension of a connected, locally finite graph
is independent of the choice of a root. The spectral dimension of the d–
dimensional hyper–cubic lattice Zd is ds = d in which case it agrees with our
usual notion of dimension. For general graphs the spectral dimension need
not be an integer and furthermore it might not exist.
For an infinite random graph (G, ν), where ν is a probability distri-
bution on some set of graphs G, one can define the spectral dimension in
different ways. First of all the graphs can have, ν almost surely, a spectral
dimension ds defined as above. Secondly, we define the annealed spectral
dimension as d¯s provided that
〈pG(t)〉ν ≍ t
−d¯s/2 (6.4)
where 〈·〉ν denotes expectation value with respect to ν. These definitions need
not agree and we will see an example where d¯s exists and is finite, whereas ds
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is almost surely infinite. For a discussion of the spectral dimension of some
random graph ensembles, see [19, 20, 26].
The Hausdorff dimension of a graph G is defined in terms of how the
volume of a graph ball BR(G) centered on the root scales with large R. The
Hausdorff dimension is defined as dH if
|BR(G)| ≍ R
dH . (6.5)
Similarly the annealed Hausdorff dimension is defined as d¯H provided that
〈|BR(G)|〉ν ≍ R
d¯H . (6.6)
The spectral and Hausdorff dimensions do not agree in general.
The Hausdorff dimension of subcritical trees is almost surely infinite
and the annealed Hausdorff dimension is infinite. This follows from the fact
that a vertex of infinite degree is almost surely at a finite distance from
the root and that its expected distance from the root is finite. It is clear
that the spectral dimension is almost surely infinite since a random walk
will eventually hit the vertex of infinite degree and thereafter almost surely
never return to the root. However, it turns out that the annealed spectral
dimension is finite and takes the same values as in the case of subcritical
caterpillars [27]. The main result of this section is the following theorem.
Theorem 6.1 For any β > 2 the annealed spectral dimension of the subcrit-
ical trees defined by (4.1) and (4.2) is
d¯s = 2(β − 1) (6.7)
provided it exists.
The return probabilities which we study to prove the above theorem,
are most conveniently analysed through their generating functions. For a
rooted tree T define
QT (x) =
∞∑
t=0
pT (t)(1− x)
t/2. (6.8)
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The generating function variable x is defined in this way for convenience in
later calculations. Note that since T is a tree only integer exponents appear
on 1 − x. Let p1T (t) be the probability that a random walk which leaves the
root at time zero returns to the root for the first time after t steps. Define
the generating function
PT (x) =
∞∑
t=0
p1T (t)(1− x)
t/2. (6.9)
By decomposing a walk which returns to the root into the first return walk,
the second return walk etc. we find the relation
QT (x) =
∞∑
n=0
(PT (x))
n =
1
1− PT (x)
. (6.10)
Let n be the smallest nonnegative integer for which Q
(n)
T (x), the n–th deriva-
tive of Q(x), diverges as x −→ 0. If
(−1)nQ
(n)
T (x) ≍ x
−α (6.11)
for some α ∈ [0, 1) then clearly
ds = 2(1− α + n), (6.12)
if ds exists. For random graphs, the same relation holds between the singular
behaviour of 〈Q
(n)
T 〉ν as x −→ 0 and the annealed spectral dimension. We will
prove Theorem 6.1 by establishing separately a lower bound and an upper
bound on d¯s.
6.1 A lower bound on d¯s
We first present a formula for the n–th derivative of a composite function
(see e.g. [4]) which will be used repeatedly.
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Lemma 6.2 (Faa` di Bruno’s formula) If f and g are n times differentiable
functions then
dn
dxn
f(g(x)) =
∑
∑n
i=1 iqi=n
n!
q1!q2! · · · qn!
f (q1+...+qn)(g(x))
n∏
j=1
(
g(j)(x)
j!
)qj
.
(6.13)
The following lemma will be needed to obtain the lower bound on d¯s.
Lemma 6.3 Let µ be a subcritical GW measure on Γ′ corresponding to the
offspring probabilities (3.8). For any n < β−1 and any nonnegative integers
θ1, . . . , θk, k ≤ n such that θk 6= 0 and
∑k
a=1 aθa ≤ n it holds that〈
k∏
a=1
(
(−1)aP
(a)
T (x)
)θa〉
µ
<∞ (6.14)
for all x ∈ [0, 1].
Proof The result is obvious for x > 0 since the coefficients of PT (x) are
smaller than one. First, take a fixed finite tree T with root of degree one.
Denote the degree of the nearest neighbour of the root by N and the finite
trees attached to that vertex by T1, . . . , TN−1. Then from [20] we have the
recursion
PT (x) =
1− x
ST (x)
(6.15)
where
ST (x) = N −
N−1∑
i=1
PTi(x). (6.16)
Note that ST (x) ≥ 1, since PTi(x) ≤ 1 for all i. By Faa` di Bruno’s formula
(with f(x) = 1/x, g(x) = ST (x)) and throwing away negative powers of
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ST (x) we find that
(−1)bP
(b)
T (x)
b!
≤
∑
∑b
i=1 iqi=b
(
q1 + · · ·+ qb
q1, . . . , qb
) b∏
j=1
(
(−1)j+1S
(j)
T (x)
j!
)qj
+
∑
∑b−1
i=1 iqi=b−1
(
q1 + · · ·+ qb−1
q1, . . . , qb−1
) b−1∏
j=1
(
(−1)j+1S
(j)
T (x)
j!
)qj
(6.17)
where
(
q1+···+qb
q1,...,qb
)
is the multinomial coefficient. Looking at the product from
the first sum we find that
b∏
j=1
(
(−1)j+1S
(j)
T (x)
j!
)qj
=
b∏
j=1
∑
p1+···+pN−1=qj
(
qj
p1, . . . , pN−1
)N−1∏
i=1
(
(−1)jP (j)Ti (x)
j!
)pi
.
(6.18)
Expanding the above products and keeping track of the factors in each term
which depend on the same outgrowth Ti, i = 1, . . . , N − 1 we find that they
are of the form
Ci
b∏
j=1
(
(−1)jP
(j)
Ti
(x)
j!
)αj
(6.19)
where
∑b
j=1 jαj ≤ b and Ci is a number independent of Ti (the terms in the
latter sum in (6.17) are of the same form, if b is replaced by b − 1). The
equality
∑b
j=1 jαj = b holds only when pi = αj = qj in which case pa = 0
if a 6= i and Ci = 1. The total contribution from such terms in (6.18) is
therefore
N−1∑
i=1
b∏
j=1
(
(−1)jP
(j)
Ti
(x)
j!
)qj
. (6.20)
Now choose numbers θ1, . . . , θk such that θk 6= 0 and
∑k
a=1 aθa ≤ n.
Define Θ =
∑k
a=1 aθa. The following product of (6.17) over b has an upper
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bound
k∏
b=1
(
(−1)bP
(b)
T (x)
b!
)θb
≤
N−1∑
i=1
k∏
b=1
(
(−1)jP
(b)
Ti
(x)
b!
)θb
+ C
Θ∑
M=1
∑
α(M)
∑
1≤i1<i2<···<iM≤N−1
M∏
p=1
k∏
b=1

(−1)bP (b)Tip (x)
b!

αb,ip + C
where
∑
α(M) is a sum over nonnegative integers αb,ip which satisfy either
(i)
k∑
b=1
bαb,ip < Θ or (ii)
k−1∑
b=1
bαb,ip = Θ (6.21)
and C is a number which only depends on k and (θ1, . . . , θk). Taking the µ
expectation value of the above inequality and using the fact that the sub-
trees Ti, i = 1, . . . , N − 1 are identically and independently distributed and
distributed as T itself, yields〈
k∏
b=1
(
(−1)bP
(b)
T (x)
b!
)θb〉
µ
≤
C
(1−m)g(1)
Θ∑
M=1
∑
α(M)
g(M)(1)
M !
M∏
p=1
〈
k∏
b=1

(−1)bP (b)Tip (x)
b!

αb,p〉
µ
+
C
1−m
.
(6.22)
Note, that M ≤ Θ ≤ n < β− 1 and thus g(M)(1) <∞. Therefore, for x > 0,
the right hand side of (6.22) is finite. To show that the left hand side is
finite at x = 0 we proceed by induction on the sequences (θ1, θ2, . . . , θk). We
define a partial ordering on the set of such sequences in the following way
(see also Fig. 12). Sequences (θ1, . . . , θk) and (θ
′
1, . . . , θ
′
ℓ) obey (θ
′
1, . . . , θ
′
ℓ) <
(θ1, . . . , θk) if and only if
(i)
ℓ∑
i=1
iθ′i <
k∑
i=1
iθi or (ii)
ℓ∑
i=1
iθ′i =
k∑
i=1
iθi and ℓ < k.
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Figure 12: A sequence (θ1, θ2, . . . , θk) is represented by a Young tableau where θi
represents the number of rows of size i. The size of a tableau is Θ and the number
of elements in the top row (grey boxes) is the value of k. The tableaux are first
ordered by Θ and then by k if possible. Tableaux with the same values of Θ and
k are incomparable.
For the smallest values, k = 1 and Θ = 1, we find with the same calculations
as above that
〈−P ′T (x)〉µ ≤
1
1−m
. (6.23)
Next assume that (6.14) holds for for all sequences (θ′1, θ
′
2, . . . , θ
′
k′) which are
less than a given sequence (θ1, θ2, . . . , θk) with k,Θ ≤ n. Then, by (6.21),
all the terms on the right hand side of (6.22) are finite and therefore the left
hand side is finite for all x ∈ [0, 1]. This shows that (6.14) holds for the
sequence (θ1, θ2, . . . , θk).

Let ν be the measure corresponding to nongeneric subcritical trees as
characterized in Theorem 5.3. To find a lower bound on d¯s with respect to
ν we study an upper bound on a suitable derivative of the ν-average return
probability generating function. Let Mℓ be a linear graph of length ℓ with
the root, r, at one end and a vertex of infinite degree, t, on the other end. Let
Bℓ,k be the set of trees with graph distance ℓ between r and t and such that
at least one vertex on the path (r, t) has degree k and all the other vertices
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have degree no greater than k (with the exception of t of course). Define
〈·〉ν,τ∈A = ν(A)
−1
∑
τ∈A
ν(τ) (·) (6.24)
as the expectation value with respect to ν conditioned on the event A and
define
φ(k) =
∑
i+j=k−2
φ(i, j). (6.25)
We can write
〈Qτ (x)〉ν =
∞∑
ℓ=1
ψ(ℓ)
∞∑
k=2
c(k, ℓ)〈Qτ (x)〉ν,τ∈Bℓ,k (6.26)
where
c(k, ℓ) =
(
k∑
i=2
φ(i)
)ℓ−1
−
(
k−1∑
i=2
φ(i)
)ℓ−1
. (6.27)
In a tree in Bℓ,k, denote the vertices on the path (r, t) strictly between
r and t by s1, s2, . . . , sℓ−1. Denote the outgrowths attached to si by T (si),
where i = 1, . . . , ℓ−1 and denote the j-th outgrowth from si by Tj(si) where
j = 1, . . . , σsi−2, see Fig. 13. The first return probability generating function
for T (si) (viewing si as the root) can be written in terms of the first return
probability generating functions for Tj(si) in the following way
PT (si)(x) =
1
σsi − 2
σsi−2∑
j=1
PTj(si)(x). (6.28)
Now take a τ ∈ Bℓ,k. We can write
Qτ (x) =
∑
ω: r→r
on Mℓ
Kτ (x, ω)Wω(Mℓ)(1− x)
|ω|/2 (6.29)
where
Kτ (x, ω) =
|ω|−1∏
t=1
ωt∈{s1,...,sℓ−1}
2
2 + (σωt − 2)(1− PT (ωt)(x))
(6.30)
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*Figure 13: A tree from Bℓ,k.
and
Wω(Mℓ) =
|ω|−1∏
t=0
(σωt(Mℓ))
−1, (6.31)
see [26]. Choose n such that n + 1 < β ≤ n + 2. Differentiating n times we
get
(−1)nQ
(n)
τ (x)
n!
=
∑
n1+n2=n
∑
ω: r→r
on Mℓ
Wω(Mℓ)
(−1)n1K
(n1)
τ (x, ω)
n1!
(−1)n2
n2!
dn2
dxn2
(1−x)|ω|/2.
(6.32)
Let ω be a random walk and denote the maximal subsequence of ω
which consists only of the vertices s1, . . . , sℓ−1 by ω
′. Then
(−1)bK
(b)
τ (x, ω)
b!
=
∑
n1+···+n|ω′|=b
|ω′|∏
t=1
(−1)nt
nt!
dnt
dxnt
(
2
2 + (σω′t − 2)(1− PT (ω′t)(x))
)
.
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By Faa` di Bruno’s formula we get
(−1)p
p!
dp
dxp
(
2
2 + (σω′t − 2)(1− PT (ω′t)(x))
)
=
2
2 + (σω′t − 2)(1− PT (ω′t)(x))
∑
q1+2q2+···+pqp=p
(
q1 + · · ·+ qp
q1, . . . , qp
)
×
( 2(σω′t − 2)
2 + (σω′t − 2)(1− PT (ω′t)(x))︸ ︷︷ ︸
(∗)
)q1+···+qp p∏
a=1

(−1)aP (a)T (ω′t)(x)
a!

qa .
(6.33)
Now, PT (ω′t)(x) ≤ 1−x. Also note that the quantitiy (∗) in (6.33) is increasing
in σsi and since σsi ≤ k for i = 1, . . . , ℓ− 1 we find that
(∗) ≤
2(k − 2)
2 + (k − 2)x
. (6.34)
Observe that
2(k − 2)
2 + (k − 2)x
≤ 1 for k = 2, 3 and that
2(k − 2)
2 + (k − 2)x
≥ 1 for
k ≥ 4. Finally, note that
(
q1+···+qp
q1,...,qp
)
≤ pp. Combining these results and using
(6.28) we get the upper bound
(−1)bK
(b)
τ (x, ω)
b!
≤ bb
(
2(k − 2)
2 + (k − 2)x
)(1−δk,2)(1−δk,3)b
∑
n1+···+n|ω′|=b
|ω′|∏
t=1
∑
q1+2q2+···+ntqnt=nt
nt∏
a=1
1
(σω′t − 2)
qa
×
∑
p1+···+pσ
ω′
t
−2=qa
(
qa
p1, . . . , pσω′
t
−2
) σω′
t
−2∏
j=1

(−1)aP (a)Tj(ω′t)(x)
a!

pj .
(6.35)
Expanding the above products and keeping track of the factors in each term
which depend on the same outgrowth Tj(si), i = 1, . . . , ℓ−1, j = 1, . . . , σsj−2,
49
we find that they are of the form
Cij
n∏
a=1
(
(−1)aP
(a)
Tj(si)
(x)
)θa
(6.36)
where
∑n
a=1 aθa ≤ n and Cij is independent of Tj(si). By Lemma 6.3, the
expected value of (6.36) over the outgrowths Tj(si) is finite, and since the
total number of terms on the right hand side of (6.35) is a polynomial in |ω′|
we find that
〈
(−1)bK(b)τ (x, ω)
〉
ν,τ∈Bℓ,k
≤ H(|ω|)
(
2(k − 2)
2 + (k − 2)x
)(1−δk,2)(1−δk,3)b
(6.37)
where H(|ω|) is a polynomial with positive coefficients. From this inequality
and the fact that (−1)iQ
(i)
Mℓ
(0) is a polynomial in ℓ of degree 2i+1, it follows
that
〈(−1)nQ(n)τ (x)〉ν,τ∈Bℓ,k ≤
n∑
i=0
Si(ℓ)
(
2(k − 2)
2 + (k − 2)x
)(1−δk,2)(1−δk,3)i
(6.38)
where Si(ℓ), i = 0, . . . , n are polynomials with positive coefficients. Noting
that c(k, ℓ) ≤ φ(k)(ℓ− 1) we get from (6.26) that
〈(−1)nQ(n)τ (x)〉ν ≤
n∑
i=0
∞∑
ℓ=1
Si(ℓ)ψ(ℓ)(ℓ−1)
∞∑
k=2
φ(k)
(
2(k − 2)
2 + (k − 2)x
)(1−δk,2)(1−δk,3)i
.
(6.39)
The sum over ℓ is convergent since ψ falls off exponentially and the sum over
k can be estimated by an integral yielding
〈(−1)nQ(n)τ (x)〉ν ≤ Cx
β−n−2
∫ ∞
x
yn+1−β
(2 + y)n+1
dy (6.40)
where C is a constant. If β < n + 2 the last integral is convergent when
x→ 0 but if β = n + 2 it diverges logarithmically. In both cases we get the
lower bound d¯s ≥ 2(1− β), provided d¯s exists.

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6.2 An upper bound on d¯s
To find an upper bound on d¯s we study a lower bound on a suitable derivative
of the average return probability generating function. The aim is to cut
off the branches of the finite outgrowths from the path (r, t) so that only
single leaves are left. We then use monotonicity results from [26] to compare
return probability generating functions. As before we choose n such that
n+ 1 < β ≤ n+ 2. We begin by differentiating (6.26) n times and throwing
away every term in the sum over ℓ except the ℓ = 2 term
〈
(−1)nQ(n)τ (x)
〉
ν
≥ (1−m)m
∞∑
k=2
φ(k)
〈
(−1)nQ(n)τ (x)
〉
ν,τ∈B2,k
. (6.41)
Let M2,k be the graph constructed by attaching k − 2 leaves to the vertex
s1 in M2 defined in the previous section. Take a tree τ ∈ B2,k. Denote the
nearest neighbours of s1, excluding r and t, by u1, . . . , uk−2. Denote the finite
tree attached to ui by U(ui), i = 1, . . . , k − 2, and view ui as its root, see
Fig. 14. We can write
Qτ (x) =
∑
ω: r→r
on M2,k
Fτ (x, ω)Wω(M2,k)((1− x)
|ω|/2 (6.42)
where
Fτ (x, ω) =
|ω|−1∏
t=1
ωt∈{u1,...,uk−2}
1
1 + (σωt − 1)(1− PU(ωt)(x))
. (6.43)
*
U1
tr
u1 u2
s1
U2
uk−2
Uk−2
Figure 14: A graph τ ∈ B2,k.
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Define
H(x) =
∑
ω: r→r
on M2,k
〈Fτ (x, ω)〉ν,τ∈B2,k Wω(Mℓ)
dn−1
dxn
(1− x)|ω|/2. (6.44)
Differentiating once we easily find that
(−1)nH ′(x) ≤
〈
(−1)nQ(n)τ (x)
〉
ν,τ∈B2,k
(6.45)
and using the methods of [26, Section 4] we find that there exists a sequence
ξi converging to zero as i −→ ∞ on which
(−1)nQ
(n)
M2,k
(ξi) ≤ (−1)
nH ′(ξi). (6.46)
Using the relation (6.10) one can show that (−1)nQτ (x) ≥ (−1)
nPτ (x) for
any τ . Thus, we finally have
〈
(−1)nQ(n)τ (ξi)
〉
ν
≥ (1−m)m
∞∑
k=2
φ(k)(−1)nP
(n)
M2,k
(ξi) (6.47)
on a sequence ξi converging to zero. In [27] it is shown that
P
(n)
M2,k
(x) = (−1)n
n!(k − 1)n−1k
(2 + (k − 2)x)n+1
(6.48)
and therefore the sum over k in (6.47) can be estimated from the below by
the same integral as in (6.40) up to a multiplicative constant. This proves
that d¯s ≤ 2(β − 1) provided d¯s exists.

7 Conclusions
We have studied an equilibrium statistical mechanical model of trees and
shown that it has two phases, an elongated phase and a condensed phase.
We have proven convergence of the Gibbs measures in both phases and on
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the critical line separating them. The main result is a rigorous proof of the
emergence of a single vertex of infinite degree in the condensed phase. The
phenomenon of condensation appears in more general models of graphs [1, 2]
and it would be interesting to prove analogous results in those cases.
In the generic phase the annealed Hausdorff dimension is d¯H = 2 and
the annealed spectral dimension is d¯s = 4/3, see [20]. The proof of this result
relies only on the fact that the infinite volume measure is concentrated on
the set of trees with exactly one spine having finite critical Galton–Watson
outgrowths and that g′′(1) <∞. Therefore, it follows from Theorem 5.3 that
d¯H = 2 and d¯s = 4/3 on the critical line when g
′′(1) <∞.
It remains an open problem to calculate the dimension of trees on the
critical line when g′′(1) = ∞. It is easy to see that the annealed Hausdorff
dimension is infinite in this case since the expected value of the degree of any
vertex on the spine is infinite. However, we expect from the analogous case
of caterpillars [27] and on the basis of scaling arguments [14, 16] that
dH =
β − 1
β − 2
and ds =
2(β − 1)
2β − 3
(7.1)
holds almost surely, where 2 < β ≤ 3. Note that by Theorem 5.3, the infinite
volume measure is still concentrated on the set of trees with exactly one
spine having critical Galton–Watson outgrowths. Therefore, a possible way
to prove (7.1) is to follow the arguments in [20], but taking into account the
different behaviour of critical Galton–Watson processes having g′′(1) = ∞.
Some results on such Galton–Watson processes can be found in [30].
In the condensed phase the Hausdorff and spectral dimension are almost
surely infinite due to the infinite degree vertex. The same applies to the
annealed Hausdorff dimension. However, the annealed spectral dimension
takes the values d¯s = 2(β − 1) where β > 2. This is different from the value
d¯s = 2 which was obtained in [16] using scaling arguments. The reason is
that the scaling ansatz used in [16] is apparently not valid when a vertex of
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infinite degree appears.
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