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ABSTRACT 
We study the similarity invariants of a square matrix when we prescribe an 
arbitrary submatrix. 
1. INTRODUCTION 
Let F be a field. Let i,, . . , in, jl, . . . , j, be integers such that 1 < i, < 
“. <i,<m, l,<j,< *** < j, < m. Our purpose is to study the similarity 
invariants of a matrix A E F m Xm when we prescribe the submatrix A, lying 
on rows il,...,in and columns j,,. ., j,. Let R = {iI,. ..,i,) and S = 
{j 1,. . . , j,}. Without loss of generality, we shall assume that R = (1,. . . , n), 
RnS={p+l,..., n), S = (p + 1,. . . , n,. . . , n + 24). 
*This work was done within the activities of the Centro de Agebra da Universidade de 
Lisboa (I.N.I.C.) and was supported by Project0 87.463 of J.N.I.C.T. 
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Results concerned with this problem are known when a particular subma- 
trix is prescribed. In our view, the most interesting of these results are Sa’s 
and Thompson’s theorem [ll, 161 that solves it when A,, is principal and 
Zaballa’s theorem [18] that solves it when A,, corresponds to complete rows 
or columns. Other results can be found in the references. 
In this paper, Theorem 2 is concerned with the invariant polynomials of 
A; Theorem 3 with the characteristic polynomial of A when A is nonderoga- 
tory; and Theorem 4 with the characteristic polynomial of A. Theorem 1 is a 
variant of Theorem 2 for matrix pencils. 
2. MAIN RESULTS 
From now on, suppose that F is infinite. Let x and y be two indepen- 
dent variables. If 
f(x) = ckxk + ck__Ixk-l + ” ’ + Cl-X + Co E F[x], ck + 0, 
we define f(r, y) as follows: 
f(X,Y) = CkXk + ck_lx k-ly+ .-. +c,~y~-~+c~y~~ F[x,y]. 
Given polynomials f, g E F[x] -(O}, we have 
E=fZ. (1) 
If f E F[x], we denote by d(f) th e e d g ree of f. We assume that greatest 
common divisors and least common multiples of polynomials in the variable 
x and invariant factors of matrices over F[x] are always manic. Given a 
polynomial matrix M, over F[x] or F[x, y], and its invariant factors pi I . . . I 
pp, p = rank M, we make the convention that pi = 0 whenever i > p and 
pi = 1 whenever i < 0. 
Let a, ,..., a,,bi ,..., b, be integers, and let u and 7 be permutations of 
{I,..., s} such that a,(,) > . * * > a,(,) and b,(,, > . . . > b,,,,. We write 
(U i ,... ,u,)+(b, ,... , b,v) whenever a,+ 3.. +a,= b,+ ... + b, and a,(,) 
+ . . . + a,(,) < b,(,, + * * * + b,(,,, i E (1,. . . , s - 1). 
Let C(X)E F[xlnXh be a matrix pencil, (u,(x, y) I . . . I aW(x, y) its homo- 
geneous invariant factors, w = rank C, k, > * . . > k, _-u: its row minimal 
indices, t, 2 . . * z th_w its column minimal indices, and E = t, + 
. . * + t,_,. 
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THEOREM 1. Let D(X)= F[x]~~“’ be a regular matrix pencil, with 
n,h<m. Let yJx,y)l *** 1 y,,,(x, y) be its homogeneous invariant factors. 
Then the following conditions are equivalent: 
(a,) There exists a pencil E(x) strictly equivalent to D(x) containing 
C(x) as a subpencil. 
(b,) There exist polynomials 6, I * * * 16, such that the following condi- 
tions hold: 
(i) lcm(ai_,+W,yi)I Si I gCd(CYi)Yi+2tn-2n+u:-h), i ~{l,...,nI. 
(ii) (k,+l,...,k,_,+l)~(d(o”-“)-d(a”-”-’),...,d(a1)-d(ao)), 
where 
& = ,i . . . 
1 &+j_-B and oj=]om(oi-j+E,Si+E)) 
j E (0, * . .) n - w}, i E 11,. . . , w + j - E}. 
(iii) n + h - w > d(vh-lu) and 
(t1+1 ,...>t,,-w + 1) < (n + h - w - d(~h--(L’-l), 
where 
77j=77{...T{+j and xt,j = Icm(Si_j, y,), 
j E {O, . . . , h - w}, i E {l,..., n + j}. 
In the following Theorems 2, 3, and 4, we assume that 
C(x) = 
- Al,, 
- A,,, 1 
E F[xlnxh, 
where A,,,, A,,,, A,,,, A,,, have their entries in F, and that 
n=p+q, h=q+u, m=p+q+u+v, 
(2) 
where all the letters denote nonnegative integers. 
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THEOREM 2. jet B E Fmxm, and yJx, y) I *. . I -y,(r, y) be the homoge- 
neous invariant factors of xl, - B. Then the following condition is equivalent 
to (b,): 
(a,) There exist matrices A, 1 (E Fpxp), A,,,, A,,,, A, 4, A,,,, A,,,, 
A 3.37 A,,,, A,,,, A,,,, A,,,, and Ad,.,, with entries in F, such that 
A = [A,,,] E Fmx” (i,jE{1,2,3,4)) (3) 
is similar to B. 
Nowlet Y~(Ix)( a-. I v,(x) be the nonhomogeneous invariant factors of C, 
and let f E F[r] b e a manic polynomial of degree m. 
THEOREM 3. Zf w - q + v z 0, then the following conditions are equiva- 
lent: 
(a,) There exist matrices A, I (E Fpxp), A,,,, A,,,, A,,,, Aa,, A,,,, 
A , A3 4, A, 1, A, 2, A, 3p and -k, 4, with entries in F, such that A in (3) is 
nc%derogatory’ and has character& polynomial f. 
(b,) v1 = . . . = v~_~__~ = 1 and v~_~ If. 
Zf w - q + v = 0, then (a,) is equivalent to: 
(bj) v1 = - . . = vq_l = 
d(v,x) = n - E. 
1, and there exists x E F[ x ] such that VEX I f and 
THEOREM 4. Zf w - q + v z 0, then the following conditions are equiva- 
lent: 
(a,) There exist matrices A, 1 (E FpXp), A,,,, A,,,, A,,,, A%,, A,,,, 
A , A3 4r A, I, A, 2T A, 3p ad A,,,, 
ch?&tektic ~olyknnial’f. 
with entries in F, such that A in (3) has 
6,) v1 . * * vq-” If. 
Zf w - q + v = 0, then (a,) is equivalent to: 
(b’,) There exists x E F[x] such that v1 * * * vq,y If and d(v, . . . vq,y)= 
n - E. 
REMARK. Particular cases of Theorem 4 had already been obtained: the 
case h = m by Wimmer [17]; the case p = u = 0 by Oliveira [5]; the case 
q = v = 0 by Oliveira [6]. 
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The following lemmas are easy to prove. 
LEMMA 1. Suppose that C has the form (2). A pencil 
- 4.3 
- AL.3 I E FIXlflXh 
(where the blocks A’,, j have entries in F) is strictly equivalent to C if and only 
if there exist nonsingular matrices of the forms 
E Fhxh, 
with P, s E F9x’J, such that C’ = PCQ. 
LEMMA 2. Using the notation of Lemma 1, if C and C’ are strictly 
equivalent, then each of conditions (a,), (a,), (a,) is equivalent to the 
condition that results from it on replacing 
LEMMA 3. Suppose that C has the form (2) and that D = xl,, - B, with 
B E Fmx”. Then (a,) is equivalent to (a,>. 
LEMMA 4. lf C does not have infinite elementary divisors, then Theorem 
2 holds. 
Proof. Since neither of the pencils C and xl,,, - B has infinite elemen- 
tary divisors, we have 
ai = ci, iE{l,...,w), 
Yi=Pi> iE{l,...,m}, 
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where V,(X) I * . . I v,(x) and p,(x) I . . . I p,n(x) are the nonhomogeneous 
invariant factors of C and XI,, - B, respectively. Using (0, we deduce that 
(b,) is equivalent to the condition (b’,) that results from (b,) on replacing 
al,. . . , aw, y1.. . ., Y,,, with u~,...,Y~,P~,...,P,~, respectively. Note that q = w. 
Bearing in mind the Kronecker canonical form, C is strictly equivalent to 
a pencil of the form 
]=[;.,_.1 
s 
(4) 
where M is a regular pencil, without infinite elementary divisors, whose 
invariant factors different from 1 coincide with the invariant factors of C 
different from 1; r is the number of indices i E (1,. . . , p) such that ki > 0; Si 
has the form 
(5) 
andisofsize k,xk,, iE(l,...,p}; s is the numberofindices j~(l,...,~] 
such that tj > 0; T’ has the form (5) and is of size tj X tj, j E (1,. . . , u]; and 
A’, [respectively, Ai] is a matrix with its entries equal to zero, except those in 
positions (p. l>,(p - 1, k, + l), . . . ,(p - r + 1, k, + + . . + k,_, + 1) [respec- 
tively, (t,, l),(t, + t,,2), . . . ,(t, + * . . + t,, s)], which are equal to 1. Accord- 
ing to Lemma 2, we assume, without loss of generality, that C has the form 
(4). Let 
C,= 
0 1 - A’, 
diag(M,S,,...,S,) 1 
CE F[xl(“-6)XoI-E)), 
Let v; I * * . 1 v;_~ be the invariant factors of C,. We have 
1, i E(l,...,e}, 
vi = 
V;--E, iE(e+l,...,q}. 
(6) 
Note that the row minimal indices of C and C, coincide. 
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and 
Now suppose that (a,) holds. Let 
D=[ x1,,::, 1 c] (7) 
where A’, I is the submatrix of A, 1 
S, I . . . IS: and S; I . * * I SL_, be the 
lying in the first 9 - E rows. Let 
invariant factors of D and D,, 
respectively. We have 
i 
1, 
4= a;_,, 
iE{l,...,&}, 
iE(.s+l,...,n}. (9) 
According to Theorem 5.1 of [18] (or Th eorem 5 of [2], which generalizes it), 
we have 
s; Iv: Is;,,, iE{l,...,q-&}, (10) 
and condition (ii) of (b;) holds. According to Theorem 5 of [2], we have 
Pi 1 ‘i I Pi+u+Ze, i E (l,...,n}, (11) 
and condition (iii) of (b’,) holds. Condition (b;)(i) results from (61, (9), (lo), 
(11). Therefore (b;) is satisfied. 
Conversely, suppose that (b’r) holds. From (b’,Xii), we deduce that 
6 I,“‘, 6, are different from zero. Without loss of generality, assume that 
6 r,.. ., S, are manic. We have V, = . . . = v, = 1. From (b’rXi) it results 
that 6, = * . . = 8, = 1. Define S;, . . . , SL_, according to (9). From (b;)(m) 
we have (t, + l)+ . * * +(t, + 1) = n + u - &TO). Hence d(6,, . . . ,a,) = n - 
E. Bearing in mind Theorem 5.1 of [18] (or Theorem 5 of [2]), it results from 
(i) and (ii) of (b’,) that there exist matrices A,, 1 and A’,,, such that Do in (8) 
has invariant factors S;, . . . , SL_,. Let 
A 2.1 = E Fqx”. 
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Then the pencil D defined by (7) has invariant factors 6,, . . . ,a,, has column 
minimal indices t 1, . . . , t,, and does not have row minimal indices or infinite 
elementary divisors. Using Theorem 5 of [2], it is easy to deduce (a,). n 
Let 
x=f ~;EF’~’ 
[ I 
be a nonsingular matrix. In [2] we defined the functions n, and Px as 
follows: for each polynomial f E F[x, y], 
for each pencil M = xM, + M, CM,, M, E Fnxh), 
Px(M)=x(aM,+cM,)+(bM,+dM,). 
Note that n, is an automorphism of F[x, y]. In [2] we also proved the 
following lemma. 
LEMMA 5. Let M,, M, E FnXh, M=~M,+M,,r=rankM.L.etf~(x,y)I 
* . . 1 f,<x, y) be the homogeneous invariant factors of M. Then lI,(f,) I . . * I 
n,( f,.) are the homogeneous inz;uriant factors of P,(M), while the minimal 
indices of M and P,(M) coincide. 
Proof of Theorem 1. Firstly, suppose that neither of the pencils C, D has 
infinite elementary divisors. Then C is strictly equivalent to a pencil of the 
form (2), with 4 = w, while D is strictly equivalent to XI, - B, with 
BE Fmx”. Without loss of generality, we assume that C and D have these 
forms. Then this case results from Lemmas 3 and 4. 
Now consider the general case. Let e be an element of F -(O} such that 
1- ue # 0 for every root a of VW@,, the product of the nonhomogeneous 
invariant factors corresponding to cy, and y,“. respectively. Let 
xc 1 0 
[ 1 e 1’ 
Then neither of the pencils P,(C), Px( D) has infinite elementary divisors. As 
II, is an automorphism, (b,) is equivalent to the condition that results from 
it on replacing czi,...,~y,,y~,...,+y~ with nx(cy,),...,nx(cy,),n,(y,),..., 
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n,(y,), respectively. On the other hand, (a,) is equivalent to the condition 
that results from it on replacing D and C with P,(D) and P,(C), respec- 
tively. Bearing in mind Lemma 5 and the case already studied, it is easy to 
complete the proof. n 
Now Theorem 2 results immediately from Theorem 1 and Lemma 3. The 
proofs of Theorems 3 and 4 are analogous. Therefore we only present one of 
the proofs. 
Proof of Theorem 4. Firstly note that C has w - q infinite elementary 
divisors exactly. Thus 
cYi = ci, iE{l,...,q). (12) 
Now suppose that (a,) holds. Let yr(x, y) I * * * I y,(x, y) be the homoge- 
neous invariant factors of XI, - A, and let @r(x) I * * . I f3,<~> be the (nonho- 
mogeneous) invariant factors of 21, - A. As XI, - A does not have infinite 
elementary divisors, we have 
Yi=PiT iE(l,...,m}. (13) 
According to Theorem 2, (b,) is satisfied. From (i) it results that 
ffl. * .a,_,l6,...6,_,ly,...y,=f. (14) 
Using (l), (12), and (14), it is easy to conclude that (b,) holds. Now suppose 
that w - q + u = 0, that is, w = q and u = 0. From (iii) we have (t, + 1) 
+ . * * + (t, + 1) = n + u - &TO). Hence d(6, . * * 6,) = n - E. Since y does 
not divide f, we conclude from (14) that y does not divide 8, * . . 8, either. 
Therefore 6, * * * 6, = oji, where w E F -{O) and Z.L E F[x] is manic. Then, 
using (0, (121, (141, we conclude that (b’,) is satisfied. 
Conversely, suppose that one of the conditions (b,),(b’,) is satisfied. Let 
yi = a. I-p-u--20, iE{l,...,m-1}, 
‘y, =f/a, . . * aq-o-_l ( =f/v, . . . y-,-Jr 
6i = ai-_n+w> iE{l,...,n-1}, 
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where I) = x if (b’,) holds; otherwise, I(, E ~[r] is a manic polynomial chosen 
so that d(t))=n-e-&a,.. * a,). It is not hard to see that (i), (ii), and 
(iii) hold. According to Theorem 2, there exists a matrix of the form (3) such 
that XI,, - A has homogeneous invariant factors yi,. , . , ‘y,,,. Clearly, A has 
characteristic polynomial f. n 
REMARK. We only used the hypothesis that F is infinite when C has 
infinite elementary divisors, in order to ensure the existence of e E F 
such 1 - ae # 0 for every root a of u,J?,. Therefore, our proofs are valid 
if F is finite and C does not have infinite elementary divisors. 
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