Abstract Reliable monitoring and diagnosis of industrial processes is quite important for in terms of quality and safety. The goal of fault diagnosis is to find process variables responsible for causing specific abnormalities of the process. This work presents a classification-based diagnostic scheme based on nonlinear representation of process data. The use of a nonlinear kernel technique is able to reduce the size of the data considered and provides efficient and reliable representation of the measurement data. As a filtering stage a preprocessing is performed to eliminate unwanted parts of the data with enhanced performance. The case study of an industrial batch process has shown that the performance of the scheme outperformed other methods. In addition, the use of a nonlinear representation technique and filtering improved the diagnosis performance in the case study. 
Introduction
As one of important elements for ensuing quality and safety of industrial processes, the task of fault diagnosis is crucial in on-going production runs. It seeks to find assignable causes of abnormal production conditions detected on-line. In process industry operating personnel often take remedial process inputs based on diagnostic decisions provided. [1] Various approaches have been developed including mathematical models and knowledge-based models, but they are not easy to develop and maintain especially when the process are complex or change frequently. [2] Due to the advances in sensing and data technology multivariate statistical diagnosis approaches have become popular using automated on-line data collection. These methods are considered to be easy to implement and computationally efficient.
Diagnostic Classification Based on Nonlinear Representation and Filtering of Process Measurement Data

3001
The identification of causes of faults can be treated in the statistical formulation of diagnosis as classification problems. [3] Breiman et al. (1984) developed a recursive partitioning methodology for classification problems called classification and regression tree. [4] The classification and regression tree classifier is a tree constructed by recursively partitioning the predictor space, which is based on training data sets. It identifies important independent variables when there are many potential considered. Its main advantage is that the resulting classification model can be easily interpreted. [5] In classification domains, dimension reduction is quite useful because the dimension of data is normally high when compared with small model data or samples. This paper is organized as follows. First, a brief review of related and proposed methods used in this work is provided, and then a case study is conducted to demonstrate the presented diagnosis scheme. Finally, concluding remarks and future research issues are given.
Method
As a statistical technique a classification tree construction process in a classification problems recursively partitions variable space based on training measurements in which groups are known. The class assigned to each terminal node minimizes the estimated cost of misclassification [4] :
where c(i｜j) represents the cost misclassifying a class j as a class i and the estimated probability of the class j in node t.
Among several measures of impurity of the node developed the follow index is the most commonly used function of node impurity
The goodness of a split can be checked by the deviance reduction related to the split, which is given
where ntj represents the frequency of class j in node t. 
This can be done by maximizing the Fisher criterion [6] :
The optimal discriminant vectors can be obtained by solving the eigenvalue problem (6). They are actually the eigenvectors of
There exist coefficients bi such that
where
By substituting equation (7) into equation (6) and following equation is obtained:
Then, equation (8) can be converted to
. Finally the optimal discriminant vectors are given by
Overall diagnostic scheme of this work is shown in 
The model dimension can be determined by finding alpha values that minimize the following criterion. [7] Based on nonlinear score values obtained the next step is to build a classification tree. It is necessary to split each variable at all its possible split points where a parent node is divided into two child nodes. Then it selects the variables and split point with the highest impurity reduction. Dividing the parent node into the two child nodes is repeated until the tree has maximum size. In a pruning stage cross validation is performed in order to get the optimal tree size.
Fig. 2. Characteristics of batch data
The on-line diagnosis module of the diagnostic scheme is initiated by an out-of-control signals determined by on-line fault detection or monitoring systems implemented. In doing on-line diagnostic decision using test data, however, it is necessary to estimate future observations of the current measurement data collected on-line. It is because that the current new batch run is not complete until the end of its operation (Fig 2) . The incomplete parts of the measurement data should be estimated to make the data matrix full. Also small sample size issues related to the training batch runs and future value estimation need further researches in terms of reliability of diagnosis and computational speed.
Conclusion
