In the theory of elliptic functions, there are two kinds of formulae of FrobeniusStickelberger [FS] and of Kiepert [K] , both of which connect the function σ(u) with ℘(u) and its (higher) derivatives through determinants. These formulae are naturally generalized to hyperelliptic functions by the papers [Ô1] , [Ô2] , and [Ô3] . Avoiding an unneceessary generality, we restrict the story only for the simplest purely trigonal curve y 3 = x 4 + · · · , where the right hand side is a biquadratic polynomial of x (Theorem 3.2 and Corollary 4.2). For more general purely trigonal curve, or for any purely d-gonal curve (d = 4, 5, · · · ), the author would like to publish in other papers, including formulae of Cantor type. In the case of hyperelliptic functions, we considered only the hyperellptic curves ramified at infinity. The theta divisor of the Jacobian variety of such a curve is symmetric with respect to the origin of the Jacobian variety. Each of purely trigonal curves considered in this paper is also completely ramified at infinity and it is acted by the third roots of unity. Hence, the theta divisor of the Jacobian variety of a purely trigonal curve, and it has third order symmetry with respect to the origin. Similar symmetry is also possessed by any purely d-gonal curve.
On the other hand, any curve that is not purely d-gonal does not has symmetry with respect to the origin at all. Since this fact is very serious, the author never imagine whether generalizations of Frobenius-Stickelberger type and of Kiepert type exist or not.
To work out this paper was very simplified by virtue of the three nice papers [BEL1] , [BEL2] , [BLE3] . The author would like to express hearty thanks to the three of authors of these papers.
Preliminaries.
Let C be a complete projective algebraic curve defined by
with the unique point ∞ at infinity. The genus of C is 3. The set of three forms of the first kind (namely, holomorphic forms)
makes a basis of the space of holomorphic 1-forms. The general theory of Abelian integrals shows that the integrals
with respect to all the path from ∞ to three variable points (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) on C fill the whole space C 3 . In this paper, we denote by the letters u, v, u (j) some points in C 3 , and the same letters with subscripts (
3 ) denote their canonical coordinates of C 3 . We denote by Λ the values of the integral above with respect to all the closed paths. Then Λ is a lattice of C 3 .
The C-valued points of the Jacobian variety of C is C 3 /Λ. We denote this by J.
The canonical map given by modulo Λ is denoted by κ:
Obviously, Λ = κ −1 (0, 0, 0) . The point on J given by the integral above is identified with the point of Pic
• (C) determined by the class of the divisor (x 1 , y 1 ) + (x 2 , y 2 ) + (x 3 , y 3 ) − 3 · ∞ on C. We have an embedding of C into J by
More generally, for 0 ≦ k ≦ 3, the image of the k th symmetric product Sym k (C) of C by the map
. We call Θ [k] the standard theta subvarieties. Especially, we have
. Then u 1 and u 2 are expanded as a power series with respect to u 3 of the forms
Proof. Taking a local parameter t = 1/ 3 √ x on C at ∞, we compute the integral
then we have
Hence the statement.
The result above shows that u 3 is a local parameter on κ −1 ι(C) at the point (0, 0, 0).
, then x(u) and y(u) are expanded as power series with respect to u 3 as follows:
Proof. This is proved similarily with Lemma 1.1.
We now consider the sigma function
associating to C by following [BLE3] or [BEL1] , Chap.1. The function σ(u) is constructed by the data -. the basis of the forms of the first kind (defined in Section 1); -. certain special forms dr 1 , dr 2 , dr 3 of the second kind of number just 3(= the genus of C);
as described in [BLE3] . More explicitely it is constructed by the period matrix
given by the data above. We write these periods simply by
It is known that M has the property
be the theta chracteristic that gives the Riemann constant with respect to the base point ∞ and basis of periods [ω ′ ω ′′ ]. For any u ∈ C 3 we use notation u ′ , u ′′ under the agreement such that they means u ′ , u ′′ ∈ R 3 defined by
Under these notations, we state here important properties of σ(u; M ) as follows:
Proof. These facts are explained in [BEL1] , p.12, Theorem 1.1 and p.15.
Remark 1.4. The function of u and M staisfying the two equations in Lemma 1.3 forms a 1-dimesional space over C. Namely, the sigma function is determined by the two equations in 1.3 up to a multiplicative constant (see [BLE3] ).
Abelian Functions for the Curve
This yields that each Θ [k] is atable under the action of ζ j . Now, we define Sato weight as follows. The Sato weight of the variables u 1 , u 2 , u 3 are 5, 2, 1, respectively. The coefficient λ j of the defining equation of C is of Sato weight −3j. The Sato weight of x(u) and y(u) is −4 and −3, respectively.
The sigma function σ(u; M ) for the curve C has following special property.
Proof. The construction of σ(u) described in the formula (4) of [BLE3] obviously implies this. 
Proof. This follows from [BEL2] , especially Example 4.5.
Then we have the following properties :
The power series expansion of v → σ 33 (v) with respect to v 3 is of the form
Proof. The facts (1) and (2) are well-known. The expansion in (2)
holds for any v. When we bring u (2) closely to (0, 0, 0), because of σ(u (1) +v) = 0, we 6
Lemma 2.4. We have the following translational relations :
Proof. Differentiating with respect to u 3 both sides of the first formula of Lemma 1.3 the desired results follow from Lemma 2.3.
Lemma 2.5. The entire function u → σ 33 (u) on κ −1 ι(C) has zero of order 3 only at u = (0, 0, 0) modulo Λ, and does not vanish elsewhere.
Proof. After taking logarithm for both sides of the second formula in Lemma 2.4, integrating it along a polygon representation of the Riemann surface of C, the general Legendre relation in Section 1 and the principle of arguments shows the totality of the orders of zeroes is 3. Lemma 2.3 gives the last statement.
The following Lemma is the key for our results.
on κ −1 ι(C) has three zeroes of order 1 at (0, 0, 0), u, ⌈ζ 2 ⌉u (resp. ⌈ζ⌉u) modulo Λ, and does not vanish elsewhere. The power series expansion of this function with respect to u 3 at (0, 0, 0) is of the form
Proof.
2 We see the function v → σ 33 (u + ⌈ζ⌉v) (resp. v → σ 33 (u + ⌈ζ 2 ⌉v)) vanishes identically or has only thress zeroes of order 1 modulo Λ by Lemma 2.4(1) and argument as in the proof of Lemma 2.5. As we remarked in Section 1 that for
and γ ∈ Sp(6, Z) the solutions of entire functions u → ϕ(u; M ) on C 3 for the set of equations
span an 1-dimesional vector space over C (see [BLE3] ). The function σ(u) is a non-trivial solution (Lemma 1.3). Since χ(2ℓ) = 1 and
is also a solution. Therefore, we have σ(−u) = cσ(u), (c ∈ C is a constant independent of λ j ).
If we observe the situation when the curve C degenerate to the curve y 3 = x 4 , we see c = −1. Hence, the function u → σ(u) is odd, so that u → σ 3 (u) is even function. Because u + ⌈ζ⌉u + ⌈ζ 2 ⌉u = (0, 0, 0), for u ∈ κ −1 ι(C), we have
by Lemma 2.3. The rest of the statements is obvious.
The following is used in Lemma 4.1.
Proof. Since
by Lemma 2.2, we have
Lemma 2.4 shows the left hand side is a periodic function with the periods Λ. Its only pole is at (0, 0, 0) modulo Λ by Lemma 2.5. Because
Hence the proof has completed. 8
Frobeniue-Stickelberger Type Formula
The initial case of Frobenius-Stickelberger type formula for the curve C : y 3 = x 4 + · · · is as follows:
Proposition 3.1. For u, v ∈ κ −1 ι(C) we have :
Proof. Lemma 2.4 shows the left hand side is a periodic function of v (resp. u) with the periods Λ. Now,we regards the left hand side as a function of v. Lemma 2.6 states that the second and third factors vanish at v = u modulo Λ, namely the left hand side has zero of order 2 there, and has two zeroes of order 1 at ⌈ζ⌉u and ⌈ζ 2 ⌉u modulo Λ. It has no zero elsewhere. Its only pole is v = (0, 0, 0) modulo Λ by Lemma 2.5. The order is 3 × 3 − 3 = 6. These situations are exactly the same for the right hand side. Therefore the two sides coincide up to a multiplicative constant depending only on u. If we expand both sides with respect to v 3 we see that the coefficients of the least terms of the two sides coincide exactly by using Lemmas 2.3 and 1.2. Thus, the proof has completed.
Remarks.
(1) About Proposition 3.1: Note that −u ∈ κ −1 ι(C) in general. Why the initial formula above different from the initial formula for the case of hyperelliptic functions is explained by this fact.
(2) More generally, for a purely d-gonal curve
, where σ ♭ (u) is a suitable higher partial derivative of σ(u).
Theorem 3.2. (Frobenius-Stickelberger type formula) Let n ≧ 3 be an integer. Let σ(u), x(u), and y(u) are those defined for the curve C :
Then we have:
.
(1) The each row of the first determinant consists of monomials of x and y (they have a pole only at (0, 0, 0)) displayed according to their order of the pole, and their order are 0, 3, 4, 6, 7, 8, 9 , · · · respectively.
(2) We see that if the second determinant also had contained a few column of monomial including y(u), then the right hand side could never vanish at v = ⌈ζ⌉u, but in fact v → σ 33 (u + ⌈ζ⌉v) has a zeroe at ⌈ζ⌉u.
Proof. We prove the formula by induction. First of all, we see by Lemma 2.4 that the left hand side is a periodic function of u and of v with the periods Λ.
(1) For the case n = 3, the reader easily prove the formula, if he is in mind the proof of the case n ≧ 4 below (and [Ô2] , p.309), and so we omit the proof of this case.
(2) Suppose n ≧ 4. We regards both sides as functions of u := u (n) . (2-a) We know the divisor of the two sides by Lemmas 2.5, 2.6, 2.3 as follows:
The left hand side. The numerator of the left hand side has zeroes of order 2 at (n − 1) points
zeroes of order 1 at 2(n − 1) points
and zeroes of order 2(n − 1) at u = (0, 0, 0). It has no zeroes elsewhere. The denominator has only zero at u = (0, 0, 0) of order 3(2n − 1) = 6n − 3. Therefore the left hand side has only pole at (0, 0, 0) of order (6n − 3) − 2(n − 1) = 4n − 1. There are (4n − 1) − 2(n − 1) − 2(n − 1) = 3 unknown zeroes of the left hand side. The right hand side. The situation is exactly the same in this side. Indeed, both determinants vanish at
and only the second determinant vanishes at
The deepest pole comes from (n, n)-entries of the two determinants. The sum of the pole orders is (n − 2) + 3(n − 1) = 4n − 1.
(2-b) We let α, β, γ ∈ C 3 modulo Λ are the unknown zeroes of the right hand side. Then the Abel-Jacobi theorem shows
Since u (j) + ⌈ζ⌉u (j) + ⌈ζ 2 ⌉u (j) = (0, 0, 0), we see
Observing the first factor in the numerator of the left hand side, we see the left hand side has zeroes of order 1 at α, β, γ, too. Thus the two sides coincide up to multiplicative constant.
(2-c) The coefficients of the lowest term with respect to Laurent expansion with respect to u, is just the hypothesis of induction, and they coincide exactly. Hence the proof has completed.
Kiepert Type Formula
We prove the following fundamental formula. This yields our desired formula.
Corollary 4.2. (Kiepert type formula) Suppose n ≧ 3 and u ∈ κ −1 ι(C). We have ψ n (u) := σ(nu) σ 33 (u) n 2 = y n(n−1)/2 (u)× Then Theorem 3.2 and Lemma 4.1 gives the formula of Kiepert type.
