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Resumo
A Geoestatística é um ramo da estatística responsável pela incorporação e entendimento das dependências espaciais na modelagem
de variáveis georreferenciadas. Na busca pelo melhor modelo ajustado, tem-se o desafio de desenvolver e dominar um ferramental
que permita a análise — e quantificação — da variabilidade espacial do fenômeno em estudo, por meio de modelagens específicas.
Para isso, é comum fazer uso de medidas de correlação espacial como covariância, correlação e, especialmente, semivariância, uma
medida resumo da variabilidade e dependência espacial. É então essencial um bom ajuste do semivariograma, e um estimador
adequado para a semivariância é necessário para este ajuste. Uma vez que a maioria dos métodos de estimação em Geoestatística e
algoritmos de simulação requerem um modelo teórico ajustado a uma semivariância empírica, objetivou-se expor as construções,
deduções e a ideia geral que determina a adequabilidade dos principais estimadores de semivariância a fim de divulgar estimadores
ainda pouco utilizados pelos pesquisadores. Portanto, este artigo apresenta uma revisão de oito estimadores de semivariância: o
estimador clássico de Matheron, Robusto de Cressie e Hawkins, das Medianas de Cressie, de Pairwise, New-1 (MW1) e New-2
(MW2), das Diferenças de Haslett e o estimador Altamente Robusto de Genton.
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Abstract
Geostatistics is a branch of statistics focusing in understanding and modeling the spatial dependence. There are a lot of tools in
Geostatistics to quantify the spatial dependence, such as, covariance, variance and semivariance. The semivariance is a critical
tool to this job. This paper presents a review of eight estimators of semivariance: Matheron, Robust of Cressie and Hawkins, the
Medians of Cressie, of Pairwise, New-1 (MW1) and New-2 (MW2), Haslett differences, Highly Robust of Genton. Besides, the
constructions, deductions and general ideias of these estimators are presented.
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1 Introdução
Etimologicamente, o termo Geoestatística designa
o estudo estatístico de fenômenos naturais. De uma
maneira mais objetiva, a Geoestatística é um ramo da
Estatística Espacial que usa o conceito de funções aleató-
rias para incorporar a dependência espacial nas análises
estatísticas (Rossoni et al., 2014).
Segundo Clark (1979), uma medida tomada em um
ponto em Rn (espaço n-dimensional) guarda relações de
dependência com medidas tomadas em pontos adjacen-
tes sugerindo uma estrutura de correlação.
Dessa forma, a Geoestatística pressupõe que uma
variável aleatória (v.a), tomada em um ponto qualquer,
pode ser expressa pela soma de três componentes (Cres-
sie, 1993):
1. um componente estrutural, correspondente a um
valor médio ou a uma tendência;
2. um componente aleatório, espacialmente correlaci-
onado;
3. um ruído aleatório.
Assim, seja Z(s) uma variável aleatória em que s denota
uma posição em uma, duas ou mais dimensões (s ∈ Rn),
então
Z(s) = µ(s) + ε′(s) + ε′′(s), (1)
em que
• µ(s) é uma função determinística que representa o
componente estrutural;
• ε′(s) é um termo estocástico que varia localmente
e é espacialmente correlacionado;
• ε′′(s) é um ruído aleatório, não correlacionado.
Com o intuito de compreender e modelar o compo-
nente aleatório e espacialmente correlacionado, utiliza-
se algumas medidas de correlação espacial, tais quais,
covariância, correlação e semivariância.
Dentre estas, a semivariância é uma ferramenta crí-
tica para os estudos de Geoestatística, já que:
1. é uma ferramenta para analisar e quantificar a
variabilidade espacial do fenômeno em estudo;
2. a maioria dos métodos de estimação Geoestatís-
tica e algoritmos de simulação requerem um mo-
delo teórico ajustado a uma semivariância empírica
(Gringarten e Deutsch, 2001).
Vários métodos foram propostos ao longo das dé-
cadas para estimar a semivariância. O método mais
utilizado, comumente chamado de estimador clássico
de semivariância, foi proposto por Matheron (1962), cuja
expressão (Journel e Huijbregts, 1978) é dada por
2γ̂(h) =
1
N(h)
N(h)
∑
i=1
[
Z(si + h)− Z(si)
]2
,
em que
• γ̂(h) é o valor da estimativa da semivariância;
• Z(si) é o valor da variável no ponto si;
• Z(si + h) é o valor da variável no ponto si + h;
• N(h) é o número de pares separados pelo vetor h.
Todavia, devido a dificuldade para lidar com fenôme-
nos que apresentavam outliers, Cressie e Hawkins (1980)
propuseram concomitantemente o estimador robusto e
o estimador das medianas para a semivariância. Poste-
riormente, outros estimadores foram propostos, como
o estimador de Pairwise (Srivastava e Parker, 1989; Isa-
aks e Srivastava, 1989); estimador New-1 e estimador
New-2 (Li e Lake, 1994); estimador das diferenças de
Haslett (Haslett, 1997); e o estimador altamente robusto
de Genton (Genton, 1998).
Em sua dissertação Teixeira (2013) fez uma revisão
dos estimadores aqui abordados realizando um estudo
de simulação computacional para avaliar suas princi-
pais características em uma variedade de cenários. Os
resultados de sua pesquisa foram também expostos no
trabalho (Teixeira e Scalon, 2013).
A abordagem aqui definida tem sua atenção voltada
à origem dos estimadores que, por sua vez, caracteriza
a adequação do uso, o que permite ao pesquisador re-
alizar a escolha do estimador mais apropriado ao seu
problema.
O objetivo deste artigo é divulgar e ampliar a dis-
cussão sobre estimadores robustos, além de tornar mais
acessível o entendimento da origem dos estimadores de
semivariância e, para isso, tenta apresentar de maneira
mais clara as deduções expostas nos trabalhos originais,
evidenciando seus principais aspectos e desenvolvendo
alguns pontos menos imediatos de suas demonstrações.
2 Estimadores
2.1 Estimador clássico de Matheron
O estimador de semivariância clássico, proposto por
Matheron (1962), foi construído a partir das médias dos
quadrados dos incrementos do processo, e é determi-
nado com base no método dos momentos, que leva em
conta duas definições básicas:
1. Seja U uma variável aleatória qualquer, o r-ésimo
momento populacional de U, denotado por µ′r, é
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definido como
µ′r = E
[
Ur
]
,
se a esperança existir.
2. Seja (U1, U2, . . . , Un) uma amostra aleatória de
uma variável aleatória U qualquer, então o r-ésimo
momento amostral centrado em 0, denotado por
M′r, é definido como
M′r =
1
n
n
∑
i=1
Uri .
A obtenção dos estimadores com base no método dos
momentos se dá com determinação de igualdades entre
os momentos populacionais e amostrais de uma variável
aleatória (Ramachandran e Tsokos, 2009). Para deduzir
o estimador clássico para a semivariância considere a
amostra aleatória (U1, . . . , UN(h)), tal que a variável
aleatória U é da forma U =
[
Z(s + h)− Z(s)]2.
Note que o primeiro momento populacional de U é
dado por
µ′1 = E[U]
= E
{[
Z(s + h)− Z(s)]2}
= 2γ(h),
pois, por definição
2γ(h) = Var
[
Z(s + h)− Z(s)],
e, tendo em mente a suposição de estacionariedade da
média, tem-se E[Z(s + h)] = E[Z(s)], portanto, é possí-
vel perceber que
Var
[
Z(s + h)− Z(s)] =
= E
{[
Z(s + h)− Z(s)]2}− {E[Z(s + h)− Z(s)]︸ ︷︷ ︸
0
}2
=
= E
{[
Z(s + h)− Z(s)]2},
desse modo, tem-se a igualdade
2γ(h) = E
{[
Z(s + h)− Z(s)]2}.
Por outro lado, o primeiro momento amostral de U é
dado por
M′1 =
1
N(h)
N(h)
∑
i=1
Ui
=
1
N(h)
N(h)
∑
i=1
[
Z(si + h)− Z(si)
]2
.
Agora, igualando as expressões obtidas para o momento
populacional µ′1 e para o momento amostral M
′
1 tem-se
a igualdade
2γ̂(h) =
1
N(h)
N(h)
∑
i=1
[
Z(si + h)− Z(si)
]2
, (2)
que estabelece o estimador proposto por Matheron (1962),
em que
• γ̂(h) é o valor da estimativa da semivariância;
• Z(si) é o valor da variável no ponto si;
• Z(si + h) é o valor da variável no ponto si + h;
• N(h) é o número de pares separados pelo vetor h.
2.2 Estimador Robusto de Cressie e Haw-
kins
Uma característica marcante do estimador clássico
de Matheron está no fato de que ele é influenciado pela
presença de outliers, uma vez que suas estimativas são
determinadas com base no quadrado da diferença entre
duas quantidades, o que pode afetar seriamente seus
resultados em situações que apresentam qualquer dife-
rença expressiva.
Nesse contexto, na tentativa de contornar esse pro-
blema Cressie e Hawkins (1980) propuseram e avaliaram
novos métodos de estimação da semivariância, buscando
mais robustez. A ideia inicial de um deles consistia
em “remover o quadrado” do estimador proposto por
Matheron, a fim de que o mesmo não acentuasse mais a
influência negativa dos outliers.
Sob a consideração de que Z(s) é um processo gaus-
siano, tem-se que
Z(s + h)− Z(s)√
2γ(h)
∼ N(0,1),
logo, [
Z(s + h)− Z(s) ]2
2γ(h)
∼ χ21 ,
e consequentemente[
Z(s + h)− Z(s) ]2 ∼ 2γ(h) χ21 . (3)
A distribuição expressa em (3) é assimétrica e, para
obtenção de bons resultados na estimação robusta, buscou-
se uma transformação para facilitar o processo, a fim
de obter simetria. Assim foram utilizadas as transfor-
mações da família
{[
Z(s + h) − Z(s) ]2}λ e após um
estudo teórico viu-se que λ = 0,25 leva a uma distribui-
ção aproximadamente normal, sob a hipótese de que
Z(s) seja normalmente distribuído.
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A partir desta transformação pode-se considerar a
variável aleatória Y =
[
Z(s + h)− Z(s)]1/2. Denotando
Y como a média aritmética das observações indepen-
dentes (Y1,Y2, . . . ,YN(h)), e assumindo a normalidade
assintótica das mesmas, sua esperança é expressa por
E
[
Y 4
2γ(h)
]
= 0,457+
0,494
N(h)
+
0,045[
N(h)
]2 , (4)
e pode-se reescrever a equação (4) como
E
[
Y 4
]
2γ(h)
= 0,457+
0,494
N(h)
+
0,045[
N(h)
]2 , (5)
expressando Y 4 em termos de Z(s) em (5)
E
( 1
N(h)
N(h)
∑
i=1
√∥∥Z(si + h)− Z(si)∥∥
)4
2γ(h)
=
= 0,457+
0,494
N(h)
+
0,045[
N(h)
]2 ,
(6)
isolando-se 2γ(h) via equação (6), obtém-se que
2γ̂(h) =
(
1
N(h)
N(h)
∑
i=1
√∥∥Z(si + h)− Z(si)∥∥
)4
0,457+
0,494
N(h)
+
0,045[
N(h)
]2 ,
como o termo 0,045/
[
N(h)
]2 é pouco significativo na
estimativa, Cressie e Hawkins (1980) sugerem desprezá-
lo, e assim um estimador condicionalmente não viesado
para γ(h) é dado por
2γ̂(h) =
(
1
N(h)
N(h)
∑
i=1
√∥∥Z(si + h)− Z(si)∥∥
)4
0,457+
0,494
N(h)
,
em que
• γ̂(h) é o valor da estimativa da semivariância;
• Z(si) é o valor da variável no ponto si;
• Z(si + h) é o valor da variável no ponto si + h;
• N(h) é o número de pares separados pelo vetor h.
2.3 Estimador das Medianas de Cressie
Cressie e Hawkins (1980) propuseram concomitante-
mente uma modificação da proposta inicial do estimador
robusto, que consiste em substituir a média pela medi-
ana no estimador robusto de Cressie e Hawkins.
A presença de uma observação discrepante pode
ainda distorcer a estimativa da média; a mediana, por
outro lado, é tolerante a erros grosseiros, visto que, na
presença de outliers ela se mantém pouco, ou, totalmente
inalterada. Portanto, obtém-se o estimador das media-
nas, análogo ao estimador robusto de Cressie e Hawkins.
Assim, dado um processo gaussiano Z(s), é possível
identificar a distribuição qui-quadrado, como visto na
expressão (3), logo, considerando Qθ o quantil empírico
de ordem θ e Fχ21 o quantil de ordem θ da distribuição
χ21, então
2γ̂(h) =
=
[
Qθ
{√∥∥Z(si + h)− Z(si)∥∥ : i = 1, . . . , N(h)}]4
Fχ21
,
(7)
usando θ = 1/2 na expressão (7) e a ideia da transfor-
mação de Y utilizada no estimador robusto de Cressie e
Hawkins, tem-se
2γ̂(h) =
=
[
med
{√∥∥Z(si + h)− Z(si)∥∥ : i = 1, . . . , N(h)}]4
0,457
.
em que
• γ̂(h) é o valor da estimativa da semivariância;
• Z(si) o valor da variável no ponto si;
• Z(si + h) o valor da variável no ponto si + h;
• N(h) é o número de pares separados pelo vetor h;
• med{·} denota a mediana do conjunto {·}.
2.4 Estimador de Pairwise
O estimador de Pairwise é um estimador de variância
relativo. Para reduzir o impacto de alguma eventual
discrepância expressiva na diferença
[
Z(s + h)− Z(s) ]
do estimador clássico de Matheron (que será acentuada
ao ser elevada ao quadrado), sugere-se que o quadrado
dessa diferença seja dividido pelo quadrado da média
local dos valores.
Como destacado em Teixeira (2013), os autores Srivas-
tava e Parker (1989); Isaaks e Srivastava (1989) afirmam
que o estimador de Pairwise contribui para produzir
uma melhor visualização da continuidade espacial. Li e
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Lake (1994) observam que esse estimador se caracteriza
por diminuir o efeito de dados discrepantes e tem como
desvantagens a soma dos valores de Z nos pontos s e
s + h não poder ser nula e, além disso quando a média
se aproxima de zero podem ocorrer semivariogramas
com “saltos” na semivariância.
O estimador fica então definido pelo incremento da
média dos valores ao quadrado,
[
Z(s + h) + Z(s)
]/
2 ,
como denominador da diferença dos valores no estima-
dor clássico de Matheron (2), ou seja
γ̂(h) =
1
2N(h)
N(h)
∑
i=1
(
Z(si + h)− Z(si)
Z(si+h)+Z(si)
2
)2
em que
• γ̂(h) é o valor da semivariância;
• Z(si) o valor da variável no ponto si;
• Z(si + h) o valor da variável no ponto si + h;
• N(h) é o número de pares separados pelo vetor h.
2.5 Estimador New-1
Os estimadores New-1 e New-2 buscam suprir a
imprecisão causada pelo decréscimo do número de pares
N(h) observados em decorrência do aumento de h, esta
a principal fonte de imprecisão dos estimadores (Yang e
Lake, 1988).
Li e Lake (1994) propuseram uma medida integral
de semivariância, que é definida por meio do momento
de ordem (d− 1) de um semivariograma dentro de uma
janela com raio h
γ(h) =
1∫ h
0
ξd−1dξ
∫ h
0
ξd−1γ(ξ)dξ ,
segundo os autores, esta definição pode ser interpretada
como uma média ponderada de γ(ξ) sobre (0,h), com
uma função de ponderação dada por
ξd−1∫ h
0
ξd−1dξ
,
em que d é a dimensão no espaço euclidiano.
Para deduzir a expressão para o estimador New-1
considere
• f (x,y) uma função de distribuição conjunta das
variáveis aleatórias X e Y;
• fx(x), fy(y) as distribuições marginais de X e Y
respectivamente;
• f (x|y) e f (y|x) as distribuições condicionais de X
dado Y = y e Y dado X = x, respectivamente.
• u(X,Y) uma função qualquer das variáveis aleató-
rias X e Y.
É possível escrever
f (y|x) = f (x,y)
fx(x)
⇐⇒ f (x,y) = f (y|x) fx(x), (8)
se for desejado determinar a esperança de u(X,Y), tem-
se
E
[
u(X,Y)
]
=
∞∫
−∞
∞∫
−∞
u(x,y) f (x,y)dx dy, (9)
substituindo (8) em (9) é possível perceber que
E
[
u(X,Y)
]
=
∞∫
−∞
∞∫
−∞
u(x,y) f (y|x) fx(x)dxdy
=
∞∫
−∞
 ∞∫
−∞
u(x,y) f (y|x)dy
 fx(x)dx
=
∞∫
−∞
E
[
u(X,Y)|X] fx(x)dx
= E
{
E
[
u(X,Y)|X]}. (10)
Agora, considerando
• X = Z(s);
• Y = Z(s + ξ);
• u(X,Y) = [Z(s)− Z(s + ξ)]2.
Tendo em mente que
2γ(h) = E
[(
Z(s)− Z(s + ξ) )2] ,
da nova definição para γ, tem-se
γ(h) =
∫ h
0
ξd−1γ(ξ)dξ∫ h
0
ξd−1 dξ
=
∫ h
0
ξd−1E
[(
Z(s)− Z(s + ξ))2]dξ
2
∫ h
0
ξd−1dξ
= E

∫ h
0
ξd−1E
[(
Z(s)− Z(s + ξ))2∣∣∣z(s)]dξ
2
∫ h
0
ξd−1 dξ
 ,
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discretizando as integrais, obtém-se
γ(h) =
= E

∫ h
0
ξd−1E
[(
Z(s)− Z(s + ξ))2∣∣∣z(s)]dξ
2
∫ h
0
ξd−1dξ
 ≈
≈ E

bh/∆hc
∑
q=1
qd−1∆hdE
[(
Z(s)− Z(s + q∆h))2∣∣∣z(x)]
2
bh/∆hc
∑
q=1
qd−1∆hd

,
agora, analisando as esperanças separadamente, pelo
Estimador Geral de Máxima Verossimilhança, para a espe-
rança interna, E
[(
Z(s)− Z(s + q∆h))2∣∣∣z(s)], denotada
por E
[ ◦ ], tem-se
E
[(
Z(s)− Z(s + q∆h))2∣∣∣z(s)] ≈
≈ 1
aqd−1
aqd−1
∑
k=1
[Z(si)− Z(si + q∆h)k]2 ,
em que
• aqd−1 é o número de pontos cuja distância de xi é
menor do que, ou igual a, q∆h;
• a é um fator geométrico que expressa o número de
células adicionadas à soma para cada incremento
em h;
Para a esperança externa,
E

bh/∆hc
∑
q=1
qd−1E
[ ◦ ]
2
bh/∆hc
∑
q=1
qd−1

,
denotada por E
{

}
, tem-se a seguinte estimativa
E
{

}
=
1
n
n
∑
i=1

bh/∆hc
∑
q=1
qd−1E
[ ◦ ]
2
bh/∆hc
∑
q=1
qd−1

,
organizando as expressões E{ ◦ } e E{  } obtém-se a
expressão geral para γ̂, dada por
γ̂N1 (h) =
=
1
n
n
∑
i=1

bh/∆hc
∑
q=1

qd−1
a
qd−1
aqd−1
∑
k=1
[
Z(si)− Z(si + q∆h)k
]2
2
bh/∆hc
∑
q=1
qd−1

=
=
1
n
n
∑
i=1

bh/∆hc
∑
q=1
aqd−1
∑
k=1
[
Z(si)− Z(si + q∆h)k
]2
2a
bh/∆hc
∑
q=1
qd−1

,
ou, em uma notação resumida, o estimador New-1 é
definido como
γ̂N1(h) =
1
n
n
∑
i=1
 12mi ∑j∈Di,h
[
Z(si)− Z(sj)
]2 ,
em que
• γ̂N1(h) é o valor estimado da semivariância;
• Z(si) é o valor da variável no ponto si;
• Z(sj) é o valor da variável no ponto sj;
• n é o número total de observações;
• j ∈ Di,h
{
j : 0 <| si − sj |≤ h
}
;
Note que o estimador nunca sofre com o decréscimo
das observações consideradas quando h aumenta, pois,
sua definição leva em conta n e não N(h). Essa proprie-
dade permite que o novo estimador use poucos pontos
para obter uma grande precisão.
Para uma estimativa isotrópica, usa-se uma região
e não uma única direção, neste caso os dados irregu-
larmente espaçados têm um efeito menor sobre este
novo estimador. Além disso, o estimador é mais robusto
que outros, uma vez que alguns valores extremos não
alteram substancialmente a estimativa.
2.6 Estimador New-2
O estimador New-1 foi um estimador proposto para
uma nova definição de semivariância. Já o propósito
do estimador New-2 é o desenvolvimento de um es-
timador para a semivariância teórica, isto é, γ(h) =
E
{[
Z(s)− Z(s+ h)]2}. A ideia neste caso é determinar
uma expressão para γ(h), mantendo as características in-
teressantes provenientes da nova definição considerada
para o estimador New-1. É possível entender a relação
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existente entre γ(h) e γN1(h), uma vez que
γN1(h) =
∫ h
0
ξd−1γ(ξ)dξ∫ h
0
ξd−1dξ
=⇒ γN1(h)
∫ h
0
ξd−1dξ =
∫ h
0
ξd−1γ(ξ)dξ
=⇒ γN1(h)
hd
d
=
∫ h
0
ξd−1γ(ξ)dξ
=⇒
(
γN1(h)
hd
d
)′
=
(∫ h
0
ξd−1γ(ξ)dξ
)′
=⇒ γ′N1(h)
hd
d
+ hd−1γN1(h) = h
d−1γ(h)
=⇒ γ′N1(h)
h
d
+ γN1(h) = γ(h) .
Tendo a relação anterior em mente, basta combiná-la
com a equação que define o estimador New-1, obtendo,
portanto, o estimador New-2 cuja expressão é dada por
γ̂N2(h) = γ̂N1(h) +
h
d
γ̂′N1(h) ,
em que
• γ̂N2(h) é o valor da semivariância estimada pelo
New-2;
• γ̂ ′N1(h) é a derivada de γ̂N1(h) em relação a h;
• h é o vetor de distâncias;
• d é a dimensão no espaço euclidiano.
Como o estimador New-2 faz seus cálculos com base
na derivada de γN1(h), é sugerido que o método nu-
mérico para o cálculo desta derivada seja o Método da
Diferença Centrada, uma vez que levar em conta toda a
informação disponível à volta do ponto central produz
estimativas mais precisas para a derivada do que levar
em conta a informação disponível em uma única direção
arbitrária.
2.7 Estimador das diferenças de Haslett
O estimador das diferenças de Haslett, proposto por
Haslett (1997), tinha como propósito a utilização em
séries temporais com o objetivo principal de reconhecer
processos autorregressivos de médias móveis (ARMA).
Seja Wt uma série temporal, o modelo ARMA(p,q)
como visto em Cryer e Chan (2008) é definido por pa-
râmetros p e q. O parâmetro p representa o número de
termos autorregressivos em um modelo AR(p), enquanto
q se refere ao modelo de médias móveis MA(q).
O modelo AR(p) é definido por
Wt = µ+ α1Wt−1 + · · ·+ αpWt−p + εt , (11)
em que εt é um erro aleatório normalmente distribuído,
com média 0 e variância σ2ε . Os coeficientes α1, . . . ,αp
são os parâmetros do modelo e µ é uma constante. O
modelo AR(p) pode ser representado em termos do
operador de retardo B, tal que, BjWt = Wt−j, nesse caso
Wt = µ+ α1B1Wt + · · ·+ αpBpWt + εt
= µ+ φ(B)Wt + εt . (12)
O modelo MA(q) é definido por
Wt = µ+ εt + β1εt−1 + · · ·+ βqεt−q , (13)
em que εt é erro aleatório normalmente distribuído com
média 0 e variância σ2ε . Os coeficientes β1, . . . ,βq são os
parâmetros do modelo e µ é uma constante. Aplicando
o operador de retardo em (13), nesse caso para os erros,
de modo que Bjε = εt−j, tem-se
Wt = µ+ B0εt + β1B1εt + · · ·+ βqBqεt
= µ+ θ(B)εt . (14)
Tendo em mente a mesma ideia das equações (11) e
(13), pode-se definir o modelo ARMA(p,q), expresso por
Wt = µ+ α1Wt−1 + · · ·+ αpWt−p +
+ εt + β1εt−1 + · · ·+ βqεt−q .
ou ainda, de (12) e (14),
φ(B)Wt = θ(B)εt + µ .
Para definição do estimador, considerando o pro-
cesso estocástico Wt, para t = 1, 2, . . . tal que
E
[
Wt+h −Wt
]
= δh,
e
Var
[
Wt+h −Wt
]
= 2γ(h),
em que γ(h) é uma conditionally negative definite function,
ou seja, uma função condicionalmente negativa definida
(Cressie, 1993) e δ é uma constante.
O processo será estacionário para média, no caso em
que E(Wt) = µ e quando δ = 0, e será estacionário para
variância, se Var(Wt) = σ2 for assintoticamente definida,
neste caso, desde que
Var
[
Wt+h −Wt
]
= Var(Wt+h) +Var(Wt) +
− 2 Cov(Wt+h,Wt) ,
tem-se que
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• κ(h) = Cov(Wt+h, Wt);
• κ(0) = Var(Wt+h) = Var(Wt) = σ2;
• γ(h) = κ(0)− κ(h) = σ2 − κ(h).
Quando o processo é não estacionário para variância,
a autocovariância não é definida.
Para um conjunto de dados aparentemente estacio-
nário para média, é usual o uso de estimadores para
autocovariância ou semivariograma no lag h, tais como
µ̂ = w,
a média amostral;
κ̂(h) =
t
n
n−h
∑
t=1
(
wt+h − w
)(
wt − w
)
,
a autocovariância amostral;
κ̂r(h) =
1
n
n−h
∑
t=1
(
rt+h rt
)
,
a autocovariância dos resíduos (rt), após aplicação do
método dos mínimos quadrados ordinários;
γ̂(h) =
1
2(n− h)
n−h
∑
t=1
(
wt+h − wt
)2,
o semivariograma clássico amostral. Assim, considerou-
se um estimador alternativo, no caso
γ˜(h) =
1
2(n− h− 1)
n−h
∑
t=1
(
dht − dh
)2, (15)
em que dht = wt+h − wt.
É sabido que a variância da média amostral para
dados correlacionados não é σ2/n e, consequentemente
κ̂(h) é viesado. Mesmo γ˜(h) tendo viés, prefere-se seu
uso por distinguir entre não estacionariedade de média
e variância na identificação do modelo.
Portanto o estimador das diferenças de Haslett, parte
desta ideia e da função de variância, definida por
1
n− 1
n
∑
t=1
(wt − w)2,
porém para o uso em dados espaciais parte-se do esti-
mador clássico de Matheron (2). Entretanto diferente
do estimador clássico de Matheron, não se utiliza a di-
ferença entre as observações dh = Z(s + h)− Z(s), mas
sim a diferença entre dh, como visto na expressão (15), e
a média de todos os pares separados pelo vetor h. Deste
modo, define-se o estimador de Haslett pela expressão
2γ̂(h) =
1
N(h)− 1
N(h)
∑
i=1
(dhi − dh)2,
em que
• γ̂(h) é o valor da estimativa da semivariância;
• dhi = Z(si + h)− Z(si);
• dh é a média de todos os pares separados pelo
vetor h;
• N(h) é o número de pares separados pelo vetor h.
2.8 Estimador Altamente Robusto de Gen-
ton
Segundo Genton (1998), o estimador clássico de Mathe-
ron não é robusto contra outliers e as modificações pro-
postas por Cressie e Hawkins (1980) não seriam sufici-
entes para uma alta eficiência.
A alta robustez é obtida com base na teoria dos esti-
madores de escala M, que propõe uma classe de estima-
dores robustos, obtidos pela minimização da soma de
funções, sendo que esta denominação vem do método
de máxima verossimilhança (Hampel et al., 1986).
A classe de estimadores de escala M é uma genera-
lização proposta por Huber (1964) para os estimadores
de máxima verossimilhança. Esses estimadores são defi-
nidos pelo valor Tn = Tn(X1, . . . ,Xn) que estabelece um
problema de minimização que consiste em determinar o
valor Tn que minimiza a expressão
n
∑
i=1
ρ(xi; Tn) , (16)
ou ainda pela solução da equação implícita
n
∑
i=1
ψ(xi; Tn) = 0 , (17)
em que ρ é uma função real arbitrária definida sobre o
cartesiano do espaço paramétrico e o suporte da variável
aleatória X, e ψ(x,θ) = (∂/∂θ)ρ(x; θ). Note que, no caso
em que ρ(x; θ) = − log f (x; θ) tem-se o estimador de
máxima verossimilhança comumente utilizado.
Para a dedução desse estimador altamente robusto
de Genton considere agora que N(h) é o conjunto de
todos os pontos que distam no máximo uma distância h
entre si e que Nh denota a cardinalidade de N(h).
(Genton, 1998) supôs um conjunto de observações
V1(h), . . . ,VNh(h) i.i.d., em que V(h) = Z(s + h)− Z(s)
é um processo estocástico das diferenças no lag h, que
se comporta de acordo com a distribuição de um mo-
delo paramétrico {Fσ; σ > 0}, em que Fσ(ν) = F(ν/σ),
indicando que σ é um parâmetro de escala.
Um estimador de escala M, para σ pode ser expresso
como SNh(V1(h), . . . ,VNh(h)) de σ e é definido implicita-
mente, como visto em (17), pela equação
Nh
∑
i=1
ψ
(
Vi(h)/SNh
)
= 0,
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e corresponde assintoticamente a estatística funcional S
definida por ∫
ψ (ν/S(F)) dF(ν) = 0,
em que ψ é real, simétrico e uma função suficientemente
regular (Hampel et al., 1986).
A função de influência do estimador M de escala S
numa distribuição F é expressa por (Hampel et al., 1986)
IF(ν, S, F) =
ψ(ν/S(F))S2(F)∫
ψ′(ν/S(F))dF(ν)
.
A importância desta função consiste em sua interpreta-
ção, que retrata o efeito do estimador de contaminação
infinitesimal num ponto ν, assim algo relevante é deno-
tado no valor de sensitividade do erro bruto da função,
definido por
γ∗ = sup
ν
{
IF(ν, S, F)
}
.
Esta medida permite a mensuração da pior influência
que uma pequena quantidade contaminada pode ter
sobre o estimador.
Outra medida relevante é o ponto de ruptura do
estimador de escala, este indica quantos pontos preci-
sam ser trocados para o estimador tender para infinito,
ou para zero, para estimadores M como mostrado por
Huber (1996), este é dado por
ε∗ = min
{ −ψ(0)
χ(+∞)− χ(0) ,
ψ(+∞)
ψ(+∞)− ψ(0)
}
≤ 1
2
.
Ao escolher-se
ψ(ν) = ‖v‖q −
∫
‖v‖q dF(ν), q > 0 ,
tem-se os estimadores de escala Lq (Genton e Rousseeuw,
1995), que são nunca delimitados, consistentes e normal-
mente distribuídos assintoticamente, para sua função de
influência associada para qualquer valor q > 0, ou seja
γ∗ = ∞, ou ainda ε∗ = 0%.
Percebe-se que os estimadores clássico de Matheron
e de Cressie e Hawkins correspondem, respectivamente,
a L2 e L1/2, assim ambos não se enquadram no conceito
de robustez, pelos critérios de função de influência e
ponto de ruptura.
Assim, buscou-se um estimador que atende aos cri-
térios anteriores. Para a estimação robusta, usualmente
utilizava-se o median abolute deviation (MAD), dado por
MADn = b medi
{
‖si −medjsj‖
}
,
em que b é o fator de consistência, outro estimador
também usado para tal utilidade foi o Sn definido pela
expressão
Sn = b medi
{
medj‖si − sj‖
}
.
Entretanto ambos tinham a desvantagem de suas fun-
ções terem descontinuidades, diferente do estimador de
Hodges e Lehmann (1963), dado por
med
{ si + sj
2
; i < j
}
,
que pode ser visto como versão suave da mediana.
Além deste, Shamos (1977) e Bickel e Lehmann (2012)
mencionaram um análogo
med
{‖si − sj‖; i < j} , (18)
entretanto busca-se um estimador com ponto de ruptura
de 50%, isto foi obtido facilmente ao mudar a estatística
de ordem do estimador da expressão (18)
QN(h) = b
{∥∥si(h)− sj(h)∥∥ : i < j}
(k)
,
em que
k =
(bNh/2c+ 1
2
)
,
em que bNh/2c denota a parte inteira de Nh/2.
Este estimador compartilha a propriedade de Sn, isto
é, o bom funcionamento para distribuições assimétri-
cas. Além disso a função é suave e sua eficiência para
distribuições gaussianas é muito alta, em torno de 82%
(Rousseeuw e Croux, 1993).
Assim em Genton (1998), definiu-se o fator de con-
sistência para 2,2191, portanto
QN(h) = 2,2191
{∥∥Vi(h)−Vj(h)∥∥ : i < j}
(k)
,
em que
• Vi(h) = Z(si + h)− Z(si);
• Vj(h) = Z(sj + h)− Z(sj);
• 2,2191 é o fator de consistência utilizado para uma
distribuição gaussiana.
Logo, usa-se as diferenças absolutas entre as diferenças,
para o k-ésimo quantil, este valor então é multiplicado
pelo fator de consistência (Genton, 1998).
Assim, tem-se que o estimador altamente robusto de
Genton é definido como
2γ̂(h) = (QN(h))
2.
em que
• γ̂(h) é o valor da estimativa da semivariância;
• QN(h) é estimador com ponto de ruptura de 50%.
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3 Códigos disponíveis atualmente
Teixeira e Scalon (2013) implementaram, na lingua-
gem R e sob a consideração de um grid regular, todos os
estimadores aqui descritos. Os códigos podem ser con-
sultados em seu trabalho (Teixeira, 2013), entretanto, a
maioria dos estimadores não está implementada e dispo-
nibilizada nos softwares de análise geoestatística usuais,
de modo que a utilização dos mesmos está condicio-
nada ao interesse do pesquisador em implementá-los
manualmente.
Na Tabela 1 estão listados alguns softwares estatís-
ticos que atualmente permitem o uso de alguns dos
estimadores abordados neste estudo.
Tabela 1: Implementações disponíveis dos estimadores
abordados neste estudo.
Software (Estimador) Referência
ArcGIS (2.1) Johnston et al. (2001)
GS+ (2.1) Robertson (2008)
MATLAB (2.1; 2.2) Trauth et al. (2007)
R [fractaldim] (2.8) Sevcikova et al. (2014)
R [geoR] (2.1; 2.2) Ribeiro Jr e Diggle (2016)
R [georob] (2.1; 2.2; 2.8) Papritz (2016)
R [gstat] (2.1; 2.2) Pebesma et al. (2004)
SAS [VARIOGRAM] (2.1; 2.2) SAS Institute Inc. (2015)
Surfer (2.1) Barnes (2003)
Variowin (2.1) Pannatier (1996)
VESPER (2.1) Whelan et al. (2002)
Note que todos os softwares expostos na Tabela 1
disponibilizam o uso do estimador clássico de Matheron,
entretanto somente os softwares MATLAB, SAS e R possuem
o estimador de Cressie e Hawkins, e somente o R, nos
pacotes fractaldim e georob, apresenta o estimador
altamente robusto de Genton.
4 Considerações Finais
Diversos estimadores de semivariância foram pro-
postos com o intuito de contornar uma característica
negativa do estimador clássico de Matheron. Cada um
deles se embasa em ideias distintas para sua construção,
mas todos eles compartilham o objetivo de alcançar um
alto grau de robustez.
O uso de um estimador de semivariância diferente
do estimador clássico de Matheron e, talvez o de Cres-
sie e Hawkins, é incomum, mesmo em situações em
que a aplicação dos demais seja a mais adequada. Essa
ocorrência pode ter diversas causas, como o desconhe-
cimento da teoria, ou mesmo a falta de acesso a suas
implementações nos softwares estatísticos.
Nesse sentido, além de conseguir divulgar alguns es-
timadores pouco abordados na literatura, expondo suas
construções, deduções e, quando possível, o acesso às
implementações disponíveis, este estudo encoraja suas
utilizações à uma gama de profissionais que precisam
fazer uso dessas ferramentas em seu dia-a-dia.
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