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Abstract
The critical path in a workﬂow schema is deﬁned as the longest execution path from the start activity to the end
activity. It can be utilized in many workﬂow issues such as workﬂow resource and time management. However,
little work has been done on the critical path in a workﬂow because workﬂow control ﬂows are much more complex
than those represented with ordinary graphs and networks. In this paper, we ﬁrst describe our workﬂow model with
a set of workﬂow control constructs that provide sufﬁcient power to express the models of most of today’s business
processes. Then, we propose a systematic method of identifying the critical path for a given workﬂow schema. Our
proposed method is based on queuing theory because operational characteristics of the workﬂow schema can be
modeled by a M/M/1 queuing network.
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1. Introduction
A workﬂow is deﬁned as “an automated procedure where documents, information or tasks are passed
between participants according to a deﬁned set of rules to achieve, or contribute to, an overall business
goal” [11]. It is composed of activities that are interconnected by workﬂow control ﬂows. A workﬂow
schema, commonly abstracted with a network of activities, is a description of a workﬂow. A workﬂow
management system (WFMS) completely deﬁnes, manages and processes workﬂows through the execu-
tion of software whose order of execution is driven by a computer representation of the workﬂow logic
[11,14]. An execution of a workﬂow is called a workﬂow instance, simply instance. Multiple instances
are generally created for the same workﬂow. Nowadays, the concept of a workﬂow attracts a great interest
in the respect of automating and computerizing business processes in whole or part, which gives us many
beneﬁts such as structural efﬁciency of a business process, performance improvement, ﬂexibility, better
process control, improved customer service, etc. Fig. 1 is an example of the new service provisioning
workﬂow in a telecommunication company.
A workﬂow schema can contain several alternative execution paths from the start activity to the end
activity. In particular, the longest execution path is called the critical path. Hence, the execution time of
the entire workﬂow process is dominated by the critical path. Finding the critical path gives us important
information of a workﬂow schema.More than anything else, the critical path may contain many workﬂow
bottleneck points. Therefore, high-performance workﬂow systems, one of the most outstanding workﬂow
issues, can be achieved by efﬁciently managing the critical path. Time-constrained workﬂows can also be
its noticeable application area. Since many business processes that are abstracted to workﬂow schemas
have time constraints such as deadlines, time management functionality should be provided to control
the lifecycle of workﬂow instances. If a workﬂow instance violates the activity deadline during workﬂow
execution, theworkﬂowmanagement systemmayescalate the instance.The effects of an escalationdepend
on the semantics of the activity that missed its deadline. Usually, escalations contain the execution of
additional activities, the compensation of ﬁnished activities, or human intervention. Because they increase
the operational costs of business processes, it is desirable to reduce the number of escalated workﬂow
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Fig. 1. A workﬂow schema for new service provisioning.
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executions as well as their operational costs associated with escalations. If we properly use the concept
of the critical path in this area, effective time management methods can be developed.
The critical path in a workﬂow can be dynamically or statically determined according to its decision
points. During workﬂow run-time, the critical path determined dynamically may change every decision
time, based on the current state of a workﬂow system. However, the dynamic decision of the critical
path may impose considerable amount of workloads on the workﬂow system. On the other hand, the
static critical path that is considered in this paper is determined during workﬂow build-time. Because we
can predict the future workﬂow execution environment by using the statistics collected during the past
executions, the static critical path can be utilized in many workﬂow research areas, including the resource
allocation and the resource management policy. In addition, the process of identifying the static critical
path does not give any burden to workﬂow systems.
At the time of this writing, the workﬂow reference model deﬁned inWorkﬂow Management Coalition
(WfMC) speciﬁes six basic workﬂow control constructs: sequencing, conditional branching (i.e., OR-
Split), asynchronous join (i.e., OR-Join), split parallelism (i.e., AND-Split), join synchronization (i.e.,
AND-Join), and iteration [11]. These constructs can make sequential, alternative, parallel, and iterative
workﬂow control structures that have been used to deﬁne workﬂow schemas in most previous workﬂow
research [4,12,16,19,21,22]. Here, a sequential and an iterative workﬂow control structure are formed by
a sequencing and an iteration construct, respectively. An alternative workﬂow control structure is made
by combining OR-Split and OR-Join. And, a parallel workﬂow control structure is built by combining
AND-Split and AND-Join. However, the workﬂow control ﬂows represented by these basic workﬂow
control constructs are not enough to cover today’s complex business logic. For example, let us consider
the review process of a paper [1]: “A paper needs to be sent to three external reviewers. Upon receiving
two reviews, the paper can be processed and the third review can be ignored.” This review process cannot
be supported by the basic workﬂow control constructs mentioned above. To provide sufﬁcient power
in expressing the models of complex business processes, we introduce a few useful workﬂow control
constructs. Note that the aforementioned review process of a paper can be supported by the combination
of AND-Split and Selective-AND-Join control constructs that will be speciﬁed in Section 2.
We propose an efﬁcient method to ﬁnd out the critical path in a workﬂow schema that is built by the
extended workﬂow control constructs deﬁned in this paper. Up to now, there is no general agreement
to a complete set of workﬂow control constructs. The growing complexities of business processes may
require new advanced workﬂow control constructs. Because our proposed method is extensible, we can
easily encompass newly agreed workﬂow control constructs to support future business logic.
Program Evaluation and Review Technique/Critical Path Method (PERT/CPM) is a well-known net-
work analysis technique that has been applied to many applications such as research and development,
construction programs, programming computers, maintenance planning, and so on. PERT/CPM has sev-
eral outstanding advantages, especially clarity of presentation, cost saving, critical path analysis, and
time control [2,8,23]. However, its usage requires some constraints: “All activities must be completed
in order for the project to be completed. All activities leading to an event must be completed before the
event can be realized. And, there is no looping allowed, that is, no event may be repeated [2,20,26].” The
precedence diagram method (PDM) extends PERT/CPM by using lead-lag factors to overcome one type
of precedence requirement (i.e., ﬁnish-to-start) of PERT/CPM [13,24]. In other words, while PERT/CPM
allows an activity to be performed only after its immediate predecessors are ﬁnished, PDM introduces
additional precedence relationships such as ﬁnish-to-ﬁnish, start-to-start, and start-to-ﬁnish. The lead-lag
relationships in PDMmay also be expressed as percentages, such as taskA cannot start unless at least 25%
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of task B is completed. And, Graphical Evaluation and Review Technique (GERT) was also developed to
overcome many of the limitations of PERT/CPM, while still retaining the characteristic of ease in system
modeling [2,20,24]. GERT permits the looping of an activity and the bypassing of an activity with two
types of branching, i.e., deterministic and probabilistic.
In a workﬂow area, we cannot, however, use the previous above-mentioned methods in deciding the
critical path of a workﬂow due to the following two main reasons: One is that they are not extensible
enough to support all deﬁned or newly agreed workﬂow control constructs. The other is that they assume
the existence of a single execution instance for a project process at a time. As multiple instances can be
concurrently executed for a workﬂow schema, some instances shouldwait at the queue of an activity while
other instances that arrive ahead are served. Hence, the average execution time of a workﬂow instance
in an activity is computed by the average service time of the activity plus the average waiting time at
the queue of the activity. In many cases, the average execution time is dominated by the average waiting
time rather than the average service time. In consequence, the appropriate queuing analysis is required
to manage the waiting time at the queue, like our proposed method.
There is some research for workﬂow resource management. Son and Kim [21] discussed a method to
improve the performance of time-constrainedworkﬂowprocessing by increasing the processing capacities
for certain activities. An efﬁcient task allocation method in a distributed workﬂow environment was
proposed in [15]. The primary objective of this method is to reduce the processing costs of a workﬂow
using the spatial locality principle.
The general workﬂow time management issues such as computing activity deadlines, checking time
constraints, and monitoring escalations are mentioned in [5,6,18]. Especially, Panagos and Rabinovich
[17] introduced the concept of a predictive workﬂowwith the idea that it is preferable to escalate workﬂow
instances as early as possible if the escalation is unavoidable. Eder et al. [4] presented a CPM-based
framework for computing activity deadlines so that the overall process deadline is met and all external
time constraints are satisﬁed. Panagos and Rabinovich [16] studied how to efﬁciently manage dynamic
activity deadlines, which is based on the deadline assignment methods considered in a distributed real-
time software environment [9]. Son et al. [22] insisted on the importance of static deadline allocation in a
workﬂow in comparison with dynamic deadline allocation of Panagos abd Rabinovich [16]. And, Kafeza
and Karlapalem [7] proposed a framework (T-WfMC) for incorporating time-management information
in workﬂow execution and speciﬁcation.
The remainder of the paper is organized as follows: Section 2 describes the workﬂowmodel considered
in the paper. Section 3 proposes our method that systematically determines the critical path in a workﬂow
schema, and its overall example is provided in Section 4.After we discuss some considerations in Section
5, we conclude the paper with its contribution and further work in Section 6.
2. Workﬂow model
2.1. Workﬂow control constructs
A workﬂow schema is represented with a set of nodes and directed edges. It begins from the start node
and ends with the ﬁnal node. Each node denotes a workﬂow activity, and each directed edge denotes a
transition between two nodes, i.e., a branch of execution. A workﬂow control construct deﬁnes a routing
from a set of nodes S to a set of nodes D in a workﬂow schema. S and D are called a source and a
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Fig. 2. Workﬂow control constructs. (a) SEQUENCE, (b) LOOP, (c) AND-split, (d) AND-join, (e) Selective-AND-split, (f)
Selective-AND-join, (g) OR-split, (h) OR-join, (i) Preference-OR-split and (j) Preference-OR-join.
destination of the routing, respectively. A routing is denoted by a set of directed edges with appropriate
conditions, if needed. We can classify workﬂow control constructs into four categories, i.e., sequence,
loop, split and join. Let |S| and |D| denote the number of nodes in a set S and D, respectively. Then, both
a sequence and a loop control construct take |S| = |D| = 1. A split control construct takes |S| = 1 and
|D| > 1. And, a join control construct takes |S| > 1 and |D| = 1. Fig. 2 shows graphical expressions of
the workﬂow control constructs considered in this paper.
In a sequence control construct, activities are executed in order under a single thread of execution,
which means that the succeeding activity cannot start until the preceding activity is completed. A loop
control construct makes one or more activities executed iteratively until a condition is met.
A split control construct is deﬁned as a ﬂow controller that makes a single execution thread proceed to
one or more concurrent threads according to the controller’s control context. There are four split control
constructs:AND-split, Selective-AND-split,OR-split, andPreference-OR-split. By anAND-split, a single
thread of execution splits into multiple threads that are executed in parallel. Here, all the activities in the
destination D of anAND-split are executed concurrently. In a Selective-AND-split (often called a N-out-
of-M split), one or more activities in the destination are selected for concurrent execution. When all the
activities in the destination are selected, it degenerates into the AND-split. On the other hand, in an OR-
split, only a single execution thread of control can proceed amongmultiple alternative workﬂow branches.
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In a Preference-OR-split, each branch has a preference. When there are several branches satisfying their
transition conditions, a branch with the highest preference is selected to get an execution thread.
A join control construct also plays a role of a ﬂow controller, where one or more execution threads
converge into a single activity. The class of the join control construct is composed of an AND-join, a
Selective-AND-join, an OR-join, and a Preference-OR-join. An AND-join makes two or more parallel
execution threads synchronized into a single common thread with a condition that the number of parallel
execution threads must be equal to that of workﬂow branches joined. A Selective-AND-join, being
different from an AND-join, selects one or more incoming branches and ignores others. The parallel
threads going through the selected branches are synchronized at the join point before the next activity
begins. By an OR-join, two or more alternative branches re-converge to a single common activity. As no
parallel activity execution has occurred at the join point, no synchronization is required. In a Preference-
OR-join where each incoming branch to the destination has a preference, multiple threads of execution
can arrive at the destination. However, only one thread of execution can be accepted, depending on the
preference on each branch. Thus, it is similar to the OR-join in that both control constructs accept only
one execution thread. And, it has no synchronization among the incoming threads of execution, which is
different from the Selective-AND-join. A Preference-OR-join may typically select one with the highest
preference.
Note that any split control construct must be combined with its matching join control construct to be
a complete control ﬂow. Hence, we deﬁne the concept of the closure.
Deﬁnition 2.1. For a split control construct , there is a set of join control constructs C that can be
combined with , where the combination can produce a meaningful ﬂow of control. Then, this set C is
called the closure of .
Let C denote the closure of .
CAND−split = {AND − join, Selective
−AND − join, P ref erence −OR − join}
CSelective−AND−split = {Selective − AND
−join, P ref erence −OR − join}
COR−split = {OR − join, P ref erence
−OR − join}
CPref erence−OR−split = {OR − join,
P ref erence −OR − join}.
As an example, the pair (AND-split, Preference-OR-join) as in Fig. 3 can be used when we prefer a
ﬁrst booked airline while making reservations to three different airlines at the same time. The other two
reservations will be canceled.
Deﬁnition 2.2. Any subnetwork in a work ﬂow schema that satisﬁes one of the following conditions is
called a non-sequential control block (simply control block).
• Asubnetwork that starts from a split control construct and endswith itsmatching join control construct.
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Fig. 4. Workﬂow queuing network.
• A subnetwork that consists of all the nodes and edges between the source and the destination of the
LOOP.
Note that a sequence control construct is not a control block from Deﬁnition 2.2. Let a control block
V be part of another control block U. Then, we call “U completely contains V” if all the nodes and edges
of V are within U. Otherwise, “U partially contains V”. Any single control block that neither completely
nor partially contains any other control block is called an atomic control block. When a control block U
completely contains a control block V and does not partially contain any other control block, U is called
a nested control block. In this case, U is an outer control block (shortly outer block) of V, and V is an
inner control block (shortly inner block) of U. Let there be no control block between U and V. Then,
U is an immediate outer block of V, and V is an immediate inner block of U. Note that for any control
block U, there can be multiple immediate inner blocks. However, there can be only one immediate outer
block. A control block that is not contained in any other control block is called a top-level control block.
An atomic control block or a nested control block can be a top-level control block. A node that is not
contained in any control block is called a simple node. As a result, a workﬂow schema is a sequence of
top-level control blocks and simple nodes as in Fig. 4. The workﬂow schema of Fig. 4 is composed of
two top-level control blocks and one simple node (i.e., activity 17).
If a workﬂow schema is designed without any discipline for workﬂow control constructs, it may have
some errors that are difﬁcult to be found and corrected [16,21]. For example, if the destination of the
loop’s feedback is activity 5 instead of activity 10 in Fig. 4, the workﬂow schema does not have correct
control ﬂows due to the context of anAND-join at activity 8. There are structural and semantic workﬂow
errors. The structural correctness of our workﬂow is based on twomain properties that are originated from
a structured programming language such as Pascal, C, or Java: “One is that workﬂow control structures
built by sequence, iteration, or the matching (split construct, join construct) pairs are all single-entry and
single-exit. The other is that complex control ﬂows can be made by nesting them.” Hence, our workﬂow
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can be said to have the same structural correctness as a structured programming language. On the other
hand, the semantic workﬂow errors such as reachability and deadlock-free routing can be probed using the
workﬂow control information of pre/post-activity conditions and transition conditions between activities.
Becausemost of such information can be determined atworkﬂow run-time,we cannot detect and eliminate
all semantic errors from syntactic workﬂow deﬁnitions. Because a well-formed workﬂow deﬁned in the
following is based on the concepts of the closure and control block, it is, therefore, free from workﬂow
structural errors.
Deﬁnition 2.3. An atomic control block and a nested control block are calledwell-formed control blocks.
Aworkﬂow schema built bywell-formed control blocks and simple nodes is called awell-formedworkﬂow
schema.
From now on, all workﬂow schemas mentioned in this paper denote well-formed workﬂow schemas
if there is no ambiguity.
2.2. Workﬂow queuing network
Numerous natural physical and organic processes exhibit behavior that is probably meaningfully mod-
eled by Poisson processes. An important application of the Poisson distribution arises in connection with
the occurrence of events of a particular type over time. The exponential distribution is frequently used
as a model for the distribution of times between the occurrence of successive events such as customers
arriving at a service facility. Because of them, the Poisson process and the exponential distribution have
been used to analyze many areas of computer engineering [10]. Hence, we consider in this paper that
the service requests for a workﬂow arrive by a Poisson process and each activity agent has exponential
service time. As a result, we can model a well-formed workﬂow schema as a M/M/1 queuing network
such as telephone networks or computer communication networks, with the following assumptions. This
allows us to analyze some important workﬂow properties.
Assumption 2.1. Queue discipline in an activity is ﬁrst come-ﬁrst served (FCFS), i.e., workﬂow instances
are served in the same order in which they arrive.
Assumption 2.2. The queue size of an activity is sufﬁciently large to accommodate a large number of
workﬂow instances. Namely, workﬂow instances can wait the service of an activity for a long time.
In a M/M/1 workﬂow queuing network, each activity is an independent M/M/1 queuing system [25].
We can, therefore, specify the arrival and departure rate in each activity as in Fig. 4, based on the facts
mentioned below. We basically know the initial request rate to the start node, the service rate in each
activity, and the branch selection-probabilities in each workﬂow control construct.
In a Sequence control construct, if the arrival process of an activity is a Poisson process, its departure
process is also the same Poisson process [10]. The decomposition and superposition of independent Pois-
son processes in the OR-split/join and Preference-OR-split/join are known to be also Poisson processes
from time reversibility [25]. Activity 2, 5, 9, and 16 in Fig. 4 are the examples. Even though the actual
internal ﬂow of a LOOP is not a Poisson process due to its feedback, it is already known that the LOOP
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behaves as if its internal activities are independent M/M/1 systems [3]. The departure processes of an
AND-split and a Selective-AND-split (e.g., activity 1 in Fig. 4) are clearly Poisson processes if their
arrival processes are Poisson. However, the arrival processes by an AND-join and a Selective-AND-join
(e.g., activity 8 in Fig. 4) are not actually Poisson processes because parallel execution threads must
be synchronized. Since a point of synchronized time by these control constructs is usually determined
by the path with the longest average execution time among n workﬂow branches along which as many
threads are executed in parallel, the arrival process can be approximated by the Poisson process of the
requests going through the longest execution path. After all, a workﬂow schema can be modeled by a
M/M/1 queuing network in which each activity is an independent M/M/1 system with Poisson arrival and
departure processes.
3. Critical path
3.1. WCP algorithm
The critical path is deﬁned as the longest execution path from the start node to the ﬁnal node in
a workﬂow schema. We propose a method called the Workﬂow critical path (WCP) that determines
the critical path in a well-formed workﬂow schema modeled by a M/M/1 queuing network. Since many
workﬂow instances for the sameworkﬂow schema can be concurrently executed, someworkﬂow instances
should wait at the queue of an activity while other workﬂow instances that arrive ahead are served. This
means that the average execution time of a workﬂow instance in an activity is the average service time
of the activity plus the average waiting time at the queue of the activity.
It is clear that since a workﬂow schema is a sequence of simple nodes and/or top-level control blocks,
all the simple nodes and the longest execution path in each top-level control block are parts of the critical
path. Therefore, WCP is essentially a method to ﬁnd out the longest execution path (called the critical
sub-path) in each top-level control block and then combine the critical sub-paths to form the critical path.
To determine the critical sub-path in a top-level control block, the longest execution path is selected
from the innermost control block to the outermost control block, which is for step 2 ofWCP algorithm in
Fig. 5. Note that all innermost control blocks are atomic control blocks. If the innermost control block is a
LOOP, the LOOP is transformed into its corresponding sequence control construct, which is for step 4 in
the algorithm. If the innermost control block consists of a split and a join control construct, a path with the
longest average execution time in the control block is selected and then transformed into a single activity,
which comes under step 5 (The necessity for step 5.2, i.e., “Transform the path into a single activity”
will be explained in Section 3.7). At the exit of the WHILE loop in the algorithm, a new atomic control
block corresponding to each top-level control block is generated. And then, the longest execution path is
determined in the newly generated atomic control block as in step 6. This path is the critical sub-path of
the top-level control block and becomes part of the critical path. Finally, the critical path is determined by
combining all the critical sub-paths with simple nodes. Fig. 6 depicts all the steps to ﬁnd out the critical
sub-path.
In the next sections (from Sections 3.2 to 3.7), we present how to solve WCP steps mentioned above,
namely, steps 4–6 in Fig. 5. From now on, a control block consisting of a -split and a -join control
construct is denoted by a (,) split/join control block, shortly (,) control block.
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Fig. 5. WCP algorithm.
3.2. A LOOP atomic control block
Since wementioned in Section 2.2 that each activity in a LOOP atomic control block can be considered
as an independentM/M/1, the LOOP can be transformed into its corresponding sequence control construct
as in Fig. 7, which is for step 4.1 in the WCP algorithm. Because of the feedback in a LOOP, the arrival
rate  of the LOOP is stated as
 = + (1− p),
 = 
p
,
where 1− p is the probability that the feedback occurs in node n.
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The average number of service requests waiting in front of activity i in Fig. 7(a) is i1−i where i is

i
= 
pi
, i = 1, . . . , n. Hence, the average execution time of the LOOP from the Little’s formula is(
1
1− 1
+ 2
1− 2
+ · · · + n
1− n
)
1

1
p1 − 
+ 1
p2 − 
+ · · · + 1
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Fig. 8. The closure of the AND-split: (a) AND-split & AND-join, (b) AND-split & Selective-AND-join and (c) AND-split &
Preference-OR-join: : arrivalrate, pt : probability to be selected.
that is equal to the average execution time of the sequence composed of n activities with the arrival rate
 and service rate pi of activity i as in Fig. 7(b). Here, the average execution time in a M/M/1 activity is
computed by 1− where  is the service rate and  is the arrival rate. A LOOP atomic control block can,
therefore, be transformed to a sequence control construct.
The following Sections 3.3 to 3.6 is for step 5.1 in the WCP algorithm, i.e., managing a control block
consisting of (a split control construct, a join control construct).
3.3. The closure of the AND-split control construct
The closure of the AND-split is {AND–join, Selective–AND–join, Preference–OR–join}. Each node in
the destination of anAND-split, i.e., a1, b1, . . . , z1 in Fig. 8 has the same arrival rate  as that of the split
activity S.
In a (AND-split, AND-join) atomic control block as in Fig. 8(a), the longest execution path is a path
whose total average execution time is MAX(
∑
i
1
i−), where  is the arrival rate and i is the service
rate of activity i in the path. This is caused by the fact that the average execution timeW of an activity
modeled by the M/M/1 queuing system is W = 1− where  is the service rate and  is the arrival rate
in the activity.
Consider a (AND-split, Selective-AND-join) atomic control block as in Fig. 8(b), where pj is the
selection probability of incoming branch j to the destination of the Selective-AND-join. Let pathj
denote the path that goes through this branch j. Here, we can note that all the nodes in pathj behave as
if they have arrival rate pj by the Selective-AND-join. Hence, the longest execution path in this control
block is a path whose total average execution time isMAX(
∑
i
1
i−pj ), where pj is the arrival rate of
all the nodes in pathj and i is the service rate of activity i in the path.
Consider a (AND-split, Preference-OR-join) atomic control block as in Fig. 8(c). If we assume that the
preference of a Preference-OR-join is to select an incoming branch through which the thread of execution
arrives ﬁrst, the longest execution path in this control block is a path whose total average execution time
is MIN(
∑
i
1
i−), where  is the arrival rate of all the nodes in pathj and i is the service rate of
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Fig. 9. The closure of the Selective-AND-split: (a) Selective-AND-split & Selective-AND-join and (b) Selective-AND-split &
Preference-OR-join.
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Fig. 10. The closure of the OR-split: (a) OR-split & OR-join and (b) OR-split & Preference-OR-join.
activity i in the path. The expression may be changed according to how an incoming branch is selected
in a Preference-OR-join.
3.4. The closure of the selective-AND-split control construct
The closure of the Selective-AND-split is {Selective–AND–join, Preference–OR–join}.
In a (Selective-AND-split, Selective-AND-join) atomic control block as in Fig. 9(a), because path
selection is determined by the Selective-AND-join, the longest execution path in the control block can
be determined in a way similar to the (AND-split, Selective-AND-join) control block.
In a (Selective-AND-split, Preference-OR-join) atomic control block as in Fig. 9(b), we have outgoing
branch selection probability pi by the Selective-AND-split. Let us also assume that a Preference-OR-join
selects an incoming branch throughwhich the thread of execution arrives ﬁrst. Then, the longest execution
path in the control block is a path whose total average execution time is MIN(
∑
i
1
i−pj ), where pj
is the arrival rate of outgoing branch j from the source of the Selective-AND-split and i is the service
rate of activity i in the path.
3.5. The closure of the OR-split control construct
The closure of the OR-split is {OR–join, Preference–OR–join}. By the control context of the OR-split,
each outgoing branch has exclusive selection probability pi with
∑
pi = 1. Because the OR-split selects
only one outgoing branch, both a (OR-split, OR-join) control block and a (OR-split, Preference-OR-join)
control block as in Fig. 10 have the same way by which they ﬁnd out the longest execution path. Namely,
the longest execution path is a path whose total average execution time isMAX(
∑
i
1
i−pj ), where pj
is the arrival rate of outgoing branch j and i is the service rate of activity i in the path.
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Fig. 12. Transformation of a sequence.
3.6. The closure of the preference-OR-split control construct
The closure of the Preference-OR-split is {OR − join, P ref erence − OR − join} as depicted in
Fig. 11. The Preference-OR-split has similar control context with the OR-split in that they all select only
one outgoing branch with probability pi . The longest execution path, therefore, can be computed in the
same way as the closure of the OR-split.
3.7. A sequence control construct
After ﬁnding out the longest execution path in a control block (step 5.1 in the WCP algorithm), we
transform the sequence path into a single activity b as in Fig. 12, which is for step 5.2 of the algorithm.
Especially, because the arrival rate of the selected pathj in Fig. 12(b) is different from that of activity
S, the newly generated activity b must have the same arrival rate as activity S. In consequence, we in
this transformation determine the service rate ′ of activity b satisfying that the average execution time
of activity b is equal to that of the sequence, while keeping the arrival rate of activity b equal to that of
activity S.
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There can be two kinds of sequences as denoted in Fig. 12: One is the sequence with the same arrival
rate as that of the split activity S (Fig. 12(a)). The other is the sequence with arrival rate pi compared
to the arrival rate  of the split activity S, where pi is the selection probability of outgoing branch i (Fig.
12(b)). Let ′ be the service rate of activity b. Thus,

′ = 1∑n
i=1 1i−
+  in case of the former
and

′ = 1∑n
i=1 1i−pj 
+  in case of the latter.
Here, i is the service rate of activity iwithin the longest execution path and pj is the selection probability
of the path.
4. An overall example
In this section, we show the overall behavior of our WCP method as in Fig. 13. Let the arrival rate to
the workﬂow schema be 10 and the branch probabilities of OR-split and LOOP control constructs, i.e.,
      
Fig. 13. An overall example of the WCP method.
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Table 1
Activities’ service rates
Activity Service rate Activity Service rate Activity Service rate
1 13 2 15 3 7
4 8 5 20 6 18
7 20 8 14 9 16
10 20 11 10 12 15
13 15 14 6 15 7
16 25
p1, p2, and p3 be 0.4, 0.5 and 0.6, respectively. Thus, we can specify the arrival and departure rate at
each activity as in Fig. 13(a), which is based on Section 2.2.And, the service rate of each activity is given
in Table 1.
There are two top-level control blocks in Fig. 13(a), and we should ﬁnd out the critical sub-path in
each control block in order to determine the critical path. As we mentioned in the WCP algorithm, when
deciding the critical sub-path in a top-level control block, we select the longest execution path from the
innermost to the outermost control block of the top-level control block. Because a (OR-split, OR-join)
control block and a (AND-split, AND-join) control block are innermost control blocks in Fig. 13(a),
we select the longest execution paths in the control blocks, which are activity 4 and 12, respectively, as
denoted in Fig. 13(b). By applying Sections 3.2 and 3.7 to the Fig. 13(b), newly transformed activities 4′ ,
10′ , 11′ , and 13′ can be obtained in Fig. 13-(c). If we determine the longest execution paths from the two
atomic control blocks in Fig. 13(c), the critical sub-paths of the two top-level control blocks are selected
as in Fig. 13(d). Finally, we can determine the critical path, {1, 2, 4, 5, 8, 9, 14, 15, 16}, in the workﬂow
schema by combining these critical sub-paths.
Next, let us consider the loan processing in a bank that is depicted in Fig. 14. When a loan applicant
enters a loan request, the bank ﬁrst evaluates the risk incurred by the loan and his credit worthiness at
the same time. If the evaluation record is acceptable, the bank decides to accept the loan request after
investigating the documents submitted by the applicant. If the loan request is ﬁnally accepted, the bank
notiﬁes the result to the applicant, transfers the loaned money, and logs the processing result. But, if the
loan request is rejected, the bank notiﬁes the result to the applicant and logs the processing result. The
loan processing of Fig. 14 is composed of 21 activities, each service time of which is speciﬁed in Table
2. OurWCP method determines the critical path of the loan processing as a sequence of grayed activities
in Figure 14, i.e., {1, 2, 4, 8, 9, 12, 13, 14, 15, 16, 17, 18}.
From the concept of the critical path, the workﬂow instances passing along the critical path may have
high probabilities of missing the workﬂow deadline. If a workﬂow instancemisses the workﬂow deadline,
special actions, referred to as escalations, may be triggered. Because escalations always result in increased
operational costs for workﬂow processing, it is desirable to reduce the number of workﬂow instances
that result in being escalated as well as the operational costs associated with escalations. The workﬂow
instances passing along the critical path may be highly escalated. And, we can expect that the critical
path have the higher escalation rate than other execution paths, which will be shown in the experiment
performed by using DEVSim++. DEVSim++ is a C++-based discrete event modeling framework, which
has been used in many areas of systems’ design such as communication network design and parallel
computer architecture design. The loan processing depicted in Fig. 14 has 24 different execution paths.
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Fig. 14. Loan processing.
Table 2
Loan activities’ service times
Activity Service time (s) Activity Service time (s) Activity Service time (s)
1 0.1 2 0.3 3 0.2
4 0.1 5 0.1 6 0.2
7 0.2 8 0.2 9 0
10 0.2 11 0.15 12 0.1
13 0.2 14 0.4 15 0
16 0.15 17 0.1 18 0.2
19 0.25 20 0.3 21 0.2
Workﬂow deadline: 8 s.
Let the sequence of activity {1, 2, 3, 4, 8, 9, 10, 11, 14, 15, 16, 17, 18} be Path 1, the sequence of activity
{1, 2, 3, 4, 8, 9, 10, 11, 14, 15, 19, 20, 21} be Path 2, · · ·, and the sequence of activity {1, 5, 6, 7, 8, 15, 19,
20, 21} be Path 24. And, let the workﬂow deadline be 8 s. Table 3 shows the escalation rate of workﬂow
instances for each execution path as a result of the experiment in which we generate 10,000 workﬂow
instances.Wecannotice that the escalation rate ofPath 9,which is identiﬁed as the critical path byourWCP
method, is higher than that of other path. This indicates that the method proposed in this paper is valid.
5. Discussion
Besides workﬂow control constructs speciﬁed in this paper, two synchronization edges (simply sync
edges) mentioned in [19] can be considered to support synchronizations of activities from different paths
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Table 3
The escalation rates of execution paths
Execution path # of passed instances # of escalated instances Escalation rate (%)
Path 1 211 1 0
Path 2 346 5 1.4
Path 3 240 21 8.7
Path 4 344 31 9
Path 5 177 0 0
Path 6 303 0 0
Path 7 720 13 1.8
Path 8 1141 11 0.9
Path 9 735 78 10.6
Path 10 1184 69 5.8
Path 11 609 0 0
Path 12 993 0 0
Path 13 300 6 2
Path 14 449 4 0.9
Path 15 288 13 4.5
Path 16 435 14 3.2
Path 17 305 0 0
Path 18 407 0 0
Path 19 102 0 0
Path 20 180 2 1.1
Path 21 121 7 5.7
Path 22 172 14 8.1
Path 23 89 0 0
Path 24 149 0 0
Total 10,000 289
8
2
1
5
4
3
6 7
sync edge
Fig. 15. Synchronization edge.
of a parallel processing as in Fig. 15. Namely, a “soft” sync edge n1 → n2 is used to specify that n2
may only be executed if n1 is either completed or if it cannot be triggered anymore. A “strict” sync edge
n1 → n2 requires that n1 must be successfully completed before n2 is allowed to start.
When there is a sync edge n1 → n2 between activity n1 and n2 that belong to different paths of a parallel
processing, the average execution time of the path containing activity n2 (Let us call it Path(n2)) may
be affected by that of the path containing activity n1 (Let us call it Path(n1)). If the average execution
time until activity n2 not including itself at Path(n2) is less than the average execution time until activity
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Table 4
Workﬂow throughput according to escalation policies
Arrival rate # of timely completed workﬂow instances # of timely completed workﬂow instances
in a workﬂow with only hard deadlines in a workﬂow with hard/soft deadlines
2 8005 8322
4 7706 8109
6 7614 7980
8 7517 7928
10 4059 6644
n1 including itself at Path(n1), the execution of activity n2 is delayed until activity n1 is completely
executed. If not, the sync edge has no effect. In consequence, our workﬂow model can easily support the
synchronization edge without no great changes.
In general, an activity is said to be critical only if it belongs to the critical path [4,21].We can moderate
the concept of a critical activity according to the applied applications as follows. An alternative control
ﬂow may have more than one OR branches that can belong to the critical path or a path whose total
execution time is within distance d from the critical path. If an activity belongs to either the critical
path or OR branches within distance d from the critical path, we call it a critical activity; otherwise, a
non-critical activity. The value of distance d may be decided by a workﬂow analyzer. We can expect that
a workﬂow instance missing the deadline of any critical activity has very high possibility not to meet the
workﬂow deadline ﬁnally. Hence, if a workﬂow instance does not meet the deadline of a critical activity,
it may be immediately escalated, which indicates that the deadline is hard. On the other hand, the deadline
of a non-critical activity is soft in the sense that we make a workﬂow instance continue to perform its
execution if it does not exceed the activity deadline by  percent, where  is the threshold controlled by
a workﬂow analyzer.
Table 4 shows the experimental result of the scheme that distinguishes activity deadlines into two
types (i.e., hard and soft) and applies different escalation policies to each type. The experiment is based
on the workﬂow schema of Fig. 16. And, we assume that d is 0 and  is 20%. We can notice in the
experimental result that the number of timely completed workﬂow instances, i.e., workﬂow throughput
is affected by the applied escalation policy. One escalation policy is that workﬂow instances not to meet
any activity deadline are immediately escalated because all activities have only hard deadlines. The other
is that activity deadlines can be hard or soft according to the concept of critical and non-critical activities.
The escalation policy distinguishing between hard and soft activity deadlines can somewhat reduce the
possibility that workﬂow instances being completed timely in the long runmay be escalated due tomissing
the soft deadlines in any intermediate activities.
Table 4 shows the experimental result of the scheme that distinguishes activity deadlines into two
types (i.e., hard and soft) and applies different escalation policies to each type. The experiment is based
on the workﬂow schema of Fig. 16. And, we assume that d is 0 and  is 20%. We can notice in the
experimental result that the number of timely completed workﬂow instances, i.e., workﬂow throughput
is affected by the applied escalation policy. One escalation policy is that workﬂow instances not to meet
any activity deadline are immediately escalated because all activities have only hard deadlines. The other
is that activity deadlines can be hard or soft according to the concept of critical and non-critical activities.
The escalation policy distinguishing between hard and soft activity deadlines can somewhat reduce the
J.H. Son et al. / Journal of Computer and System Sciences 70 (2005) 86–106 105
4
8
6 72
91
3
5 10OR AND
5.0=p
λ 11
5.01 =− p 5.0=q
5.01 =− q
Activity Service Time (s) Deadline (s) Activity Service Time Deadline
1 0.05 0.1 7 0.1 2.123
2 0.2 0.561 8 0.1 2.123
3 0.1 0.561 9 0.2 3.115
4 0.2 1.553 10 0.1 4.007
5 0.05 1.653 11 0.2 5
6 0.1 1.888
Workflow deadline: 5 s
ss
Fig. 16. Activity hard/soft deadlines.
possibility that workﬂow instances being completed timely in the long runmay be escalated due tomissing
the soft deadlines in any intermediate activities.
6. Conclusion
In this paper, we have ﬁrst speciﬁed the extended workﬂow control constructs and have deﬁned a
well-formed workﬂow schema. And then, we have proposed a method to determine the critical path in a
well-formed workﬂow schema. Finally, some examples and experiments have been provided to show the
overall behavior and the validness of the proposed method. Several workﬂow structural terms deﬁned in
this paper can help design a workﬂow schema free from some structural and semantic errors. Especially, a
nested and a top-level control block with systematic analyses from the innermost to the outermost control
block make it easy to apply our critical path algorithm.
We expect that the concept of the critical path can be effectively utilized in many workﬂow issues,
especially workﬂow resource and time management. In workﬂow time management, if a workﬂow in-
stance does not meet the workﬂow deadline, exception handling called escalation occurs. Because the
escalation generally gives high overhead to workﬂow systems, it is important to minimize the number of
escalated workﬂow instances. The information on the critical path can be utilized for the assignment of
workﬂow and activity deadlines because the real execution times of activities in the critical path directly
affects the total workﬂow completion time.
For further research, we are investigating the way that can verify the structural and semantic correctness
of aworkﬂowschemabeforeworkﬂowexecution. In particular, it is essential for amission-critical business
process such as E-commerce and ﬁnancial trading.
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