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Računalništvo v oblaku je model, ki omogoča hiter in preprost omrežni dostop 
do razpoložljivih računalniških virov. Poznamo javne, zasebne, skupnostne in 
hibridne oblake. Med seboj se razlikujejo predvsem po tem, kdo ima do njih dostop 
in kdo jih upravlja. Vsem je skupna osnovna infrastruktura, ki jo sestavljajo strežniki, 
stikala in sistemi za shranjevanje podatkov ali podatkovne shrambe. Da je celotna 
infrastruktura kar se da izkoriščena, se praktično vedno uporablja virtualizacija. S 
tem lahko na fizični infrastrukturi postavimo večje število navideznih naprav. 
Strežniki in shrambe, ki se povezujejo preko svojega lastnega omrežja in 
uporabljajo prenos podatkov na nivoju blokov, se imenujejo SAN.  
Podatkovna shramba skrbi, da so strežniku ali uporabniku podatki dosegljivi 
ves čas, zato mora biti shramba pravilno nastavljena. Lahko je nastavljena kot 
aktivno/aktivna ali pa kot aktivno/pasivna. Omenjena tipa se razlikujeta po načinu 
delovanja krmilnikov v shrambi. Pri aktivno/aktivnem načinu oba krmilnika 
razpolagata s prostorom za shranjevanje, ki ga tudi dajeta na razpolago strežniku. V 
primeru, da eden od krmilnikov odpove, drugi prevzame njegovo vlogo. Pri 
aktivno/pasivnem načinu se uporablja samo en krmilnik za deljenje prostora, drugi 
pa je v pripravljenosti, če prvi odpove. 
Za povezovanje podatkovnih shramb s strežnikom skrbijo Ethernet ali optične 
povezave, ki jih je možno nastaviti tako, da več povezav deluje kot ena sama. Tako 
povezovanje  navideznih vmesnikov imenujemo VIF. Zagotavlja nam višjo 
prepustnost podatkov in večjo zanesljivost. Ko sta strežnik in shramba fizično 
povezana, je potrebno zagotoviti še podatkovno povezavo. To storimo tako, da na 
sami shrambi omogočimo želene protokole, v našem primeru je to protokol iSCSI, ki 
omogoča prenos bloka podatkov preko protokolov TCP/IP. 
Rezultat diplomske naloge je praktična izvedba podatkovne shrambe na opremi 
podjetja NetApp. Ta podatkovna shramba se upravlja preko operacijskega sistema 
DataONTAP, do katerega lahko dostopamo preko ukazne vrstice ali preko grafičnega 
vmesnika v brskalniku. 
  
Opisan je postopek nastavitve vseh najpomembnejših komponent shrambe, 
potrebnih za delovanje oblaka. Preizkušeno in prikazano je tudi delovanje v primeru 
napake (npr. nedelovanje krmilnika). Ko na enem izmed krmilnikov pride do napake, 
drugi krmilnik oponaša nastavitve nedelujočega krmilnika in prevzame njegovo 
vlogo dostopanja do podatkov. Podatki so dostopni ves čas, saj se to preklapljanje 
med krmilniki izvede hipno in nemoteče. 
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Cloud computing is a model that ensures fast and reliable network connection 
to computer resources. There are public, private, community, and hybrid clouds. The 
main difference is in management and access rights. The basic structure is common 
to all models and it consists of servers, switches, and storage systems. To ensure high 
utilization of resources, virtualization is used practically in all implementations. With 
virtualization, we can create many virtual machines on one physical device.  
Servers and storage systems are connected through their own local network 
called SAN. Data access in SAN is on block level. 
Storage system has to be configured so that servers and users constantly have 
access to data. It can be configured as active/active or as active/passive. In 
active/active configuration, each controller serves its own data. If one controller fails, 
the partner controller takes over and serves both, its own data and the data of the 
partner. In active/passive configuration, only one controller serves data and the other 
one is idle. If active controller fails then the partner controller, which is in passive 
state, changes into active state and serves data.   
Servers and storage systems use Ethernet or fiber connections. Multiple 
connections can be configured as one and presented as VIF (Virtual Network 
Interface). VIF ensures higher throughput and reliability. After physical connection 
is ensured, it is necessary to make data connection with iSCSI protocol. This protocol 
enables transfer of data over the TCP/IP protocols. 
The result of the diploma thesis is a practical implementation on NetApp 
storage system. It is managed over DataONTAP operating system, which is accessed 
over CLI (Command Line Interface) or over GUI (Graphical User Interface) in a 
browser. 
The thesis describes configuration of all storage components that are necessary 
for cloud computing. It is tested and we have shown how the storage system reacts 
when there is a failure on one of two controllers. If one of the active controllers fails, 
  
the other one takes control. Data are accessible at all times because the takeover 
happens immediately and without disturbance. 
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1  UVOD 
Za varno shranjevanje podatkov ali varnostnih kopij podatkov se vedno 
pogosteje uporablja oblačne storitve. Ponudniki kot so Google, Amazon, Dropbox, 
Apple in drugi ponujajo določeno količino prostora celo brezplačno. Za varnost in 
dostopnost do podatkov ni potrebno skrbeti uporabniku samemu, saj za to skrbijo 
ponudniki storitve. Hranjenje podatkov v javnem oblaku pa ima tudi slabe strani.  
Velikokrat se zgodi, da ni popolnoma jasno, kdo je lastnik podatkov: uporabnik, ki 
jih je ustvaril ali podjetje, ki skrbi za hranjenje podatkov. Poleg tega se ne ve, kdo 
vse ima dostop do naših podatkov. Ali smo le mi tisti, ki dostopamo do njih, ali 
ponudniki omogočajo vpogled tudi državnim organom in drugim inštitucijam? Cena 
je za majhne količine podatkov sprejemljiva, če pa imamo veliko količino podatkov, 
je najem podatkovnega prostora lahko precejšen zalogaj. 
Če javnemu oblaku ne zaupamo ali pa želimo imeti večji nadzor, lahko 
postavimo svoj zasebni oblak. Za postavitev zasebnega oblaka je potrebno imeti 
denarne vire in znanje za sam nadzor in upravljanje celotnega sistema.  
Osnovna zgradba oblaka je sestavljena iz strežnikov in podatkovnih shramb, ki 
so na nek način povezani med seboj.  
Na strežnikih, podatkovnih shrambah in omrežnih komponentah, se zaradi 
boljše izkoriščenosti virov uporablja tehniko virtualizacije. Ta omogoča postavitev 
večjega števila navideznih strežnikov na enem samem fizičnem strežniku. S tem se 
nekoliko prihrani pri stroških, vendar pa je še vedno potrebno zagotoviti dovolj 
zmogljiv strežniški sistem, saj si navidezni strežniki delijo vire fizičnega strežnika na 
katerem gostujejo. Virtualizira se tudi podatkovne shrambe, pri čemer se fizične 
diske med seboj povezuje v logične enote, ki se jih natančno nadzira, upravlja in 
dodeljuje uporabnikom.  
Sistem za shranjevanje podatkov se lahko na fizični strežnik povezuje preko 
lokalnega omrežja ali preko svojega lastnega omrežja. Za zagotavljanje višje varnosti 
in prepustnosti podatkov se uporablja lastno omrežje, ki se s strežnikom povezuje 
preko optičnih ali žičnih Ethernet stikal. Višja varnost se doseže z omejevanjem 
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dostopa do sistema za shranjevanje le preko strežnika oziroma zagotovimo 
upravljanje preko namenskega vmesnika. 
V diplomski nalogi je opisan osnovni koncept oblaka; to je infrastruktura, ki je 
uporabniku storitve nevidna in je potrebna za delovanje in zagotavljanje 
razpoložljivost podatkov. 
Cilj diplomske naloge je bil postavitev osnovne infrastrukture oblaka, njena 
konfiguracija ter prikaz in preizkus delovanja pod različnimi pogoji. Prikazano je 
dogajanje na sistemu za shranjevanje podatkov ob pojavu tehnične okvare (odpoved 
enega izmed krmilnikov). V tem času dotični krmilnik ne deluje, zato mora 
partnerski krmilnik prevzeti funkcije obeh krmilnikov. 
 3 
2  Računalništvo v oblaku  
Računalništvo v oblaku (ang. cloud computing) je model, ki omogoča hiter in 
enostaven omrežni dostop do razpoložljivih računalniških virov (omrežje, strežniki, 
pomnilnik, aplikacije in storitve). Le-ti so dodeljeni/rezervirani z minimalnim trudom  
upravljanja oziroma minimalno interakcijo ponudnika. Računalništvo v oblaku ima 
naslednje bistvene značilnosti, modele storitve in modele uvajanja [1]. 
2.1  Značilnosti 
Storitev na zahtevo: Potrošnik si sam zagotovi/spreminja računalniške 
zmogljivosti (št. strežnikov, omrežne shrambe), brez potrebne interakcije s 
ponudnikom (ni interakcije človek človek). 
Širok omrežni dostop: Zmogljivosti so dostopne preko omrežja in preko 
različnih odjemalcev (mobilni telefon, tablica, prenosni računalnik in delovna 
postaja). 
Združevanje virov: Ponudnik računalniških virov združi vire, da le-ti služijo 
večjemu številu potrošnikov. Viri so dodeljeni dinamično, vsakemu potrošniku 
posebej glede na zahtevo, pri tem pa potrošnik nima nadzora, kje se ti viri fizično 
nahajajo. 
Elastičnost: Zmogljivosti so hitro in elastično zagotovljene ter so za 
potrošnika na voljo  ves čas in navidezno brez omejitev. 
Merjena storitev: Oblačni sistem avtomatično nadzira in optimizira uporabo 
virov glede na vrsto storitve (npr. skladiščenje, procesiranje, pasovna širina). 
Uporabo virov je možno spremljati, nadzirati in poročati, kar zagotavlja 
transparentnost tako za ponudnika kot uporabnika storitve [1]. 
2.2  Modeli storitve 
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Programska oprema kot storitev (ang. software as a service - SaaS): 
Zmožnost zagotoviti uporabniku uporabo aplikacij, ki se izvajajo v oblaku. 
Aplikacije so dosegljive preko različnih odjemalcev, kot je spletni brskalnik (npr. 
elektronska pošta) ali programski vmesnik. Uporabnik ne upravlja oz. ne nadzira 
osnovne infrastrukture oblaka, kot so omrežje, strežniki, operacijski sistem, shramba 
ali celo individualne aplikacije, z izjemo nekaterih uporabniških nastavitev. 
Platforma kot storitev (ang. platform as a service - PaaS): Zmožnost 
zagotoviti potrošniku uporabo aplikacij oz. storitve, ki jih je razvil z uporabo orodij 
in knjižnic, ki jih uporablja ponudnik. Uporabnik nadzira namestitev programske 
opreme in njene nastavitve, ne nadzira pa osnovne infrastrukture oblaka, kot so 
omrežje, strežniki in operacijski sistem ali podatkovne shrambe. 
Infrastruktura kot storitev (ang. infrastructure as a service - IaaS): 
Zagotoviti uporabniku potrebne procesne, shrambene, omrežne in ostale temeljne 
računalniške vire, kjer je potrošnik sposoben razviti in izvajati poljubno programsko 
opremo. Potrošnik ne nadzira osnovne infrastrukture (strojna oprema), vendar ima 
nadzor nad operacijskim sistemom, shrambo, aplikacijami in morda tudi omejeno 
kontrolo nad izbranimi omrežnimi komponentami (npr. požarni zid) [1]. 
Za doseganje potrošniških potreb se poleg treh tradicionalnih ustvarja nove 
modele storitev, kot so: desktop kot storitev (ang. desktop as a service - DaaS), 
shramba kot storitev (ang. Storage as a service - STaaS)itd. 
Shramba kot storitev je model, kjer so digitalni podatki shranjeni v logičnih 
bazenih, fizično pa so lahko razporejeni na več lokacijah (strežnikih), ki so v lasti in 
upravljanju gostiteljskega podjetja. Ta podjetja skrbijo za dostopnost, varnost in 
upravljanje. Posameznik oz. organizacija zakupi potrebne diskovne/podatkovne 
kapacitete za shranjevanje podatkov. Do podatkov se dostopa preko spletnega 
programskega vmesnika ali preko zato namenske aplikacije [2]. 
2.3  Modeli uvajanja 
Poznamo štiri tipe modelov uvajanja: javni, zasebni, skupnostni in hibridni. 
Vsak ima svoje prednosti in slabosti. Na podlagi tega se lahko organizacije odločajo, 
katerega od tipov uporabiti. 
2.3.1  Javni oblak 
To je okolje, ki je pod nadzorom in upravljanjem zunanjega ponudnika. 
 
Prednosti: 
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 Razpoložljivost zagotavlja ponudnik in s tem se prihrani na stroških, saj ni 
potrebno zagotavljati strojne, programske opreme in usposabljanja zaposlenih. 
 Razširljivost je lahko kratkoročna ali trajna, odvisno od potreb organizacije, s 
tem, da ni potrebno vlagati v lastno infrastrukturo. 
 Dostopnost ponudniki storitve zagotavljajo širšo, ne glede na vrsto naprave, ki jo 
uporablja uporabnik. 
 Prihranki so predvsem na strojni in programski opremi, ter usposabljanju 
zaposlenih za podporo in upravljanje. Prihrani pa se tudi na prostoru, elektriki in 
hlajenju, ker ni potreben lasten podatkovni center. 
 
Slabosti: 
 Integracijske omejitve: sistem je zunanji, kar pomeni, da so tudi podatki zunaj. 
Ko je potreben prenos podatkov na organizacijo (ang. on-premises), se pojavi 
problem varnosti prenosa podatkov preko interneta. Analiza podatkov je hitrejša, 
če ni potreben prenos preko interneta. 
 Zmanjšana prilagodljivost: saj nimamo nadzora nad urniki nadgradenj. 
 Prisilni izpadi: ponudnik ima nadzor nad izpadi za vzdrževanje sistema. 
 Varnostni vidiki: ker sami nimamo nadzora nad dostopnostjo do sistema, se 
pojavi problem zagotavljanja varnosti. Moramo zaupati ponudniku, da ima 
potreben in usposobljen kader. 
2.3.2  Zasebni oblak 
Je pod popolnim nadzorom  in upravljanjem organizacije. Vsa infrastruktura se 
nahaja v prostorih organizacije, ki skrbi za nakup, vzdrževanje in nadzor le-te. 
 
Prednosti: 
 Podpora in odpravljanje napak je lažja, ker imamo direkten dostop do 
celotnega sistema. Pregled nad dnevniki, omrežnimi sledmi, razhroščevanjem in 
ostalim, kar je potrebno za odpravo nastalih napak. Ni se potrebno zanašati na 
nekoga drugega. 
 Vzdrževanje je v popolnem nadzoru organizacije. Vzdrževanje ali nadgradnja se 
izvaja po urniku oziroma ko je to potrebno. 
 Nadzor je po željah organizacije. Nadziramo lahko tako strojno kot tudi 
programsko opremo. 
 Varnostni vidiki: organizacija ima popoln nadzor nad sistemom, aplikacijami in 
podatki. Ima nadzor, kdo lahko do česa dostopa. 
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Slabosti: 
 Stroški, potrebni za infrastrukturo, ki podpira, ne samo trenutne potrebe, ampak 
tudi potrebe v prihodnosti. Infrastruktura mora zagotavljati nemoteno delovanje v 
vrhuncih obremenitve (ang. peak times). Potreben je tudi kader z ustreznim 
strokovnim znanjem s področja stojne opreme, podatkovne shrambe, omrežja, 
varnosti in virtualizacije. 
 Združljivost: potrebno je zagotoviti, da sta tako strojna kot programska oprema 
združljivi. Programska oprema mora biti združljiva z odjemalčevim okoljem. 
Odgovornost zagotavljanja storitve, vzdrževanja odjemalčevega sistema. 
2.3.3  Skupnostni oblak (ang. community cloud) 
Infrastrukturo oblaka si deli skupina ali organizacija s skupnimi potrebami 
oziroma ciljem. Infrastruktura se lahko nahaja v prostorih organizacije ali pa je v 
lasti ponudnika storitve. 
 
Prednosti: 
 Stroški se delijo med skupnost uporabnikov, kar omogoča nakup infrastrukture, 
ki si je skupina sama ne bi mogla zagotoviti. 
 Najemništvo omogoča deljenje podpore in vzdrževanja tako, da vsaka 
organizacija prispeva svoj delež. 
 
Slabosti: 
 Lastništvo: problem, kdo je lastnik katerega dela infrastrukture. 
 Odgovornost: kdo je odgovoren za upravljanje, kdo za nadzor. 
Varnostni vidik: večje število organizacij, ki dostopajo in nadzirajo okolje. 
2.3.4  Hibridni oblak (ang. hybrid cloud) 
Predstava, da je hibridni oblak okolje, kjer je del komponent javnih, del pa 
zasebnih, je zmotna. Hibridni oblak je okolje, kjer je več različnih vrst oblakov 
povezanih skupaj. Tako okolje ponuja tako prednosti kot tudi slabosti zasebnih in 
javnih oblakov. 
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3  Virtualizacija 
Virtualizacija omogoča postavitev večjega števila navideznih logičnih naprav 
na eni fizični napravi. Virtualizirane naprave si delijo vire fizične naprave. S tem se 
navadno poveča izkoriščenost virov, saj ko določena virtualna naprava le-teh ne 
potrebuje za svoje delovanje, jih lahko uporabijo druge virtualne naprave, ki jih v 
danem trenutku potrebujejo. 
Virtualizacija je tesno povezana z oblačno infrastrukturo, vendar pa ni ne 
obhodno potrebna za postavitev oblaka. V značilnostih za obstoj oblaka ni nikjer 
naveden pogoj virtualizacije. Čeprav ni pogoj, se virtualizacija uporablja v večini 
izvedb, saj je veliko lažje povečati kapaciteto z dodajanjem navidezne naprave kot pa 
zagotoviti nov fizični sistem [3]. 
3.1  Vrste virtualizacije 
Poznamo več vrst virtualizacije: strojna virtualizacija, desktop virtualizacija, 
virtualizacija shrambe podatkov itd. 
3.1.1  Strojna virtualizacija 
Strojna virtualizacija je najbolj pogosto uporabljena virtualizacija, ki se 
uporablja za ustvarjanje navideznih sistemov na dejanskem fizičnem sistemu. S 
strojno virtualizacijo dosežemo sistemsko izkoriščenost. Lahko imamo večje število 
navideznih naprav, ki tečejo na enem fizičnem sistemu in si delijo vire fizičnega 
sistema. Kadar neka navidezna naprava ne potrebuje dodeljenih virov, se lahko le-ti 
uporabljajo drugje. V nevirtualnem okolju pa so ti viri večino časa neizkoriščeni [4]. 
Za strojno virtualizacijo se uporabljata dva osnovna načina: popolna 
virtualizacija in paravirtualizacija. 
Pri popolni virtualizaciji se uporablja poseben program, tako imenovani 
nadzornik (ang. hypervisor), ki komunicira neposredno s procesorjem, diskom in 
ostalo strojno opremo sistema. Deluje kot platforma za operacijske sisteme, ki tečejo 
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na virtualnih napravah. Nadzornik skrbi, da navidezne naprave delujejo neodvisno 
ena od druge in ne vedo za obstoj ostalih naprav. Vsaka navidezna naprava lahko 
uporablja svoj operacijski sistem. Prav tako nadzornik nadzira fizične vire in jih po 
potrebi dodeli napravi, ki jo potrebuje [5].  
Paravirtualizacija ima nekoliko drugačen pristop. V nasprotju s popolno 
virtualizacijo se tu navidezne naprave zavedajo druga druge. Nadzornik ne potrebuje 
tolikšne računske moči za upravljanje z operacijskimi sistemi, saj se operacijski 
sistemi že zavedajo zahtev ostalih operacijskih sistemov. Celoten sistem deluje kot 
povezana enota [5]. 
3.1.2  Desktop virtualizacija 
Desktop virtualizacija je programska tehnologija, ki loči desktop okolje in 
pripadajoče aplikacije od odjemalčeve naprave za dostop. Uporablja se v povezavi z 
aplikacijsko virtualizacijo in sistemom za uporabniško upravljanje. V tem načinu so 
vse komponente namizja virtualne, kar omogoča visoko fleksibilen in varen način 
dostopa do namizja. Ta pristop podpira zmožnost obnovitve (ang. disaster recovery) 
sistema, saj so vse komponente shranjene v podatkovnem centru in imajo varnostne 
kopije, ki nastanejo v okviru sistemskega vzdrževanja. V primeru izgube 
odjemalčeve naprave oz. strojne opreme je obnovitev popolnoma enostavna, saj bodo 
vse komponente predstavljene/prikazane ob vpisu z druge naprave. Ker podatki niso 
shranjeni na odjemalčevi strani, tudi v primeru izgube te naprave ne more priti do 
njihove zlorabe [6]. 
3.1.3  Virtualizacija shrambe 
Virtualizacija shrambe se uporablja za omogočanje naprednih lastnosti v 
sistemih podatkovnih shramb. Taki sistemi uporabljajo posebno programsko in 
strojno opremo za zagotavljanje hitre in zanesljive obdelave podatkov.  Virtualizacija 
lahko deluje na nivoju prenosa bloka podatkov ali na podatkovnem nivoju prenosa 
podatkov. Podatkovni nivo prenosa  se uporablja v podatkovnih shrambah 
priključenih v omrežje - NAS (ang. Network Attached Storage), medtem, ko se 
blokovni nivo prenosa uporablja v omrežju podatkovnih shramb - SAN (ang. Storage 
Area Network) [7]. 
3.2  Nadzornik 
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Nadzornik je naprava ali programska oprema, ki zagotovi zmožnost 
virtualizacije. Deluje kot posrednik med fizičnim sistemom gostiteljem (ang. host) in 
navideznim sistemom gostom (ang. guest). Poznamo dva tipa nadzornikov: 
1. Nadzornik je nameščen direktno na strojno opremo in deluje kot samostojen 
operacijski sistem, kar mu omogoča boljšo izrabo fizičnih virov. Ta način 
uporablja večina oblačnih sistemov. 
2. Nadzornik je postavljen na vrh nekega drugega operacijskega sistema. 
Operacijski sistem nadzira dostop do strojne opreme, nadzornik pa deluje kot 
nadzornik sistema med gostiteljskim operacijskim sistemom in uporabniškim 
operacijskim sistemom. Prednost tega je, da ga je (med drugim) možno naložiti 
na navaden namizni računalnik [8]. 
 
Slika 3.1:  Tip 1 (levo), nadzornik je nameščen direktno na strojno opremo. Tip 2 (desno), nadzornik 
je nameščen na operacijski sistem. 
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4  Shrambe 
Računalniško shrambo podatkov sestavljajo naprave za zapisovanje podatkov 
in podatkovni nosilci (RAM, trdi disk, CD itd.).Varnost in dosegljivost podatkov je v 
IT-ju zelo pomembna, zato je velik del IT proračuna namenjen sistemom za 
shranjevanje.  
Poznamo več različnih tipov sistemov, ki so opisani v nadaljevanju. Ko se 
odločamo, katerega bi uporabili, moramo upoštevati več kriterijev: 
 kapaciteta, količina in tip podatkov, ki jih je potrebno shraniti, 
 razširljivost, 
 zmogljivost, 
 dosegljivost in razpoložljivost, 
 zaščita podatkov (varnostne kopije in obnovitev), 
 cena. 
4.1  Neposredno povezana podatkovna shramba (DAS) 
Neposredno povezana podatkovna shramba ali DAS (ang. Direct Attached 
Storage) je najosnovnejši nivo shrambe, kjer so podatkovne shrambe del 
gostiteljskega računalnika. Delovna postaja mora dostopati do strežnika, da se lahko 
poveže na shrambo, kar je v nasprotju z omrežno shrambo, kot sta NAS in SAN, ki 
shrambe in strežnike povezuje preko omrežja.  
Čeprav narašča število implementacij omrežne shrambe veliko hitreje kot 
DAS, je ta manj zahtevna in mnogo cenejša za izvedbo. Pri odločitvi za DAS je 
pomembno, kakšne so zahteve za razpoložljivost. Da lahko uporabnik dostopa do 
shrambe, mora imeti dostop do strežnika. Če ta ne deluje, stranka nima dostopa do 
shrambe, podatkov in ne more shranjevati ali dostopati do njih. Poleg shranjevanja in 
dostopa do podatkov strežnik obremenjujejo tudi aplikacije, kot so e-pošta in 
podatkovne baze. Pojavi se lahko problem ozkega grla (ang. bottleneck) v omrežju 
zaradi prevelike izmenjave podatkov med strežnikom in delovnimi postajami [9]. 
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DAS je idealen za lokalno izmenjavo podatkov v okoljih z enim strežnikom, na 
primer manjšim podjetjem in delovnimi skupinami, katerim ni potrebno deliti 
podatkov na velike razdalje, ali med oddaljenimi skupinami. Manjša podjetja 
uporabljajo DAS za e-pošto in deljenje datotek, med-tem ko večja izkoriščajo DAS v 
kombinaciji z ostalimi shrambami.  
Z ekonomskega vidika je začetna investicija v DAS cenejša, saj pri razširitvi 
shrambe ni velikega vložka v načrtovanje in izvedbo. Zaradi majhnega začetnega 
vložka lahko služi kot začasna rešitev za podjetja, ki v prihodnosti pričakujejo veliko 
rast podatkov in kasnejšo razširitev na omrežno podatkovno shranjevanje. DAS, ki je 
omejen pri razširljivosti, se lahko tako še vedno uporablja lokalno za shranjevanje 
manj kritičnih podatkov [9]. 
4.2  Podatkovna shramba priključena v omrežje (NAS) 
Podatkovna shramba priključena v omrežje ali NAS (ang. Network Attached 
Storage), je posebna naprava, sestavljena iz diska in upraviteljske programske 
opreme, ki je namenjena za izmenjavo datotek preko omrežja. V DAS modelu ima 
strežnik vlogo izmenjave datotek in upravljanja aplikacij, kar lahko upočasni 
omrežje. NAS razbremeni strežnik odgovornosti shranjevanja/izmenjevanja datotek 
in zagotavlja večjo prožnost pri dostopu do podatkov. 
NAS je idealen za organizacije, ki želijo preprost in stroškovno učinkovit način 
za dostopanje večjega števila uporabnikov do podatkov na nivoju datotek. Večinoma 
se uporablja v malih do srednje velikih podjetjih in deluje po principu priključi in 
uporabljaj ('plug and play'), kar omogoča enostavno in hitro implementacijo ter 
upravljanje brez obširnega znanja iz IT-ja. 
Pomemben dejavnik je tudi heterogeno deljenje podatkov. V DAS sistemih 
vsak strežnik poganja svoj operacijski sistem, kar pomeni, da ni skupne shrambe v 
okoljih, ki vključujejo kombinacijo Windows, Mac in Linux delovnih postaj. NAS 
sistem se lahko vključi v katerokoli okolje in omogoča dostopanje do datotek vsem 
operacijskim sistemom. V omrežju se NAS vsakemu uporabniku pokaže kot 
datotečni strežnik, kar pomeni, da se datoteke shranijo/pridobijo v NAS sistemu v 
prvotnem datotečnem formatu [9]. 
4.3  Omrežje podatkovnih shramb (SAN) 
Omrežje podatkovnih shramb ali SAN (ang. Storage Area Network) je visoko 
zmogljivo omrežje podatkovnih shramb, ki je ločeno od lokalnega omrežja. Zaradi 
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svoje visoke stopnje razvitosti, kompleksnosti upravljanja in stroškov se SAN 
večinoma izvaja v podjetjih. V SAN infrastrukturi se shrambene naprave, kot so 
NAS, DAS, RAID polja ali trakovne knjižnice, povezujejo na strežnike preko 
optičnih kanalov, ki omogočajo zanesljivo gigabitno hitrost prenosa podatkov. 
V nasprotju z DAS in NAS, ki delujeta na podatkovnem nivoju prenosa 
podatkov, SAN deluje na nivoju prenosa bloka podatkov. To je še posebej 
pomembno za pasovno širino prenosa podatkov pri aplikacijah, kot so podatkovne 
baze in obdelava transakcij. Porazdeljena struktura SAN-a omogoča višjo raven 
učinkovitosti in razpoložljivosti kot ostali. Z dinamičnim uravnavanjem obremenitev 
v omrežju omogoča hiter prenos podatkov, medtem ko zmanjšuje vhodno/izhodno 
zakasnitev in obremenitev strežnikov. Prednost je v tem, da se kljub velikemu številu 
uporabnikov, ki hkrati dostopajo do podatkov, ne ustvari ozko grlo v lokalnem 
omrežju in strežniku. 
SAN je najboljši način za zagotavljanje zanesljivosti, zmogljivosti in prenosa 
podatkov 24x7 (24 ur na dan, 7 dni v tednu). SAN ima vgrajeno veliko različnih 
funkcij proti odpovedim in napakam ter za zagotavljanje maksimalne izkoriščenosti. 
Poleg tega pa omogoča tudi enostavno razširljivost v primeru, da je potrebno 
povečati kapacitete shrambe. 
Kljub vsem tem prednostim je več dejavnikov, ki zavirajo njihovo sprejetje, 
vključno s ceno, zapletenostjo upravljanja in pomanjkanjem standardizacije. 
Hrbtenica SAN-a je programska oprema za upravljanje. Za načrtovanje, razvoj in 
postavitev so potrebne velike investicije, kar omejuje uporabo na večje organizacije. 
Velika večina stroškov gre za programsko opremo, ki je potrebna za upravljanje tako 
velikega števila različnih naprav. Dodatno pa je zaradi pomanjkanje standardizacije 
prišlo do tega, da ni kompatibilnosti med različnimi proizvajalci tako strojne kot 
programske opreme [9]. 
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Slika 4.1:  DAS, NAS, SAN. Pri DAS-u se do diskov dostopa preko strežnikov. NAS za dostopanje 
do diskov uporablja poseben datotečni strežnik. Pri SAN nastavitvi pa se do diskov dostopa preko 
omrežja, ki je ločeno od lokalnega omrežja (vir:[10]). 
4.4  Zagotavljanje varnosti in zanesljivosti z RAID 
RAID (ang. Redundant Array of Independent Disk) je tehnologija, ki združuje 
množico diskov v logično enoto za povečanje redundance podatkov ali izboljšanje 
zmogljivosti. Nivoje označujemo z besedo RAID, ki ji sledi številka (npr. RAID 0, 
RAID 1, RAID 5 itd.). Vsak nivo uporablja svoj način za doseganje želene: 
zanesljivosti, dosegljivosti, zmogljivosti in kapacitete [11]. 
Veliko RAID nivojev uporablja metodo paritete (ang. parity) za zagotavljanje 
odpornost na napake (ang. fault tolerance) v podatkih. 
RAID 0: Ta nivo ne zagotavlja redundance niti odpornosti na napake, zato ni 
pravi RAID. Vendar pa zagotavlja boljšo zmogljivost s porazdelitvijo podatkov med 
diske. Podatki so razdeljeni na bloke stalne velikosti in vsak blok se zapiše na ločeni 
disk. S tem se poveča vhodno/izhodna zmogljivost za faktor števila diskov. V 
primeru odpovedi kateregakoli diska so vsi podatki izgubljeni, zato se ta nivo ne 
uporablja v kritičnih okoljih. Uporabno v primeru produkcije in obdelave videa, slik 
in za aplikacije, ki potrebujejo visoko pasovno širino [11]. 
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Slika 4.2:  Prikaz RAID 0 skupine, kjer vidimo porazdeljenost podatkov med dva diska. 
RAID 1: Zrcaljenje brez paritete in deljenja na bloke. Vsi podatki se zapišejo 
na dva ali več diskov. Zahtevo za branje lahko izpolni katerikoli disk, ki vsebuje 
podatek. Hitrost branja je odvisna od zakasnitve najhitrejšega diska. Nasprotno pa je 
hitrost pisalne operacije določena z najpočasnejšim (podatki morajo biti zapisati na 
vse diske). Podatki so dosegljivi, dokler deluje vsaj en disk. Uporabno je v 
računovodstvu, financah in aplikacijah, ki zahtevajo visoko razpoložljivost [11]. 
 
Slika 4.3:  RAID 1, zrcaljenje podatkov na dva diska . 
RAID 2: Uporablja bitni nivo deljenja, namesto blokovnega. Uporabljata se 
dve skupini diskov. Na prvo skupino se shranjujejo podatki, na redundantno skupino 
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pa popravki napak s Hamming-ovo kodo (ang. Hamming Error Correction Code - 
ECC). Ko se podatki zapisujejo na diske, se izračuna ECC za tekoče podatke. Ti  
podatki se razdelijo na bite in zapišejo na podatkovni del in ECC na paritetne diske. 
Ko se bere podatke z diskov, se preverja tudi ECC, da ni prišlo do napake oziroma da 
se jih popravi [12]. 
RAID 3: Uporablja deljenje na nivoju bajtov (namesto blokovnega deljenja). 
Sestavljen je iz več podatkovnih diskov in enega paritetnega. Diski morajo biti med 
seboj sinhronizirani, vsi se vrtijo z enako hitrostjo [12]. 
RAID 4: Deljenje na bloke stalne velikosti na več diskov in pripadajočo 
pariteto na svojem. Pariteta omogoča obnovitev v primeru napake katerega koli 
diska. Hitrost branja podatkov je primerljiva z RAID 0. Zapisovanje je nekoliko 
upočasnjeno, saj je potrebna posodobitev paritete ob vsakem zapisu [12]. 
 
Slika 4.4: RAID 4, porazdelitev podatkov med diske in en dodatni paritetni disk. D=blok podatkov, 
P=pariteta. 
RAID 5 : Porazdelitev podatkov med diske v blokih stalne velikosti z dodano 
pariteto porazdeljeno po vseh diskih. Za delovanje je potrebno, da delujejo vsi diski 
razen enega, saj se iz preostalih podatkov in paritet izračuna izgubljeni del. V času 
obnavljanja, je delovanje polja upočasnjeno. Uporablja se v datotečnih, aplikacijskih, 
spletnih, poštnih strežnikih [13]. 
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Slika 4.5:  RAID 5, porazdelitev podatkov in paritete med diske. 
RAID 6: Je nadgradnja RAID 5. Porazdelitev podatkov med diske v blokih 
stalne velikosti z dodano dvojno pariteto, porazdeljeno po vseh diskih. V primeru 
izpada dveh diskov polje še vedno deluje, saj ima dovolj podatkov za izračun 
izgubljenega dela  [13]. 
RAID 01 (RAID 0+1): Ustvari sekundarni blok deljenih podatkov, tako, da 
zrcali primarnega. Polje deluje tudi v primeru večjega števila odpovedi diskov, 
dokler odpovejo različni diski na obeh straneh. 
RAID  10 (RAID 1+0): Porazdelitev podatkov med RAID 1 diske [13]. 
RAID 50 (RAID 5+0 ):  Porazdelitev podatkov med RAID 5 diske. Če izpade 
po en disk iz vsakega RAID 5 polja, le-to še vedno deluje brez izgube podatkov. Če 
izpadli disk ni zamenjan, pa postanejo ostali diski ena sama točka odpovedi (ang. 




Nivo Opis Min. št. 
diskov 





Porazdelitev podatkov med diske 2 1 /  visoka zmogljivost 
 lahka izvedba 
 visoka učinkovitost 




Zrcaljenje 2 1/N N-1  odporno na napake 
 lahka obnovitev v 
primeru odpovedi 
 lahka izvedba 





Porazdelitev bloka podatkov s 
pripadajočim paritetnim diskom 
3 1 – 1/N 1  odporno na napake   
RAID 
5 
Porazdelitev bloka podatkov s 
porazdeljeno pariteto 
3 1-1/N 1  odporno na napake 
 visoka učinkovitost 
 




Porazdelitev bloka podatkov z 
dvojno porazdeljeno pariteto 
4 1-2/N 2  odporno na napake 
 visoka učinkovitost 
 cena (dražje od RAID 5) 
 odpoved diska vpliva na 
hitrost delovanja 
Tabela 4.1:  Primerjava pomembnejših RAID skupin. 
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5  Infrastruktura SAN na opremi Netapp 
Infrastruktura SAN, ki je postavljena na opremi NetApp, je sestavljena iz 
enega ali več strežnikov, povezanih na diskovno polje preko optičnih ali Ethernet 
stikal.  Stikala omogočajo postavitev redundantnih poti, kar nam zagotavlja višjo 
razpoložljivost. 
Na strežnikih imamo tako imenovane HBA priključke (ang. Host Bus Adapter), 
ki se preko optičnih vlaken povezujejo na krmilnike podatkovnih shramb [15]. 
 
Slika 5.1:  Infrastruktura SAN-a. 
Delovanje: 
1. Ko uporabnik želi dostopati do podatkovnih shramb, pošlje blokovno prošnjo za 
dostop do shrambe. 
2. SCSI ukazi so oviti v FC pakete. Zahteva je sprejeta s strani HBA-ja in 
pretvorjena v optično obliko za prenos po optičnem kanalu. 
3. HBA prenese zahtevo. 
Zahteva preko stikal pride do krmilnika na shrambi, ki jo nato obdela [15]. 
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5.1  Kaj je aktivno/aktivna nastavitev 
Aktivno/aktivna nastavitev je sistem dveh krmilnikov, ki sta povezana med 
seboj direktno ali preko optičnih stikal.  
Krmilnike lahko nastavimo tako, da vsako vozlišče dostopa do skupnega niza 
shramb, podomrežij in tračnih pogonov ali pa si vsako vozlišče lasti svoj sklop 
shramb in podomrežij. 
Odvisno od modela so vozlišča med seboj povezana preko NVRAM adapterja, 
gigabit Ethernet povezave ali preko notranje povezave v primeru sistema dveh 
krmilnikov v samem ohišju. To omogoča vozlišču, da prevzame podatke na diskih 
partnerjevega vozlišča, na katerem je prišlo do napake. Vsako vozlišče spremlja 
svojega partnerja, zrcali dnevnik podatkov v trajnem pomnilniku (NVRAM ali 
NVMEM) [16]. 
Sistem v aktivno/aktivni nastavitvi zagotavlja [16]: 
 Visoko razpoložljivost 
Zagotavlja visoko razpoložljivost (ang. high availability) z združevanjem 
dveh krmilnikov tako, da v primeru odpovedi enega izmed vozlišč partnersko 
vozlišče prevzame vlogo in deli podatke nedelujočega vozlišča. 
 Nemotena nadgradnja programske opreme 
V času nadgradnje lahko eno vozlišče zaustavimo in drugo prevzame vlogo 
prvega vozlišča. 
Nemoteno vzdrževanje strojne opreme. 
5.1.1  Lastnosti vozlišča v aktivno/aktivni nastavitvi  
Vsako vozlišče ima svoje povezave in nastavitve [16]: 
1) Krmilniki so med seboj povezani preko adapterjev, kablov ali znotraj ohišja. Te 
povezave se uporablja za naslednje naloge: 
a) Neprestano spremljanje partnerskega vozlišča. 
b) Zrcaljenje dnevnika podatkov partnerjevega NVRAM ali NVMEM.  
c) Časovna sinhronizacija. 
2) Uporabljajo dva ali več diskovnih polic v zanki ali uporabljajo skladišča tretje 
osebe, za katera veljajo naslednji pogoji: 
a) Vsako vozlišče upravlja svoje diske oziroma skupino LUN-ov. LUN je 
logična predstavitev prostora na disku. 
b) Vsako vozlišče v prevzemnem načinu (ang. takeover mode) upravlja 
partnerjeve diske oziroma LUN-e. Za shrambe tretjih oseb partner prevzame 
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bralno/pisalni dostop do skupine LUN-ov v lasti nedelujočega vozlišča, 
dokler le-to ne postane ponovno delujoče. 
3) V lasti imajo svoje rezervne diske, LUN-e ali oboje, ki jih ne delijo z drugim 
vozliščem. 
4) Vsak ima diskovni predal (ang. mailbox disks) ali skupino LUN-ov na korenskem 
nosilcu (ang. root volume): 
a) Dva diskovna predala, če je FAS sistem. 
b) Enega, če je sistem V-serije. 
Diskovni predali ali LUN-i se uporabljajo za: 
a) Ohranjanje skladnosti med parom. 
b) Neprestano spremljanje drugega vozlišča, če deluje oziroma ali je izvedel 
prevzem. 
Informacija o nastavitvah shrambe, ki ni specifična za vsako posamezno 
vozlišče. 
5.1.2  Zahteve za aktivno/aktivno postavitev 
Pri postavitvi standardno aktivno/aktivne nastavitve je potrebno slediti 
določenim zahtevam [16]: 
1) Arhitekturna združljivost 
Obe vozlišči morata imeti enak sistemski model in uporabljata enako 
različico vdelanega programa (ang. firmware) 
2) Shrambene kapacitete 
Število diskov ali LUN-ov ne sme presegati maksimalne kapacitete (tako 
pri uporabi  svojih diskov kot diskov tretje osebe). Prav tako ne smejo shrambe, 
priklopljene na eno vozlišče, presegati kapacitetnih zmogljivosti le-tega. Za 
določitev maksimalne kapacitete si je potrebno pogledati proizvajalčev katalog. 
3) Združljivost diskov in diskovnih polic 
a) Optični kanali, SATA in SAS shrambe so podprti v standardni 
aktivno/aktivni postavitvi, dokler niso shrambeni tipi pomešani med seboj v 
isti zanki. 
b) Eno vozlišče ima lahko le en tip shrambe, partnersko vozlišče ima lahko 
drugi tip. 
c) Večpotna visoka razpoložljivost (ang. multipath high availability) je zahteva 
za vse aktivno/aktivne nastavitve, razen za nekatere sisteme 20xx, ki 
uporabljajo eno samo pot. Take postavitve nimajo redundantne povezave. 
4) Grozdni (ang. cluster) povezovalni adapterji in kabli morajo biti nameščeni, 
razen pri sistemu krmilnikov v ohišju, kjer so povezave znotraj ohišja. 
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5) Vozlišča morajo biti povezana na isto omrežje in omrežne kartice (ang. Networ 
Internet Cards - NICs) morajo biti pravilno nastavljene. 
6) Programska oprema mora biti licencirana na obeh vozliščih (npr. iSCSI, FCP, 
CIFS, NFS ali SyncMirror). 
5.1.3  Različice aktivno/aktivne postavitve  
1) Asimetrična  
Eno vozlišče ima večjo shrambo kot drugo. To je podprto, dokler nobeno 
od vozlišč ne presega maksimalne kapacitete. 
2) Aktivno/pasivna 
Pasivno vozlišče vsebuje samo korenski nosilec, aktivno pa ima vso 
preostalo shrambo. Pasivno vozlišče se odzove samo v primeru, da prevzame 
aktivno vozlišče. 
 
Visoka razpoložljivost po več poteh zagotavlja redundanco od vsakega 
krmilnika do vsake diskovne police. Aktivno/aktivna nastavitev z visoko 
razpoložljivostjo po več poteh ima dve poti od vsakega krmilnika do diskov ne glede 
na to, kateri krmilnik si lasti disk. S tem zmanjšamo eno samo točko izpada. V 
primeru izgube diskovne police, povezave ali HBA ni potreben samodejen preklop 
(ang. failover), saj lahko dostopa do podatkov preko redundantnih poti [16]. 
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Slika 5.2:  Zagotavljanje visoke razpoložljivosti z dodatnimi povezavami (vir: [17]). 
5.2  Zrcalna aktivno/aktivna postavitev 
Zrcaljena aktivno/aktivna nastavitev zagotavlja visoko razpoložljivost preko 
samodejnega preklapljanja kot standardna nastavitev. Dodatno pa zrcalna nastavitev 
ohranja dve kopiji vseh podatkov. Te kopije se imenujejo plex-i ter se neprestano in 
sinhrono posodabljajo vsakič, ko Data ONTAP zapisuje na zrcaljen skupek. Plex-i so 
lahko fizično ločeni, za zaščito pred izgubo niza diskov [16].  
Zrcaljenje podatkov zagotavlja dodatno zaščito v primeru odpovedi diskov in 
zmanjša potrebo po preklapljanju v primeru odpovedi drugih komponent. Zrcaljenje 
ščiti pred naslednjimi težavami [16]: 
 Odpoved dveh ali več diskov v RAID 4 skupku. 
 Odpoved treh ali več diskov v RAID-DP (ang. RAID – Double Parity) skupku. 
 Napaka na LUN. 
 Odpoved shrambe v lasti tretje osebe. 
Odpoved FC-AL adapterja, SAS HBA ali diskovne police ne potrebuje 
preklapljanja na zrcalno aktivno/aktivno nastavitev. Podobno kot pri standardni 
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postavitvi, če katerokoli vozlišče postane oslabljeno ali ne more dostopati do 
podatkov, drugo samodejno prevzame vlogo oslabljenega vozlišča, dokler težava ni 
odpravljena [16]. 
5.2.1  Različice za zrcalno aktivno/aktivno postavitev 
1) Asimetrično zrcaljenje 
Podatkovno shrambo zrcalimo selektivno. Na primer: zrcalimo lahko celotno 
shrambo enega vozlišča in nič iz drugega. V primeru, da pride do napake ali 
odpovedi na nezrcalnih podatkih, so le-ti izgubljeni. Prevzemanje deluje normalno. 
Nezrcalno shrambo je prav tako potrebno povezati na obe vozlišči kot zrcalno. V 
aktivno/aktivni postavitvi ne moremo imeti shrambe, ki je povezana na le eno 
vozlišče [16]. 
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6  Omrežni vmesnik 
Ko vozlišče v aktivno/aktivni postavitvi odpove, mora delujoče vozlišče 
prevzeti identiteto nedelujočega vozlišča. Omrežni vmesnik omogoča posameznemu 
vozlišču obdržati komunikacijo z omrežjem v primeru odpovedi partnerja [16]. 
Sistem za shranjevanje podpira fizične omrežne Ethernet vmesnike, prav tako 
pa tudi virtualna omrežna vmesnika, kot sta navidezni vmesnik ali VIF (ang. virtual 
interface) in navidezno lokalno omrežje ali VLAN (ang. Virtual Local Area 
Network) [18]. 
6.1  Poimenovanje vmesnikov 
Imena vmesnikov se ločijo glede na njihov tip na fizični in virtualni. Fizičnim 
vmesnikom se ime dodeli na podlagi številke reže adapterja, VIF-om pa ime določi 
uporabnik. VLAN je poimenovan s kombinacijo vmesniškega imena in VLAN ID-ja. 
Fizičnim vmesnikom se samodejno dodeli ime na podlagi reže, kjer je adapter 
vstavljen. Ker so fizični vmesniki Ethernet vmesniki, so poimenovani s črko 'e', 
številko reže in z vrati/priključki (ang. port) na adapterju, če jih ima le-ta več. 
Adapterji z več priključki imajo poleg svojih vrat odtisnjeno številko ali črko [18]. 
 e <številka reže>, 
 e <številka reže> <črka/številka vrat>. 
Imena VIF vmesnikom določi uporabnik, ki pa naj bi sledil sledečim kriterijem 
[18]: 
 začeti se mora s črko, 
 ne sme vsebovati presledkov, 
 ne sme vsebovati več kot 15 znakov, 
 ne sme biti že uporabljeno. 
VLAN imena so [18]: 
 <ime fizičnega vmesnika> - <VLAN ID>, 
 <VIF ime> - <VLAN ID>. 
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Tip vmesnika Primer poimenovanja 
Fizični vmesnik z enim priključkom e0 
e1 








Tabela 6.1:  Primer prikazov poimenovanja vmesnikov (vir: [19]). 
6.2  VLAN 
VLAN-i zagotavljajo logično segmentacijo omrežja z uvedbo ločenih 
razpršenih domen in se lahko razteza preko več fizičnih omrežij. Pripadajoče končne 
postaje so povezane glede na aplikacije ali funkcije, ki jih opravljajo. 
Na primer: končne postaje v VLAN-u so lahko razvrščene po oddelkih, kot so 
računovodstvo in inženiring ali po projektih.  Ker pri VLAN-u nismo fizično 
omejeni, so lahko fizične postaje na različnih lokacijah. 
Končna postaja mora postati član VLAN-a, preden lahko deli domeno z 
ostalimi postajami, ki so že v določeni skupini. Priključki na stikalu so lahko 
nastavljeni tako, da pripadajo enemu ali več VLAN-om (statična registracija) ali, da 
končne postaje registrirajo svojo VLAN članstvo dinamično [18]. 
VLAN članstvo temelji na: 
 stikalnih priključkih (ang. switch ports), 
 MAC naslov končnih postaj, 
 protokolu.    
VLAN oznaka (ang. VLAN tag) je unikatni identifikator, ki označuje VLAN, 
kateremu pripadajo določeni okvirji. Oznaka je vključena v glavo vsakega okvirja. 
Stikalo pri sprejemu pregleda glavo okvirja in na podlagi oznake identificira VLAN, 
nato pošlje okvir na cilj. Če je MAC naslov neznan, potem stikalo pošlje okvir na vse 
priključke pripadajočega VLAN-a [18]. 
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Slika 6.1:  Prikaz delovanja VLAN-a. Če želi član VLAN-a 10 v prvem nadstropju (ang. floor) poslati 
okvir članu v drugem nadstropju, mora stikalo 1 (ang. switch 1) pregledati glavo VLAN oznake, da 
določi ciljni MAC naslov. Če je MAC naslov neznan stikalu 1, potem le-ta pošlje paket na vse znane 
naslove VLAN10 skupine. To je priključek 4 na stikalu 2 in stikalu 3. Stikali 2 in 3 pregledata glavo 
okvirja in če je kateremu stikalu znan naslov, potem le-tega pošlje nanj. Končna postaja prejme okvir 
(vir: [20]).  
Prednosti VLAN-a 
 Enostavno za uporabo. 
VLAN omogoča logično združevanje postaj, ki so fizično razpršene. V 
primeru, da se neka postaja premakne na novo lokacijo, ohranja pa enake 
funkcije delovanja, ni potrebno ponastavljanje postaj. 
 Omejevanje razpršeno oddajnih (ang.broadcast) domen. 
Poplavljanje s paketi je omejeno le na določen VLAN. 
 Zmanjšanje omrežnega prometa. 
 Izvajanje varnostne politike. 
Z omejevanjem razpršeno oddajnih domen preprečujemo poslušanje in 
prejemanje paketov postajam, ki niso del določenega VLAN-a [18].  
6.3  VIF 
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Virtualni vmesnik  je funkcija v Data ONTAP, ki izvaja združevanje povezav 
(ang. link aggregation) na sistemu za shranjevanje. Zagotavlja mehanizem, ki združi 
večje število omrežnih vmesnikov v en logični vmesnik. Ko je le-ta ustvarjen, ga ni 
možno razlikovati od fizičnega vmesnika [18]. 
 
Slika 6.2:  Združevanje povezav. Štirje fizični vmesniki so nastavljeni tako, da delujejo kot en sam, s 
čimer se poveča prepustnost in neobčutljivost na napake. 
Prednosti: 
 Višja prepustnost (ang. higher throughput). 
Več vmesnikov deluje kot en sam. 
 Odpornost na napake. 
Če izpade en vmesnik, ostane sistem za shranjevanje še vedno povezan v 
omrežje preko ostalih delujočih vmesnikov. 
 Ni ene same točke odpovedi (ang. no single point of failure). 
Če so fizični vmesniki v VIF-u povezani na več stikal, sistem za 
shranjevanje ostane še vedno v omrežju, dokler deluje vsaj eno stikalo. 
Ustvarimo lahko tri tipe: enopovezavni (ang. single-mode) VIF, statični 
večpovezavni (ang. multimode) VIF in dinamični večpovezavni VIF. Vsak od njih 
zagotavlja različno stopnjo odpornosti na napake. Večpovezavni način pa omogoča 
še uravnavanje obremenitev omrežnega prometa [18]. 
6.3.1  Enopovezavni VIF 
V enopovezavnem VIF načinu je le en od vmesnikov v aktivnem stanju, ostali 
so v stanju pripravljenosti, da v primeru odpovedi aktivnega prevzamejo vlogo. Vsi 
vmesniki si delijo skupen MAC naslov. 
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V primeru, da aktivni vmesnik odpove, sistem za shranjevanje naključno izbere 
vmesnik, ki je v stanju pripravljenosti in ga določi za aktivnega. Ker sistem za 
shranjevanje nadzoruje in preklaplja vmesnike, ni potrebno nastavljati stikal [18]. 
 
Slika 6.3:  Enopovezavni VIF. Eden od vmesnikov je v aktivnem delovanju, v primeru odpovedi tega 
vmesnika drugi vmesnik, ki je izbran naključno, prevzame vlogo aktivnega.   
6.3.2  Statičen večpovezavni VIF 
V statičnem večpovezavnem VIF načinu so vsi vmesniki v aktivnem stanju in 
delijo en MAC naslov. To logično združevanje omogoča večjo prepustnost kot pa 
enopovezavni VIF. V statičnem večpovezavnem VIF-u lahko odpove 'n-1' 
vmesnikov. 
Za ta način so potrebna stikala, ki omogočajo združevanje povezav preko več 
priključkov. Stikalo je nastavljeno tako, da se vsi priključki, preko katerih je povezan 
VIF, del enega logičnega priključka. 
Statični večpovezavni VIF ne podpirajo IEEE 802.3ad standarda [18]. 
 
Slika 6.4:  Večpovezavni VIF. Vsi vmesniki so v aktivnem stanju, kar omogoča večjo prepustnost. 
Povezava je vzpostavljena, dokler deluje vsaj en vmesnik. 
6.3.3  Dinamičen večpovezavni VIF 
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Dinamičen večpovezavni VIF lahko zazna spremembo statusa povezave, prav 
tako pa zazna izgubo v pretoku podatkov. Ta lastnost omogoča, da je dinamičen 
večpovezavni VIF združljiv z visoko razpoložljivimi okolji. Izvajanje v Data 
ONTAP je skladno z IEEE 802.3ad, znanim kot protokol za krmiljenje združevanja 
povezav ali LACP (ang. Link Aggregation Control Protocol). 
Tako kot v statičnem načinu so tudi tu vsi v aktivnem stanju in delijo en MAC 
naslov. Prepustnost je večja kot pri enopovezavnem VIF-u. 
Stikala morajo podpirati združevanje povezav preko več priključkov [18]. 
6.4  Konfiguracija vmesnikov 
Vmesnik lahko nastavimo na tri načine [16]: 
1) Deljen 
Vmesnik podpira tako lokalno kot partnersko vozlišče ter vsebuje oba IP 
naslova. Med prevzemom podpira identiteto obeh vozlišč. 
 
Slika 6.5:  Nastavitev deljenega vmesnika (vir: [21]). 
2) Namenski  
Vmesnik podpira samo vozlišče, v katerem je nameščen in vsebuje le 
lokalen IP naslov. Med prevzemom ne sodeluje, pri komunikaciji v omrežju 
izven lokalnega vozlišča, v paru z vmesnikom v pripravljenosti. 
3) V pripravljenosti 
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Vmesnik je na lokalnem vozlišču, vendar vsebuje le partnerjev IP 
naslov in je v paru z namenskim vmesnikom. 
 
Slika 6.6:  Nastavljena namenski vmesnik in vmesnik v pripravljenosti (vir: [22]). 
6.5  Prevzemanje in vračanje 
Aktivno/aktivna postavitev omogoča vozlišču prevzemanje in vračanje 
shrambe partnerskemu vozlišču. Prevzemanje (ang. takeover) je proces, v katerem 
vozlišče prevzame nadzor nad partnersko shrambo. Vračanje (ang. giveback) je 
proces, kjer se shramba vrne prvotnemu vozlišču. Procesa lahko sprožimo na različne 
načine [16].  
Do prevzemanja pride: 
1) Vozlišče je v aktivno/aktivni postavitvi, ki je nastavljen za takojšen prevzem v  
paniki in je deležen programske ali sistemske napake, ki vodi do panike. 
2) Vozlišče v aktivno/aktivni postavitvi je deležno sistemske napake in se ne more 
ponovno zagnati (npr. izpad elektrike). 
3) Če je eden ali več omrežnih vmesnikov nastavljenih za preklop, pa so le ti 
nedosegljivi. 
4) Vozlišče ne more poslati srčnega utripa partnerju. To se lahko zgodi, če vozlišče 
doživi strojno ali programsko napako, ki ni vodila v paniko, vendar še vedno ne 
dopušča pravilnega delovanja. 
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5) Zaustavimo eno od vozlišč brez –f zastavice. 
6) Izvedemo prevzem ročno. 
Ko se zgodi prevzem, partnersko vozlišče prevzame funkcije in diske padlega 
vozlišča na način, da oponaša sistem za shranjevanje. Oponašajoči sistem izvede 
sledeče [16]: 
 prevzame identiteto, 
 dostopa do diskov in LUN-ov nedelujočega vozlišča in streže podatke 
uporabnikom. 
Pri tem obdrži svojo identiteto in svoje primarne funkcije. Po prevzemu ima 
preživeli partner dve identiteti, ki sočasno obstajata na istem sistemu za shranjevanje. 
Ko je nedelujoče vozlišče popravljeno in v delujočem stanju, lahko uporabimo 
funkcijo vračanja, da vrnemo funkcije prvotnemu vozlišču. Potek vračanja [16]: 
 Izvedemo ukaz vračanja, ki prekine emulirano vozlišče na partnerju. 
 Padlo vozlišče začne z normalnim delovanjem deljenja podatkov. 
 Aktivno/aktivna postavitev nadaljuje z delovanjem, kjer je vsako vozlišče 
ponovno pripravljeno za prevzem v primeru odpovedi partnerskega vozlišča. 
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V iSCSI in FC omrežju so sistemi za shranjevanje tarče (ang. target), ki imajo 
ciljne naprave, ki jih imenujemo LUN-i ali logične enote. LUN je logična 
predstavitev shrambe in se za uporabnika prikaže kot lokalni disk. Z Data ONTAP 
operacijskim sistemom ustvarimo shrambo z LUN-i, ti so dostopni gostiteljem, ki so 
pobudniki (ang. initiator) v shrambenem omrežju. 
Gostitelji se lahko povežejo v blokovni sistem z uporabo internetnega 
vmesnika (ang. internet Small Computer System Interface -iSCSI) ali optičnega 
kanala. Za povezavo v iSCSI omrežje se uporablja standardne Ethernet omrežne 
kartice(NIC), TOE kartice s programskim pobudnikom ali namenske iSCSI 
gostiteljske vmesnike HBA (ang. Host Bus Adapter). V optičnih omrežjih so potrebni 
optični gostiteljski vmesniki (ang. fibre channel host bus adapter) [23]. 
7.1  iSCSI 
iSCSI protokol je licenčna storitev na shrambenem sistemu, ki omogoča prenos 
bloka podatkov do gostitelja z uporabo iSCSI protokola preko TCP/IP-ja. Sistem za 
shranjevanje je tarča, ki vsebuje ciljne naprave LUN-e. Izvaja se preko standardnega 
gigabitnega Ethernet vmesnika z uporabo programskih gonilnikov. Povezava med 
pobudnikom in tarčo uporablja standardno TCP/IP omrežje, ki je lahko tudi običajno 
javno omrežje. Uporablja se TCP port 3260.  
V iSCSI omrežju imamo dva tipa vozlišč: pobudnike in tarče. Tarče so sistemi 
za shranjevanje, pobudniki pa so gostitelji. Stikala, usmerjevalniki in porti so TCP/IP 
naprave in niso del iSCSI vozlišč [23]. 
7.1.1  Izvajanje iSCSI na gostitelju 
Lahko se izvaja programsko ali strojno. 
 Pobudnik je programska oprema, ki uporablja standardni Ethernet vmesnik. 
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 iSCSI gostiteljski vmesnik –HBA. Gostiteljskemu operacijskemu sistemu se 
prikaže kot lokalni disk. 
 TCP Offload Engine (TOE) vmesnik, ki odloži TCP/IP obdelavo. Obdelavi 
iSCSI protokola še vedno izvede gostitelj [23]. 
7.1.2  Kako so iSCSI ciljna vozlišča povezana v omrežje 
 Preko Ethernet sistemskega vmesnika z uporabo programske opreme, ki je 
integrirana v Data ONTAP. Vmesnik, ki uporablja iSCSI, lahko prenaša tudi 
promet za druge protokole, kot so CIFS in NFS. 
 Na sistemih FAS2000, FAS30xx in FAS60xx z uporabo iSCSI ciljnih 
vmesnikov, na katerih je del obdelave iSCSI protokolov odložena.  
 Uporaba optike preko Ethernet (ang. Fibre Channel over Ethernet-FCoE) ciljnih 
vmesnikov [23]. 
7.1.3  Identifikacija iSCSI vozlišč 
Vsako iSCSI vozlišče mora imeti ime. Poznamo dva formata IQN in EUI. 
Sistem za shranjevanje vedno uporablja IQN, medtem ko lahko pobudnik uporablja 
oba tipa označevanja [23]. 
Sistem za shranjevanje preveri format pobudnikovega vozliščnega imena ob 
vpisu in če format ni v skladu z zahtevami sistema, le-ta zavrne sejo. 
7.1.4  IQN  
Je logično ime, ki ni vezano na IP naslov.  
Sestavljen je iz: 
 vrste IQN, kateremu sledi pika (.), 
 datuma, kdaj je podjetje pridobilo ime domene, 
 ime podjetja, sledi dvopičje (:), 
 edinstvenega imena naprave. 
Iqn.llllmm.podjetje-v-obrnjenem-vrsten-redu:edinstveno-ime-naprave 
Primer: ign.198706.com.initvendor1:abc123 [23] 
7.1.5  EUI 
Vrsti označevalca EUI sledi šestnajst šestnajstiških števil [23]. 
eui. 0123456789abcdef  
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16 šestnajstiških števil predstavlja 64-bitni format IEEE EUI. Prvih 24 bitov 
predstavlja ID podjetja, ki je registrirano pri IEEE. Zadnjih 40 bitov pa je določenih s 
strani podjetja in morajo biti unikatni. 
Ker je lažje čitljiv in je poimenovanje uporabniku bolj prijazno, se večinoma 
uporablja format IQN [24]. 
7.2  FC 
FC je licenčna storitev sistema za shranjevanje, ki omogoča  izvoz LUN-ov in 
prenos bloka podatkov do gostitelja z uporabo iSCSI protokola preko optičnega 
kanala.  
V FC omrežju vozlišča vsebujejo tarče, pobudnike in stikala. Tarče/cilji so 
sistemi za shranjevanje, pobudniki pa so gostitelji. Ko se vozlišče poveže v FC SAN, 
ta registrira vsak priključek z imenom stikala (ang. Fabric Name  Server) z uporabo 
edinstvenega identifikatorja. Vsako vozlišče je opredeljeno z imenom vozlišča (ang. 
World Wide Node Name-WWNN) in imenom vrat (ang. World Wide Port Name-
WWPN) [23]. 
7.2.1  Uporaba WWPN  
WWPN identificira vsak priključek na vmesniku. 
 Ustvarjanje pobudne (ang. initiator) skupine 
WWPN gostiteljskega HBA-ja se uporabljajo za ustvarjanje pobudne 
skupine, imenovane igroup. Igroup se uporablja za nadzor dostopa do LUN-ov. 
Ustvarimo igroup z določeno zbirko gostiteljevih WWPN-ov. Ko igroup 
preslikamo na LUN, dodelimo vsem pobudnikom v tej skupini dostop do LUN-a. 
Če pobudnika ni v skupini, le-ta ne more dostopati do LUN-a, kar pomeni, da se 
mu diski ne pojavijo v sistemu. 
 Edinstvena identifikacija shranjevalnega sistema HBA ciljnih portov 
WWPN sistema za shranjevanje identificira vsak ciljni priključek na sistemu. 
Gostiteljski operacijski sistem uporablja kombinacijo WWNN in WWPN za 
identifikacijo vmesnikov sistema za shranjevanje in gostiteljskih ID-jev [23].   
7.2.2  Identifikacija sistema za shranjevanje  
Ko je storitev FCP (ang. Fibre Channel Protocol) inicializirana, dodeli 
WWNN sistemu, ki temelji na serijski številki NVRAM vmesnika. WWNN je 
shranjen na disku. Vsak ciljni priključek na HBA-ju ima edinstven WWPN. Oba 
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WWNN in WWPN sta 64-bitna naslova, v formatu: nn:nn:nn:nn:nn:nn:nn:nn, kjer n 
predstavlja šestnajstiško vrednost [23]. 
7.2.3  Identifikacija stikal 
Optična stikala imajo en WWNN za napravo in en WWPN za vsak priključek 
na stikalu. 
 
Slika 7.1:  Optično stikalo s 16 priključki. Posamezni priključki se med seboj ločijo po svoji 
šestnajstiški vrednosti. Primer priključkov 0, 1, 14 in 15:  
Priključek 0, WWPN 20:00:00:60:69:51:06:b4 
Priključek 1, WWPN 20:01:00:60:69:51:06:b4 
Priključek 14, WWPN 20:0e:00:60:69:51:06:b4 
Priključek 15, WWPN 20:0f:00:60:69:51:06:b4 (vir:[25]) 
7.3  Igroup 
Igroup je tabela s FCP odjemalčevimi WWPN ali iSCSI vozliščnimi naslovi. 
Igroup preslikamo na LUN, s tem pa nadziramo, kateri pobudniki imajo dostop do 
LUN-ov.  
Pobudne skupine imajo lahko več pobudnikov in več skupin ima lahko istega 
pobudnika. Vendar ne moremo preslikati LUN-a na več skupin z istim pobudnikom 
[23].  
Primer preslikave LUN-ov v igroup-e v spodnji tabeli: 
 




G1, ena sama pot (en 
HBA) 
10:00:00:00:c9:2b:7c:0f 
group0 10:00:00:00:c9:2b:7c:0f /vol/vol2/lun0 






G3, več poti, cluster 
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10:00:00:00:c9:2b:41:02 10:00:00:00:c9:2b:47:a2 
G4, več poti, cluster 








Tabela 7.1:  Prikazuje skupine in pobudnike, ki imajo dostop do določenega LUN-a (vir: [26]). 
7.4  Protokoli in omejitve 
Protokoli, ki so podprti s strani Data ONTAP, so: NFS, CIFS, FTP, HTTP in 
WebDAV. Data ONTAP nadzira dostop do datotek na podlagi avtentifikacije in na 
podlagi omejitev datotek [27].  
Omejitve na podlagi avtentifikacije: določimo, katera uporabniška naprava 
in kateri uporabniki se lahko povežejo na sistem za shranjevanje. Data ONTAP 
podpira avtentifikacijo Kerberos tako za UNIX kot Windows strežnike [27]. 
Omejitev na podlagi datotek: določimo, kateri uporabnik lahko dostopa do 
določenih datotek. Ko uporabnik ustvari datoteko, Data ONTAP ustvari seznam 
pravic dostopa do datoteke. Seznam dovoljenj se spreminja z vsakim protokolom, 
vendar vedno vsebuje dovoljenji branja in pisanja [17].  
Ko želi uporabnik dostopati do datoteke, Data ONTAP preveri seznam 
dovoljenj in odobri oziroma zavrne dostop. To stori na podlagi operacij, ki jih 
uporabnik izvaja, kot so branje in pisanje, poleg tega upošteva še [27]: 
 uporabniški račun, 
 uporabniško skupino ali omrežno skupino, 
 protokol, 
 uporabniški IP naslov, 
 tip datoteke. 
Kot del postopka za preverjanje Data ONTAP preslika gostiteljska imena na IP 
naslove, z uporabo 'lookup' storitve: LDAP (ang.  Lightweight Directory Access 
Protocol ) ali NIS (ang. Network Information Service) [27]. 
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Učinkovita shramba vsebuje tehnologije, kot so FlexVol razdelek, kopija 
posnetka (ang. snapshot), izločanje kopij (ang. deduplication), SnapVault, 
SnapMirror in FlexClone, ki pomagajo povečati učinkovitost in zmanjšajo strošek 
shrambe. Učinkovito shranjevanje omogoča shranjevanje maksimalne količine 
podatkov za najmanjšo ceno, ob tem pa se prilagaja hitri rasti podatkov in porabi 
manj prostora. Netapp-ova strategija temelji na poenoteni in virtualizirani shrambi, ki 
ju zagotavljata operacijski sistem Data ONTAP in WAFL (ang. Write Anywhere File 
Layout). Poenotena shranjevalna arhitektura nam omogoča učinkovito mrežo SAN, 
NAS in sekundarno shrambo na samostojni platformi  [28].  
Snapshot kopija je posnetek sistema, ki zasede le majhen del prostora. Dve 
zaporedni kopiji posnetka se razlikujeta le v dodanih blokih oziroma v spremenjeni 
časovni oznaki.  
Izločanje kopij prihrani prostor za shranjevanje z odstranjevanjem odvečnih 
podvojenih podatkovnih blokov v FlexVol razdelku. 
SnapVault je centralizirana in varčna rešitev za podvajanje posnetkov sistema 
na sekundarno shrambo. Ta tehnologija shrani le spremenjeni blok podatkov in ne 
celih datotek. Na ta način se lahko varnostne kopije izvajajo bolj pogosto in 
zavzamejo manj prostora. 
SnapMirror je prilagodljiva rešitev za podvajanje podatkov preko omrežja. Na 
oddaljeno shrambo se prenesejo le spremenjeni deli posnetki sistema, kjer se 
spremenjeni bloki podatkov združijo s že obstoječimi in tako tvorijo zrcaljeno kopijo 
originalna. 
FlexClone je virtualna kopija podatkov, datotek in LUN-ov v določenem 
trenutku.  Shranijo se le podatki, ki so se spremenili med originalom in klonom. Klon 
ima enako visoko zmogljivost kot original. 
Enotna arhitektura združuje podporo več protokolom, kar omogoča tako 
datotečno kot blokovno shrambo na enem sistemu. 
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8.1  Upravljanje prostora 
Data ONTAP nam omogoča, da nastavimo sistem za shranjevanje tako, da 
zagotavlja potrebno razpoložljivost za uporabnike in aplikacije, ki dostopajo do 
sistema kar se da učinkovito. Za upravljanje prostora se uporablja [28]: 
 prostorska garancija,  
 prostorska rezervacija, 
 delna rezervacija, 
 avtomatsko ohranjanje prostega prostora. 
8.1.1  Prostorska garancija 
Prostorska garancija zagotavlja zapis podatkov na določen FlexVol razdelek ali 
datoteko z rezervacijo prostora, kljub pomanjkanju prostora v skupku. 
Prostorska garancija je atribut prostora in obstaja kljub ponovnim zagonom 
sistema, prevzemom in vrnitvam (ang. givebacks). Vrednosti, ki jih lahko zavzame, 
so: volume (privzeta vrednost), file ali none [28]. 
 Prostorska garancija volume rezervira prostor na skupku in le-ta ne more biti 
dodeljen nobenemu drugemu. 
 Prostorska garancija file rezervira prostor na skupku tako, da je lahko katerakoli 
datoteka v rezerviranem prostoru prepisana tudi, če se njeni bloki obdržijo na 
disku s kopijo posnetka. 
 FlexVol razdelek, ki ima prostorsko garancijo none, ne rezervira dodatnega 
prostora. V primeru pomanjkanja prostora se zapis ne more izvesti.  
V prostorski garanciji se že rezervirani prostor na skupku šteje kot zaseden. 
Operacije, kot so posnetki sistema ali ustvarjanje novih razdelkov, se lahko izvedejo 
le, če je na skupku na razpolago dovolj nezasedenega prostora. Ko na skupku ni več 
prostega prostora, se lahko piše samo v razdelke in datoteke, ki imajo že rezerviran 
prostor [28]. 
8.1.2  Prostorska rezervacija 
Ko je prostorska rezervacija omogočena za eno ali več datotek ali LUN, Data 
ONTAP rezervira prostor tako, da pri zapisu ne more priti do napake zaradi 
pomanjkanja prostora na disku. Operacije, kot so posnetki sistema, ki nimajo 
rezerviranega prostora, se ne morejo zapisati na disk, če tam ni prostega prostora 
[28]. 
8.1.3  Delna rezervacija 
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Je nastavitev, ki omogoča Data ONTAP-u rezervacijo prostora za zapis 
posnetkov sistema in datotek z rezerviranim  prostorom, ko je ves prostor zaseden 
[28].  
Delna rezervacija se uporablja na: 
 tradicionalnem razdelku, 
 FlexVol razdelku s prostorsko garancijo prostora tipa volume. 
Delno rezervacijo se uporablja predvsem, ko: 
 posnetki sistema ne smejo biti izbrisani, 
 je ohranitev kopije sistemskega posnetka bolj pomembna kot nastanek novega 
posnetka. 
8.2  Lastništvo nad diski in LUN-i 
Lastništvo določa, kateri krmilnik ima v lasti katere diske ali LUN-e. Poznamo 
strojno in programsko lastništvo nad diski. 
8.2.1  Delovanje programskega lastništva 
Informacija o lastništvu je shranjena na diske ali LUN-e in ni določena s 
fizično topologijo sistema, kar nam daje fleksibilnost in nadzor nad nastavitvami 
shrambe. Na primer, ko dodajamo nove diske ali diskovne police v že obstoječ 
sistem za shranjevanje s programskim lastništvom nad diski, je potrebno posebej 
določiti lastništvo nad diski, če tega Data ONTAP ni zmožen. Lastništvo mora biti 
določeno, preden diski postanejo aktivni del sistema [29]. 
Ko ustvarimo LUN-e in jih naredimo dostopne za določene FC pobudnike, 
sistem, na katerem teče Data ONTAP, zapiše podatke za prepoznavo lastništva nad 
njim. Tako Data ONTAP zagotovi, da lahko le lastnik piše ali bere s tega LUN-a.  
Z dodajanjem diskov ali LUN-ov morajo ti skozi več stopenj, preden lahko na 
njih shranimo podatke. Procesa za dodajanje diskov oz. LUN-ov se med seboj le 
malo razlikujeta. Oba procesa sta prikazana v spodnjem diagramu.  
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Slika 8.1:  Diagram dodajanje novih diskov/LUN-ov v skupek (vir: [30]). 
Fizična vstavitev diska v diskovno polico. Data ONTAP vidi nov disk, vendar 
le-ta še nima dodeljenega lastništva. 
1. Če sistem podpira samodejno nastavljanje, potem Data ONTAP dodeli lastništvo 
za disk, drugače je potrebno uporabiti funkcijo disk assign in ročno nastaviti 
lastništvo. Disk je sedaj rezervni disk (ang. spare disk) 
2. Disk se doda v skupek [29]. 
Proces za LUN: 
1. Uporabi se shramba tretje osebe za ustvaritev LUN-a, katerega naredimo 
dostopnega Data ONTAP-u. Data ONTAP vidi LUN, vendar je le-ta še vedno 
brez lastništva. 
2. Potrebno je uporabiti funkcijo disk assign za določitev lastništva. LUN je sedaj 
rezervni LUN. 
Dodamo LUN v skupek [29]. 
8.2.2  Delovanje strojnega lastništva 
Če imamo nastavljeno strojno dodeljevanje lastništva, je le-to odvisno od 
strojne nastavitve. Lastništvo je določeno s tem, kako je sistem za shranjevanje 
nastavljen in kako so diskovne police povezane nanj: 
 Če je sistem za shranjevanje samostojen sistem (ang. stand-alone system), ima v 
lasti vse diske. 
 Če je sistem za shranjevanje del aktivno/aktivne nastavitve, potem ima krmilnik 
A v lasti vse diske, ki so nanj direktno povezani, in partnerski krmilnik B vse 
diske, ki so povezani direktno nanj [29].  
Data ONTAP izvede sledeče operacije: 
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1. Ob zagonu ali ob vstavitvi diskovne police prepozna vse diske. 
2. Inicializira vse nove diske kot rezervne diske. Ti ostanejo rezervni, vse dokler jih 
ne dodamo v skupek in jih določimo kot podatkovne ali paritetne diske. 
3. Samodejno doda vse diske v bazen [29]. 
8.3  Zagotavljanje razpoložljivosti z RAID 
Data ONTAP podpira dva nivoja RAID zaščite: RAID-DP in RAID 4. RAID-
DP lahko ščiti pred odpovedjo dveh diskov, RAID 4 pa pred odpovedjo enega diska. 
8.3.1  RAID-DP  
Če je skupek, nastavljen kot RAID-DP in pride do napake, potem Data 
ONTAP po potrebi rekonstruira podatke iz enega ali dveh diskov v skupini in te 
podatke prenese na rezervne diske. 
RAID-DP ščiti pred: 
 Odpovedjo enega ali dveh diskov. 
 Pride do napak na bloku med rekonstrukcijo poškodovanega diska. 
Najmanjše število potrebnih diskov je tri: podatkovni disk, paritetni disk in 
dvojni paritetni disk. Če pride do napake na podatkovnem ali na paritetnem disku, 
Data ONTAP zamenja poškodovani disk z rezervnim. Uporabi paritetne podatke za 
rekonstrukcijo podatkov na poškodovanem disku in jih prenese na rezervni disk. Če 
pride do odpovedi diskov, Data ONTAP zamenja okvarjene diske z dvema 
rezervnima in uporabi dvojno pariteto za rekonstrukcijo podatkov [29]. 
8.3.2  RAID 4 
Zagotavlja zaščito v primeru napake na enem od diskov. Torej v primeru 
napake, Data ONTAP rekonstruira podatke za en disk in jih prenese na rezervnega. 
Najmanjše potrebno število diskov za to konfiguracijo sta dva diska: podatkovni in 
paritetni [29].  
8.3.3  Tipi RAID diskov 
Podatkovni disk: Hrani podatke.  
Rezervni disk: Ne hrani uporabnih podatkov, vendar je dosegljiv za dodajanje 
v RAID skupino. Kateri koli disk, ki ni dodeljen skupku, vendar je dodeljen sistemu 
kot rezerva. 
Paritetni disk: Shrani podatke potrebne za rekonstrukcijo znotraj RAID 
skupine. 
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Disk z dvojno pariteto: Shrani podatke, potrebne za rekonstrukcijo [29]. 
8.4  Skupek 
Za zagotavljanje varnosti, varnostnih kopij, zmogljivosti in deljenja podatkov 
uporabnikom, združujemo fizične podatkovne shrambe v skupke (ang.aggregate). Ti 
zagotavljajo shrambo za razdelke. Vsak skupek ima svojo RAID konfiguracijo, plex 
strukturo in zbirko dodeljenih diskov. 
Ko ustvarimo skupek, ki ni povezan s tradicionalnim razdelkom, ga lahko 
uporabimo tako, da ima enega ali več  FlexVol razdelkov. Če ustvarimo skupek s 
tradicionalni razdelkom, lahko le-ta vsebuje le en prostor. Skupki so lahko zrcalni ali 
nezrcalni. Nezrcalni skupek ima le en plex, zrcalni pa dva [29]. 
8.4.1  Ne zrcalni skupek 
Če ne uporabljamo SyncMirror, potem so vsi naši skupki nezrcalni. Ta skupek 
vsebuje le en plex (kopijo njihovih podatkov), ki vsebuje vse stvari RAID skupine 
pripadajočega skupka [29]. 
 
Slika 8.2:  Nezrcalni skupek (vir: [31]). 
8.4.2  Zrcalni skupek 
Zrcalni skupki imajo dva plex-a, ki uporabljajo funkcijo SyncMirror za 
podvajanje podatkov. Ko je SyncMirror vklopljen, so vsi diski razdeljeni v dva 
bazena in ustvari se kopija plex-a. Plex-i so fizično ločeni (vsak ima svoje RAID 
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skupine), vendar posodobljeni sočasno. To zagotavlja dodatno zaščito pred izgubo 
podatkov, v času, ko menjamo pokvarjene diske, podatke deli plex, na katerem  ni 
prišlo do napake. Po odpravi napake, lahko plex ponovno sinhroniziramo in ponovno 
vzpostavimo zrcalno razmerje [29]. 
 
Slika 8.3:  Zrcalni skupek (vir: [32)]. 
8.5  Razdelek 
Razdelek (ang. volume) je logična razdelitev, ki vsebuje datotečne sisteme, 
uporabniške podatke, ki so dostopni  preko protokolov: NFS, CIFS, HTTP, FTP, FC 
in iSCSI. Razdelek je odvisen od skupka, saj mu zagotavlja vso fizično shrambo. 
Poznamo dva tipa: FlexVol razdelek in tradicionalni razdelek [29]. 
8.5.1  FlexVol razdelek 
FlexVol razdelek je ohlapno sklopljen na svoj skupek, saj lahko deli skupek z 
ostalimi FlexVol razdelki. Ker je FlexVol razdelek upravljan ločeno od skupka, 
lahko ustvarimo več manjših prostorov (20 MB ali več) in povečujemo ali 
zmanjšujemo velikost prostorov. 
Ko je FlexVol razdelek ustvarjen, rezervira majhno količino dodatnega 
prostora (približno 0,5% svoje velikosti) s pripadajočega skupka. Ta prostor je 
namenjen shranjevanju metapodatkov (ang. metadata) [29]. 
8.5.2  Tradicionalni razdelek 
Tradicionalni razdelek je prostor, ki je vsebovan le na enem skupku. Noben 
drugi razdelek ne more imeti svoje shrambe na tem istem skupku.  
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Edini način za povečanje prostora v tradicionalnem razdelku je, da v skupek 
dodamo celoten disk. Zmanjšanje prostora ni možno. Najmanjši možni prostor, ki ga 
porabi, je celoten prostor na dveh diskih  (RAID 4) ali treh diskih (RAID-DP) [29]. 
8.6  LUN 
Je del razdelka, ki ga predstavimo kot logično enoto v OS. Za uporabnika se 
prikaže kot lokalni disk [29]. 
 
Slika 8.4:  Slika prikazuje kako se s fizičnih diskov pride do navideznih fizičnih virov oziroma LUN-
ov, ki se prikažejo v OS. Fizične diske povezujemo v RAID skupine, kar nam zagotavlja višjo 
zanesljivost, hitrejše delovanje … Več RAID skupin povežemo v skupek, kjer potem lahko postavimo 
razdelke, ki so lahko tradicionalni ali pa prilagodljivi. Prilagodljivi ali Flex razdelek, nam omogoča na 
enem skupku postavitev večjega število razdelkov, česar nam tradicionalni razdelek ne omogoča. V 
razdelke lahko nato postavimo LUN-e, ki se nam v OS-u prikažejo kot lokalni diski. (vir: [33]) 
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9  Praktična izvedba in rezultati 
Diplomsko nalogo (postavitev infrastrukture shrambe v oblaku) sem izvedel na 
strežniškem sistemu HP ProLiant DL385G2, diskovnem polju FAS270c in Ethernet 
stikalu. 
Na strežnik sem najprej naložil operacijski sistem VMware ESXi 4.0, ki deluje 
kot nadzornik. OS je bil naložen neposredno na strojno opremo. Za povezavo 
strežnika z diskovnim poljem FAS270c sem uporabil UTP kable, ki sem jih preko 
Ethernet stikala povezal skupaj. 
Na diskovno polje sem se povezal preko COM kabla in programa Putty, ki je 
tekel na namiznem računalniku, ki sem ga uporabljal za dostopanje in nastavljanje 
naprav. 
Operacijski sistem na diskovnem polju je bil Data ONTAP 7.3.3 
9.1  Potek nastavitve 
Najprej je bilo potrebno ustvariti skupek. Ob zagonu diskovnega polja je bilo 
potrebno izbrati funkcijo 4a, ki ustvari skupek, na katerem je kasneje možno 
postaviti fleksibilne razdelke.  
 
(1)  Normal boot. 
(2)  Boot without /etc/rc. 
(3)  Change password. 
(4)  Initialize owned disks (10 disks are owned by this filer). 
(4a) Same as option 4, but create a flexible root volume. 
(5)  Maintenance mode boot. 
Selection (1-5)? 4a 
The system has 10 disks assigned whereas it needs 3 to boot, will try to assign 
the required number. 
Zero disks and install a new file system? y 
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This will erase all the data on the disks, are you sure? y 
Zeroing disks takes about 38 minutes. 
 
Ko sem to izbral in z diskov izbrisal podatke (ta proces traja približno 40 
minut), sem nastavil vrednosti, potrebne za delovanje skupka (ime, nastavitve 
virtualnega vmesnika, IP naslov …). Vrednosti, ki so v oklepajih, so privzete 
vrednosti in jih potrdim s pritiskom na tipko Enter. 
 
Please enter the new hostname []: netapp1 
Do you want to enable IPv6? [n]: 
Do you want to configure virtual network interfaces? [n]: y 
Number of virtual interfaces to configure? [0] 1 
Name of virtual interface #1 []: vif1 
Is vif1 a single [s], multi [m] or a lacp [l] virtual interface? [m] s 
Number of links for vif1? [0] 2 
Name of link #1 for vif1 []: e0a 
Name of link #2 for vif1 []: e0b 
Please enter the IP address for Network Interface vif1 []: 192.168.0.135 
Please enter the netmask for Network Interface vif1 [255.255.255.0]: 
Should virtual interface vif1 take over a partner virtual interface during 
failover? [n]: y 
The clustered failover software is not yet licensed. To enable 
network failover, you should run the 'license' command for 
clustered failover. 
Please enter the partner virtual interface name to be taken over by vif1 []: vif2 
Please enter media type for vif1 {100tx-fd, tp-fd, 100tx, tp, auto (10/100/1000)} 
[auto]: 
Would you like to continue setup through the web interface? [n]: 
Please enter the name or IP address of the IPv4 default gateway [192.168.0.1]: 
        The administration host is given root access to the filer's 
        /etc files for system administration.  To allow /etc root access 
        to all NFS clients enter RETURN below. 
Please enter the name or IP address of the administration host: 
Where is the filer located? []: Fakulteta za elektrotehniko 
Do you want to run DNS resolver? [n]: 
Do you want to run NIS client? [n]: 
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This system will send event messages and weekly reports to NetApp Technical 
Support. To disable this feature, enter "o                                                                                                                       
ptions autosupport.support.enable off" within 24 hours. Enabling Autosupport can 
significantly speed problem determina                                                                                                                       
tion and resolution should a problem occur on your system. For further information 
on Autosupport, please see: http://now.netapp.com/autosupport/                                                                                                                       
        Press the return key to continue. 
 
        The initial aggregate currently contains 3 disks;  you may add more 
        disks to it later using the "aggr add" command. 
        Now apply the appropriate licenses to the system and install 
        the system files (supplied on the Data ONTAP CD-ROM or downloaded 
        from the NOW site) from a UNIX or Windows host.  When you are 
        finished, type "download" to install the boot image and 
        "reboot" to start using the system.  
 
Po postavitvi skupka sem lahko nanj postavil FlexVol razdelek, na katerega 
lahko nato postavljam LUN-e. Za kreiranje prostora je potrebno navesti 
ime,prostorsko rezervacijo, ime skupka, na katerem želimo napraviti nov prostor in 
velikost. Ustvaril sem prostor z imenom vol1 (brez prostorske rezervacije in na 
skupku z imenom aggr_netapp2 velikosti 10 GB).  
Spodnji proces prikazuje postavitev prostora vol1 in status na krmilniku z 
imenom netapp2. Vidimo, da je ustvarjeni prostor vol1 fleksibilen in uporablja 
zaščito dvojne paritete. Korenski prostor je že ustvarjen, na njem so shranjene 
nastavitve sistema in se ga ne uporablja za deljenje. 
 
netapp2> vol create vol1 -s none aggr_netapp2 10g 
Creation of volume 'vol1' with size 10g on containing aggregate 
'aggr_netapp2' has completed. 
netapp2> vol status 
         Volume State           Status            Options 
           vol1 online          raid_dp, flex     guarantee=none, 
                                                  fractional_reserve=0 
           root online          raid_dp, flex     root 
 
Kasneje sem ustvaril pobudno skupino, ki sem jo nato uporabil za povezovanje 
pobudnika z LUN-om. 
50 9  Praktična izvedba in rezultati 
 
Za postavitev skupine je potrebno navesti protokol, ki se ga uporablja. Možna 
protokola sta FC in iSCSI, izbral sem iSCSI (-i). –t definira operacijski sistem 
pobudnika. To skupino sem poimenoval dipl, v kateri je pobudnik, ki ga prepoznamo 
po IQN. 
 
netapp2> igroup create -i -t vmware dipl iqn.1998-01.com.vmware:localhost-62a1a961 
 
netapp2> igroup show 
    dipl (iSCSI) (ostype: vmware): 
        iqn.1998-01.com.vmware:localhost-62a1a961 (logged in on: vif2) 
 
netapp1> igroup show 
    diplomska (iSCSI) (ostype: vmware): 
        iqn.1998-01.com.vmware:localhost-62a1a961 (logged in on: vif1) 
 
Po postavitvi pobudih skupin sem ustvaril še LUN-a. LUN je tisti prostor, ki je 
na koncu dostopen uporabniku in se ga lahko ustvari na dva načina. Prvi način je, da 
zaženemo ukaz lun setup, ki nas vodi skozi celotno postavitev. Vrednosti v oglatih 
oklepajih so privzete in se jih potrdi s pritiskom na tipko Enter. Drugi način pa je, da 
celotno nastavitev vpišemo v ukazno vrstico. 
Spodaj je prikazan prvi način z lun setup. Ustvaril sem LUN na prostoru vol1 z 
imenom dipl_lun1, velikosti 5 GB in ga tudi že povezal s pobudno skupino z imenom 
diplomska. Če pobudne skupine še ni, jo lahko v tem načinu tudi ustvarimo. Jaz sem 
jo že predhodno ustvaril, zato tega koraka ni spodaj.  
 
netapp1> lun setup 
        This setup will take you through the steps needed to create LUNs 
        and to make them accessible by initiators. You can type ^ C (Control-C) 
        at any time to abort the setup and no unconfirmed changes will be made 
        to the system. 
Do you want to create a LUN? [y]: y 
Multiprotocol type of LUN 
        
(solaris/windows/hpux/aix/linux/netware/vmware/windows_gpt/windows_2008/xen/hyper_
v/solaris_efi) 
        [linux]: vmware 
        A LUN path must be absolute. A LUN can only reside in a volume or 
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        qtree root. For example, to create a LUN with name "lun0" in the 
        qtree root /vol/vol1/q0, specify the path as "/vol/vol1/q0/lun0". 
Enter LUN path: /vol/vol1/lun1 
        A LUN can be created with or without space reservations being enabled. 
        Space reservation guarantees that data writes to that LUN will never 
        fail. 
Do you want the LUN to be space reserved? [y]: 
        Size for a LUN is specified in bytes. You can use single-character 
        multiplier suffixes: b(sectors), k(KB), m(MB), g(GB) or t(TB). 
Enter LUN size: 5g 
        You can add a comment string to describe the contents of the LUN. 
        Please type a string (without quotes), or hit ENTER if you don't 
        want to supply a comment. 
Enter comment string: 
        The LUN will be accessible to an initiator group. You can use an 
        existing group name, or supply a new name to create a new initiator 
        group. Enter '?' to see existing initiator group names. 
Name of initiator group []: 
        Initiator group name cannot be blank. 
Name of initiator group []: iqn.1998-01.com.vmware:localhost-62a1a961 
Type of initiator group iqn.1998-01.com.vmware:localhost-62a1a961 (FCP/iSCSI) 
[FCP]: iSCSI 
        An iSCSI initiator group is a collection of initiator node names.Each 
        node name can begin with either 'eui.' or 'iqn.' and should be in the 
        following formats: eui.{EUI-64 address} or iqn.yyyy-mm.{reversed domain 
        name}:{optional string composed of alphanumeric characters, '-', '.' 
        and ':'} 
        Eg: iqn.2001-04.com.acme:storage.tape.sys1.xyz or eui.02004567A425678D 
        You can separate node names by commas. Enter '?' to display a list of 
        connected initiators. Hit ENTER when you are done adding node names to 
        this group. 
Enter comma separated nodenames: iqn.1998-01.com.vmware:localhost-62a1a961 
Enter comma separated nodenames: 
The initiator group has an associated OS type. The following are 
currently supported: solaris, windows, hpux, aix, linux, netware, 
vmware, xen or hyper_v. 
OS type of initiator group "iqn.1998-01.com.vmware:localhost-62a1a961" [vmware]: 
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        The LUN will be accessible to all the initiators in the 
        initiator group. Enter '?' to display LUNs already in use 
        by one or more initiators in group "iqn.1998-01.com.vmware:localhost-
62a1a961". 
LUN ID at which initiator group "iqn.1998-01.com.vmware:localhost-62a1a961" sees 
"/vol/vol1/lun1" [0]: 1 
LUN Path                : /vol/vol1/lun1 
OS Type                 : vmware 
Size                    : 5g (5368709120) 
Initiator Group         : iqn.1998-01.com.vmware:localhost-62a1a961 
Initiator Group Type    : iSCSI 
Initiator Group Members : iqn.1998-01.com.vmware:localhost-62a1a961 
Mapped to LUN-ID        : 1 
Do you want to accept this configuration? [y]: 
Wed Oct  1 09:58:36 GMT [netapp1: lun.map:info]: LUN /vol/vol1/lun1 was mapped to 
initiator group iqn.1998-01.com.vmware:localhost-62a1a961=1 
Do you want to create another LUN? [n]: 
 
Prav tako sem ustvaril LUN na drugem krmilniku z drugo metodo. Z –s 
določimo velikost LUN-a, -t operacijski sistem in pa pot, kjer želimo imeti LUN. 
Velikost prostora  4 GB na os vmware z imenom dipl_lun2, ki se nahaja na /vol/vol1.  
 
netapp2> lun create -s 4g -t vmware /vol/vol1/dipl_lun2 
 
netapp2> lun show 
        /vol/vol1/dipl_lun2            4g (4294967296)    (r/w, online) 
 
Razvidno je, da LUN ni povezan z nobenim pobudnikom, v oklepaju mora 
pisati mapped. Zato sem LUN z imenom dipl_lun2 povezal s pobudno skupino dipl, 
ki sem jo predhodno že ustvaril. 
 
netapp2> lun map /vol/vol1/dipl_lun2 dipl 
Fri Dec  5 12:15:18 GMT [netapp2: lun.map:info]: LUN /vol/vol1/dipl_lun2 was 
mapped to initiator group dipl=0 
netapp2> lun show 
        /vol/vol1/dipl_lun2            4g (4294967296)    (r/w, online, mapped) 
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Po nastavitvah LUN-a je bilo potrebno vnesti še licenco za protokol iSCSI, kar 
se naredi z ukazom add licence XXXXXX X (X-predstavlja kodo, ki jo dobimo od 
proizvajalca). Brez te licence protokol ne deluje. V VMware-u sem dodal povezavo 
do diskovnega polja (Slika 9.1).  
Potrebno je bilo zagnati tudi protokol in v vmware-u se je pojavila nova 
povezava do shrambe (glej Sliko 9.2). 
 
Slika 9.1:  Postopek dodajanja povezave do diskovnega polja. 
netapp1> iscsi start 
Tue Oct 28 08:52:07 GMT [netapp1: iscsi.service.startup:info]: iSCSI service 
startup 
iSCSI service started 
netapp1> Tue Oct 28 08:52:08 GMT [netapp1: iscsi.notice:notice]: ISCSI: New 
session from initiator iqn.1998-01.com.vmware:localhost-62a1a961 at IP addr 
192.168.0.250 
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Slika 9.2:  Na sliki vidimo označeno novo povezavo, vidi pa se tudi pobudnik (iSCSI Name), ki sem 
ga uporabil za postavitev igroup. 
Sledilo je dodajanje LUN-a v VMware (Slika 9.1), kar sem napravil v zavihku, 
shramba (ang. storage), dodaj shrambo (ang. add storage). V nastavitvah izberemo 
želeni LUN in ga poimenujemo. Če vse pravilno deluje, se LUN pojavi v VMware-u 
in je pripravljen za uporabo. 
Slika 9.4 prikazuje oba dosegljiva LUN-a. 
 
Slika 9.3:  Čarovnik za dodajanje LUN-a v VMware. 
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Slika 9.4:  Dodana nova shramba, ki je pripravljena za uporabo. 
Ko so bile vse nastavitve za postavitev LUN-a v delujočem stanju, sem opravil 
še test prevzemanja. Za delovanje prevzemanja mora biti v sistemu za shranjevanje 
licenčno podprt protokol cluster, licenca se doda z enakim ukazom kot za protokol 
iSCSI, le da je tu druga koda. 
Prevzemanje sem napravil ročno z ukazom cf takeover. Takoj, ko sem pritisnil 
tipko Enter, je krmilnik, na katerem sem izvršil ukaz, začel s postopkom 
prevzemanja partnerjevega vozlišča (Slika 9.5). Po prevzemu se padlo vozlišče 
ponovno zažene in postavi v stanje čakanja, kjer čaka, dokler mu z ukazom cf 
giveback ne vrnem njegove vloge. Ko mu je vloga vrnjena in se inicializirajo vse 
nastavitve, se obe vozlišči postavita nazaj v normalno delovanje. Celoten izpis 
delovanja krmilnikov je priložen v dodatku A.  
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Slika 9.5:  Začetek prevzemanja. Na desni strani je krmilnik z imenom netapp1, ki je začel s 
postopkom prevzemanja nad partnerskim vozliščem netapp2 na levi strani. 
 
Slika 9.6:  Vozlišče je končalo prevzemanje. Krmilnik na desni je prevzel partnerski krmilnik. 
Prevzeti krmilnik je v stanju čakanja (Waiting for give back …). 
9.1  Potek nastavitve 57 
 
 
Slika 9.7:  Netapp omogoča upravljanje in nadzor svojih shramb tudi preko grafičnega vmesnika. Tu 
je lepo prikazano, v kakšnem stanju je katero izmed vozlišč. Vozlišče z imenom netapp1 je prevzelo 
vozlišče netapp2. 
 
Slika 9.8:  Krmilnika sta v aktivno/aktivnem stanju. 
Sliki 9.9 in 9.10 prikazujeta diagrama prevzemanja in vračanja. Na krmilniku 
A, ki je prevzel funkcije padlega krmilnika B, se postavi nekakšen navidezen sistem, 
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ki prevzame vse lastnosti partnerskega krmilnika (lastništvo nad diski, luni, 
protokoli…). 
 
Slika 9.9:  Diagram prevzemanja. Prevzemanje je lahko mehansko ali programsko. Krmilnik A, ki je 
zaznal oziroma mu je bilo ukazano prevzemanje partnerskega vozlišča, pošlje krmilniku B naj se 
zaustavi, sam pa začne s prevzemom diskov in zagonom protokolov, ki so tekli na partnerjevem 
krmilniku. Po zagonu vzpostavi sejo s pobudnikom in prevzemanje je zaključeno. Krmilnik B je 
ponovno zagnal operacijski sistem DataONTAP in sedaj čaka, da se mu z ukazom cf giveback vrne 
njegova funkcija delovanja. 
9.1  Potek nastavitve 59 
 
 
Slika 9.10:  Diagram vračanja. Vračanje funkcije krmilniku B se izvede z ukazom cf giveback na 
krmilniku A. Na krmilniku A se izklopijo nastavitve, ki so bile dodane pri prevzemanju. Krmilnik B 
prevzame vse svoje nastavitve. 
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10  Zaključek 
Predvidoma se bo v prihodnosti vse več uporabljalo računalništvo v oblaku, 
tudi zaradi hitrega razvoja koncepta interneta stvari (ang.  Internet of Things - IoT), 
kjer so vse naprave povezane v internet. Take naprave želimo upravljati in nadzirati 
uporabniki sami. To nam omogoča računalništvo v oblaku, saj so vsi podatki in 
nastavitve shranjene v za to namenjenih shrambah, do katerih imamo ves čas dostop.  
Kot je razvidno iz diplomske naloge, so sistemi za shranjevanje grajeni in 
nastavljeni tako, da lahko do podatkov dostopamo ves čas, če le imamo dostop do 
strežnika. Poskrbljeno je za zanesljiv prenos podatkov med strežnikom in sistemom 
za shranjevanje, saj so povezave, krmilniki, diski in podatki podvojeni. V diplomi je 
lepo prikazan primer izpada enega izmed krmilnikov. Dostop do shrambe podatkov 
je bil ves čas njegovega izpada omogočen, saj je partnerski krmilnik prevzel njegovo 
vlogo. 
Za varnost, zanesljivost in dostopnost do podatkov je z vidika sistema za 
shranjevanje dobro poskrbljeno. Predvsem pa bo potrebno še delati na varnosti 
dostopa končnih uporabnikov do strežnika.    
Pri diplomski nalogi sem se osredotočil le na postavitev zanesljive strojne 
infrastrukture. Nadaljnje delo bi, lahko potekalo na zagotavljanju varnega dostopanja 
končnega uporabnika do strežnika in skrbi za varnost na samem strežniku. 
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A  Dogajanje na obeh krmilnikih v času preklapljanja. 
Začetek programskega prevzemanja z ukazom cf takeover. 
 
netapp1> cf takeover 
cf: takeover initiated by operator 
netapp1> Fri Jan  2 01:38:33 GMT [netapp1: cf.misc.operatorTakeover:warning]: 
Cluster monitor: takeover initiated by operator 
Fri Jan  2 01:38:33 GMT [netapp1: cf.fsm.nfo.acceptTakeoverReq:warning]: 
Negotiated failover: accepting takeover request by partner, reason: operator 
initiated cf takeover. Asking partner to shutdown gracefully; will takeover in at 
most 180 seconds. 
Fri Jan  2 01:38:41 GMT [netapp1: cf.fsm.firmwareStatus:info]: Cluster monitor: 
partner rebooting 
Fri Jan  2 01:38:41 GMT [netapp1: cf.fsm.nfo.partnerShutdown:warning]: Negotiated 
failover: partner has shutdown 
Fri Jan  2 01:38:41 GMT [netapp1: cf.fsm.takeover.nfo:info]: Cluster monitor: 
takeover attempted after 'cf takeover'. command 
Fri Jan  2 01:38:41 GMT [netapp1: cf.fsm.stateTransit:warning]: Cluster monitor: 
UP --> TAKEOVER 
Fri Jan  2 01:38:41 GMT [netapp1: cf.fm.takeoverStarted:warning]: Cluster monitor: 
takeover started 
Fri Jan  2 01:38:41 GMT [netapp2/netapp1: coredump.spare.none:info]: No sparecore 
disk was found. 
Fri Jan  2 01:38:42 GMT [netapp1: nv.partner.disabled:info]: NVRAM takeover: 
Partner NVRAM was disabled. 
Fri Jan  2 01:38:42 GMT [netapp1: raid.rg.spares.low:warning]:  partner 
/aggr_netapp2/plex0/rg0 
Fri Jan  2 01:38:42 GMT [netapp1: asup.config.minimal.unavailable:warning]: 
Minimal Autosupports unavailable. Could not read /etc/asup_content.conf 
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Fri Jan  2 01:38:43 GMT [netapp2/netapp1: wafl.takeover.nvram.missing:info]: WAFL 
takeover: No WAFL nvlog records were found to replay. 
Fri Jan  2 01:38:43 GMT [netapp2/netapp1: wafl.replay.done:info]: WAFL log replay 
completed, 0 seconds 
Fri Jan  2 01:38:43 GMT [netapp2/netapp1: fcp.service.startup:info]: FCP service 
startup 
Fri Jan  2 01:38:43 GMT [netapp2/netapp1: httpd.config.mime.missing:warning]: 
/etc/httpd.mimetypes.sample file is missing. 
Fri Jan  2 01:38:43 GMT [netapp1: sysconfig.sysconfigtab.openFailed:notice]: 
sysconfig: table of valid configurations (/etc/sysconfigtab) is missing. 
Fri Jan  2 01:38:43 GMT [netapp2/netapp1: iscsi.service.startup:info]: iSCSI 
service startup 
Fri Jan  2 01:38:46 GMT [netapp2/netapp1: iscsi.notice:notice]: ISCSI: New session 
from initiator iqn.1998-01.com.vmware:localhost-62a1a961 at IP addr 192.168.0.250 
add net default: gateway 192.168.0.1 
PIP: protocol filter cannot be inspected (not applicable in partner mode) 
Fri Jan  2 01:38:53 GMT [netapp2/netapp1: reg.options.cf.mismatch:error]: Option 
telnet.enable is not the same as on the partner node 
Fri Jan  2 01:38:53 GMT [netapp1: cf.rsrc.takeoverOpFail:error]: Cluster monitor: 
takeover during options_check failed; takeover continuing... 
Fri Jan  2 01:38:54 GMT [netapp1 (takeover): cf.rsrc.transitTime:notice]: Top 
Takeover transit times rc=9376 {route=9000, ifconfig=142, hostname=108, 
options=69, raid_config_prerc=20, options=20, ems_postrc=12, vif=1, routed=1}, 
registry_postrc_phase1=665, wafl=483 {pvvols_to_done=288, prvol_to_done=195, 
prvol_mnt_end=1, paggrs_to_done=0, part_vols_mnt_end=0}, wafl_sync=286, 
snapmirror=240, registry_prerc=218, raid=122, wafl_restart=117 {vdisk=69, 
restarters=48}, ems2=72, raid_replay=55 
Fri Jan  2 01:38:54 GMT [netapp1 (takeover): cf.fm.takeoverComplete:warning]: 
Cluster monitor: takeover completed 
Fri Jan  2 01:38:54 GMT [netapp1 (takeover): cf.fm.takeoverDuration:warning]: 
Cluster monitor: takeover duration time is 13 seconds 
Fri Jan  2 01:38:54 GMT [netapp2/netapp1: 
asup.config.minimal.unavailable:warning]: Minimal Autosupports unavailable. Could 
not read /etc/asup_content.conf 
Fri Jan  2 01:38:54 GMT [netapp1 (takeover): 
asup.config.minimal.unavailable:warning]: Minimal Autosupports unavailable. Could 
not read /etc/asup_content.conf 
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Fri Jan  2 01:38:54 GMT [netapp2/netapp1: asup.throttle.drop:info]: Too many 
autosupport messages in too short a time, throttling autosupport: REBOOT (CLUSTER 
TAKEOVER) 
Fri Jan  2 01:38:54 GMT [netapp2/netapp1: asup.post.host:info]: Autosupport 
(CLUSTER TAKEOVER COMPLETE AUTOMATIC) cannot connect to url 
support.netapp.com/asupprod/post/1.0/postAsup (Could not find hostname 
'support.netapp.com', hostname lookup resolution error: Unknown host) 
Fri Jan  2 01:38:54 GMT [netapp1 (takeover): 
sysconfig.sysconfigtab.openFailed:notice]: sysconfig: table of valid 
configurations (/etc/sysconfigtab) is missing. 
Fri Jan  2 01:38:57 GMT [netapp1 (takeover): 
sysconfig.sysconfigtab.openFailed:notice]: sysconfig: table of valid 
configurations (/etc/sysconfigtab) is missing. 
Fri Jan  2 01:39:00 GMT [netapp1 (takeover): 
monitor.globalStatus.critical:CRITICAL]: This node has taken over netapp2. There 
are not enough spare disks. 
Fri Jan  2 01:39:00 GMT [netapp2/netapp1: monitor.globalStatus.critical:CRITICAL]: 
netapp1 has taken over this node. There are not enough spare disks. 
Fri Jan  2 01:39:01 GMT [netapp1 (takeover): asup.post.drop.enqueue:info]: 
Autosupport message (197001010014.0) was not posted for host (0), it was dropped 
from queue due to lack of space 
Fri Jan  2 01:39:01 GMT [netapp1 (takeover): asup.post.drop.enqueue:info]: 
Autosupport message (197001020138.0) was not posted for host (0), it was dropped 
from queue due to lack of space 
Fri Jan  2 01:39:11 GMT [netapp1 (takeover): cf.fsm.releasingReservations:info]: 
Cluster monitor: Releasing disk reservations in preparation for giveback 
Fri Jan  2 01:39:11 GMT [netapp1 (takeover): cf.fm.diskRelease:info]: Cluster 
monitor: released disk reservations. 
Fri Jan  2 01:39:55 GMT [netapp1 (takeover): asup.post.drop.enqueue:info]: 
Autosupport message (197001020138.1) was not posted for host (0), it was dropped 
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Istočasno, ko krmilnik z imenom netapp1 prevzema funkcije partnerskega 
krmilnika, se na njem odvijajo sledeče spremembe. 
 
netapp2> Fri Dec  5 12:21:35 GMT [netapp2: 
cf.fsm.nfo.startingGracefulShutdown:warning]: Negotiated failover: starting 
graceful shutdown. 
Total number of connected SCSI clients: 1 
    Number of r/w, online, mapped LUNs: 1 
Warning: Rebooting will terminate SCSI Target services and might 
cause data loss and application visible errors, or other OS failures 
on storage clients!! 
 
Fri Dec  5 12:21:35 GMT [netapp2: kern.shutdown:notice]: System shut down because 
: "reboot". 
Fri Dec  5 12:21:35 GMT [netapp2: iscsi.service.shutdown:info]: iSCSI service 
shutdown 
Fri Dec  5 12:21:35 GMT [netapp2: fcp.service.shutdown:info]: FCP service shutdown 
Fri Dec  5 12:21:35 GMT [netapp2: perf.archive.stop:info]: Performance archiver 
stopped. 
Fri Dec  5 12:21:36 GMT [netapp2: pvif.allLinksDown:CRITICAL]: vif2: all links 
down 




CFE version 1.2.0 based on Broadcom CFE: 1.0.35 
Copyright (C) 2000,2001,2002,2003 Broadcom Corporation. 
Portions Copyright (C) 2002,2003 Network Appliance Corporation. 
 
CPU type 0x1040102: 650MHz 
Total memory: 0x40000000 bytes (1024MB) 
 
 
Starting AUTOBOOT press any key to abort... 
Loading: 0xffffffff80001000/21792 0xffffffff80006520/16604112 Entry at 
0xffffffff80001000 
Starting program at 0xffffffff80001000 
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Press CTRL-C for special boot menu 
.....................................................Interconnect based upon M-VIA 
ERing Support 
    Copyright (c) 1998-2001 Berkeley Lab 
    http://www.nersc.gov/research/FTG/via 
Fri Dec  5 12:21:58 GMT [cf.nm.nicTransitionUp:info]: Interconnect link 0 is UP 
Fri Dec  5 12:21:58 GMT [cf.nm.nicReset:warning]: Initiating soft reset on Cluster 
Interconnect card 0 due to rendezvous jammed 
 
NetApp Release 7.3.3: Thu Mar 11 22:35:06 PST 2010 
Copyright (c) 1992-2009 NetApp. 
Starting boot on Fri Dec  5 12:21:57 GMT 2014 
Fri Dec  5 12:22:02 GMT [nvram.battery.state:info]: The NVRAM battery is currently 
OFF. 
Fri Dec  5 12:22:02 GMT [nvram.battery.turned.on:info]: The NVRAM battery is 
turned ON. It is turned OFF during system shutdown. 
Fri Dec  5 12:22:05 GMT [diskown.isEnabled:info]: software ownership has been 
enabled for this system 
Reservation conflWaiting for giveback 
ictFri Dec  5 12:22:06 GMT [ses.giveback.wait:info]: Enclosure Services will be 
unavailable while waiting for giveback. 
 found on this node's disks! 
Local System ID: 84257147 
Press Ctrl-C for Maintenance menu to release disks. 
Disk reservationsFri Dec  5 12:22:16 GMT [ses.giveback.restartAfter:info]: 
Enclosure Services restarting after release of reservations. 
 have been released 
Fri Dec  5 12:22:16 GMT [fmmb.current.lock.disk:info]: Disk 0b.23 is a local HA 
mailbox disk. 
Fri Dec  5 12:22:16 GMT [fmmb.current.lock.disk:info]: Disk 0b.26 is a local HA 
mailbox disk. 
Fri Dec  5 12:22:16 GMT [fmmb.instStat.change:info]: normal mailbox instance on 
local side. 
Fri Dec  5 12:22:17 GMT [fmmb.current.lock.disk:info]: Disk 0b.16 is a partner HA 
mailbox disk. 
Fri Dec  5 12:22:17 GMT [fmmb.current.lock.disk:info]: Disk 0b.17 is a partner HA 
mailbox disk. 
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Fri Dec  5 12:22:17 GMT [fmmb.instStat.change:info]: normal mailbox instance on 
partner side. 
Fri Dec  5 12:22:17 GMT [cf.fm.partner:info]: Cluster monitor: partner 'netapp1' 
Fri Dec  5 12:22:17 GMT [cf.fm.timeMasterStatus:info]: Acting as cluster time 
master 
Waiting for giveback...(Press Ctrl-C to abort wait) 
Waiting for giveback...(Press Ctrl-C to abort wait) 
 
