This work plans to approach the texture segmentation problem by incorporating genetic algorithm and K-means clustering method within a multiresolution structure. As the algorithm descends the multiresolution structure, the coarse segmentation results are propagated down to the lower levels so as to reduce the inherent class -position uncertainty and to improve the segmentation accuracy. The procedure is described as follows. In the first step, a quad-tree structure of multiple resolutions is constructed. Sampling windows of different sizes are utilized to partition the underlying image into blocks at different resolution levels and texture features are extracted from each block. Based on the texture features, a hybrid genetic algorithm is employed to perform the segmentation. While the select and mutate operators of the traditional genetic algorithm are adopted in this work, the crossover operator is replaced with K-means clustering method. In the final step, the boundaries and the segmentation result of the current resolution level are propagated down to the next level to act as contextual constraints and the initial configuration of the next level, respectively. q
Introduction
Texture is an important and ubiquitous property appearing in various types of images. It is present in the images of outdoor scenes and object surfaces which are frequently analyzed in the fields of computer vision. It can also be seen in multispectral images taken from satellites or aircraft, which are analyzed in the remote sensing community. In biomedicine, magnetic resonance imaging, ultrasound images of the human body and microscopic images of cell cultures or tissue samples often consist of regions of different textures. As a result, texture segmentation techniques have been studied for decades. However, segmenting texture images is not a trivial task due to various reasons. First of all, textures consist of primitives and tiny edges (intensity fluctuation) which can be falsely picked up by conventional edge detectors. Meanwhile, texture boundaries do not appear as conventional edges between homogeneous gray level regions, and thus, often go undetected by conventional edge detectors [10] .
Another major difficulty of texture segmentation arising from the spatial characteristics of texture is the compatibility of texture symbol (what class is the texture) with the position symbol (where is the texture boundary) [27] . If we take a big area of a textured image into consideration by using a large analysis window, we have high confidence in which class of texture this area contains. However, we lose confidence in where the texture boundary may be. On the other hand, if a smaller analysis window is utilized, the confidence in boundary position increases at the expense of compromising the certainty of texture class. This problem, known as 'class -position uncertainty', calls for remedy and poses a challenge to all segmentation algorithms [27] .
Texture segmentation is usually cast as an optimization problem. A wide variety of texture segmentation techniques have been reported in the literature [1,2,4 -6,12,14, 15,18,21,23,26] . Among those techniques, Bayesian approaches based on Markov random field (MRF) is one of the most frequently used [1, 5, 6, 7, 12, 18, 26] . However, despite of its local characteristic, which allows a global optimization problem to be solved locally, MRF is still a computation intensive method, especially when they are used in conjunction with stochastic relaxation scheme [25, 26] . Another problem of some parametric MRF approaches is the requirement of a prior estimation of MRF parameters for each texture in the image.
In our previous work [26] , an image is first divided into blocks and then the segmentation process proceeds to label each block based on the local label configuration of the 4-neighborhood and a set of texture features extracted from each block within the same neighborhood. Since no global information and long-range interaction are involved in the labeling process of each block, over-segmentation may occur sometimes. Suppose we have an image containing two different textured regions of the same size divided by a vertical boundary. With the MRF approach proposed in Ref. [26] , if we partition the image into 8 £ 8 blocks, each indexed with Cartesian coordinates ði; jÞ; 0 # i; j # 7; and extract a feature vector from each block, ideally the differences between blocks belonging to different regions should be much larger than the differences between blocks belonging to the same region. Therefore, for the ideal case we should be able to segment the image as shown in Fig. 1(a) . The bold line segments between blocks in Fig. 1 (a) represent big feature differences while the thin ones represent small differences. Letters 'a' and 'b' are the class labels assigned to the sites.
However, even in the ideal case, over-segmentations as shown in Fig. 1(b) can still occur. Fig. 1(b) shows the homogeneous region on the left side being over-segmented into two regions by mistake even though the differences between differently labeled sites are relatively small. For example, despite the fact that sites (4, 2) and (5, 2) belong to the same region, when site (4, 2) is visited, three of its neighbors within the 4-neighborhood system are labeled 'a' while only one is labeled 'c', therefore, the probability of assigning 'a' to site (4, 2) tends to increase as relaxation proceeds. Similarly, site (5, 2) is next to three 'c' neighbors and only one 'a', thus it will stick to label 'c' with high probability. This kind of local 'sibling competition' can cause 'deadlock' and consequently gives rise to oversegmentation.
This phenomenon arises from the fact that 4-neighborhood is too small, and as a result, the labeling decision can only be made on inadequate local information. Therefore, involving a larger neighborhood to accommodate long-range interaction among blocks or even global information in the decision process is a sensible solution. However, for MRF approaches, adopting larger neighborhoods incurs higher computational cost. In its extreme case when the whole image-the largest neighborhood is involved, the local characteristic of MRF (also known as Markovianity) is completely lost.
Among the optimization techniques, genetic algorithms are gaining more attention in recent years in various fields such as image processing, pattern recognition, machine learning, etc. [3, 8, 16, 22, 24] due to their domain independent nature and its capability of finding optimal or near optimal solutions in a large search space. An approach hybridizing genetic algorithm with K-means clustering algorithm is proposed in this work in attempt to provide a low cost solution to the over-segmentation problem of Ref. [26] . The reasons we choose this hybrid approach are because † the select operator of genetic algorithm picks solutions according to the fitness values of the chromosomeglobal information, instead of the local interaction among genes. † In addition, instead of grouping patterns according to their positions in the spatial domain, the K-means clustering algorithm groups patterns according to the similarity/dissimilarity between their pattern features and the centroids of the classes in the feature domain. The centroids of pattern classes in the feature domain, in essence, are global information. For example, a fruit classifier groups fruits based on their features, not where they are placed in the scene.
The rest of the paper is organized as follows. Section 2 describes the core of the proposed hybrid genetic algorithm for a single resolution. Implementation details at multiple resolutions are given in Section 3. A set of experiments is conducted in Section 4. Section 5 concludes the work. 
Genetic K-means clustering algorithm in a single resolution
In this work we will approach texture segmentation problem within multiresolution framework. However, to make the whole picture clear, how the proposed algorithm works in a single resolution is first described in this section. In a single resolution, we partition the original image into blocks and then achieve the segmentation task by assigning each block an appropriate label. The blocks assigned the same label are seen as belonging to the same texture class.
Like many approaches, the segmentation process in this work is performed based on a set of texture features extracted from the underlying image. Since the main purpose of this work is to investigate the performance of the segmentation process, i.e. the hybrid genetic algorithm, we employ only the mean gray value as the texture descriptor of an image block. However, the readers are reminded that appropriate features other than mean gray value can be incorporated with the proposed hybrid genetic algorithm since the feature extraction and segmentation processes are executed separately.
Encoding
After the mean gray value of each block is calculated, the whole image is treated as a chromosome/solution and each block is seen as a gene. That is to say that, instead of encoding a chromosome as a string of symbols, a chromosome is a twodimensional array of genes. Therefore, each gene will have four immediate neighbors (except the ones along the image/chromosome borders). The algorithm is then performed to segment the image by assigning an optimal allele (texture class label) to each gene. Upon the start of the algorithm, a population of p random chromosomes is created as the first generation. Throughout the evolutionary process at the current resolution level, the population size is fixed.
Given the afore-mentioned encoding scheme, for an image/chromosome with M £ N blocks/genes with L possible texture/classes, we can define some symbols as follows: † C ¼ {ði; jÞlði; jÞ is the coordinate of a gene in the chromosome; 1
is a class label/allele of gene g:} † X ¼ {X gg i lg; g i [ C and X gg i is feature difference between gene g and g i :} † L ¼ {lll is a label configuration/solution of the image:}
Definition of fitness function
Based on the texture feature and alleles (label configuration), each chromosome is associated with a fitness measure, which is proportional to the sum of pair-wise attractive force between each pair of neighboring genes (image blocks). Note that at the nominal top resolution level, 4-neighborhood system is adopted. However, in order to condition the segmentation process of the current resolution level with the coarser segmentation results obtained at the immediate higher level, at the levels other than the nominal top level, the neighborhood system is comprised of the 4-neighbors plus the father block at one level above. We will associate each neighboring genetic pair with a high attractive force if their allele assignments are locally 'appropriate'. Otherwise, a low attractive force is given instead. Therefore, the attractive force is assigned according to the following reasoning: † For appropriate allele assignments. If the following two conditions are satisfied, a high attractive force is assigned:
1. The allele (texture class label) of the two neighboring genes is the same and the difference of their feature is small. 2. The alleles of the two neighboring genes are different and the difference of their feature is large. † For inappropriate allele assignments. If the following two conditions are satisfied, a low attractive force is assigned: 3. The allele of the two neighboring genes is the same while the difference of their feature is large. 4. The alleles of the two neighboring genes are different while the difference of their feature is small.
Before giving a mathematical definition of the pair-wise attractive force, let us look at the probability density functions of intra-and inter-class texture feature difference as shown in Fig. 2 . The probability density function of intraclass feature difference characterizes the mean gray level difference of 1000 pairs of 16 £ 16-pixel blocks randomly taken from each of the 512 £ 512-pixel textures that are used to synthesize Fig. 4 . Meanwhile, the probability density function of inter-class feature difference characterizes the mean gray level difference of 2000 pairs of 16 £ 16-pixel blocks, each consisting of one block randomly taken from the 512 £ 512-pixel texture used on the right-hand side of Fig. 4 and the other from the texture used on the left-hand side. We denote the intra-and inter-class variance of the feature difference as
;g and g i ð1Þ
;g and g i ð2Þ respectively, where m 0 is the mean of the inter-class feature differences. Their probability density functions are expressed as
respectively. Now we want to know if the following inequality holds or not
If inequality (5) holds, it is more likely that sites g and g i are in the same class. Otherwise, the probability that they are in different classes is relatively high. According to Baye's theorem, inequality (5) is equivalent to
where Pðl g ¼ l g i Þ and Pðl g -l g i Þ are priors which represent the probability that l g ¼ l g i and l g -l g i ; respectively. Substituting Eqs. (3) and (4) into inequality (6), we obtain
Since we want to encourage the assignment of a 'appropriate' allele to gene g with a high attractive force, either side of inequality (7) is employed to define the pair-wise attractive force depending on the agreement of l g and l g i :
We can define the pair-wise attractive force between g and its neighbor g i as
Note in Eq. (8), if l g ¼ l g i ; the left-hand side of Eq. (7) is taken as the attractive force. Otherwise, the right-hand side is taken instead.
The physical meaning of Eq. (8) is that if gene g and g i do belong to the same class, i.e. the probability that inequality (7) holds is higher, it is more likely that assigning g and g i the same label will be encouraged by given a higher attractive force. In contrast, if g and g i do not actually belong to the same class, i.e. the left-hand side of inequality (7) is more likely to be smaller than the right-hand side, it is highly possible that a relatively smaller attractive force will be given to discourage the assignment of the same allele to g and g i : On the other hand, if g and g i are assigned different alleles, while they do belong to the same class, i.e. inequality (7) is more likely to hold, the algorithm will tend to impose a smaller attractive force to penalize the assignment of different alleles to g and g i : In contrast, if they do not belong to the same class, the algorithm will tend to endorse the assignment of different alleles to the genes with a larger attractive force.
The local attractive force among gene g and its 4-neighbors can now be defined as
and in turn the global attractive force of a chromosome c j is defined as
where lc j l equal to M £ N is the cardinality of chromosome c j : Now assuming that V m is the lowest among the global attractive forces of the chromosomes in the population, then the fitness function of a chromosome c j can be defined in terms of the global attractive forces as
Note that both V m and Vðc j Þ are negative because, according to Eq. (8), all the pair-wise attractive forces are negative.
The reason the fitness function in Eq. (11) is so defined is because it is common that the absolute value of each global attractive force, Vðc j Þ; is large while their differences are relatively small. If the global attractive force were used as the fitness function directly, the algorithm would possibly proceed as a purely random walk. Therefore, the fitness in Eq. (11) is defined as an exponential function of Vðc j Þ 2 V m :
Operators of the proposed hybrid genetic algorithm
Traditional genetic algorithm consists of three operators: select, crossover, and mutate. In this work K-means clustering is employed in place of crossover.
Select operator
To search for the optimal solution by successively producing new generations, select operator is applied to stochastically pick solutions from the previous generation using roulette wheel strategy and based on the probability distribution given as
where p is the population size. However, selection in proportion to their relative fitness still cannot guarantee asymptotic convergence to a global minimum [19] because the fittest chromosome in the population may be missed out at any generation. Therefore, elitist selection [9, 17, 19, 20] , which retains the fittest chromosome in the population, is adopted in this work. That is to say that one instance of the fittest one is first retained, and all the chromosomes, including the fittest one, are selected with the classical roulette wheel strategy based on Eq. (12).
K-means clustering operator
The performance of genetic algorithms is most efficient if the representation of the search space facilitates efficient encoding of chromosomes. Also, valid solutions of the problem must be obtained by the genetic operators formulated on these codes. Therefore, to perform genetic algorithms efficiently to solve various problems, it is sometimes necessary to hybridize traditional genetic algorithms with some sort of optimization technique such as gradient descent or clustering [11, 16] . Since texture is a regional property, the contextual constraint has to be taken into consideration during the analysis process. If we were to apply crossover on the chromosome represented in this work, it would be ignoring the inherent contextual constraint. As mentioned in Section 1, the K-means clustering algorithm classifies each pattern according to the similarity/dissimilarity between the pattern's features and the centroids of the classes in the feature space, which is in essence the global information we want to involve in the allele assigning process. Therefore, we will employ Kmeans clustering in place of crossover.
It is an undesirable requirement to inform a segmentation algorithm the number of texture classes in advance. Thus, to allow the proposed algorithm to perform without supervision and to avoid estimating the number of textures contained in the underlying image, in the nominal top level, each gene is initially assigned an allele picked randomly from the integer range ½1; M £ N: (Note that M £ N is the number of genes in a chromosome). This is virtually equivalent to adopting an infinite label/allele space. Also, a gene/block away from the texture boundaries is expected to be of the same class as its 4-neighbors and a gene next to the texture boundaries is of the same class as at least one of its 4-neighbors unless the gene is a small isolated texture region by itself. Therefore, to take the advantage of this contextual property of textures, instead of comparing the feature distances between genes and the centroids of all classes, for each chromosome in each generation, the Kmeans clustering operator visits each gene and assign the gene to the class of one of its 4-neighbor's with the centroid closest to the texture feature of the gene. This idea is similar to the idea of SOIL (Set Of Indispensable Labels) proposed by Li in Ref. [13] . Globally the number of alleles/labels allowed is as many as the number of image genes/blocks, thus, the diversity is maintained. Locally the optimal allele is sampled from a sub-set consisting of the alleles assigned to the 4-neighbors so that computational cost is significantly reduced.
Mutate operator
Traditionally, the mutate operator is intended to play the role of introducing diversity into the evolutionary process by allowing all possible alleles to enter the population. However, because of the contextual property of textures again, we only allow a gene's allele to change to one in the set consisting of the current alleles assigned to its 4-neighbors and one randomly picked from the rest of the alleles, which are not assigned to the 4-neighbors. This set is exactly the same as SOIL in Ref. [13] . The readers are referred to Ref. [13] for more details. The purpose of involving one allele randomly picked from the rest of the ones that are not assigned to the 4-neighbors is to recognize the possible existence of small isolated texture regions. To serve this purpose, it is whether the allele is different from the ones assigned to the 4-neighbors that is important, not what it is. This is the reason for including only one of them rather than all of them. The direct benefit of adopting the idea of SOIL is the reduction in computational cost.
Genetic K-means clustering algorithm in multiple resolutions
To reduce the class -position uncertainty, an image pyramid with K resolution levels based on the input image is constructed. Each level k consists of an array of 2 k £ 2 k square blocks taken from the original image by sliding a sampling window of size 2 K2k £ 2 K2k over the image in 2
K2k21 -pixel wide step in both horizontal and vertical directions. For example at level 0-the top level, the size of the sampling window is exactly the same as that of the image, therefore, the sampling results in only one block at that level. At the bottom level of the pyramid, the sampling window size is only one pixel, thus the sampling result is the duplication of the original image. Since the size of the window used at any level is a quarter of the one used in the immediate ancestor level, the image pyramid thus created conforms to a quad-tree structure. The 50% overlap ensures that the measurements of features estimated from each block vary smoothly across the image. This multiresolution structure provides a trade-off between where the boundaries are and what the classes are.
Since texture is a regional property and some textures consists of structured elements such as the reptile skin shown on the right-hand side of Fig. 3 , after browsing Brodatz's album, we found that the sizes of most texture elements falls in the range from 8 £ 8 to 32 £ 32 pixels. Therefore, we will start the algorithm at the level (the nominal top level) with sampling window of size 64 £ 64 and stop it at the level with sampling window of size 8 £ 8. For simplicity, throughout the rest of this work, we index the four levels as level 0, 1, 2, and 3. By segmenting the image at coarse resolution first at relatively low cost (because the number of sites are smaller), the finer resolutions can be conditioned to avoid local minima and computational cost is thus reduced.
Sibling attractions and parent attraction
To condition the finer resolution with the coarse segmentation result of the immediate higher resolution level, we establish the interaction between each block with its father at the immediate higher resolution level by associating an attractive force similar to Eq. (8) as where Pðl g ¼ l f Þ and Pðl g -l f Þ represent the probability that gene/block g and its father f are of the same class (l g ¼ l f ) and of different classes ðl g -l f Þ; respectively. s 2 0f ; s 2 wf ; and m 0f will be described later. Therefore, the local attractive force defined in Eq. (9) becomes a weighted sum of sibling attraction vðl g ; l g i ; X gg i Þ and parent attraction vðl g ; l f ; X gf Þ; i.e.
where w s is the weight of sibling attraction, and w f is the weight of parent attraction. Since there is no immediate higher resolution level of the nominal top level, w f is zero at level 0. The definitions of fitness function in Eq. (11) and fitness probability distribution in Eq. (12) remain unchanged. Operator select, K-means clustering, and mutate operate in the same manner as afore-mentioned.
Parameters initialization
Starting from a pure random allele/label configuration at the top level, some parameters determined by the initial configuration are not reliable due to the randomness. Therefore, parameter initialization becomes necessary. In general there are more intra-class differences than interclass ones. And for most of the genes/blocks, they are expected to have an edge on at most one side. We thus made a rough guess by assuming that 75% of the feature differences are intra-class. However, to make the algorithm adaptive, as the chromosome evolves into configurations with 65% of the feature differences classified as intra-class, the algorithm starts estimating the parameters on the fly depending on the instantaneous allele/label configurations. Based on the above argument, prior to the beginning of the algorithm at the top level, some variables for each chromosome are initialized as follows. (1) and (2) are calculated by taking the smallest 25% of the feature differences as intra-class differences and the largest 75% as the inter-class difference. † The mutation rate in different levels is defined as 
The presence of '4 l ' in the denominator is intended for keeping the occurrence of mutation constant because as the algorithm descends the multiresolution structure, the number of genes in a chromosome becomes four times more. † Population size at level l is popðlÞ ¼ 5 2 l; l ¼ 0; 1; 2; 3: The reason popðlÞ is reduced when the algorithm descends the multiresolution structure is because the number of genes in any level except the nominal top one is four times larger than its immediate higher level. If the population size were fixed in all levels, computational cost would increase rapidly. Reducing population size is also justified because there is always a coarser segmentation result in the immediate higher level conditioning the evolutionary process of the current level. † w s in Eq. (14) is fixed at 1 throughout the segmentation process while w f is defined as
The reason behind Eq. (16) is that in lower levels the texture class resolution is lower, so we want to give the parents (in higher class resolution level) more influence on their children in order to balance the influence of the four not-so-similar siblings at the same level. 
Information propagated across resolutions
Once the algorithm converges at a specific level, the information of the fittest chromosome gathered at this level is propagated down to the next level. The information gathered upon convergence is † Texture boundaries. These are utilized to calculate Pðl g ¼ l f Þ and Pðl g ¼ l g i Þ in Eqs. (8) and (13), respectively, in levels 1, 2, and 3. We denote
and
where d g is the shortest Euclidean distance between gene g and the propagated boundary in the space of Cartesian coordinates and d g i is the shortest Euclidean distance between gene g i and the propagated boundary. Our argument is that at higher level, the class resolution is high while the position resolution is low, so the classification of blocks/genes farther away from the detected boundary is more reliable than the sites closer to the boundary. Based on this reasoning we expect that if a site is farther away from the propagated boundary, the possibility of the gene taking the same allele as its father is higher. For the genes closer to the detected boundaries, the uncertainty about the correctness of the parent's is the variance of the mean gray level difference between the genes along the propagated boundaries and their parents. m 0f is the average of mean gray level difference between the genes along the propagated boundaries and their parents.
Stop criteria
Designing a set of stop criteria is non-trivial and usually ad hoc. In this work, the algorithm in each resolution level stops when either one of the following two criteria is met:
1. All the chromosomes have the same fitness value. 2. The number of generation exceeds 100 and the fittest chromosomes of five consecutive generations are lower than the highest fitness value in history.
In summary, the algorithm can be described in short as follows.
For each resolution level 1. Extract texture features from each block 2. Segment current level with genetic K-means clustering algorithm 2. Sections 3.1 -3.4 described the theoretical framework of our approach. However, we observed during the implementation that in the last two resolution levels (levels 2 and 3) the segmentation quality in terms of percentage of misclassification obtained by following the theory described above is not necessarily better than a deterministic boundary focusing heuristic. By boundary focusing, we mean in a new level (level 2 or 3) all alleles of the genes not immediately next to the propagated boundaries are fixed while each gene next to the propagated boundaries is deterministically assigned an allele according to the following expression
where l g 's are the alleles assigned to the 4-neighbors. The reason for employing boundary focusing is that in levels 2 and 3, the block sizes are only 16 £ 16 and 8 £ 8. Due to 50% overlapping during the sampling process, when each block is projected on the original image, it corresponds to a block only one quarter this size. In such a fine spatial resolution, even if isolated texture regions as small as 8 £ 8 or 4 £ 4 pixels do exist in the image, it is still difficult to tell it from texture fluctuation. Based on this observation, in the last two levels we focus only on the genes along the boundary to improve the segmentation accuracy. Therefore, except the evaluation of local attractive force, select, Kmeans clustering, and mutate are no longer performed. Boundary focusing iterates until no genes change their alleles. Note that since for each level other than the top one, the initial configurations of all the chromosomes are the same copy of the fittest one in the previous resolution level, therefore, boundary focusing needs to perform on only one chromosome. The computation cost is thus significantly reduced. 
Experiments
In the following experiments, all the images (Fig. 3-6 ) used are of size 256 £ 256 pixels. The algorithm starts at level 0 of the multiresolution structure, where there are 8 £ 8 blocks/genes, each containing 64 £ 64 pixels (because of the 50% overlapping) and completes at level 3 where there are 64 £ 64 blocks/genes, each containing 8 £ 8 pixels. The superposed white lines in Fig. 3-6 are the texture boundaries detected by the algorithm. The percentages of misclassification resulted from the application of the proposed genetic K-means clustering algorithm are collected in Table 1 .
Although there are only two texture classes appearing in Image I of Fig. 3 , four regions are detected, with two small false ones along the real boundary. The reason for the two false ones to stand out is that each of them contains equivalent amounts of texture from different classes and the texture combination makes them differ significantly from both of the two classes. However, the two false regions are eliminated at finer levels and the boundary estimate is significantly improved (see also Table 1 for the percentage of misclassification). We can see that the accuracy and smoothness of the detected boundaries are significantly improved as the algorithm descends the multiresolution structure. This fact is also reflected on the decreasing percentage of misclassification shown in Table 1 .
Image II in Fig. 4 consists of two textures with a ragged boundary. Again the proposed algorithm yields satisfactory result. Fig. 5 demonstrates the algorithm's robustness in detecting sharp boundary junctions, while Fig. 6 demonstrates the algorithm's capability in detecting small regions. In Image IV of Fig. 6 , the round region in the center has a diameter of 48 pixels, which is smaller than the sampling window (covering 64 £ 64 pixels) at the top level. Therefore, the number of inter-class feature differences is small (in this case, 4 out of 112). Also, due to the 50% overlapping, the inter-class differences are not significantly lager than the intra-class differences. As a consequence, the segmentation at the top level ends up in a percentage of misclassification as high as 72.36%, which is certainly not a sensible segmentation. However, due to the merits of multiresolution, inter-class feature differences are picked up at the finer resolution, and the percentage of misclassification drops drastically to 2.42% at the next level. The computational cost in terms of generation evolved and time consumed in seconds of the hybrid genetic algorithm executed on a PC with 400 MHz Pentium II CPU is demonstrated in Table 2 . Note that since the population sizes are different at different resolution levels, so the total generation evolved is meaningless and are not recorded in Table 2 .
To demonstrate the improvement in the current work over the previous work [26] , the current algorithm and the region process of the previous MRF approaches are executed for 100 runs at the nominal top level of Image I (Fig. 3) and Image II (Fig. 4) . (Note that besides providing a smoother visual effect, the boundary process of Ref. [26] does not contribute significant accuracy improvement. Therefore, the boundary process of Ref. [26] is not involved.) The average percentage of over-segmentation of the 100 runs is displayed in Table 3 . The reason we do not collect the average over-segmentation rates from Image III (Fig. 5) is because in this image the number of blocks covered by each texture region is relatively small and as a result, over-segmentation is unlikely to occur even if our previous MRF algorithm were applied. Therefore, we will not have a fair comparison based on this image. The average oversegmentation rates from Image IV (Fig. 6) is not collected either, because the inter-class feature differences are significantly outnumbered by intra-class feature differences and, as a result, the segmentation at the top level produced by the current algorithm is not meaningful (Fig. 6(a) )
Conclusions
In this work, we have addressed the drawbacks of MRF when it is applied to texture segmentation problem due to its local characteristics and short-range interaction among sites. In an attempt to circumvent these drawbacks, we propose a hybrid genetic algorithm incorporating the traditional genetic algorithm and K-means clustering method within a multiresolution framework. With the select and K-means clustering operators and the appropriately defined fitness function, global information of the underlying image is exploited throughout the simulated evolutionary process. As a result, the over-segmentation problem frequently encountered in MRF approaches is overcome. Experiments have also shown the advantages of approaching the segmentation problem at multiple resolutions. The main contributions of this work can therefore be summarized as:
1. The over-segmentation problem of MRF approaches is circumvented by encoding the global information of the underlying image in the fitness function. 2. The 'class -position uncertainty' problem is alleviated with the adoption of multiresolution framework 3. Requiring no a priori knowledge about the number and classes of textures, the algorithm can work without human supervision.
Although the experiments have shown the capability and efficiency of the proposed algorithm in assigning appropriate alleles, the stop criteria adopted in this work are still ad hoc, and therefore leaves room for further studies.
