Abstract. The Drazin inverse of matrices is applied in order to find the solutions of the state equations of fractional descriptor discrete-time linear systems. The solution of the state equation is derived and the set of consistent initial conditions for a given set of admissible inputs is established. The proposed method is illustrated by a numerical example. The following notation will be used: ℜ -the set of real numbers, 
Introduction
Descriptor (singular) linear systems have been considered in many papers and books [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . The eigenvalues and invariants assignment by state and output feedbacks have been investigated in [8, 12, 17] , and the minimum energy control of descriptor linear systems in [20, 21] . The computation of Kronecker's canonical form of singular pencil has been analyzed in [19] . The positive linear systems with different fractional orders have been addressed in [22] . Selected problems in theory of fractional linear systems have been described in monograph [16] .
Descriptor and standard positive linear systems with the use of Drazin inverse have been addressed in [1-4, 10, 13, 17] . The shuffle algorithm has been applied to checking the positivity of descriptor linear systems in [11] . The stability of positive descriptor systems has been investigated in [23] . Reduction and decomposition of descriptor fractional discrete-time linear systems have been considered in [14] . A new class of descriptor fractional linear discrete-time system has been introduced in [15] .
The Drazin inverse for finding the solution to the state equation of fractional continuous-time linear systems has been applied in [10] and the controllability, reachability and minimum energy control of fractional discrete-time linear systems with delays in state have been investigated in [24] . A comparison of three different methods for finding the solution for descriptor fractional discrete-time linear system has been presented in [25] .
In this paper the solution to the state equation of fractional descriptor discrete-time linear systems by the use of Drazin inverse of matrices will be derived.
The paper is organized as follows. In section 2 the state equation of the fractional descriptor discrete-time linear systems and some basic definitions of the Drazin inverse and its properties are recalled. The solution to the state equation is presented in section 3 and illustrated with a numerical example in section 4. Concluding remarks are given in section 5.
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Fractional descriptor discrete-time linear systems
Consider the fractional descriptor discrete-time linear system
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Solution to the state equation by the use of Drazin inverse
In this section the solution to the state equation (1) will be derived by the use of the Drazin inverses of the matrices E and α A . Theorem 3. The solution to the equation (5a) is given by
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Example
Consider the equation (1) 
The pencil of (32) is regular, since
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Concluding remarks
The Drazin inverse of matrices has been applied to find the solutions of the state equations of the descriptor fractional discrete-time systems with regular pencils. The equality (23) defining the set of admissible initial conditions for given inputs has been derived. Some properties of the matrices P, Q, ) ( 0 i Φ and ) (i Φ have been established (Theorem 2 and 4). The proposed method has been illustrated by a numerical example.
Comparing the presented method with the method based on the Weierstrass decomposition of the regular pencil [16] , we may conclude that the proposed method is computationally attractive since the Drazin inverse of matrices can be computed by the use of well-known numerical methods [17, 19] . The presented method can be extended to the positive descriptor fractional continuous-time linear systems. An open problem is an extension of the considerations for standard and positive continuous-discrete descriptor fractional linear systems. 
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A. Procedure for computation of Drazin inverse matrices
To compute the Drazin inverse Proof. It will be shown that the matrix (A3) satisfies the three conditions (7) of Definition 2. Taking into account that 0 det  WV and (A1) we obtain
Using (7a), (A1) and (A4) we obtain
Therefore, the condition (7a) is satisfied.
To check the condition (7b) we compute
Therefore, the condition (7b) is also satisfied. Using (7c), (A1), (A3) and (A4) we obtain
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where q is the index of E . Therefore, the condition (7c) is also satisfied.
To compute the Drazin inverse 
As the r columns (rows) of the matrix V (W) the r linearly independent columns (rows) of the matrix E can be chosen. 
Step 3. The desired Drazin inverse matrix is given by
Proof. It will be shown that the matrix (A3) satisfies the three conditions (7) of Definition 2. Taking into account that 
Proof. It will be shown that the matrix (A3) satisfies the three conditions (7) 
