Given n (discrete or continuous) random variables Xi, the Gaussian. It is known that Gaussian random variables violate the Ingleton bound, which many random variables such as those obtained from linear codes over finite fields do satisfy, and they also achieve certain non-Shannon type inequalities. In this paper we give a full characterization of the convex cone of the entropy region of three jointly
Gaussian. It is known that Gaussian random variables violate the Ingleton bound, which many random variables such as those obtained from linear codes over finite fields do satisfy, and they also achieve certain non-Shannon type inequalities. In this paper we give a full characterization of the convex cone of the entropy region of three jointly Gaussian vector-valued random variables and prove that it is the same as the convex cone of three scalar-valued Gaussian random variables and further that it yields the entire entropy region of 3 arbitrary random variables. We further determine the actual entropy region of 3 vector-valued jointly Gaussian random variables through a conjecture.
For n ≥ 4 number of random variables, we point out a set of 2 n − 1 − n(n+1) 2 minimal necessary and sufficient conditions that 2 n − 1 numbers must satisfy in order to correspond to the entropy vector of n scalar jointly Gaussian random variables. This improves on a result of Holtz and Sturmfels which gave a nonminimal set of conditions. These constraints are related to Cayley's hyperdeterminant and hence with an eye towards characterizing the entropy region of jointly Gaussian random variables, we also present some new results in this area. We obtain a new (determinant) formula for the 2 × 2 × 2 hyperdeterminant and we also give a new (transparent) proof of the fact that the principal minors of an n × n symmetric matrix satisfy the 2 × 2 × . . . × 2 (up to n times) hyperdeterminant relations.
I. INTRODUCTION
Obtaining the capacity region of information networks has long been an important open problem. It turns out that there is a fundamental connection between the entropy region of a number of random variables and the capacity *Preliminary versions of this manuscript have appeared in [1] and [2] .
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region of networks [3] [4] . However determining the entropy region has proved to be an extremely difficult problem and there have been different approaches towards characterizing it. While most of the effort has been towards obtaining outer bounds for the entropy region by determining valid information inequalities [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] some have focused on innerbounds [13] , [14] , [15] which may prove to be more useful since they yield achievable regions.
Let X 1 , · · · , X n be n jointly distributed discrete random variables with arbitrary alphabet size N . The vector of all the 2 n − 1 joint entropies of these random variables is referred to as their "entropy vector" and conversely any 2 n − 1 dimensional vector whose elements can be regarded as the joint entropies of some n random variables, for some alphabet size N , is called "entropic". The entropy region is defined as the region of all possible entropic vectors and is denoted by Γ * n [5] . Let N = {1, · · · , n} and s, s ′ ⊆ N . If we define X s = {X i : i ∈ s} then it is well known that the joint entropies H(X s ) (or H s , for simplicity) satisfy the following inequalities:
3) For any s, s ′ :
These are called the basic inequalities of Shannon information measures and the last one is referred to as the "submodularity property". They all follow from the nonnegativity of the conditional mutual information [7] , [16] , [17] . Any inequality obtained from positive linear combinations of conditional mutual information is called a "Shannon-type" inequality. The space of all 2 n − 1 dimensional vectors which only satisfy the Shannon inequalities is denoted by Γ n . It has been shown that Γ * n for n ≥ 4 remains open. The effort to characterize the entropy region has focused on discrete random variables, ostensibly because the study of discrete random variables is simpler. However, continuous random variables are as important, where now for any collection of random variables X s , with joint probability density function f Xs (x s ), the differential entropy is defined as
Let s γ s H s ≥ 0 be a valid discrete information inequality. This inequality is called balanced if for all i ∈ N we have s:i∈s γ s = 0. Using this notion Chan [19] has shown a correspondence between discrete and continuous information inequalities, which allows us to compute the entropy region for one from the other.
Theorem 1 (Discrete/continuous information inequalities):
1) A linear continuous information inequality s γ s h s ≥ 0 is valid if and only if its discrete counterpart s γ s H s ≥ 0 is balanced and valid. 2) A linear discrete information inequality s γ s H s ≥ 0 is valid if and only if it can be written as s β s h s + n i=1 r i (h i,i c − h i c ) for some r i ≥ 0, where s β s h s ≥ 0 is a valid continuous information inequality (i c denotes the complement of i in N ).
The above Theorem suggests that one can also study continuous random variables to determine Γ * n . Among all continuous random variables, the most natural ones to study first (for many of the reasons further described below) are Gaussians. This will be the main focus of this paper.
Let X 1 , · · · , X n ∈ R T be n jointly distributed zero-mean 1 vector-valued real Gaussian random variables of vector size T with covariance matrix R ∈ R nT ×nT . Clearly, R is symmetric, positive semidefinite, and consists of block matrices of size T × T (corresponding to each random variable). We will allow T to be arbitrary and will therefore consider the normalized joint entropy of any subset s ⊆ N of these random variables
where |s| denotes the cardinality of the set s and R s is the T |s| × T |s| matrix obtained by keeping those block rows and block columns of R that are indexed by s. Note that our normalization is by the dimensionality of the X i , i.e., by T , and that we have used h to denote normalized entropy.
Normalization has the following important consequence.
Theorem 2 (Convexity of the region for h):
The closure of the region of normalized Gaussian entropy vectors is convex.
Proof: Let h x and h y be two normalized Gaussian entropy vectors. This means that the first corresponds to some collection of Gaussian random variables X 1 , . . . , X n ∈ R Tx with the covariance matrix R x , for some T x , and the second to some other collection Y 1 , . . . , Y n ∈ R Ty with the covariance matrix R y , for some T y . Now generate N x copies of jointly Gaussian random variables X 1 , . . . , X n and N y copies of Y 1 , . . . , Y n and define the new set of random variables Z i = (X To obtain the normalized entropy we should divide by
which, since N x and N y are arbitrary, implies that every vector that is a convex combination of h x and h y is entropic and generated by a Gaussian.
Note that h s can also be written as follows:
1 Since differential entropy is invariant to shifts there is no point in assuming nonzero means for the X i .
Therefore if we define 
Therefore the set of linear balanced information inequalities that g and h satisfy is the same. Moreover any other type of inequality that h satisfies can be converted to an inequality for g and vice versa and therefore the space of g and h can be obtained from each other. For simplicity, we will therefore use g s instead of h s throughout the paper and use the term entropy for both g and h interchangeably.
In this paper we characterize the entropy region of 3 jointly Gaussian random variables and study the minimal set of necessary and sufficient conditions for a 2 n − 1 dimensional vector to represent an entropy vector of n scalar jointly Gaussian random variables for n ≥ 4. As equation (4) suggests, the entropy of any subset of random variables from a collection of Gaussian random variables is simply the "log" of the principal minor of the covariance matrix corresponding to this subset. Therefore studying the entropy of Gaussian random variables involves studying the relations among principal minors of symmetric positive semi-definite matrices, i.e., covariance matrices. It has recently been noted that one of these relations is the so-called Cayley "hyperdeterminant" [20] . Therefore along the study of entropy of Gaussian random variables we also examine the hyperdeterminant relation.
The remainder of this paper is organized as follows. In the next section we review background and some motivating results on the entropies of Gaussian random variables. Section III states the main results on the characterization of the entropy region of 3 jointly Gaussian random variables. In Section IV we examine the hyperdeterminant relation in connection to the entropy region of Gaussian random variables. We give a determinant formula for calculating the special 2 × 2 × 2 hyperdeterminant. Moreover we present a new and transparent proof of the result of [20] on why the principal minors of a symmetric matrix satisfy the hyperdeterminant relations. In Section V we study the minimal set of necessary and sufficient condition for a 2 n − 1 dimensional vector to be the entropy vector of n scalar jointly Gaussian random variables. For n = 4, there are 5 such equations and we explicitly state them.
II. SOME KNOWN RESULTS
From (4) it can be easily seen that any valid information inequality for entropies can be immediately converted into an inequality for the (block) principal minors of a symmetric, positive semi-definite matrix. This connection has been previously used in the literature. In fact one can study determinant inequalities by studying the corresponding entropy inequalities, see e.g. [21] .
Let g be the normalized entropy vector corresponding to some vector-valued collection of random variables with an nT × nT covariance matrix R. Further, let m denote the vector of block principal minors of R. Then it is clear that m = e gT , where the exponential acts component-wise on the entries of g. Then the submodularity of entropy translates to the following inequality for the principal minors:
In the context of determinant inequalities for a Hermitian positive semidefinite matrix this is known as the "Koteljanskii" inequality and is a generalization of the "Hadamard-Fischer" inequalities [22] . Dating back at least to Hadamard in 1893, studying the determinant inequalities is an old subject which is of interest in its own right and has many applications in matrix analysis and probability theory.
Some of the interesting problems in the area of principal minor relations include characterizing the set of bounded ratios of principal minors for a given class of matrices (e.g. the class of positive definite, or the class of matrices whose all of their principal minors are positive, i.e., the P matrices) [23] , [24] , studying the Gaussian conditional independence structure in the context of probabilistic representations [25] and detecting P matrices, e.g., via computation of all the principal minors of a given matrix [26] .
Although determinant inequalities have been studied extensively on their own and also through the entropy inequalities, the reverse approach of determining Gaussian entropies via the exploration of the space of principal minors has been less considered [25] , [27] . As it turns out, this approach is deeply related to the "principal minor assignment" problem where a matrix with a set of fixed principal minors is sought. Recently there has been progress towards this area for symmetric matrices [20] , [28] and we will discuss this in more detail in Sections IV and V.
Apart from the result of [27] which shows the tightness of the Zhang-Yeung non-Shannon inequality [14] for Gaussian random variables, one of the encouraging results for studying the Gaussian random variables is that they can violate the "Ingleton bound". This bound is one of the best known inner bounds for Γ * 4 [14] . Theorem 3 (Ingleton inequality): [29] Let v 1 , · · · , v n be n vector subspaces and let N = {1, · · · , n}. Further let s ⊆ N and r s be the rank function defined as the dimension of the subspace ⊕ i∈s v i . Then for any subsets s 1 , s 2 , s 3 , s 4 ⊆ N , we have r s1 + r s2 + r s1∪s2∪s3 + r s1∪s2∪s4 + r s3∪s4
Ingleton inequality was first obtained for the rank of vector spaces. However it turns out that certain types of entropy functions, in particular all linear representable (corresponding to linear codes over finite fields) and pseudoabelian group characterizable entropy functions also satisfy this inequality and hence fall into this inner bound [30] , [31] . However if we consider 4 jointly Gaussian random variables, we interestingly find that they can violate the Ingleton bound. Consider the following covariance matrix:
To violate the Ingleton inequality we need to have:
or equivalently in terms of the minors m:
Substituting for values of m from the covariance matrix and simplifying we obtain:
Moreover imposing positivity conditions for this matrix to correspond to a true covariance matrix gives 0 ≤ a 2 ≤ 0.5,
Solving inequality (11) subject to these constraints yields a region of permissible ε and a 2 ( Fig   1) . In particular the point ε = 0.25, a = 0.5 lies in this region. Interestingly enough, this example has also been discovered in the context of determinantal inequalities in [23] .
Taking these results into account, we will hence study the Gaussian entropy region for 2 and 3 random variables and give the minimal number of necessary and sufficient conditions for a 2 n − 1 dimensional vector to correspond to the entropy of n scalar jointly Gaussian random variables in the following sections.
III. ENTROPY REGION OF 2 AND 3 GAUSSIAN RANDOM VARIABLES
The mentioned results in the previous section (violation of the Ingleton bound and tightness of the non-Shannon inequality) lead one to speculate whether the entropy region for arbitrary continuous random variables is equal to the entropy region of (vector-valued) Gaussian ones. Although this is the case for n = 2 random variables, it is not true for n = 3. What is true for n = 3 is that the entropy region of 3 arbitrary continuous random variables can be obtained from the convex cone of the region of 3 scalar-valued Gaussian random variables.
Entropy region of 2 jointly Gaussian random variables is trivially equal to the whole entropy region of 2 arbitrary distributed continuous random variables.
Theorem 4:
The entropy region of 2 jointly Gaussian random variables is described by the single inequality g 12 ≤ g 1 + g 2 and is equal to the entropy region of 2 arbitrary distributed continuous random variables.
Proof:
Since it is known that the continuous entropy region is described by the single balanced inequality 
B. Main Results for n = 3
Although we consider vector-valued jointly Gaussian random variables, for n = 3 we interestingly find that considering the convex hull of scalar jointly Gaussian random variables is sufficient for characterizing the Gaussian entropy region. This theorem states that one can indeed construct the entropy region of n = 3 continuous random variables from the entropy region of Gaussian random variables and therefore it encourages the study of Gaussians for n ≥ 4.
Moreover Theorem 6 addresses the "convex cone" of the Gaussian entropy region and as it turns out for most practical purposes characterizing the "convex cone" is sufficient. 
The closure of the Gaussian entropy region generated by such g vectors is characterized by, 1) Forỹ ≤ 0:
2) Forỹ > 0:
In other words we conjecture that the entropy region for three Gaussian random variables is simply given by the above inequalities. Thus, whenỹ ≤ 0, the Gaussian entropy region coincides with the continuous entropy region;
however, whenỹ > 0 (and this can happen for some valid entropy vectors), we have the tighter upper bound (13) on g 123 . In other words the actual Gaussian entropy region for n = 3 vector-valued random variables is strictly smaller than the entropy region of 3 arbitrarily distributed continuous random variables.
We strongly believe the above conjecture to be true. The missing gap in our proof is a certain function inequality, which all our simulations suggest to be true (see Conjecture 2).
C. Proof of Main Results for n = 3
In what follows we give the proof of the results stated in the previous section for n = 3. The basic idea is to determine the structure of the Gaussian random variables that generate the boundary of the entropy region for Gaussians, and then to determine what the boundary entropies are. We need a few lemmas: 
where the Φ ij are orthogonal matrices such that Φ 
Proof: To find the boundary region for 3 jointly Gaussian random variables, we can maximize linear functions of the entropy vector. We can therefore take an arbitrary set of constants γ s , s ⊆ {1, 2, 3} and solve the following maximization problem:
or equivalently,
whereR is the 3T × 3T block covariance matrix andR [s] denotes the submatrix ofR whose rows and columns are indexed by s. We shall assume all the principal minors ofR are nonzero. The optimization problems (16) (17) also come about when we fix any 6 of the entropies and try to maximize the last one. KKT conditions necessitate that the derivative of (17) 
Then we obtain, 
Now if we assume detR ii = α T ii , α ii > 0, then we can define the following "unit-determinant" matrix:
2 Note that had we taken the derivative with respect to a symmetric matrix X from the beginning, then we had,
, where "diag(·)" denotes the diagonal elements of its argument. However this derivation would also result in equation (19) .
be the submatrix of L obtained from choosing rows and columns of L that are indexed by s. Then if we multiply (19) from left and right by L we obtain:
and S, W, U and V also similar to (18), i.e.,
it follows that (19) will be satisfied by R, S, W, U, V instead ofR,S,W ,Ũ ,Ṽ . In other words we have the following
Multiplying (25) by R from the right we obtain,     
Note that equating the diagonal elements to zero results in the following constraints on γ coefficients:
These imply that the equations representing the touching hyperplanes to the Gaussian region should be balanced (see Theorem 1) . Now considering blocks (2,1), (3,1) together, (1,2), (3,2) with each other and (1,3), (2,3) simultaneously in (26) and noting that R ii = α ii I, we obtain
Simplifying equations (30)- (32) by multiplying each by the relevant
were full rank, the rank of the left 2T × 2T matrix in either of the equations (33)- (35) would be T and therefore the Schur complement of its (1,1) block should be zero, i.e.:
in other words:
Since R is symmetric, R ji = R t ij . This implies that off-diagonal blocks of R are multiples of an orthogonal matrix, i.e., (38) for some orthogonal matrix Φ ij and α ij such that
Stating (38) explicitly, we have:
Replacing for R ij from (40)- (42) in equations (33)- (35) we obtain 6 equations, which turn out to be all the same as the following equation when we consider the balancedness constraints of (27)- (29) and definition of α 2 ij in (39):
Simplifying (43) using the fact that α ij = ± (γi+γij )(γj +γij ) γiγj α ii α jj from (39), we obtain that:
Now note that in the general case R 
where
is now full rank and we can assume its column rank (as well as its column size) to be T ij where T ij < T . This suggests doing a similarity transformation on R with the following unitary matrix without affecting the block principal minors:
From which we obtain:
Considering R 21 θ 23 and θ * 31 R 21 simultaneously and using (45) we have,
Therefore we can simply obtain the following structure for θ * 13 R 21 θ 23 :
where the dimension ofR 21 is T 13 × T 23 . A similar argument for other elements yields the following structure for
Now define R ′ = Θ * RΘ and similar to (24) 
where for s ⊆ {1, 2, 3}, R 
which if we replace for values of R ′ ij from (52) and assume that T ij and T ji represent the same value, we obtain:
From which it follows that:
Stating (55) explicitly, we have the following 3 equations:
Note that the dimension of R t ikR t jk t is (T jk + T ik ) × T ij . Therefore nullity of the left matrix in (55) is at least T ij . Hence if we let the rank of the left matrix in (55) be r we will have:
On the other hand it is also obvious that:
From (59) and (60) it follows that:
Since a similar argument can be used for T jk and T ik we conclude that:
Now note that (56)-(58) is similar to (33)-(35) withR ij instead of R ij . Therefore the same argument that led to (38) yields thatR ij is a multiple of an orthogonal matrix say Φ ij ; in other wordŝ
where similar to (39), α ij is given by
and we have,
Note that sign of α ij can be chosen arbitrarily in (66). Finally it follows that after a series of permutations on (52) and substituting for values ofR ij from (63)-(65), R ′ = Θ * RΘ can be written as follows:
which if viewed as the timeshare of a set of Gaussian random variables with an orthogonal covariance matrix and another set of independent random variables, it has the same block principal minors as (52). Moreover R ′ has the same principal minors as R andR and therefore (68) is the optimizing solution to problem (17) . However note that (68) is an optimal solution only if it is a positive semi-definite matrix. Therefore α ij 's and Φ ij 's should be such that, 
where the Φ ij are orthogonal, α ii > 0, and
where Φ = Φ t 13 Φ 12 Φ 23 and the upper bound is tight when Φ + Φ t = 2I and the lower bound is achieved when
3 Note that α ij and the set of γ i , γ ij are dependent through (66). However it can be shown that for a given set of α i , α ij the values of γ i , γ ij can be determined such that (66) and (27)- (29) will hold.
Proof: We can easily write the following, 
The result immediately follows from −2I ≤ Φ + Φ t ≤ 2I.
The 1 × 1 and 2 × 2 minors of the covariance matrix structure (68) obtained in Lemma 2 can now be written as,
Moreover since based on (67), for matrix (68), Φ = Φ t 13 Φ 12 Φ 23 = sign(α 12 α 13 α 23 )I, based on Lemma 3, m 123 of (68) is given by:
However these values can also be obtained by a timeshare of 3 scalar random variables with covariance matrix,
and 3 other independent scalar random variables. This suggests that the region of 3 vector-valued Gaussian random variables may be obtained from the convex hull region of 3 scalar Gaussian random variables. In other words for n = 3, considering vector-valued random variables will not give any entropy vector that is not obtainable from scalar valued ones. This is essentially the statement of Theorem 5 and we can now proceed to a more formal proof.
Proof of Theorem 5:
As in Lemma 2, we write the following optimization problem,
As was obtained in Lemma 2, the optimal solution is of the following form:
where Φ ij are orthogonal matrices and Φ 13 = sign(α 12 α 13 α 23 )Φ 12 Φ 23 . Now let
and define
However since Φ 12 Φ 23 Φ t 13 = ±IT , it follows that all blocks of R Q are diagonal and therefore R Q can be viwed as a timeshare of scalar random variables. Moreover since R Q has the same principal minors as R, therefore R Q is also an optimal solution of (78).
In order to proceed to the proof of Theorem 6 we need the following lemma,
Lemma 4:
Consider the function
where 0 < x l ≤ 1, for l = 1, 2, 3. f is either a constant function equal to min i =j x i x j or has a unique global maximum given by:
Moreover if we letỹ =
Proof: See Appendix.
is either a constant function equal to min i =j x i x j or has a unique global maximizer such that max θ f (
Now we can proceed to the proof of Theorem 6.
Proof of Theorem 6:
We show that the entropy region of 3 continuous random variables can be generated from the convex cone of the Gaussian entropy region. To this end we prove that any entropy vector of 3 continuous random variables lies in the convex cone of Gaussian entropies. Let g be an arbitrary entropy vector corresponding to 3 continuous random variables. We know that the only inequalities that constrain the entries of g are
Let p = e g where the exponential acts componentwise. Then the equivalent set of constraints to (86) are
We now show that any such p-vector can be obtained from Gaussian random variables. Consider the structure (68) obtained in Lemma 2 which suggested the time-share of a set of independent random variables with covariance matrix of block size T −T and another set of random variables with orthogonal covariance matrix of block sizê T . We try to find α ii , α ij in structure (68) that will yield the desired p i and p ij . Therefore if m is the vector of block principal minors of structure (68) we need to obtain m 1 T = p. Using (74) and (75) we can solve for α ii and α ij and obtain
Now we need to show that p 123 falls within the set of achievable values of m 
Of course this corresponds to the determinant of a covariance matrix of the time-share of some Gaussian random variables only if the term inside the outer parenthesis in (90) is positive. Therefore assuming
p1p3 , x 3 = p12 p1p2 and using (82) in Lemma 4:
It remains to show that for any given p 123 that satisfies the latter condition of (87), we have for some value of θ. Therefore we need to compute,
Note that since we have fixed p i and p ij , and that θ represents the timesharing of 2 sets of random variables, θ = 0
is not generally allowed (otherwise we enforce the random variables to be independent which is not necessarily the case for given p i and p ij ). Therefore we have used sup instead of max in (91). To find sup f ( 
i . Now we try to achieve vector p ′ by Gaussian structure of (68). For this purpose we follow similar steps as above for p ′ and let m ′ to be the vector of block principal minors of the new corresponding matrix. Then we have
The global maximum of f will now happen for θ = θ0 θ ′ < 1 at which it will have the value (min
which means that although p was not achievable with Gaussians
θ is achievable. The result of the theorem is then established by noting that p ′ corresponds to a valid entropy
e., a scaled version of g. Note that if maximum of f happens at infinity, i.e., θ 0 → ∞, then we should consider a sequence of scaled vectors p
is an unbounded increasing sequence in i. As i → ∞, g ′ i will asymptotically fall in the Gaussian region (a small perturbation of g ′ i , i → ∞ will put g ′ i in the Gaussian region). Hence g will belong to the closure of the convex cone of the Gaussian region as well.
Conjecture 2:
In Lemma 4, if for someδ > 0, we have y(δ) > 0, then max δ≥δ f (δ) = f (δ). In particular
Moreover if we let δ = 1 θ , then (95) translates to
Simulations of the function f for different values of δ (Fig. 2 in the Appendix) support the statement of Conjecture 2. Our Conjecture 1 relies on the above.
Proof of Conjecture 1 Assuming Conjecture 2:
To find the Gaussian entropy region again we employ Lemma 2 to obtain the boundary entropies of the region. Hence we consider the structure of (68) T where the exponential acts componentwise. Moreover denote the corresponding entropy vector by g = log q (log acting componentwise). Then we would like to characterize the set of q-vectors (equivalently g-vectors) that can arise from (68) (i.e., they lie in the convex hull of Gaussian structures). First let us investigate the constraints on q i and q ij . It is easy to see that α ii = q i ≥ 0 and
Therefore the imposed constraints are
where q ij ≥ 0 is due to the positivity requirement of the matrix. Next we would like to obtain the limits of q 123 .
For this purpose assume that q i and q ij are given fixed numbers satisfying (97). Determinant of matrix (68) is obtained from (76). If we let θ =T T and substitute for α i and α ij in (76) we obtain:
Note that as described in the proof of Theorem 6, we should insist on the positivity of the expression inside the outermost parenthesis in (98). Therefore defining
q1q3 , x 3 = q12 q1q2 and using (82) in Lemma 4:
where since q i and q ij are fixed, we have excluded θ = 0 and used sup instead of max for q 123 in (99) so that we do not enforce indepndence of the underlying random variables. 4 Using Corollary 1 and assuming that Conjecture 2 holds we obtain,
Replacing for x i in (100) in terms of q-vector entries and using the result of (100) in (99) with the final substitution of q-entries in terms of entropy elements of g = log q, yields the cojecture result. Note that whenỹ < 0 the characterization of the region is known perfectly from Corollary 1. The only part of the entropy region that is conjectured about is whenỹ > 0 whose proof relies on the validity of Conjecture 2.
IV. CAYLEY'S HYPERDETERMINANT
Recall from (4) that the entropy of a collection of Gaussian random variables is simply the "log-determinant" of their covariance matrix. Similarly, the entropy of any subset of Gaussian random variables is simply the "log" of the principal minor of the covariance matrix corresponding to this subset. Therefore one approach to characterizing the entropy region of Gaussians, is to study the determinantal relations of a symmetric positive semi-definite matrix. 4 Note that if the underlying random variables are independent, then f (θ) will be independent of θ.
For example, consider 3 Gaussian random variables. While the entropy vector of 3 random variables is a 7 dimensional object, there are only 6 free parameters in a symmetric positive semi-definite matrix and therefore the minors should satisfy a constraint. It has very recently been shown that this constraint is given by Cayley's so-called 2 × 2 × 2 "hyperdeterminant" [20] . The hyperdeterminant is a generalization of the determinant concept for matrices to tensors and it was first introduced by Cayley in 1845 [32] .
There are a couple of equivalent definitions for the hyperdeterminant among which we choose the definition through the degeneracy of a multilinear form. Consider the following multilinear form of the format (k 1 + 1) × (k 2 + 1) × . . . × (k n + 1) in variables X 1 , . . . , X n where each variable X j is a vector of length (k j + 1) with elements in C:
The multilinear form f is said to be degenerate if and only if there is a non-trivial solution (X 1 , X 2 , . . . , X n ) to the following system of partial derivative equations [33] : ∂f ∂x j, i = 0 for all j = 1, . . . , n and i = 1, . . . , k j
The unique (up to a scale) irreducible polynomial function of entries a i1,i2,...,in with integral coefficients that vanishes when f is degenerate is called the hyperdeterminant. 
A nontirival solution exists if and only if det A = 0. Therefore the hyperdeterminant is simply the determinant in this case.
The hyperdeterminant of a 2 × 2 × 2 multilinear form
was first computed by Cayley [32] 
In [20] it is further shown that the principal minors of an n × n symmetric matrix satisfy the 2 × 2 × . . . × 2 (n times) hyperdeterminant. It is thus clear that determining the entropy region of Gaussian random variables is intimately related to Cayley's hyperdeterminant.
It is with this viewpoint in mind that we study the hyperdeterminant in this section. In the next 2 subsections, first we present a a new determinant formula for the 2 × 2 × 2 hyperdeterminant which may be of interest since computing the hyperdeterminant of higher formats is extremely difficult and our formula may suggest a way of attacking more complicated hyperdeterminants. Then we give a novel proof of one of the main results of [20] that the principal minors of any n × n symmetric matrix satisfy the 2 × 2 × . . . × 2 (n times) hyperdeterminant. Our proof hinges on identifying a determinant formula for the multilinear form from which the hyperdeterminant arises.
A. A Formula for the 2 × 2 × 2 Hyperdeterminant
Obtaining an explicit formula for the hyperdeterminant is not an easy task. The first nontrivial hyperdeterminant which is the 2 × 2 × 2, was obtained by Cayley in 1845 [32] . However surprisingly calculating the next hyperdeterminant which is the 2 × 2 × 2 × 2 proves to be very difficult. Until recently the only method for computing the 2×2×2×2 was the nested formula of Schläfli which he had obtained in 1852 [34] [33] and although after 150 years Luque and Thibon [35] expressed it in terms of the fundamental tensor invariants, the monomial expansion of this hyperdeterminant remained as a challenge. It was finally solved recently in [36] where they show that the 2×2×2×2 hyperdeterminant consists of 2,894,276 terms. It is interesting to mention that Cayley had a 340 term expression for the 2 × 2 × 2 × 2 hyperdeterminant which satisfies many invariance properties of the hyperdeterminant and only fails to satisfy a few extra conditions [37] . Therefore, as mentioned previously, computing hyperdeterminants of different formats is generally nontrivial. In fact even Schläfli's method only works for some special hyperdeterminant formats.
Moreover according to [33] it is not easy to prove directly that (105) vanishes if and only if (102) has a non-trivial solution. Here we propose a new formula for (and a method to obtain) the 2 × 2 × 2 hyperdeterminant which shows this is an if and only if connection directly. Moreover this method might be extendable to hyperdeterminants of larger format. Proof: Let f be a multilinear form of the format 2 × 2 × 2,
Then by the change of variables, w 0 = x 0 y 0 , w 1 = x 1 y 0 , w 2 = x 0 y 1 , w 3 = x 1 y 1 , the function f can be written as, 
To proceed, recall from (102) that the hyperdeterminant of the multilinear form of the format 2 × 2 × 2, vanishes if and only if there is a non-trivial solution (X, Y, Z) to the system of partial derivative equations: 
Solving for V in the above, yields the equations:
Letting v 4 = x 0 y 0 characterizes the vectors in the null space up to a scale:
We further note that provided . Putting these two equations into matrix form we can further write the following:
A non-trivial solution for X, Y, Z and hence for W, Z requires the matrix to be low rank. Evaluating the determinant we have:
Using the fact that J −1 = −J we can write the following,
Note that the explicit calculation of (120) which when expanded gives the 2 × 2 × 2 hyperdeterminant formula stated in equation (105) as expected.
(b) Conversely suppose that (120) vanishes and therefore there is a non-trivial solution for W and Z in (117). To prove that there is also a non-trivial solution to (109), we need to show that such X, Y and Z exist so that (110) can be rewritten as the determinant of the matrix F , i.e., f (X 1 , X 2 , . . . , X n ) = det(F ) where F is the following matrix:
Proof: First note that determinant of F has the form, det(F ) = 1 i1,i2,...,in=0 b i1,i2,...,in x 1,i1 x 2,i2 . . . x n,in for someÃ-dependent coefficients b i1,i2,...,in (this is because each x j,ij appears only in the jth row of F ). To prove that det(F ) is in fact equal to (129), we need to show that b i1,i2,...,in = m i1,i2,...,in , ∀i 1 , . . . i n or in other words b i1,i2,...,in are the corresponding minors ofÃ.
n . For j = 1, . . . , n, let the variables x j,pj = 1 and the rest of the variables be zero. This choice of values makes det(F ) = b p1,p2,...,pn and f (X 1 , X 2 , . . . , X n ) = m p1,p2,...,pn . Moreover it can be easily seen that in this case det(F ) in (130) will simply be equal to the minor of the matrixÃ obtained by choosing the set of rows and columns α ⊆ {1, . . . , n} such that p j = 1 for all j ∈ α. By assumption this is nothing but the coefficient m p1,p2,...,pn in (129) and therefore the lemma is proved.
Remark: Note that Lemma 6 does not require the matrixÃ to be symmetric.
Lemma 7 (Partial derivatives of det F ):
Let α j = {1, . . . , n} \ j and α k = {1, . . . , n} \ k. Computing the partial derivatives of det F gives:
whereã jk denotes the (j, k) entry ofÃ and F αj ,α k denotes the submatrix of F obtained by choosing the rows in α j and columns in α k .
Proof: Consider the expansion of det F along its jth row as det F = n k=1 F jk (−1) j+k det F αj ,α k . Noting that for k = j, F jk = x j,1ãjk and for j = k, F jj = x j,0 + x j,1ãjj , we obtain that
Taking partial derivatives immediately gives (131) and (132).
Now we can write the condition for the minors ofÃ to satisfy the hyperdeterminant:
Lemma 8 (rank of F ):
The principal minors of matrixÃ satisfy the hyperdeterminant equation if there exists a set of solutions x j,0 and x j,1 for which rank of F in (130) is at most n − 2.
Proof: If there exists a nontrivial set of solutions x j,0 and x j,1 such that F has rank n − 2 then both (131) and (132) vanish (because all the (n − 1) × (n − 1) minors also vanish). But the vanishing of (131) and (132) simply means that the minors ofÃ satisfy the 2 × 2 × · · · × 2 (n times) hyperdeterminant.
Theorem 8 (hyperdeterminant and the principal minors):
The principal minors of an n × n symmetric matrixÃ satisfy the hyperdeterminants of the format 2 × 2 . . . × 2 (k times) for all k ≤ n.
Proof: It is sufficient to show that the minors satisfy the 2 × 2 . . . × 2 (n times) hyperdeterminant. Recall that for the tensor of coefficients a i1,i2,...,in in the multilinear form (101) to satisfy the hyperdeterminant relation, there must exist a non-trivial solution to make all the partial derivatives of f with respect to its variables zero. Lemma (8) suggests that a set of nontrivial x j,0 and x j,1 for which rank of F is at most n − 2 would be sufficient. In the following we will show that one can always find a solution to make rank(F ) ≤ n − 2.
First we find a non-trivial solution in the case of 3 variables and then extend it to the the case where there are n variables. For 3 variables, the matrix F which is of the following form,
should be rank 1 or equivalently all the rows be multiples of one another. Enforcing this condition results in 3 equations for 6 unknowns. Therefore without loss of generality we let x j,1 = 1. Making the rows of F proportional,
gives: 
If x j = (x j,0 , x j,1 ), then the solution to the above equations is clearly as follows:
Now for the general case of n variables, let x 1 , x 2 , x 3 be as (137) and for j > 3, x j = (1, 0). It can be easily checked that this solution makes the matrix F of rank n − 2 and therefore the principal minors satisfy the 2 × 2 × . . . × 2 (n times) hyperdeterminant. Since based on Theroem 8, the principal minors of a symmetric matrix denoted by m i1i2,...,in satisfy the hyperdeterminant, we may write the 2 × 2 × 2 hyperdeterminant relation of (105) for the principal minors of a 3 × 3 matrix. Adopting notation 1 we obtain: In order to determine whether a 2 n − 1 dimensional vector g corresponds to the entropy vector of n scalar jointly Gaussian random variables, one needs to check whether the vector e g corresponds to all the principal minors of a symmetric positive semi-definite matrix. Define A e g and let the elements of the vector A ∈ R 2 n −1 be denoted by A α , α ⊆ {1, . . . , n}, α = ∅. An interesting problem is to find the minimal set of conditions under which the vector A can be considered as the vector of all principal minors of a symmetric n × n matrix. This problem is known as the "principal minor assignment" problem and has been addressed before in [20] , [28] . In fact in a recent remarkable work, [20] gives the set of necessary and sufficient conditions for this problem. Nonetheless it does not point out the minimal set of such necessary and sufficient equations. Instead [20] is mainly interested in the generators of the prime ideal of all homogenous polynomial relations among the principal minors of an n × n symmetric matrix. Here we propose the minimal set of such conditions for n ≥ 4.
Roughly speaking there are 2 n − 1 variables in the vector A and only
parameters in a symmetric n × n matrix. Therefore if the elements of A can be considered as the minors of a n × n symmetric matrix, one suspects that there should be 2
constraints on the elements of A. These constraints which can be translated to relations between the elements of the entropy vector arising from n scalar Gaussian random variables, can be used as the starting point to determining the entropy region of n ≥ 4 jointly Gaussian scalar random variables.
We start this section by studying the entropy region of 4 jointly Gaussian random variables using the results of the hyperdeterminant already mentioned in the previous section and we shall explicitly state the sufficiency of 5 constraints among all the constraints given in [20] by using a similar proof to [20] ; that for a given vector A, and under such constraints, one can construct the symmetric matrixÃ = [ã ij ] with the desired principle minors. Later in this section we state such minimal number of conditions for a 2 n − 1 dimensional vector for n ≥ 4. Now define
Theorem 9: Let A be a 15 dimensional vector whose elements are indexed by non-empty subsets of {1, 2, 3, 4}
and has the property that
Then the minimal set of necessary and sufficient conditions for the elements of the vector A to be the principal minors of a symmetric 4 × 4 matrix consists of three hyperdeterminant equations (142-144), one consistency of the signs of c ijk (145), and the determinant identity of the 4 × 4 matrix (146):
Proof: a) It is easy to show the necessity of equations (142)- (146) and it was done in [20] . Here we illustrate the method to make the paper self-contained. Note that if elements of the vector A are the principal minors of a symmetric matrix then by Theorem 8 they satisfy the hyperdeterminant relations which from (139) can be written as,
Using the definition of c ijk in (140), equation (147) can be further written as:
Therefore equations (142)-(144) simply represent the hyperdeterminant relations and hold by Theorem 8. Moreover if A ijk is the principal minor of matrixÃ obtained by choosing rows and columns i,j and k, then writing A ijk in terms of the entries ofÃ gives,
where since A corresponds to principal minors ofÃ, we have substituted forã ii = A i andã
which by comparison to (140) means that the following holds,
Therefore replacing for c 123 , c 124 , c 134 and c 234 from (151) in (145) and simplifying we obtain that (145) holds trivially. The last condition (146) is also nothing but the expansion of the 4 × 4 determinant ofÃ in terms of the entries ofÃ and replacing for them in terms of c ijk and lower order minors and therfore is a necessary condition.
b) Now we need to show the sufficiency of equations (142)- (146). To do so, we assume that the given vector A satisfies (142)- (146) and we want to show that it is the principal minor vector of some symmetric matrixÃ.
Hence we try to construct a matrixÃ whose principal minors are given by the entries of vector A. First note that such a matrixÃ should haveã ii = A i andã
The only ambiguity in fully determining the entries ofÃ will therefore be the signs of the off-diagonal entries. To have the 3 × 3 minors ofÃ also equal to the corresponding entries of vector A, we should have:
Replacing for values ofã ii andã ij in terms of A i and A ij we obtain that,
Therefore writing the condition for all {i, j, k} ⊆ {1, 2, 3, 4} we need to have Using a similar approach which follows the proof methods of [20] closely, we can write the set of minimal necessary and sufficient conditions for a 2 n − 1 dimensional vector to be the principal minors of a symmetric matrix.
Theorem 10: Let A be a 2 n − 1 dimensional vector whose elements are indexed by non-empty subsets of {1, . . . , n} (assume A ∅ = 1) and that it satisfies,
Then the necessary and sufficient conditions for a 2 n − 1 dimensional vector to be the principal minors of a symmetric n × n matrix consists of 2 n − 1 − n(n+1) 2 equations and are as follows,
Also ∀β ⊆ {1, . . . , n}, |β| ≥ 4 choose one set of i, j, k, l ⊆ β such that i < j < k < l and let α = β\{i, j, k, l},
where D α ijkl is obtained from the following by replacing every A S , S ⊆ {i, j, k, l} by AS∪α Aα .
Proof: The proof is essentially the same as the proof technique of [20] and is a generalization of Theorem 9 to a 2 n − 1 dimensional vector. However we would like to highlight why (160)-(162) is the minimal set of necessary and sufficient conditions among all conditions given in [20] . (146)). Now consider a submatrix ofÃ whose rows and column are indexed by β ⊆ {1, . . . , n}, |β| ≥ 4 and denote it byÃ [β] . For {i, j, k, l} ⊆ β let α = β \ {i, j, k, l} and likewise let the submatrix with rows and columns indexed by α be shown byÃ [α] . Further denote the Schur complement ofÃ [α] inÃ [β] byÃ [α/β] . Note thatÃ [α/β] is a 4 × 4 matrix whose determinant can be obtained via the rule of equation (163). The property of Schur complement yields,
Therefore wiritng the determinant for the 4 × 4 matrixÃ [α/β] and using (164), gives equation (162). b) To show the sufficiency we show that if a given vector A satisfies equations (160)-(162) then we can construct a symmetric matrix whose principal minors are given by A. As we did in Theorem 9 such a matrixÃ should have
Therefore it remains to choose the signs of the off-diagonal entries in a consistent fashion so that all the minors ofÃ will correspond to A.
For 3 × 3 minors ofÃ to comply with A ijk , note that as was obtained in Theorem 9, we need to have ∀{i, j, k} ⊆ {1, . . . , n}, 2ã ijãjkãik = c ijk . Note that equations (160)- (162) give that |c ijk | = 2|ã ijãjkãik | for all {i, j, k} ⊆ {1, . . . , n}. Again similar to Thereom 9, we may assume that all the off-diagonal terms in the first row are positive since we can always use the transformation DÃD −1 where D is a diagonal matrix with ±1 elements to makeã 1j
positive. Therefore assumingã 1j are positive, we can choose the sign of all off-diagonal termsã jk , j, k ∈ {2, . . . , n} such that they have the same sign as c 1jk . This way we guarantee 2ã 1jã1kãjk = c 1jk . However note that all the signs of all entries ofÃ are now fixed and therefore we need to make sure the remaining conditions c ijk = 2ã ijãikãjk for all {i, j, k} ⊆ {2, . . . , n} are also satisfied. However since c 1jk = 2ã 1jã1kãjk and A satisfies the constraint (161) as well, c ijk = 2ã ijãikãjk for {i, j, k} ⊆ {2, . . . , n} follows immediately. Therefore equations (160) and (161) guarantee the equality of 3 × 3 minors ofÃ with the corresponding entries of A. Note that property (159) assures that none of theã ij are zero and hence all the above steps for determining the sign will be valid. . This is the number that we expect noting that there are only
free parameters in a symmetric matrix while the vector of principal minors is of size 2 n − 1.
Corollary 2:
In Theorem 10 if we insist that for all α ⊆ {1, . . . , n}, A α ≥ 0 and substitute each A α by e gα in (160)-(162) then (160)- (162) give the necessary and sufficient conditions for a 2 n − 1 dimensional vector to correspond to the entropies of n scalar jointly Gaussian random variables.
Remark: Note that in order to characterize the entropy region of scalar Gaussian random variables what one really needs is the convex hull of all such entropy vectors. After all if we only wanted to determine whether 7 numbers correspond to the entropy vector of 3 scalar-valued jointly Gaussian random variables we could simply check whether they satisfy the hyperdeterminant relation (139). However it is the convex hull which is more interesting, and more cumbersome to calculate, and this is what we addressed for 3 random variables in Section III.
VI. DISCUSSIONS AND CONCLUSIONS
In this paper, we studied the entropy region of jointly Gaussian random variables as an interesting subclass of continuous random variables. In particular we determined that the whole entropy region of 3 arbitrary continuous random variables can be obtained from the convex cone of the entropy region of 3 scalar-valued jointly Gaussian random variables. We also gave the representation of the entropy region of 3 vector-valued jointly Gaussian random variables through a conjecture.
We should remark that, in general, to characterize the entropy region of Gaussian random variables one should consider vector-valued random variables which is probably more complex than the case of scalars. In Section III we showed that, for n = 3, the vector-valued random variables do not result in a bigger region than the convex hull of scalar ones. However in general it is not known whether the entropy region of n vector-valued jointly Gaussian random variables is greater than the convex hull of the entropy region of scalar valued Gaussians.
For n ≥ 4 we explicitly stated the set of 2
constraints that a 2 n − 1 dimensional vector should satisfy in order to correspond to the entropy vector (equivalently the vector of all principal minors) of n scalar jointly Gaussian random variables. Although these conditions allow one to check whether a real vector of 2 n − 1 numbers corresponds to an entropy vector of n scalar jointly Gaussian random variables, they do not reveal if such given vector of 2 n − 1 real numbers corresponds to the entropy vector of vector-valued Gaussian random variables or if it lies in the convex hull of scalar Gaussian entropy vectors. Answering these question requires one to study the region of vector valued jointly Gaussian random variables and this is what we addressed in Section III for 3 random variables. Obtaining the entropy region of vector-valued Gaussians seems to be rather complicated for n ≥ 4 and as a satrting point one may instead focus on the convex hull of scalar Gaussians which is essentially the convex hull of vectors satisfying constraints (160)-(162). Studying such a convex hull has an interesting connection to the concept of an "amoeba" in algebraic geometry. The "amoeba" of a polynomial f (x 1 , . . . ,
is defined as the image of f = 0 in R k under the mapping (x 1 , . . . , x k ) → (log |x 1 |, . . . , log |x k |) [33] . It turns out that many properties of amoebas can be deduced from the Newton polytope of f which is defined as the convex hull of the exponent vectors (p 1i , . . . , p ki ) in R k (see, e.g., [38] ). In terms of our problem of interest, the scalar Gaussian entropy points are the intersection of the amoebas associated to polynomials (160)-(162) and one should look for the convex hull of the locus of these intersection points. If we allow the notion of amoeba to be defined as the log mapping for any function (not just polynomials), then one could also formulate our problem of interest as the convex hull of the amoeba of the algebraic variety obtained from the intersection of (160)-(162).
Finally in characterizing the entropy region of Gaussian random variables for n ≥ 4, we noted the important role of the hyperdeterminant and with this viewpoint we also examined the hyperdeterminant relations. In particular by giving a determinant formula for a multilinear form, we gave a transparent proof that the hyperdeterminant relation is satisfied by the principal minors of an n × n symmetric matrix. Moreover we also obtained a determinant form for the 2 × 2 × 2 hyperdeterminant which might be extendible to higher order formats and is an interesting problem even in its own right.
APPENDIX PROOF OF LEMMA 4
Proof: We will first show that ∀i, j, f (δ) ≤ x i x j . Let,
For distinct i, j, k ⊆ {1, 2, 3}, this can also be written as,
which shows e(δ) ≤ (x i x j ) δ and therefore for all δ ≥ 0, f (δ) ≤ x i x j with equality if and only if
Note that this is only possible when
. Without loss of generality assume, x 1 ≤ x 2 ≤ x 3 , and define,
Clearly zeros of y(δ) determine the global maximums of f (δ) (i.e., f (δ) = x 1 x 2 ). Therefore we analyze the behavior of y(δ) in the following scenarios (based on the assumption
Note that for any number 0 < x < 1, when δ → 0, we have the approximation, x δ ≈ 1 + δ log x. Therefore as δ → 0 + , we obtain,
On the other hand when δ → ∞, we have y(δ) ≈ x δ 3 > 0. Therefore y(δ) has at least one zero (which is not at origin). In fact we now show that it has exactly one zero. Let a(δ) = y(δ)
Then zeros of y(δ) and a(δ) match except possibly at infinity. Therefore we can equivalently determine the zeros of a(δ). To do so, we further define b(δ) = ( 
which has a unique zero δ * at, log(x 1 ) log x1x2 x3
Calculating
shows that b(δ) has a maximum at δ * . Noting that derivative of b(δ) is defined for all δ yet it is only zero at δ * and that b(0 + ) < 0 and b(∞) > 0, we conclude that b(δ) has exactly one zero at some 0 <δ < δ * . Since we defined b(δ) = (
dδ , we obtain that da(δ) dδ has also exactly one zero atδ (and is also possibly zero at infinity). Moreover we have δ → 0 + , a(0 + ) ≈ δ log x 3 < 0, da dδ (0 + ) ≈ log x 3 < 0 and a(∞) ≈ 1. Since a(δ) is also everywhere differentiable we deduce that a(δ) has exactly one zero (that is not at origin) at some δ 0 where δ 0 >δ > 0. Finally going back to y(δ), we obtain that y(δ) starts at origin, i.e., y(0) = 0 however with a negative slope dy dδ (0 + ) = log x 3 < 0. It has a unique zero at δ 0 > 0 and it approaches the δ-axis again at infinity with a positive sign, i.e., y(δ) ≈ x δ 3 → 0 + as δ → ∞. Therefore we have shown that y(δ)'s behavior is as the one depicted in Fig. 2(a) .
Note that since the zeros of y(δ) determine the global maximums of f (δ), to determinne where the global maximums of f (δ) occur, we need to calculate f (δ) at 0, ∞ and δ 0 . First for δ → 0 + we have,
Moreover for δ → ∞ we have (1 − 
Since δ → ∞ and x 1 < x 2 < x 3 , the term x 2δ 3 will be the dominant term and we will have,
Therefore as δ → ∞ we obtain f (δ) = ( max(0, e(δ)) ) 1 δ = 0. As a result f (δ) has a unique global maximizer at δ 0 where f (δ 0 ) = x 1 x 2 . Note in Fig. 2(a) that the zero of y(δ) coincides with the maximum of f (δ).
2) x 1 = x 2 < x 3 < 1:
In this case we have y(δ) = x which has a unique zero at the pointδ given by,
Since a(δ) ≈ δ log x 3 < 0 as δ → 0 + and a(∞) ≈ 1 and again a(δ) is everywhere differnetiable, we obtain that a(δ) has exactly one zero (that is not at origin) at some δ 0 where δ 0 >δ > 0. Therefore y(δ)
has also exactly one zero (that is not at origin) at δ 0 . Again we have y(δ) ≈ δ log x 3 < 0 as δ → 0 + and y(∞) ≈ x δ 3 > 0 and hence its behavior is again as the one depicted in Fig. 2(b) . The analysis of e(δ) and f (δ) is similar to the last case. In particular we have, f (0 + ) ≈ x Again it is evident from Fig. 2(b) that the zero of y(δ) coincides with the maximum of f (δ).
3) x 1 < x 2 = x 3 < 1: 
Moreover as δ → 0 + we have y(δ) ≈ δ log x 3 → 0 − and as δ → ∞, y(δ) ≈ −x δ 1 → 0 − . Therefore the behavior of y(δ) in this case is as shown in Fig. 2(c) .
The analysis of e(δ) and f (δ) is again similar to the previous 2 cases. However note that in this case the only zero of y(δ) is at origin and as a result we only need to consider the value of f (δ) at 0 and infinity.
Following a similar procedure as in the previous cases, we obtain f (0 + ) ≈ x 1 x 2 3 and for δ → ∞ by replacing x 2 = x 3 in (175) we get,
Therefore f (∞) ≈ x 1 x 3 , i.e., f (δ) approaches its global maximum at infinity. 37 4) x 1 = x 2 = x 3 < 1:
In this case, y(δ) = x Fig. 2(d) ).
Since zeros of y(δ) happen at 0 and infinity, we only need to calculate the value of f (δ) at 0 and infinity. For δ → 0 + we have, f (0 + ) ≈ x Since the zero of y(δ) occurs at zero, we only need to evaluate f (δ) at zero for which we obtain e(0 + ) ≈ 1 + δ log(x 1 x 2 ) and therefore f (0 + ) ≈ x 1 x 2 , i.e., the global maximum of f (δ) is at zero.
6) x 1 = x 2 < x 3 = 1:
In this case we have y(δ) = x For this scenario again we only need to care for f (0) which can be easily obtained to be f (0 + ) ≈ x 2 1 which is the global maximum.
7) x 1 ≤ x 2 = x 3 = 1:
Here we obtain y(δ) = 0 a constant function. To evaluate f (δ) we do not need to use y(δ) in this case. In fact we have f (δ) = x 1 which is a constant function as well and equal to its global maximum everywhere.
Thus far we showed that f (δ) (except for the case when x 1 ≤ x 2 = x 3 = 1 and f (δ) is a constant) it has a unique global maximizer at which f (δ) = min i =j x i x j . Moreover in all these cases, if for some δ > 0 we have y(δ) ≤ 0 it can be seen that maximum of f (δ) occurs for some δ 0 > δ. Noting thatỹ as defined in the statement of the theorem is in fact y(1), it immediately follows that ifỹ ≤ 0 then f (δ) attains its global maximum for some δ ≥ 1.
