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Abstract 
A robust hydrological impact assessment is indispensable for mitigation and adaptation 
planning. This study presents an integrated modelling methodology for evaluating 
climate change impacts on water availability, sediment yield and extreme events at the 
catchment scale. We propose the use of the Spatial-Temporal Neyman-Scott 
Rectangular Pulses (STNSRP) model—RainSim V3 and the rainfall conditioned daily 
weather generator—ICAAM-WG, as well as the physically-based spatially-distributed 
hydrological model—SHETRAN. The change factor approach was applied for obtaining 
unbiased rainfall and temperature statistics. The ICAAM-WG was developed based on 
the modified Climate Research Unit daily Weather Generator (CRU-WG). The 
methodology is proposed to generate synthetic series of hourly precipitation, daily 
temperature and potential evapotranspiration, hourly runoff and hourly sediment 
discharge. We demonstrated a possible application in a 705-km2 Mediterranean climate 
basin in southern Portugal. The case study showed the evaluation of future climate 
change impacts on annual and monthly water balance components and sediment yield, 
annual and seasonal flow duration curves, empirical extreme value distributions and 
the theoretical fits. It did not consider the possible uncertainty due to the limit of 
computational resources. 
The methodology can be well justified as follows: (1) the use of synthetic hourly instead 
of daily precipitation enables SHETRAN to be more capable of reproducing reliable 
storm runoff processes and the consequent sediment transport processes; (2) the use 
of SHETRAN makes possible the impact assessment to be accessible for any model 
grid square within the study basin; (3) The use of a statistical-stochastic downscaling 
method facilitates the generation of the synthetic series with unlimited length. It makes 
possible robust hydrological impact assessments if uncertainties related to the global 
climate model, regional climate model, greenhouse gas emission scenario, 
downscaling method, hydrological model, and observational data are considered. 
Keywords: Hydrological impact assessment; SHETRAN; Water availability; 
Sediment yield; Extreme events; Mediterranean climate region. 
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1. Introduction 
Semi-aridity (EEA, 2012), large intra- and inter-annual variability in precipitation (Corte-
Real et al., 1998; Santos et al., 2007; Mourato et al., 2010; Guerreiro et al., 2014), high 
frequency (~1/3.6 year-1) of moderate to extreme drought (Santos et al., 2010), land 
abandonment, land degradation (Pereira et al., 2006) and desertification (Rubio and 
Recatalá, 2006) have been the main characteristics of southern Portugal atmospheric 
dynamics and land-use features since the early 1990s (Bathurst et al., 1996; Thornes, 
1998). Water shortage and desertification processes are the main problems that the 
region is confronting. The persistence of temperature rise and precipitation decrease 
has exacerbated the situation (EEA, 2012; IPCC, 2013, Mourato et al., 2010), which 
will continue to be a problem in the 21st century (Kilsby et al., 2007b; Blenkinsop and 
Fowler, 2007; Mourato, 2010; EEA, 2012; Heinrich and Gobiet, 2012; Majone et al., 
2012; IPCC, 2013; Hagemann et al., 2013; Guerreiro, 2014; Guerreiro et al., 2014; 
Mourato et al., 2014, 2015; Guerreiro et al., 2016). Adaptation strategies are urgently 
required to make the region sustainable under future climate change impacts (IPCC, 
2012); and a step of utmost importance is the accurate quantification of water 
availability and extreme events for both current and future climates. Recent studies 
from EEA (2012), Feyen et al. (2012), Rojas et al. (2013), Rajczak et al. (2013) and 
Schneider et al. (2013) have dealt with those issues at the continental spatial level of 
Europe; however, their results cannot be extracted directly for use at a catchment scale 
in southern Portugal due to the considered coarse spatial resolutions. Among 
investigations of climate change impacts on the region, some considered only changes 
in precipitation (Corte-Real et al. 1995, 1998, 1999a and 1999b; Guerreiro et al., 2014), 
while others have not included recent developments in downscaling methods and 
hydrological models as well as in observational data with sub-daily temporal resolution 
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(Bathurst et al., 1996; Kilsby et al., 2007b; Mourato, 2010; Guerreiro, 2014; Mourato et 
al., 2015; Serpa et al., 2015; Guerreiro et al., 2016).  
Nevertheless, quantification of climate change impacts on water availability and 
extreme events at a catchment scale is not straightforward, since it involves several 
steps such as downscaling of precipitation and potential evapotranspiration (PET), as 
well as hydrological model calibration and simulation. There are substantial 
uncertainties associated with projections of climate change, which mainly originate 
from global climate model (GCM), regional climate model (RCM), greenhouse gas 
emission scenario, downscaling method, hydrological model, as well as observational 
data (Kiparsky et al., 2012). They are primarily caused by limits of our knowledge in 
process understanding and modelling (Kundzewicz et al., 2018). The uncertainties 
related to GCM and downscaling methods (statistical or dynamic) are the principal 
ones (Vetter et al., 2017); while, those related to hydrological model are relatively 
smaller (Nearing et al., 2016). In fact, the overall uncertainties can be so large that 
even agreement on the direction of projected impacts can be elusive (Nohara et al., 
2006). This study does not intend to address the uncertainty problems involved in 
hydrological impact downscaling, considering the large amplitude, complexity and 
computational cost. Instead, we present an integrated modelling method that is able to 
downscale local variability of rainfall, PET and the consequent hydrological responses 
for given climate scenarios. The methodology is designed for evaluating climate 
change impacts on water availability, extreme events and sediment yield at a 
catchment scale. 
The physically-based spatially-distributed SHETRAN hydrological model is proposed 
for the hydrological simulation due to its capacity of explicitly considering spatial 
variability to a level of model grid scales (Abbott et al., 1986; Ewen et al., 2000; 
Refsgaard et al., 2010). The model has capacity for hydrological impact assessments 
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due to its physically-based property, which has been demonstrated by Bathurst et al. 
(2007), Bathurst (2011), Bathurst et al. (2011), Birkinshaw et al. (2011), and Mourato et 
al. (2014, 2015). A combination of dynamic and statistical-stochastic downscaling, 
together with the change factor approach, is proposed to generate control and future 
synthetic series of hourly precipitation and daily PET, which are used as inputs to 
SHETRAN. The aim is to correctly reproduce both the mean climatology and realistic 
extremes. Specifically, the advanced STNSRP, or the RainSim V3 model, developed 
by Burton et al. (2008), is used for generation of synthetic precipitation series. A 
weather generator—ICAAM-WG, developed in Zhang (2015) and Zhang et al. (2018), 
using the WG concept of Kilsby et al. (2007a), is used for producing synthetic daily 
PET series. RCM model biases are considered stationary; and the change factor 
approach, described in Kilsby et al. (2007a) and Jones et al. (2010), is applied for 
projecting the future climate scenario. 
As a demonstration, we apply the methodology to a 705-km2 Mediterranean climate 
basin, in the context of sustainable regional development in southern Portugal. Climate 
projections derived from the RCM HadRM3Q0 (Collins et al., 2011) output, provided by 
the ENSEMBLES project (van der Linden et al., 2009), are used for climate 
downscaling (Zhang, 2015; Zhang et al., 2018). The RCM simulation was forced by 
boundary conditions from the 1.25×1.875º resolution Atmosphere-Ocean coupled GCM 
HadCM3Q0, using the SRES A1B (medium, non-mitigation) emission scenario 
(Nakicenovic and Swart, 2000). Due to the limit of available computing resources, only 
one GCM-RCM pair was proposed; and it was the most recent regional climate model 
when this study was initiated. We acknowledge that the selected GCM-RCM pair 
largely differs from the other GCM-RCM pairs of ENSEMBLES (Soares et al., 2012; 
Soares et al., 2015); in other words, in the case study, we do not consider the largest 
source of uncertainty in the projection of climate change. 
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
2. Methodology 
2.1 Statistical-stochastic downscaling 
The RainSim V3 model (Burton et al., 2008) is a stochastic rainfall model. It 
conceptualizes the occurrence of storm events as a temporal Poisson process and 
their rainfall intensities as a result of superimpositions of instantaneous intensities of all 
active raincells, generated by a stationary spatial Poisson process. The model is an 
advanced version of the STNSRP model developed by Cowpertwait (1995). It offers 
the possibility of providing rainfall time series at arbitrary spatial locations and with 
arbitrary time steps for distributed hydrological modelling applications. 
The ICAAM-WG (Zhang et al., 2018) is a stochastic model for generating daily weather 
variables, such as maximum and minimum 2-m air temperatures (Tmax and Tmin), 
vapour pressure (VP), wind speed (WS), sunshine duration (SS) and the FAO 
Penman-Monteith PET. It assumes that the weather variables follow a normal 
distribution, and the normalized variables follow auto-regressive processes. The auto-
regressive processes are assumed to remain unchanged throughout all time periods. 
The ICAAM-WG was developed based on the improved implementation (Kilsby et al., 
2007a) of the CRU-WG (Watts et al., 2004), which was originally developed by Jones 
and Salmon (1995). Differently from CRU-WG, the model considers second order auto-
regressive processes for simulating standard anomalies of temperature for consecutive 
wet and dry days. Zhang et al. (2018) found that the use of second order auto-
regressive processes improves the simulation of temperature extremes such as 
heatwave. 
The change factor (CF) or ‗perturbation‘ approach, described in Kilsby et al. (2007a) 
and Jones et al. (2010), assumes that RCM model biases are consistent in control and 
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future simulations. The unbiased future statistics can be obtained by applying derived 
factors of change from control to future scenarios to the observed statistics. The 
assumption that biases are stationary is standard in downscaling. Compared with the 
traditional CF approach (Diaz-Nieto and Wilby, 2005; Prudhomme et al., 2002), the 
present method offers the additional possibility of obtaining an unbiased proportion of 
dry days and second or higher moments of statistics, a circumstance that may greatly 
improve the representation of dry periods and high extremes. 
In order to reproduce mean rainfall climatology and extremely wet and dry events, the 
following monthly rainfall statistics were selected for the calibration and validation of 
RainSim V3: Daily mean (MDP), variance (VarDP), skewness (SkewDP), proportion dry 
(DP<1.0 mm, PdryDP1.0), lag-1 autocorrelation (L1ACDP), spatial cross correlations 
(XCDP), hourly variance (VarHP) and skewness (SkewHP) and proportion dry (HP<0.1 
mm, PdryHP0.1). The calibrations were carried out separately for control and future 
climatic conditions, as the selected rainfall statistics may change as a result of climate 
change. For ICAAM-WG, calibration is actually to set up the autoregressive processes 
for generating standard anomalies of the weather variables; and, once it is configured, 
the model can be used for any climatic conditions. 
2.2 SHETRAN modelling system 
SHETRAN (http://research.ncl.ac.uk/shetran/) is a physically-based spatially-distributed 
modelling system for water flow and sediment and contaminant transports in river 
catchments (Ewen et al., 2000; Birkinshaw et al., 2010). The physical processes are 
modelled by finite difference representations of the partial differential equations for 
mass, momentum and energy balances as well as by empirical equations. The basin is 
discretized by an orthogonal grid network in the horizontal view and by a column of 
layers at each grid square in the vertical view; the river network is simplified as the links 
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run along the edges of the grid squares (See Figure S1 for the discretized basin of this 
study). 
Herein, the present study considers the water flow component (v4.301) and sediment 
transport component (v4.2.7) of SHETRAN. The model represents physical processes 
of hydrological cycle through: (1) interception calculated from the modified Rutter 
model; (2) actual evapotranspiration (AET) calculated from FAO Penman-Monteith PET 
and a prescribed ratio of AET/PET as a function of soil water potential and land-use 
type; (3) overland and channel flow processes based on the diffusive wave 
approximation of the Saint-Venant equations and (4) subsurface flow processes 
calculated from 3D variably saturated flow equation. The SHETRAN model simulates 
physical processes of sediment transport through: (1) soil detachment by raindrop 
impact, leaf drip impact and overland flow; and (2) sediment transport by overland flow 
and channel flow based on the comparisons between sediment transport capacities 
and the available sediment loads (Wicks, 1988; Bathurst et al., 1995; Lukey et al., 1995; 
Wicks and Bathurst, 1996). 
2.3 Statistical methods 
2.3.1 Descriptive statistical measures 
Synthetic series of hourly rainfall and daily PET are generated, for control and future 
periods, by the statistical-stochastic downscaling method described in Section 2.1. 
These data are input to SHETRAN to simulate hourly AET, subsurface storage change 
(∆S), runoff and sediment yield (SY). To evaluate future climate impacts on water 
availability and annual sediment yield, we present the mean, standard deviation (STD), 
coefficient of variation (CV), 5th, 50th, 95th, 98th and 99th percentiles of annual rainfall, 
PET, AET, ∆S, runoff and sediment yield from the empirical frequency distributions 
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derived from synthetic series under control and future conditions. Also, we compare 
their monthly variations and plot annual and seasonal flow duration curves. 
2.3.2 Extreme value analysis 
This study describes extreme events as a collection of annual maxima. To visually 
evaluate climate change impacts, we use empirical cumulative frequency distributions 
for high frequency flow and sediment discharge; and we use empirical extreme plots for 
medium and low frequency extremes. To quantify climate change impacts on extreme 
events, we compare parametric distributions of annual maximum daily discharge and 
sediment discharge at the basin outlet, under control and future conditions. The 
parametric distribution is a compact representation of the empirical distribution, which 
facilitates derivation of probabilities for extreme values outside of the provided data 
sets, calculation of quantiles for specified probabilities and comparisons among given 
extreme distributions. The annual maxima of daily discharge and sediment discharge 
are generally heavy tailed and may be described by the generalized extreme value 
(GEV) distribution (Stedinger et al., 1993; Katz et al., 2002; Wilks, 2006) (Appendix S1). 
This study applies a trial-and-error method to fit the distribution of extreme events using 
a probability plot, a goodness-of-fit test and an L-moment diagram, which involves two 
steps: (1) a GEV distribution is fitted to the data, and then the probability plot and 
goodness-of-fit tests decide whether the fit is appropriate as described by Stedinger et 
al. (1993); (2) the L-moment diagram is used to confirm the goodness-of-fit. If the GEV 
distribution appears inconsistent with the examined data, alternative distributions, 
suggested by the L-moment diagram, are fitted to the data. Then, probability plots and 
goodness-of-fit tests are used to distinguish the most appropriate distribution from the 
others. This study uses Lilliefors and Filliben tests, described in Wilks (2006), as the 
goodness-of-fit tests. We generate three replicates of 1000 samples for both tests, and 
use the Tukey plotting position with a=0.3175 in the Filliben test. 
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3. Application to a Mediterranean climate basin 
3.1 Study area and data 
The study area is the 705-km2 Cobres basin (37°28′N–37°57′N, 8°10′W–7°51′W, 
Figure 1), situated upstream of the Monte da Ponte gauging station, in the Alentejo 
region of southern Portugal, an area suffering from long-term desertification (Bathurst 
et al., 1996; Nunes, 2007; Mourato, 2010; Nunes et al., 2016). It is a region of relatively 
low relief, with the elevation varying from 103 to 308 m above sea level. The dominant 
land-use is crop (70%) and agroforestry (27%), and the main soil types are loam (45%), 
sandy loam (26%) and clay (20%), with a top soil depth of ~0.10−0.65 m. The climate 
in this region has moderate, wet winters, hot, dry summers, high daily temperature 
ranges, and a weak and irregular precipitation regime. It is a semi-arid, subtropical 
Mediterranean climate (Csa) under the Köppen-Geiger climate classification (Peel et al., 
2007). Mean annual precipitation of rain gauge stations in the region varies between 
400 and 900 mm, with ~50–80 rainy days per year (Ramos and Reis, 2002). The mean 
annual PET is ~1300 mm. 
The application intends to provide three 1000-year synthetic series of hourly discharge 
and sediment discharge under both control and future climates for downscaling climate 
change impacts on water availability, sediment yield and extreme events of the Cobres 
basin. The 1000-year length is set to determine the statistics of the synthetic series 
with high confidence for long return periods, for example 100 years; the three replicates 
are used to check the consistency of the synthetic series. Data required in this study 
include the input data and parameters of SHETRAN model. The input data are three 
1000-year synthetic series of hourly rainfall and daily PET for both the control 
(1981−2010) and future (2041−2070) periods. The downscaling of the synthetic rainfall 
and PET are briefly described in Section 3.2, and elaborately presented in Zhang et al. 
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(2018). The main data used in the downscaling are (1) daily precipitation data (DP) for 
the period 1981–2010 for the seven rain gauges at or near the Cobres basin (Figure 1), 
(2) hourly precipitation data (HP) for the period 2001–2010 for 62 rain gauges located 
within the Guadiana basin (only the seven shown in Figure 1 are at or near the Cobres 
basin), and (3) daily weather data, namely DP, Tmax and Tmin available for the period 
1981–2010 and VP, WS, SS for the period 1981–2004, at the Beja climatological 
station. Data (1) and (2) were provided by the Portuguese national water resources 
information system (SNIRH: http://www.snirh.pt/); and data (3) were provided by the 
Portuguese Institute for the Ocean and Atmosphere (IPMA). The parameters of 
SHETRAN model are rainfall station distribution, ground surface elevation, land-use 
and soil type distribution as well as river links with associated cross-section information. 
They were derived from a comprehensive geospatial dataset, which includes 
topographic data with a scale of 1:25000 at 10 m intervals, digital maps of land-use 
type (Caetano et al. 2009) with a scale of 1:100000 and soil type (from Institute of 
Hydraulics, Rural Engineering and Environment, IHERA) with a scale of 1:25000. The 
SHETRAN calibration parameters are described in Section 3.3. 
For calibration and validation of the SHETRAN model, hourly discharges for the period 
2004–2008 are available at SNIRH for the gauging stations shown in Figure 1. The 
sediment discharge data was not directly measured, but determined from the observed 
discharge, turbidity and the rating curve between turbidity and sediment concentration 
(Appendix S2, Figure S2). 29 time points are available with hourly turbidity, hourly 
discharge and total suspended solid (TSS) at SNIRH (Tables S1–S2). The hourly 
discharges are in the range of [0.4, 51.0] m3/s, so careful interpretation should be made 
when the relationship between TSS and turbidity is applied to discharges with values 
higher than 51.0 m3/s. The available data was used to calculate the observed sediment 
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discharges. Bearing in mind the quality problem of the sediment data, the uncertainties 
of observed sediment discharges are large for high flows. 
Due to the computational cost, the climate models uncertainty was not considered for 
the future climate scenarios. Instead, a single GCM-RCM combination was used for 
illustrative purposes. We extracted DP, Tmax and Tmin from the 25 km resolution RCM 
HadRM3Q0 for the control (1981–2010) and future (2041–2070) periods, for the six 
grid points shown in Figure 1. The climate simulation is not the most up-to-date, like 
those from the EURO-CORDEX project (Jacob et al., 2014). However, it is valid for this 
study because our objective was for presenting the downscaling methodology, instead 
of providing a robust conclusion of climate change impacts on the study area. 
3.2 Climate downscaling 
We calculated monthly CFs representing future (2041–2070) change relative to the 
control (1981–2010) period. For rainfall statistics, MDP, VarDP, SkewDP, PdryDP1.0 and 
L1ACDP were considered; for temperature statistics, mean (MDT) and variance (VarDT) of 
daily mean temperature DT=(Tmax+Tmin)/2 and the daily temperature range ∆DT=(Tmax-
Tmin) were considered. Therefore, the CFs provide estimates of how rainfall and 
temperature statistics may change between the control and future time-slices. We did 
not perturb sunshine duration, as its maximum value cannot increase; we also did not 
perturb vapour pressure and wind speed, because their potential future changes are 
highly uncertain, with large differences among available RCM integrations (IPCC, 
2013). Details about CF calculations are provided in Kilsby et al. (2007a) and Burton et 
al. (2010). CFs calculated for the six grids were spatially consistent, so a simple 
average was appropriate for our application. Future precipitation was projected to 
decrease in most months (CF<=1) except March and June (CF>1), whilst future 
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temperature was projected to increase by 1.5–3.2 °C, with increases of MDT and M∆DT 
respectively of the order ~2.4 and ~0.5 °C. 
The statistical-stochastic downscaling approach mainly includes two parts (Figure 2). 
First, generating synthetic hourly rainfall series; then, generating synthetic daily PET 
series. Preparations were required for obtaining statistics, such as monthly MDP, VarDP, 
SkewDP, PdryDP1.0, L1ACDP, XCDP, VarHP, SkewHP, PdryHP0.1 and half-monthly mean and 
variable of DT, ∆DT, VP, WS and SS. For the control climate, the statistics were 
calculated from observations. For the future climate, they were estimated by the 
change factor approach (Section 2.1). Details of the downscaling are shown in Zhang 
et al. (2018). 
We found that both RainSim V3 and ICAAM-WG can reproduce well the statistics on 
which they were calibrated. RainSim V3 reproduced well the annual cycles of daily 
rainfall mean, variance, skewness, proportional dry, lag-1 autocorrelation, spatial cross 
correlation and hourly rainfall variance, skewness and proportional dry for the rain 
gauges of Cobres. ICAAM-WG reproduced well annual cycles of daily Tmax, Tmin, WS, 
VP and SS for Beja. More importantly, we found that both models are in agreement 
with observations for statistics not used for calibration. RainSim V3 reproduced well 
annual maximum daily rainfall, annual longest dry spell and average length of annual 
dry spell with return periods of up to 30 years. ICAAM-WG reproduced well extremes of 
temperature (seasonal and annual hot days, warm nights, cold nights, heatwave 
duration) and heatwaves (seasonal and annual longest heatwave and heatwave 
amplitude) for Cobres. Overall, the generated synthetic series of hourly precipitation 
and daily PET can be provided as input to physically-based, spatially-distributed 
hydrological models for robust hydrological impact assessments (Zhang et al., 2018). 
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3.3 SHETRAN model set-up 
SHETRAN was applied to the study basin with a spatial resolution of 2 km and 
temporal resolution of 1 hour. Because no land-use change was assumed for the future 
period, SHETRAN parameters were unchanged throughout all time periods. For 
hydrological parameters, the model was calibrated from 1 October 2004 to 30 
September 2006 and validated from 1 October 2006 to 30 September 2008 by 
comparing the observed and simulated hourly discharge at basin outlet. The calibration 
excluded the first 10 months as warm-up period; the validation excluded the period 
from 4 November 2006 to 8 November 2006, due to the existence of missing data. The 
calibration considered key parameters from only the two main types of land-use and 
the three main types of soil, while those for the other types of land-use and soil 
maintained their baseline values (see Zhang et al., 2013). For the main types of land-
use, the AET/PET ratio at soil field capacity and Strickler overland flow resistance 
coefficient are the calibration parameters. For the main types of soil, the saturated 
hydraulic conductivity, saturated water content, residual water content, van Genuchten 
n and α parameters, and top soil depth are the calibration parameters. The MSCE 
algorithm (Santos et al., 2003) was applied to automatically calibrate the twenty-two 
parameters. Parameter ranges and the calibrated parameters are shown in Table S3. 
As for sediment parameters, studies from Wicks (1988), Wicks et al. (1992), Wicks and 
Bathurst (1996) and Lukey et al. (2000) have shown that the sediment transport 
capacity equations and soil erodibility coefficients, are the main parameters 
contributing to great uncertainties in the sediment yield simulations. The selection of 
sediment transport equations can be made based on a trial-and-error method using the 
observed sediment yield data (Wicks, 1988; Wicks et al., 1992; Wicks and Bathurst, 
1996). The raindrop impact erodibility (kr) and overland flow erodibility (kf) are the 
sediment parameters calibrated for the sediment transport simulations (Bathurst et al., 
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1996; Bathurst et al., 1998; Bathurst et al., 2002; Bathurst, 2011; Birkinshaw et al., 
2011; Elliott et al., 2012). 
The sediment parameters‘ set-up was based on the results of the hydrological 
parameters calibration. They were optimized by the NSGA-II method (Deb et al., 2002) 
using the best configuration of Zhang et al. (2016). Results are included in the 
supplementary material. The vegetation parameters settings (Table S4) were based on 
Wicks (1988) and Lukey et al. (2000). The soil particle size distributions (Table S5) 
were estimated from soil texture data (Table S6). The Yalin equation was selected as 
the overland flow sediment transport capacity equation, because it could provide a 
reasonable range of sediment yield for the Cobres basin, taking the basin size and the 
literature studies into consideration. For the sediment parameter calibration, the range 
of kr and kf were respectively set as [0.01, 1.0] J
-1 and [0.01, 1.0] mg/m2/s, for all types 
of soil at Cobres basin, based on the preliminary sediment simulations, Bathurst et al. 
(1996), and Bathurst (2011). For the baseline simulation, the kr was set as 0.1, 0.2 and 
1.0 J-1 and the kf was set as 0.05, 0.1 and 0.5 mg/m
2/s, respectively for clay, loam and 
sandy loam soils. 
SHETRAN sediment parameters were calibrated by comparing observed hourly 
sediment discharges with the simulated results for the main rainfall event, which 
occurred during the period from 23 October 2006 05:00 to 27 October 2006 23:00. We 
acknowledge that the calibration period is a rather short period for model calibration; 
therefore, there may be substantial uncertainties associated with the calibrated 
sediment parameters. The calibration was carried out for illustrative purposes, using 
NSGA-II with (ηc, ηm) of (0.5, 0.5). The NSGA-II was preferred to MSCE since it is less 
time consuming. The optimization was carried out by minimizing both root mean square 
error (RMSE) and logarithmic transformation of error (LOGE); and the one with 
minimum RMSE was selected, from the non-dominated set of solutions, with the 
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intention of getting better performance for sediment transport simulation during high 
flow processes. The calibrated pair (kr, kf), for the loam, sandy loam and clay soils at 
Cobres basin, are respectively (0.01 J-1, 0.01 mg/m2/s), (1.00 J-1, 0.58 mg/m2/s) and 
(0.01 J-1, 0.01 mg/m2/s). The model performance indicators, namely RMSE, LOGE and 
Nash-Sutcliff efficiency (NSE), for comparison between observed and simulated hourly 
sediment discharges are respectively 40.25 kg/s, 2.45 and 0.56 (Figure S3). The 
simulated sediment yield (0.724 t/ha/year) overestimated the observation (0.200 t/ha) 
by 262%; however, it is in a reasonable range suggested by Walling (1983), namely 
[0.1, 10.0] t/ha/year, considering area of the study basin. Although the calibration is 
satisfactory considering the nature and scarcity of the observed sediment data, the 
results are not recommended to be applied to other regions because of their large 
uncertainty. 
4. Results 
4.1 Future climate impacts on water availability and sediment yield 
4.1.1 Annual water balance components and sediment yield 
Future climate change impacts were assessed based on results of the three 1000-year 
SHETRAN hydrological simulations for both control and future conditions. The annual 
statistics of water balance components are compared in Table 1. Future (2041–2070) 
basin average annual rainfall decreases by ~80–90 mm or ~10%–30% relative to the 
control (1981–2010) period (Table 1). Together with ~200 mm or ~15% increase of 
annual PET, future annual runoff is projected to decrease by ~8–88 mm or ~30%–80%, 
with ~30%, ~60% and ~80% respectively for extremely wet (return year T=20–100), 
wet (T=2) and very dry (T=20) years; consequently, future annual sediment yield is 
projected to decrease by ~0.26–2.13 t ha-1 year-1 or ~30%–87%, with ~30%, ~55% and 
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~87% respectively for extremely wet, wet and very dry years. Future annual PET 
increases by ~200 mm for all probability levels; however, future annual AET decreases 
by ~20–60 mm or ~5%–20% with a larger decrease associated with less annual rainfall. 
AET is determined by PET, crop characteristics and soil water stress condition (Allen 
et al., 1998). Because the same land-use types are considered for both control and 
future conditions, the decrease of AET reflects the probable existence of water 
shortage for future crops and agroforestry. In addition, future annual runoff and 
sediment yield data have less dispersion and are located closer to their respective 
mean than the control period. 
4.1.2 Monthly water balance components and sediment yield 
The monthly statistics of water balance components are compared in Figure 3. Under 
both control and future conditions, monthly rainfall has a positive skewness (Figure 
3(a)). Future monthly rainfall decreases in non-summer months, except for January 
and March, and the decreases are identified for all the probability levels which are 
especially evident, by ~30%–50%, in September, December, February, April and May. 
Future January and March produce larger interquartile ranges (IQRs) and extreme 
rainfall amounts, although the median value stays the same in January and increases 
slightly in March. Future summer months continue with little rainfall and the extreme 
rainfall amounts in August decrease distinctly. Under both control and future conditions, 
monthly PET has a symmetric probability distribution (Figure 3(b)). Future monthly PET 
increases for all probability levels and the increases are larger in May and summer 
months, which is in accordance with the projected temperature increase. 
For present and future climates, monthly runoff and sediment yield at Cobres basin has 
a large positive skewness (Figure 3(c)–(d)). Under control condition, runoff and 
sediment yield mainly occur in November to February: December and January are the 
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only months that always have runoff generation and sediment yield and with large IQRs 
and extreme amounts; November and February may have runoff and sediment yield at 
a probability level of ~50% and with substantial IQRs and considerable extreme values. 
Under future conditions, monthly runoff and sediment yield has a larger positive 
skewness, which mainly occurs in December and January at a probability level of ~50% 
and with a projected decrease of ~55%–75%. Under extreme circumstances, 
November, December and January may have destructive amounts of runoff and 
sediment yield; February, March and April may have considerable quantities; and May 
to September will have no runoff and sediment yield. 
Future monthly AET decreases throughout the year (Figure 3(e)) except for winter, with 
the biggest decreases in spring. This indicates a possible water-limitation for vegetation, 
unless the growth starts earlier in winter due to the projected temperature increase 
(Nunes and Seixas, 2011). Future monthly subsurface water storage decrease 
substantially (Figure 3(f)), with ~50–60 mm throughout the year. The soil water content 
is very low even in winter, which, together with the decreased rainfall (Figure 3(a)) and 
increased AET (Figure 3(e)), explains the future climate change on runoff (Figure 3(c)) 
and sediment yield (Figure 3(d)). Spring is a season with considerable rainfall but 
almost no runoff for both control and future climate. There is no sediment yield at a 
probability level of 50%, because the rainfall amounts (a median of ~20–50 mm) are 
not sufficient to supply the AET (a median of ~40–55 mm), therefore subsurface water 
deficits do occur (a median of ~3–23 mm) (Figure 3(g)). Summer is a season of no 
runoff and sediment yield. There is no rainfall in summer but high subsurface water 
deficits. September and October are transitional months. In spite of considerable 
rainfall, there are no runoff and sediment yield in the two months. Nevertheless, the 
refreshed subsurface water storage (a median of ~25 mm) (Figure 3(g)) in October 
makes it possible for there to be runoff and sediment yield in the subsequent months. 
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For the present climate, the typical runoff and sediment yield season lasts for four 
months (November to February) at a probability level of 50%; while in the future it lasts 
for two months only (December and January). This is a consequence of the projected 
substantial rainfall decrease, AET increase and subsurface water storage decrease. 
4.1.3 Annual and seasonal flow duration curves 
The annual and seasonal flow duration curves are compared in Figure 4. Flow at the 
Cobres basin is highly irregular throughout the year, being concentrated in only around 
one month under the present climate, which is projected to deteriorate in future. For 
both control and future climates, winter is the wettest season, spring and autumn are 
the transitional seasons, and summer is a completely dry season. Water availability is a 
major concern within the region. Under control climate (Figure 4(a)), only ~10% of a 
year (~36 days) has flow larger than ~2.0 m3/s (or 2-2 mm/day), which occurs mainly in 
winter (~25 days) and sometimes in spring (~5 days) and autumn (~6 days); while 
under future climate (Figure 4(b)), only ~5% of a year (~18 days) has flow with this 
magnitude, which occurs mainly in winter (~12 days) and sometimes in spring (~3 days) 
and autumn (~3 days). Future water availability is projected to decrease for all seasons 
(Figure 4(c)–(f)), and the decrease is substantially larger in winter and at low probability 
levels. For example, at a probability level of 1% for the entire year, flow is larger than 
~50.3 m3/s (or 22.6 mm/day) under the control climate and it is larger than ~29.2 m3/s 
(or 21.8 mm/day) under the future climate. 
4.2 Future climate impacts on extreme events 
4.2.1 Future climate impacts on extreme events 
The results (Figures 5(a)–(b) and S4(a)) derived from annual maximum daily discharge 
show that (1) intensity of future high (return period T≤2 years), medium (2<T≤10 years) 
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and low (10<T≤20 years) frequency flows decrease respectively by ~35%–80% (or 20–
35 m3/s), 5%–35% (or 10–30 m3/s) and 3%–5% (or 5–10 m3/s); (2) intensity of future 
very low (20<T≤50 years) frequency flows remain the same or slightly decreased 
compared to their values under control conditions; (3) for discharge extremes, values 
smaller than 200 m3/s, have non-exceedance probabilities larger in the future climate 
than in the present climate, while for the larger values, their probabilities in the future 
climate remain the same as those in the present climate. In other words, the future 
extremes have discharges of magnitude smaller or similar to those under the control 
climate (Figure S5); however, the future dry extremes have larger magnitude than 
those under the control climate (Figure S6–S7). The future rainfall maxima increases 
~5%–10%, which do not result in corresponding increases of runoff due to the 
decreased soil moisture content (Figure 3(f)). The projected increase in rainfall extreme 
is compensated by the projected decrease in soil moisture condition, which is in 
agreement with Nunes et al. (2009) and Nunes et al. (2013) indicating runoff is 
sensitive to both rainfall and soil moisture. Similarly, the results (Figures 5(c)–(d) and 
S4(b)) obtained from annual maximum daily sediment discharge show that: (1) future 
high, medium and low frequency sediment discharges decrease by ~30%–60% (or 
~50–70 kg/s), ~10%–25% (or ~40–60 kg/s) and ~1%–5% (or ~6–30 kg/s); (2) future 
very low frequency sediment discharges remain the same or slightly decreased 
compared to those under control conditions; (3) for extremes in sediment discharges, 
values smaller than 600 kg/s, have non-exceedance probabilities larger in the future 
climate than in the present climate, while for the larger values, their probabilities in the 
future climate remain the same as the present climate. 
4.2.2 Theoretical fit of empirical extreme value distributions 
GEV distributions have been fitted, by using the maximum likelihood and L-moment 
methods, to the 3000-year simulated series of annual maximum daily discharge and 
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sediment discharge under control and future conditions. We found that L-moment 
method gave better fits for all of the four cases (Figure 6(a)–(d)) than the maximum 
likelihood. Figure 6(a) and 6(c) shows the results referring to the control conditions and 
Figure 6(b) and 6(d) displays the results under future conditions. From visual 
comparison, we find that GEV distribution fits well the 3000-year simulated annual 
maxima series under control conditions for nearly all the data ranges and, for future 
conditions, it fits well the annual maximum discharges and sediment discharges with 
return periods respectively in the ranges of [2, 50] and [2, 200] years.  
In order to check the goodness-of-fit and explore possible candidate distributions for 
better fit, we plotted the L-moment diagram (Figure 7) for the four annual maxima 
series. As shown, the annual maxima series of simulated flow and sediment discharge 
under control conditions, indicated in blue circles and crosses, may be well fitted by the 
GEV distribution; for future conditions, the annual maxima series of simulated flow, 
displayed in red circles, may be well fitted by the Pearson type III (or gamma), 
generalized Pareto or exponential distributions and the annual maxima series of 
sediment discharge, shown in red crosses, may be well fitted by the generalized 
normal distribution. Figure 7 confirms the goodness-of-fit of the GEV distribution for 
annual maxima series under control conditions; for future conditions, it has indicated 
the lack-of-fit of GEV distribution and suggested better options. We visually tested the 
goodness-of-fit of the candidate distributions for future conditions by making probability 
plots and found that gamma and three-parameter lognormal distributions, respectively 
fit well the annual maxima series of simulated discharge and sediment discharge for 
nearly all the data ranges (Figure 6(b) and 6(d)). The final probability distributions being 
proposed for the four annual maxima series are shown in solid lines in Figure 6, which 
are successfully tested by the Lilliefors tests (Tables S7(a) and S8(a)). We also tested 
the four probability distributions by the Filliben test (Tables S7(b) and S8(b)); however, 
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the results are not always consistent with the visual fits shown in Figure 6, which may 
be explained by the non-resistance property of the Pearson correlation coefficient 
(Wilks, 2006). 
The probability density functions (PDFs) are shown in Figure 8 for the four annual 
maxima series by applying the proposed probability distributions. Under control 
conditions, the series of annual maximum discharge (sediment discharge) follows the 
GEV distribution, with a location parameter of 64.6 m3/s (164.4 kg/s), a scale parameter 
of 46.5 m3/s (120.3 kg/s) and a shape parameter of -0.09 (-0.24); under future 
conditions, the series of annual maximum discharge follows the gamma distribution, 
with a scale parameter of 75.2 m3/s and a shape parameter of 0.97, and the series of 
annual maximum sediment discharge follows the three-parameter lognormal 
distribution, with a location parameter of -46.2 kg/s, a mean of 5.3 kg/s and a standard 
deviation of 0.78 kg/s. We compared the PDFs for the control and future conditions, 
and found that the PDF of the future annual maximum discharge has much larger 
positive skewness (Figure 8(a)), with its highest probability density located at 0 m3/s; 
non-exceedance probabilities of future annual maximum discharges with values in the 
range of [0, 200] m3/s are higher and they are especially higher for those in the range 
of [0, 60] m3/s. The PDF of the future annual maximum sediment discharge has larger 
positive skewness (Figure 8(b)), with its highest probability density located nearer to 0 
kg/s; non-exceedance probabilities of future annual maximum discharges with values in 
the range of [0, 600] kg/s are higher and they are especially higher for values in the 
range of [0, 50] kg/s. 
5. Final discussion and conclusions 
In this study, an integrated modelling methodology has been developed for evaluation 
of climate change impacts on water availability, sediment yield and extreme events at a 
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catchment scale, which can be applied to any other catchments. The rigorousness of 
the methodology can be well justified by the following aspects: (1) The use of hourly 
instead of daily data for SHETRAN model calibration and validation as well as the 
simulation of synthetic hydrological and sediment transport processes, enabled the 
SHETRAN model to be more capable of reproducing reliable storm runoff processes 
and the consequent sediment transport processes; (2) The use of the physically-based 
spatially-distributed SHETRAN model, for hydrological simulation, well calibrated and 
validated both at the basin outlet and internal gauging stations, which on one hand 
assured reliability of modelling results and on the other hand made possible the impact 
assessment to be accessible for any model grid square within the study basin; (3) The 
use of an advanced STNSRP model, RainSim V3, together with the change factor 
approach, made possible the correction of RCMs statistics that are important for the 
simulation of both water availability and extreme events; (4) The use of a combination 
of a dynamical downscaling and a statistical-stochastic downscaling method facilitated 
the generation of synthetic series for runoff and sediment yield with unlimited length, 
and the conclusions derived from the statistical analysis of the large samples are 
accessible and robust for extreme events with T≤100 years. (5) The use of ICAAM-WG, 
being capable of simulating the PET distribution for a synthetic climatic scenario, which 
enabled the sensible AET to be evaluated by the SHETRAN model for a robust 
analysis of water availability. 
We demonstrated the use of the proposed methodology for hydrological impact 
assessments of a 705-km2 agricultural dominated Mediterranean climate basin. The 
case study showed a possible application of the methodology to evaluate future climate 
change impacts on annual and monthly water balance components and sediment yield, 
annual and seasonal flow duration curves, empirical extreme value distributions and 
the theoretical fits. Carvalho et al. (2013) suggested the use of the projected 
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temperature scenario as a guide of agriculture. The time schedule of agricultural 
practice can be adapted according to the projected scenarios of temperature, 
precipitation and runoff. It is important to remember that data obtained by the proposed 
methodology can find a wide use in future disasters prevention and reduction. For 
example, the possible uses can be found for research areas, such as water supply, 
hydroelectric power generation, food production, flood prevention, reservoir siltation, 
drought preparation, public health and hydraulic infrastructures design etc. 
Nevertheless, there are two points that are required to be clarified. First, the case study 
only used climate scenarios projected by one GCM-RCM pair due to the limit of our 
computational resources; and this left the uncertainty space of the climate change 
impacts evaluation under-sampled. A comprehensive evaluation needs to use climate 
projections derived from ensembles of GCM-RCM pairs for considering the main 
uncertainty. Second, the proposed methodology was designed for generating synthetic 
hourly precipitation, daily temperature and PET series, hourly runoff and hourly 
sediment discharge for small to middle-sized catchments. Therefore, in practice, its use 
may involve a large amount of computational resources. So, if there is a limitation in 
computational resources, it is important to prioritize the use of the proposed 
methodology for critical regions identified by previous studies. For example, the work 
from EEA (2012), IPCC (2012) and Rojas et al. (2013), Kilsby et al. (2007b), Mourato 
et al. (2014, 2015), Nunes et al. (2009), Nunes et al. (2013) and Serpa et al. (2015) can 
be references for determining the critical regions for Portugal. 
Some limitations of this study are acknowledged and the potential solutions are 
provided. First, stationarity in the model bias is a significant assumption of the change 
factor approach (and other downscaling methods). For non-stationary climate, 
variations of rainfall statistics between control and a specific future time-slice need to 
be calculated. This can be accomplished by the pattern scaling method (Santer et al., 
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1990, Mitchell, 2003), which assumes that future changes in climate variables will 
occur steadily and in proportion to the projected change in the global mean 
temperature. Details on downscaling transient climate change, using a STNSRP rainfall 
model, are provided by Burton et al. (2010). Second, as suggested by Hagemann et al. 
(2013), Majone et al. (2012) and Mourato et al. (2015), further studies are expected to 
evaluate uncertainties involved in the assessment of future climate change impacts on 
hydrological processes and sediment transport, which result from observed data and 
the variability in internal parameterizations of GCMs and RCMs, greenhouse gas 
emission scenarios, downscaling methods, hydrological model structure, hydrological 
parameter setting and land-use changes (Serpa et al., 2015). Third, the evaluation is 
limited by our knowledge in process understanding and modelling, as well as our 
capacity in computational expense. Therefore, it is suggested to address the main 
uncertainties, such as those from GCM, by applying a climate model ensemble using 
multiple realizations of the most updated GCM and RCM combinations. 
The presented research provides a scientific basis for robust hydrological impact 
assessments at a catchment scale. It can enable realistic adaptation measures to be 
made in advance to minimize the associated social-economic and environmental costs. 
In the context of climate warming, future studies are required to evaluate the effects of 
climate change on hourly discharge extremes, as well as sediment yield extremes, 
especially considering the possible precipitation extremes increases associated with 
temperature rise (Blenkinsop et al., 2015; Blenkinsop et al., 2018; Guerreiro et al., 
2018). 
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Figure 1. 
Location map of the Cobres basin with the climatological station (empty 
rectangle), rain gauges (filled rectangles), hydrometric stations (empty 
triangles), centres of the selected Regional Climate Model grids (filled 
circles), river links (solid lines) and variations of elevation. 
 
Figure 2. 
Flowchart of the proposed downscaling approach; dark arrows indicate the 
sequence of the downscaling approach, and light arrows show additional 
input for the downscaling step. In steps 4 and 5, daily synthetic rainfall 
series are used to generate standard anomalies of the weather variables. 
MDP, VarDP, SkewDP, PdryDP1.0, L1ACDP and XCDP represent daily rainfall 
mean, variance, skewness, proportional dry, lag-1 autocorrelation and 
spatial cross correlation; VarHP, SkewHP and PdryHP0.1 represent hourly 
rainfall variance, skewness and proportional dry. DT and ∆DT represent 
daily mean temperature and the temperature range; Tmax, Tmin, VP, WS, SS 
and PET represent maximum temperature, minimum temperature, vapour 
pressure, wind speed, sunshine duration and potential evapotranspiration. 
OBS, PRO and SIM represent observed, projected and simulated. 
 
Figure 3. 
Boxplots showing the annual cycles of monthly (a) rainfall, (b) PET, (c) 
runoff, (d) sediment yield, (e) AET, (f) subsurface water storage (S), and (g) 
∆S under control (blue) and future (red) climate conditions. The bars in the 
middle of the boxes represent the median values; the lower (upper) limit of 
the boxes represent the 25
th
 (75
th
) percentile and the lower (upper) limit of 
the whisker represent the 5
th
 (95
th
) percentile. 
 
Figure 4. 
Flow duration curves derived from the three 1000-year SHETRAN 
hydrological simulations under the (a) control and (b) future conditions, 
which are shown in black, purplish-red, red, green and blue colours 
respectively for winter, spring, summer, autumn and the entire year. The 
abscissa shows the percentage of flows exceeded and the ordinate 
indicates flows at outlet of the Cobres basin. 
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Empirical cumulative frequency distributions of the annual maximum daily 
(a) discharge (DQ) and (c) sediment discharge (DQs); Empirical extreme 
plots of the annual maximum daily (b) discharge and (d) sediment 
discharge. Blue and red dots represent the control (CTL) and future (FUT) 
conditions. The 3000-year synthetic series of annual maximum daily 
discharge and sediment discharge were used to derive the plots. According 
to the return period (T) or non-exceedance probability (P), we categorize 
extreme events as the following five types: high (T ≤ 2 years or P ≤ 0.5), 
medium (2 < T ≤ 10 years or 0.5 < P ≤ 0.9), low (10 < T ≤ 20 years or 0.9 < P 
≤ 0.95), very low (20 < T ≤ 50 years or 0.95 < P ≤ 0.98) and extremely low (T 
> 50 years or P > 0.98) frequency events. (a) and (c) are made for 
comparison of high frequency events; (b) and (d) are for medium, low, very 
low and extremely low frequency events. 
 
Figure 6. 
Probability distributions of annual maximum daily discharge (DQ) under (a) 
control and (b) future conditions and annual maximum daily sediment 
discharge (DQs) under (c) control and (d) future conditions. The red circles 
are derived from the 3000-year SHETRAN model simulations; the blue and 
black lines are fitted, by using R functions of the lmom package (version 2.5) 
(Hosking, 2015), based on postulated distributions, GEV, Gumbel or 
extreme value (EV), gamma and three-parameter lognormal (LN3) 
distributions. The blue lines represent the best fits. 
 
Figure 7. 
L-moment diagram indicating relationships among L-skewness and L-
Kurtosis for the generalized logistic (GLO), GEV, generalized Pareto (GPA), 
generalized normal (GNO), Pearson type III (PE3), exponential (E), Gumbel 
(G), logistic (L), normal (N) and uniform (U) distributions, the 3000-year 
annual maximum daily discharge series under control (blue circle) and 
future (red circle) conditions and the 3000-year annual maximum daily 
sediment discharge series under control (blue cross) and future (red cross) 
conditions. 
 
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
Figure 8. 
Histograms of the fitted distribution for annual maximum daily (a) discharge 
and (b) sediment discharge under control (CTL) and future (FUT) conditions. 
ξGEV, αGEV and κGEV respectively represent the location, scale and shape 
parameters of the GEV distribution; αgamma and βgamma respectively show the 
scale and shape parameters of the gamma distribution; ζlognormal, μlognormal, 
σlognormal respectively display location parameter, mean and standard 
deviation of the three-parameter lognormal distribution. 
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Figure 1. Location map of the Cobres basin with the climatological station (empty rectangle), rain gauges 
(filled rectangles), hydrometric stations (empty triangles), centres of the selected Regional Climate Model 
grids (filled circles), river links (solid lines) and variations of elevation. 
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Figure 2. Flowchart of the proposed downscaling approach; dark arrows indicate the sequence of the 
downscaling approach, and light arrows show additional input for the downscaling step. In steps 4 and 5, 
daily synthetic rainfall series are used to generate standard anomalies of the weather variables. MDP, VarDP, 
SkewDP, PdryDP1.0, L1ACDP and XCDP represent daily rainfall mean, variance, skewness, proportional dry, 
lag-1 autocorrelation and spatial cross correlation; VarHP, SkewHP and PdryHP0.1 represent hourly rainfall 
variance, skewness and proportional dry. DT and ∆DT represent daily mean temperature and the 
temperature range; Tmax, Tmin, VP, WS, SS and PET represent maximum temperature, minimum 
temperature, vapour pressure, wind speed, sunshine duration and potential evapotranspiration. OBS, PRO 
and SIM represent observed, projected and simulated. 
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Figure 3. Boxplots showing the annual cycles of monthly (a) rainfall, (b) PET, (c) runoff, (d) sediment yield, 
(e) AET, (f) subsurface water storage (S), and (g) ∆S under control (blue) and future (red) climate 
conditions. The bars in the middle of the boxes represent the median values; the lower (upper) limit of the 
boxes represent the 25th (75th) percentile and the lower (upper) limit of the whisker represent the 5th (95th) 
percentile. 
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Figure 4. Flow duration curves derived from the three 1000-year SHETRAN hydrological simulations under 
the (a) control and (b) future conditions, which are shown in black, purplish-red, red, green and blue colours 
respectively for winter, spring, summer, autumn and the entire year. The abscissa shows the percentage of 
flows exceeded and the ordinate indicates flows at outlet of the Cobres basin. 
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Figure 5. Empirical cumulative frequency distributions of the annual maximum daily (a) discharge (DQ) and 
(c) sediment discharge (DQs); Empirical extreme plots of the annual maximum daily (b) discharge and (d) 
sediment discharge. Blue and red dots represent the control (CTL) and future (FUT) conditions. The 3000-
year synthetic series of annual maximum daily discharge and sediment discharge were used to derive the 
plots. According to the return period (T) or non-exceedance probability (P), we categorize extreme events as 
the following five types: high (T ≤ 2 years or P ≤ 0.5), medium (2 < T ≤ 10 years or 0.5 < P ≤ 0.9), low 
(10 < T ≤ 20 years or 0.9 < P ≤ 0.95), very low (20 < T ≤ 50 years or 0.95 < P ≤ 0.98) and extremely low 
(T > 50 years or P > 0.98) frequency events. (a) and (c) are made for comparison of high frequency events; 
(b) and (d) are for medium, low, very low and extremely low frequency events. 
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Figure 6. Probability distributions of annual maximum daily discharge (DQ) under (a) control and (b) future 
conditions and annual maximum daily sediment discharge (DQs) under (c) control and (d) future conditions. 
The red circles are derived from the 3000-year SHETRAN model simulations; the blue and black lines are 
fitted, by using R functions of the lmom package (version 2.5) (Hosking, 2015), based on postulated 
distributions, GEV, Gumbel or extreme value (EV), gamma and three-parameter lognormal (LN3) 
distributions. The blue lines represent the best fits. 
99x82mm (300 x 300 DPI) 
This article is protected by copyright. All rights reserved.
A
cc
ep
te
d 
A
rti
cl
e
Peer Review Only
 
Figure 7. L-moment diagram indicating relationships among L-skewness and L-Kurtosis for the generalized 
logistic (GLO), GEV, generalized Pareto (GPA), generalized normal (GNO), Pearson type III (PE3), 
exponential (E), Gumbel (G), logistic (L), normal (N) and uniform (U) distributions, the 3000-year annual 
maximum daily discharge series under control (blue circle) and future (red circle) conditions and the 3000-
year annual maximum daily sediment discharge series under control (blue cross) and future (red cross) 
conditions. 
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Figure 8. Histograms of the fitted distribution for annual maximum daily (a) discharge and (b) sediment 
discharge under control (CTL) and future (FUT) conditions. ξGEV, αGEV and κGEV respectively represent the 
location, scale and shape parameters of the GEV distribution; αgamma and βgamma respectively show the 
scale and shape parameters of the gamma distribution; ζlognormal, μlognormal, σlognormal respectively display 
location parameter, mean and standard deviation of the three-parameter lognormal distribution. 
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Table 1: Statistics for evaluation of climate change impacts on catchment: changes in mean, 
STD, CV, 5th, 50th, 95th 98th and 99th percentiles (q0.05, q0.50, q0.95, q0.98 and q0.99) for annual 
rainfall (P), PET, AET, ∆S, runoff (R) and SY.
CTL period: 1981–2010 (FUT period: 2041–2070)Annual 
statistics P(mm) PET(mm) AET(mm) ∆S(mm) R(mm) SY(t ha-1 year-1)
Mean 474 (386) 1257 (1453) 376 (335) 2 (2) 96 (48) 2.35 (1.29)
STD 104 (102) 27 (27) 40 (50) 24 (22) 68 (49) 1.68 (1.26)
CV 0.22 (0.27) 0.02 (0.02) 0.11 (0.15) 13.0 (9.82) 0.70 (1.01) 0.71 (0.98)
q0.05 315 (228) 1213 (1408) 309 (251) -37 (-36) 10 (2) 0.30 (0.04)
q0.50 467 (382) 1257 (1452) 377 (334) 2 (2) 85 (33) 2.04 (0.91)
q0.95 654 (561) 1301 (1497) 440 (416) 42 (38) 227 (144) 5.57 (3.72)
q0.98 708 (613) 1312 (1509) 454 (435) 53 (46) 270 (182) 6.78 (4.94)
q0.99 738 (661) 1322 (1521) 463 (445) 60 (53) 295 (212) 7.63 (5.50)
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