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Undecidability of L(A) = L(B) recognized by measure many
one-way quantum automata
Tianrong Lin∗
Abstract
Let L>λ(A) and L≥λ(A) be the languages recognized bymeasure many 1-way quantum finite
automata (MMQFA) (or,enhanced 1-way quantum finite automata(EQFA)) A with strict, resp.
non-strict cut-point λ. We consider the languages equivalence problem, showing that
• both strict and non-strict languages equivalence are undecidable;
• to do this, we provide an additional proof of the undecidability of non-strict and strict
emptiness of MMQFA(EQFA), and then reducing the languages equivalence problem to
emptiness problem;
• Finally, some other Propositions derived from the above results are collected.
Keywords Undecidability, Languages equivalence problem, Emptiness problem, Quantum au-
tomata
1 Introduction
The notion of quantum automata were introduced in the late 1990s [21, 27], as a mathematical model
and quantum extension for finite state automata. Their interesting properties or characterizations
and various extension were presented by many authors [2–5, 7–11, 14, 16, 17, 19]. Let us mention
some important works concerning this : Yakaryilmaz et al. have shown that measure many one
way quantum finite automata recognize all and only the stochastic languages in the unbounded
error setting [3, 4]; Hirvensalo, who also introduce in [14] a model for finite automata with an open
quantum evolution(whose basic properties are studied in the same article) examine various aspects
of quantum finite automata in [16] ; Brodsky et al. have obtained some characterizations of one
way quantum finite automata in [10] ; It has been observed in [11] by Ambainis et al. that one way
quantum finite automata can be very space-efficient, and so on.
As is well known that, in the mathematical theory of automata, there are many interesting
decision problem and theorem concerning such decision problems compose the main theory of au-
tomata. For example, the following are relevant important problems: the emptiness of automaton,
the equivalence for two automata, the minimization of a automaton, and the equivalence of lan-
guages recognized by two automata. For more detail, the reader is refer to references such as [1] by
Rabin, [24] by Hopcroft et al., [22] by Paz, [23] by Eilenberg, and [25] by Se´nizergues.
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Let us say that two languages, recognized by measure many 1-way quantum finite automata
(MMQFA) or enhanced 1-way quantum finite automata(EQFA) with strict and non-strict cut-point
(the formal definition will give in the sequel), are equivalent iff they are the same. It would
be desirable to find an algorithm deciding this equivalence since we would like to see, given two
quantum automata, whether they define the same language under same conditions. This kind of
problem is also very important, as we can see in classic automata theory, the author of [23] give a
theorem in his setting. Beside, [25] investigates the languages equivalence of pushdown automata.
We prove in this paper the following main results (since EQFA is a general form of MMQFA,
all results obtained in the paper are valid for it).
Theorem 1 Let Ai, i = 1, 2, be two MMQFAs (EQFAs) over the same input alphabet Σ. Then
both whether L>λ(A1) = L>λ(A2) and L≥λ(A1) = L≥λ(A2) are undecidable.
The techniques used to handle the equivalence of non-strict/strict cut-point languages recog-
nized by quantum finite automata (or enhanced 1-way quantum finite automata) are undecidability
of non-strict/strict emptiness problem of measure many one way quantum finite automata, and
constructing of special measure many 1-way quantum finite automata. It has been observed in
[20, 19] that both non-strict and strict emptiness problem of measure many one way quantum fi-
nite automata are shown to be undecidable in [18]. Here, we provide an additional proof of them
which is due to Yakaryilmaz [6]. Afterwards, we use these results to show, together with extra tool,
that the problems of equivalence of languages recognized by measure many one way quantum finite
automata with non-strict cut-point are undecidable.
Theorem 2 Let A be an MMQFA(or EQFA). Then there exists no algorithm that decides if A has
a word ω for which PA(ω) ≥ λ (PA(ω) > λ).
Let us back to Theorem 1. We consider whether it is decidable that L>λ(A1) ⊂ L>λ(A2)
(L>λ(A1) ⊆ L>λ(A2)). It is obvious that, if there is an algorithm for L>λ(A1) ⊂ L>λ(A2) then
there is also an algorithm for L>λ(A2) ⊂ L>λ(A1), this leads to an algorithm for L>λ(A1) =
L>λ(A2), which is impossible because of Theorem 1. The same argumentation is also valid for
L>λ(A1) ⊆ L>λ(A2).
Corollary 1 Given two MMQFAs (EQFAs) A1 and A2 over the same input alphabet Σ, it is
undecidable whether or not L⊲⊳1λ(A1) ⊲⊳2 L⊲⊳1λ(A2), where ⊲⊳1∈ {>,≥} and ⊲⊳2∈ {⊂,⊆}.
The rest of the paper is structured in the following way. In Section 2, some basic notations
and concepts are reviewed; The additional proof of undecidability of non-strict/strict emptiness
problem of measure many one way quantum finite automata are provided in Section 3; Section 4
contains our main purpose, where we show that the equivalence of languages recognized by measure
many one way quantum finite automata with non/strict cut-point is undecidable. We draw some
conclusions in Section 5.
2 Preliminaries
For any finite set S, |S| denote the cardinality of S. Throughout this paper, Σ denotes the non-
empty finite alphabet, Σ∗ denotes the set of all finite word (including empty word ǫ over Σ, and
Σ+ = Σ∗ − {ǫ}. Let w be a word in Σ∗, then |w| denotes the length of w. For instance, let
Σ = {0, 1}, then |ǫ| = 0 and |001101| = 6.
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2.1 Some notation on Linear algebra
Let C denote the field of complex number, M a complex matrix, i.e.,


a11 · · · a1n
· · · · · · · · ·
am1 · · · amn

 with
aij ∈ C for all 1 ≤ i ≤ m and 1 ≤ j ≤ n. Some times, we use (aij)m×n to denote M . In
particular, 1×n (resp. n× 1) complex matrices are called n dimensional row vectors (resp. column
vectors). If m = n, then M is called a complex square matrix of order n (or m), and sometimes M
is called a n-order (or m-order) complex matrix. Let M = (aij)m×n be a m × n complex matrix,
then the transpose of M is denoted as M ′, i.e., M ′ = (aji)n×m, and the conjugate-transpose of
M is denoted as M †. In this paper, the set of all n-order complex matrices will be denoted as
Mn(C). For any H ∈ Mn(C), H is said to be Hermitian if H† = H , and is said to be Unitary if
H†H = HH† = In where In denotes the n-order identity matrix. We denote diag(c1, c2, · · · , cn)
the matrix


c1 0 · · · 0
0 c2 · · · 0
...
...
. . .
...
0 0 · · · cn


2.2 Some notation on Quantum mechanics
In quantum theory, for any isolated physical system, it is associated with a (finite-dimensional)
Hilbert space, denoted as H, which is called the state space of the system. In Dirac notation, the
row vector (resp. column vector) ϕ is denoted as 〈ϕ| (resp. |ϕ〉). Incidentally, 〈ϕ| is the conjugate-
transpose of |ϕ〉, i.e., 〈ϕ| = |ϕ〉†. The inner product of two vectors |ϕ〉 and |ψ〉 is denoted as 〈ϕ|ψ〉.
The norm (or length) of the vector |ϕ〉, denoted by ‖|ϕ〉‖, is defined as ‖|ϕ〉‖ =√〈ϕ|ϕ〉. A vector
|ϕ〉 (resp. 〈ϕ|) is said to be unit if ‖|ϕ〉‖ = 1 (resp. ‖〈ϕ|‖ = 1). Further, we refer the interested
reader to [12, 13] for more quantum theories.
Suppose that Q = {q1, q2, · · · , qm} is the basic state set of a quantum system. Then the corre-
sponding Hilbert space is Hm = span{|qi〉 | qi ∈ Q, 1 ≤ i ≤ m} where |qi〉 = (0, · · · , 0, 1, 0, · · · , 0)′
is a m dimensional column vector having only 1 at the (i, 1) entry, together with the inner product
〈·|·〉, defined to be 〈α|β〉 = ∑mi=1 x∗i yi where λ∗ stands for the conjugate of λ for each complex
number λ ∈ C, |α〉 = (x1, x2, · · · , xm)′ and |β〉 = (y1, y2, · · · , ym)′ are two vectors in Hm. At any
time, the state of this system is a superposition of |qi〉, 1 ≤ i ≤ m, and can be represented by a unit
vector |φ〉 =∑mi=1 ci|qi〉 with ci ∈ C such that
∑m
i=1 |ci|2 = 1. One can perform a measure on Hm
to extract some information about the system. A measurement can be described by an observable,
i.e., a Hermitian matrix O = λ1P1 + · · · + λsPs where λi is its eigenvalue and Pi is the projector
onto the eigenspace corresponding to λi.
2.3 Definitions
In the following, we first recall the formal definitions of probabilistic automata (p.a.), measure
once 1-way quantum finite automata (MOQFAs) and measure many 1-way quantum finite au-
tomata(MMQFAs). The definition of enhanced 1-way quantum finite automata(EQFA) is skip,
the interested reader is refer to [9] for its precise definition.
Definition 1 A Probabilistic automata (P.a.) over an alphabet Σ is a triplet (x, {Ma : a ∈ Σ}, y),
where x ∈ Rn is the initial probability distribution, each Ma ∈ Rn×n is a Markov matrix, and
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y ∈ Rn is the finial state vector whose ith coordinate is 1, if the ith state is final, and 0 otherwise.
The probability accepting word w ∈ Σ∗ for A is given by
PA = xTMar · · ·Ma1y.
Definition 2 An measure once 1-way quantum finite automata (MOQFA) A is a tuple (Q,Σ, |π〉, {Uσ}σ∈Σ}, Pa)
where Q = {q1, · · · , q|Q|} is the basic state set, Σ the input alphabet, |π〉 the initial state vec-
tor with ‖|π〉‖ = 1, Uσ an unitary matrix of dimension |Q|. The probability accepting word
ω = σ1σ2 · · ·σn ∈ Σ∗ is as follows
PA(ω) = ‖PaUσn · · ·Uσ1 |π〉‖2.
Definition 3 (Modification from [21]). An measure many 1-way quantum finite automata MMQFA
is an element of subset of all 2qfa’s, which is given by the tuple
A = (Q,Σ, {Uσ}σ∈Σ∪{£,$}, q0, Qacc, Qrej)
where Q is the basic state set of A, Σ the input alphabet, δ the transition function, q0 the initial
state, and Qacc, Qrej respectively the accepting set and rejecting set. The probability accepting any
word ω = σ1σ2 · · ·σn ∈ Σ is given by
PA(ω) =
n+1∑
k=0
‖PaUσk(
0∏
i=k−1
(PgUσi))|q0〉‖2
where σ0 = “£”, σn+1 = “$” and
Pa =
∑
q∈Qacc
|q〉〈q|, Pg =
∑
q∈Q\(Qacc∪Qrej)
|q〉〈q|,
and the formal product
∏0
i=kMi is defined to be Mk · · ·M0.
Remark 1 This definition is equivalent to the one given in [17] which has no left end-marked “£”
due to a result in [10] by Brodsky et al. For convenience to prove Proposition 1, we adopt the above
definition. In what follows, we often replace the initial state q0 with an unit vector |q0〉, which is
equivalent.
2.4 Statement of problems
The language L ⊂ Σ∗ recognized by machine A with strict cut-point 0 < λ ≤ 1 is defined as
L>λ(A) , {ω ∈ Σ∗ : PA(ω) > λ}
The language L ⊂ Σ∗ recognized by A with non-strict cut-point 0 < λ ≤ 1 is defined as
L≥λ(A) , {ω ∈ Σ∗ : PA(ω) ≥ λ}
where PA(ω) denote the probability of A accepting the word ω and 0 < λ ≤ 1 and A can be a
probabilistic automaton, a quantum automaton. These definitions is similar to [16].
We call the language of L≥λ(A) a non-strict cut-point language recognized by A, and L>λ(A)
a strict cut-point language recognized by A.
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Definition 4 The strict(non-strict) emptiness problem of A is to ask whether there is algorithms
deciding L>λ(A) = ∅(L≥λ(A) = ∅)?
Definition 5 Given two automata Ai, i = 1, 2, with the same type, the equivalence of strict(non-
strict) cut-point language is to ask whether there exists algorithm deciding L>λ(A1) = L>λ(A2)
(L≥λ(A1) = L≥λ(A2)).
Similar to [26], we define the strict(non-strict) containment problem as follows
Definition 6 Given two automata Ai, i = 1, 2, with the same type, whether there exists algorithm
deciding L⊲⊳λ(A1) ⊂ L⊲⊳λ(A2)(L⊲⊳λ(A1) ⊆ L⊲⊳λ(A2)), where ⊲⊳∈ {>,≥}1.
2.5 Basic facts
We now list some basic facts which are useful in the sequel.
Lemma 1 ([22], see also [15]). Given a probabilistic automaton A, both its strict and non-strict
emptiness problem are undecidable.
Lemma 2 ([20]). For any rational λ, 0 < λ ≤ 1, there is no algorithm that decides if a given
quantum automata has a word ω for which PA(ω) ≥ λ, where A is an MOQFA.
3 Undecidability of emptiness problem of MMQFAs
We first show an auxiliary lemma, which is useful in the sequel.
Proposition 1 Let M = (Q,Σ, {Uσ}σ∈Σ, |π〉, Pa) be an MOQFA. Then there exists an MMQFA
A = (Q′,Σ, {U ′σ}σ∈Σ∪{£,$}, |q′0〉, Q′acc, Q′rej) such that
PA(ω) = PM(ω)
for all ω ∈ Σ∗.
Proof. Supposing that n = |Q|. Let U ′σ =


In 0 0
0 Uσ 0
0 0 In

 for any σ ∈ Σ and U ′
£
= U ′$ =


0 In 0
In 0 0
0 0 In

. P ′a and P ′g are as follows
P ′a =


Pa 0 0
0 0 0
0 0 0

 P ′g =


0 0 0
0 In 0
0 0 0


1Both L>λ(A1) ⊆ L>λ(A2) and L≥λ(A1) ⊆ L≥λ(A2) are called non-strict containment. Similarly, both
L>λ(A1) ⊂ L>λ(A2) and L≥λ(A1) ⊂ L≥λ(A2) are called strict containment.
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Define P ′r = I3n − (P ′a + P ′g), |q′0〉 = (〈π|, 0, 0)†, Q′acc and Q′rej are defined to be satisfied the
conditions P ′a =
∑
q∈Q′acc
|q〉〈q| and P ′r =
∑
q∈Q′
rej
|q〉〈q| , Then we have
PA(σ1σ2 · · ·σn) =
n+1∑
k=0
‖P ′aU ′σk(
0∏
i=k−1
(P ′gU
′
σk
))|q′0〉‖2
where σ0 = £ and σn+1 = $.
A simple calculation leads to P ′aU
′
σ = diag(Pa, 0, 0) and P
′
gU
′
σ = diag(0, Uσ, 0). Thus, for
k 6= n+ 1, we see that


‖


Pa 0 0
0 0 0
0 0 0




0 I 0
I 0 0
0 0 I




|π〉
0
0

 ‖2 = ‖0‖2 = 0, k = 0;
‖P ′aU ′σk((P ′gU ′σk−1) · · · (P ′gU ′σ1)(P ′gU ′£))|q′0〉‖2 = ‖0‖2 = 0, 0 < k ≤ n.
(1)
For k = n+ 1, we have
‖P ′aU ′$((P ′gU ′σn) · · · (P ′gU ′σ1)(P ′gU ′£))|π〉‖2 = ‖PaUσn · · ·Uσ1 |π〉‖2
= PM(σ1σ2 · · ·σn)
(2)
From (1) and (2) we have
PA(σ1 · · ·σn) =
n+1∑
k=0
‖P ′aU ′σk(
0∏
i=k−1
(P ′gU
′
σk
))|q′0〉‖2
=
n+1∑
i=1
0 + ‖PaUσn · · ·Uσ1 |π〉‖2
= PM(σ1σ2 · · ·σn)
Remark 2 The proof of the above proposition essentially utilizes the idea of proof of Theorem 4
in [17]: constructing a special MMQFA A such that the word function PA(σ1σ2 · · ·σn) is non-
cumulative.
3.1 Non-strict emptiness
In this subsection, we provide an additional proof about the undecidability of emptiness problem
of MMQFA. See [18] for original proof due to E. Jeandel.
In fact, by Lemma 2 in section 2 and Proposition 1 obtained in previous section, the following
corollary is very clear.
Corollary 2 Let A be an MMQFA over Σ. Then, for any rational λ, 0 < λ ≤ 1, there is no
algorithm that decides if A has a word ω for which PA(ω) ≥ λ.
Remark 3 Also, this result can be derived from the undecidability of emptiness of P.a. and the
result of [4], as observed in [6] by Dr. Abuzer.
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3.2 strict emptiness
The idea to the undecidability of strict emptiness of MMQFA is due to Yakaryilmaz [6]. We first
list the following
Lemma 3 ([4, 3]) Any language recognized with cut-point (or non-strict cut-point ) 12 RT-PFA(i.e.
probabilistic finite automata) with n internal states can be recognized with cut-point (or non-strict
cut-point) 12 by a RT-KWQFA (i.e. measure many 1-way quantum finite automata) with O(n)
internal states.
By Lemma 3 and Lemma 1, the following Corollary is obvious
Corollary 3 Let A be an MMQFA over Σ. Then, for any rational λ, 0 < λ ≤ 1, it is undecidable
that if A has a word ω for which P(ω) > λ.
Proof of Theorem 2. To combine Corollary 2 with Corollary 3 together completes the proof.
4 Equivalence of non-strict(strict) cut-point languages
4.1 The non-strict case
By Proposition 1, we only have to show the equivalence of languages recognized by MOQFAs with
non-strict cut-point is undecidable.
By Lemma 2, it is undecidable whether or not L=λ(A) = Σ∗ where A is an MOQFA.
Then we construct a MOQFA
M = ({q1, q2}, {I}σ∈Σ, Pa = diag(1, 0), |π〉 = (
√
λ,
√
1− λ)T )
with PM(ω) = λ, hence L≥λ(A) = Σ∗. This further implies
Proposition 2 Give two MOQFAs Ai, i = 1, 2, it is undecidable that whether L≥λ(A1) = L≥λ(A2).
Proof. The proof is similar to that of Theorem 8.12 in [24] (Cf. p. 203). Obviously, an algorithm for
deciding whether L≥λ(A1) = L≥λ(A2), will lead to an algorithm for deciding whether L≥λ(A) = Σ∗.
4.2 The strict case
We first present the following useful Example. Let 0 < λ ≤ 1 and c: 0 < c < λ. Let A =
(Q, {I}σ∈Σ, Pa, |q1〉) be an MOQFA, where
Q = {q1, q2, q3}, Pa = diag(1, 0, 0), |q1〉 = (
√
λ− c,√1− λ+ c, 0)T
Then, it is clear that for all ω ∈ Σ∗
PA(ω) = ‖PaUω|q1〉‖2
= λ− c < λ
Thus, L>λ(A) = {ω ∈ Σ∗ : PA(ω) > λ} = ∅.
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Remark 4 By Proposition 1, we have an MMQFA over Σ, say A′, such that for all ω ∈ Σ∗,
PA′(ω) = PA(ω) which means that {ω ∈ Σ∗ : PA′(ω) > λ} = ∅.
The approach to the following proposition can be found in [6].
Proposition 3 Let Ai, i = 1, 2, be two MMQFAs over Σ. Then it is undecidable that L>λ(A1) =
L>λ(A2).
Proof. Let M be arbitrary an MMQFA over Σ. Assume it is decidable that L>λ(A1) = L>λ(A2),
then an algorithm for deciding whether {ω ∈ Σ : PM(ω) > λ) = ∅ would follows, because we can
first construct an MMQFA M′ such that L>λ(M′) = ∅ due to Remark 4, and then decide whether
or not L>λ(M) = L>λ(M′). Contradict to Corollary 3.
Remark 5 In fact, the method dealing with Proposition 3 is also applicable to the non-strict case.
By Proposition 2 and 3, we can easily give the proof of Theorem 1.
Proof of Theorem 1. By Proposition 1, Proposition 2 and Proposition 3, the theorem follows.
5 Conclusions
In this paper, we have revisited the emptiness problem of measure many one way quantum finite
automata and equivalence of languages of measure many one way quantum finite automata. Spe-
cially, we have provided an additional proof of undecidability of the emptiness of measure many
quantum finite automata; And then we show that both the equivalence of languages recognized
by measure many one way quantum finite automata with non-strict(strict) cut-point are undecid-
able. These results further imply that the containment problem of measure many quantum finite
automata are undecidable. It is unknown, to the current knowledge, whether it is decidable that
the non-strict(strict) cut-point language recognized by MMQFA is finite? In other words, whether
there is a “pumping lemma” for MMQFAs? Note that MOQFAs accepts only subset of regular
languages [10, 8], which have a pumping lemma.
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