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A COMPLETE DESCRIPTION OF THE ASYMPTOTIC BEHAVIOR AT
INFINITY OF POSITIVE RADIAL SOLUTIONS TO ∆2u = uα IN Rn
QUÔ´C ANH NGÔ, VAN HOANG NGUYEN, AND QUOC HUNG PHAN
Abstract. We consider the biharmonic equation ∆2u = uα in Rn with n > 1. It was
proved that this equation has a positive classical solution if, and only if, either α 6 1
with n > 1 or α > (n +4)/(n − 4) with n > 5. The asymptotic behavior at infinity of all
positive radial solutions was known in the case α > (n + 4)/(n − 4) and n > 5. In this
paper, we classify the asymptotic behavior at infinity of all positive radial solutions in the
remaining case α 6 1 with n > 1; hence obtaining a complete picture of the asymptotic
behavior at infinity of positive radial solutions. Since the underlying equation is of
higher order, we propose a new approach which relies on a representation formula and
asymptotic analysis arguments. We believe that the approach introduced here can be
conveniently applied to study other problems with higher order operators.
1. Introduction
The aim of the present paper is to study positive classical solutions to the following
biharmonic equation
∆
2u = uα (1.1)
in the whole Euclidean space Rn with n > 1 and α ∈ R. Such the equation has already
captured so much attention in the last two decades, that will be described later. From
now on, we shall call a classical solution on the whole space Rn an entire solution.
The motivation of working on (1.1) comes from a rapidly increasing number of papers
on higher order elliptic equations in Rn in recent years. The biharmonic equation (1.1)
is a higher-order analogue of the Lane-Emden equation
−∆u = uα (1.2)
in Rn, which has already been in the core of many researches in the last few decades.
Concerning (1.2), there is a threshold pS(1), known as the critical Sobolev exponent,
which is given as follows
pS(1) =

(n+2)/(n− 2) if n > 3,
∞ if n 6 2.
A fundamental existence result tells us that an entire positive solution to (1.2) exists if
and only if n > 3 and α > pS(1); see [GS81, JL73, AS11] and references therein.
Back to (1.1), the first question is to know under what conditions on α an entire
solution does actually exist. As far as we know, an complete answer has been established.
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To be precise, it was proved by Lin [Lin98] that there is no entire positive solution to (1.1)
whenever 1 < α < pS(2), where pS(2) is the critical Sobolev exponent defined as follows
pS(2) =

(n+4)/(n− 4) if n > 5,
∞ if n 6 4.
In the critical and super-critical cases, the existence of entire positive solutions to (1.1)
was respectively showed by Lin [Lin98] and Gazzola and Grunau [GG06]. In the rest
case α ∈ (−∞,1], it has been recently proved in [NNPY18, Proposition 4.5] that (1.1) has
at least a positive radial solution.
The motivation of writing this paper traces back to the works of Lin and of Gazzola
and Grunau mentioned above. In the critical case, a beautiful classification result in
[Lin98] indicates that any entire positive solution to (1.1) are of the form
u(x) =
(
2λ
1+λ2|x− x0|2
)(n−4)/2
.
In the super-critical case, among other things, the authors in [GG06] showed that all en-
tire positive radial solutions to (1.1) for α > pS(2) obey the following asymptotic behavior
lim
r→∞ r
−4/(1−α)u(r) = L,
where
L =
[
(m(m+2)(n− 2−m)(n− 4−m)
]−1/(1−α)
with m := 4/(α − 1). For further understanding on the asymptotic behavior of radial
solutions to (1.1), we refer to [GG06, FGK09, Kar09, Win10].
Inspired by the results obtained in [Lin98] and [GG06] for α > pS(2), in this paper,
as a counterpart, we focus our attention on the asymptotic behavior of positive radial
solutions to (1.1) in the range α 6 1 for any dimension n > 1. To be more precise, our
primary aim is to classify the growth and the asymptotic behavior at infinity of any
positive radial solutions to (1.1), thus completing the picture of the asymptotic behavior
at infinity of positive radial solutions of problem (1.1) in Rn. However, we emphasize
that unlike the critical and super-critical range, the asymptotic behavior at infinity for
α 6 1 contains many generic cases; see Table 1 below. In order to let the finding easily
accessible, there is no limit for the dimension, namely n > 1, as well as there is no
additional assumption on α and on solutions.
Before closing this section, we would like to mention that seeking for the asymptotic
behavior at infinity for positive solutions to partial differential equations is a classic
question. In the analogous second-order problem (1.2), the asymptotic behavior at infin-
ity for positive solutions to (1.2) was completely classified by Ni in [Ni82] for the critical
case and by Wang in [Wan93] for the super-critical case. In the super-critical case, Wang
found that any radial solution to (1.2) obeys the following asymptotic behavior
lim
r→∞ r
−2/(1−α)u(r) =
[
2
α − 1
(
n− 2− 2
α − 1
)]−1/(1−α)
.
A counterpart of (1.2) is the following equation
∆u = uα (1.3)
in Rn and in this scenario, it is easily deduced that a positive solution to (1.3) exists
provided α 6 1. Under the dimensional restriction n > 3 and as far as we know, the
asymptotic behavior of positive radial solutions to equation (1.3) was studied by Yang
and Guo in [YG05] for the case α ∈ (0,1) and by Guo, Guo, and Li in [GGL06] for the
case α < 0. Combining the results obtained in [YG05] and [GGL06], it is now known
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that any radial solution to (1.3) for n > 3 obeys the following asymptotic behavior at
infinity
lim
r→∞ r
−2/(1−α)u(r) =
[
2
1−α
(
n− 2+ 2
1−α
)]−1/(1−α)
.
In the same spirit, the following counterpart of (1.1)
∆
2u = −uα (1.4)
in Rn has attracted much attention starting from the preliminary version of a paper by
Choi and Xu [CX09] and a paper by McKenna and Reichel [MR03]. In this case, it has
been proved that (1.4) has at least a positive solution if and only if α < −1 and n > 3;
see [LY16, NNPY18]. Taking this restriction into account, the asymptotic behavior at
infinity of positive radial solutions to (1.4) has been widely investigated, for instance in
[GW08, DFG10, Gue12, Wan14, DN17].
This paper is organized as follows. In the next section, we state our main results
whose proofs are put in Section 3.
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2. Statement of main results
For convenience, by the notation u ∼ f we mean that
lim
r→∞
u(r)
f (r)
= 1
In Rn, it is well-known that the Laplace operator acting on a radial function u can be
expressed as follows
∆u(r) = u′′(r) +
n− 1
r
u′(r).
We are now in position to state our main results. To be more precise, we shall provide an
asymptotic expansion for any radial solution to (1.1) near infinity. It is worth emphasizing
that our results require no condition on n > 1 and on α except α 6 1, which is natural
based on the discussion described in Introduction. However, since the formulation of
the results are rather long and the technique used is different when n varies, we intend
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to split our results into three theorems according to either the dimension n > 3, n = 2,
or n = 1.
First, for the case n > 3, our result reads as follows.
Theorem 1. Assume n > 3 and let u be a positive radial solution to the problem (1.1) in Rn.
Then we have the following claims:
(a) If α = 1, then
u ∼
[
u(0) + nu′′(0)
]
Γ
(n
2
)
2
n−5
2 π−1/2r−
n−1
2 er . (2.1)
(b) If α ∈ (−1,1), then
u ∼
[(
n+ 4α1−α
)(
n+ 4α1−α +2
)(
4α
1−α +2
)(
4α
1−α +4
)]− 11−α
r
4
1−α . (2.2)
(c) If α = −1, then
u ∼
(
n(n− 2)
)−1/2
r2(ln r)1/2. (2.3)
(d) If α < −1, then
u ∼ 1
2n
(
∆u(0) +
1
n− 2
∫ ∞
0
tuα(t)dt
)
r2. (2.4)
When the dimension n = 2, we obtain the following asymptotic expansion near infin-
ity.
Theorem 2. Assume n = 2 and let u be a positive radial solution to the problem (1.1) in Rn,
then we have the following claim:
(a) If α = 1, then
u ∼
[
u(0) + nu′′(0)
]
Γ(
n
2
)2
n−5
2 π−1/2r−
n−1
2 er .
(b) If α ∈ (−1,1), then
u ∼
[(
n+ 4α1−α
)(
n+ 4α1−α +2
)(
4α
1−α +2
)(
4α
1−α +4
)]− 11−α
r
4
1−α .
(c) If α = −1, then
u ∼ 2−1/2r2 ln r(lnlnr)1/2. (2.5)
(d) If α < −1, then
u ∼
(
1
4
∫ ∞
0
tuα(t)dt
)
r2 lnr. (2.6)
Finally, our result for dimension n = 1 is as follows.
Theorem 3. Assume n = 1 and let u be a positive radial solution to the problem (1.1) in Rn,
then we have the following claim:
(a) If α = 1, then
u ∼
[
u(0) + nu′′(0)
]
Γ(
n
2
)2
n−5
2 π−1/2r−
n−1
2 er =
1
4
(
u(0) + u′′(0)
)
er .
(b) If α ∈ (−1/3,1), then
u ∼
[(
n+ 4α1−α
)(
n+ 4α1−α +2
)(
4α
1−α +2
)(
4α
1−α +4
)]− 11−α
r
4
1−α .
(c) If α = −1/3, then
u ∼
(
2
9
)3/4
r3(ln r)3/4. (2.7)
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(d) If α < −1/3, then
u ∼ 1
6
(∫ ∞
0
uα(t)dt
)
r3. (2.8)
The following table summarizes the asymptotic behavior at infinity of entire positive
radial solutions to (1.1) and gives the sketch of proof of Theorems 1-3.
n α < −1 α = −1 −1<α<−13 α = −13 −13 <α<1 α = 1
1 r3 r3(ln r)3/4 r
4
1−α
Prop. 3.8 Prop. 3.7 Prop. 3.2
2 r2 lnr r2 lnr
√
lnln r r−
n−1
2 er
Prop. 3.6 Prop. 3.5 r
4
1−α Prop. 3.1
> 3 r2 r2
√
lnr Prop. 3.2
Prop. 3.4 Prop. 3.3
Table 1: Asymptotic behavior at infinity of entire positive radial solu-
tions to ∆2u = uα in Rn with α 6 1.
The proof of our main results follows from a general procedure, which is based on a
suitable combination of a priori bounds from below and above, integral estimates and
asymptotic analysis arguments.
Before closing this section, we note that in the case α < −1 with n > 2, Theorems
1(d) and 2(d) were partially proved by Kusano, Naito, and Swanson in [KNS87, KNS88].
More precisely, it was showed in [KNS87, Theorem 2] that the quotient u(r)/(r2 lnr) has
a limit as r →∞ when n = 2 and α < −1. When n > 3 and α < −1 it was proved in
[KNS88, Theorem 2] that u(r)/r2 has a limit as r→∞.
3. Proofs
This section is devoted to the proof of our main result. For the sake of clarity, we
divide this section into several parts. We spend Subsection 3.1 to collect some auxiliary
results while proofs for Theorems 1–3 are put in Subsection 3.3–3.5.
3.1. Auxiliary results. In this subsection, we collect some basic results which are used
many times in our arguments.
Lemma 3.1. Let v be a radial C2 function in Rn with n > 1. Then we have the following
representation
v(r) = v(r0) +
∫ r
r0
s1−n
(∫ s
0
tn−1∆v(t)dt
)
ds
and
v(r) = v(r0) +
∫ r0
0
tn−1∆v(t)dt
∫ r
r0
s1−nds +
∫ r
r0
s1−n
(∫ s
r0
tn−1∆v(t)dt
)
ds
for any fixed r0 > 0.
Proof. This is elementary. For the first identity, suppose n = 1. Since v is radial, there
holds v′(0) = 0. Hence, the identity follows from v′′ = ∆v via integration by parts.
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When n > 2, we integrate both sides of
(rn−1v′(r))′ = rn−1∆v(r)
over [r0, r] to get the desired identity. For the second identity, for n > 2, this identity
comes from the first identity by splitting the domain of integration. When n = 1, the
identity
v(r) = v(r0) + (r − r0)
∫ r0
0
∆v(t)dt +
∫ r
r0
∫ s
r0
∆v(t)dtds
follows from integration by parts with a note that v′(r0) =
∫ r0
0
v′′(t)dt. 
Lemma 3.2. Let u be a positive radial solution to the problem (1.1) in Rn with α < 1. Then
the limit
γ := lim
r→∞∆u(r)
exists with γ > 0. Moreover, there exist two positive constants C and r0 such that
u(r) > Cr2
and that
∆u(r) > 0
for all r > r0.
Proof. First we observe that (
rn−1(∆u)′(r)
)′
= rn−1∆2u > 0,
which implies that the function ∆u is increasing. Hence, the limit limr→∞∆u(r) exists
and could be infinity. For this reason, we can set
γ := min{2, lim
r→∞∆u(r)},
which is finite. We shall show by way of contradiction argument that in fact γ > 0.
Indeed, suppose that γ 6 0. Then ∆u(r) 6 0 for any r > 0. Since ∆u(r) =
r1−n(rn−1u′(r))′ , we deduce that u(r) is non-increasing. From this it follows that
u(r) 6 u(0) for any r > 0. Depending on the value of α, we consider the following
two cases:
Case 1. Suppose that α ∈ [0,1). We deduce from the rescaled test-function argument
that ∫
BR
uαdx 6 CR−4
∫
B2R
udx 6 Cu1−α(0)R−4
∫
B2R
uαdx.
Repeating this argument, we obtain, for any m > 1, the following estimate∫
BR
uαdx 6
(
Cu1−α(0)
)m
R−4m
∫
B2mR
uαdx.
Now choosing any integer m > n/4 and using the fact that u(r) 6 u(0), we have∫
BR
uαdx 6 CR−4m(2mR)n 6 CRn−4m.
From this we let R→∞ to get
∫
R
n u
αdx = 0, which is impossible.
Case 2. Suppose that α < 0. In this case, we can apply Lemma 3.1 to get
∆u(r) = ∆u(0) +
∫ r
0
s1−n
∫ s
0
tn−1uα(t)dtds
> ∆u(0) + uα (0)
∫ r
0
s1−n
∫ s
R
tn−1dtds
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> ∆u(0) +
uα(0)
2n
r2.
Hence, ∆u(r) is positive for r large, which contradicts γ 6 0.
Combining two cases above, we deduce that γ > 0. Hence there exists some r1 > 1
such that
∆u(r) >
γ
2
> 0
for all r > r1. Again making use of Lemma 3.1, the representation formula
u(r) = u(r1) +
(∫ r1
0
tn−1∆u(t)dt
)∫ r
r1
s1−nds +
∫ r
r1
s1−n
(∫ s
r1
tn−1∆u(t)dt
)
ds
implies that
u(r) > u(r1)−
∣∣∣∣
∫ r1
0
tn−1∆u(t)dt
∣∣∣∣r + γ
2
∫ r
r1
s1−n
(∫ s
r1
tn−1dt
)
ds,
which further implies that there exist C > 0 and r0 ≫ r1 such that
u(r) > Cr2
for all r > r0. In addition, ∆u(r) > 0 for all r > r0. The proof is complete. 
3.2. The common cases: α = 1 with n > 1, α ∈ (−1,1) with n > 2, and α ∈ (−1/3,1)
if n = 1. This subsection is devoted to a proof for part of Theorems 1–3 indicated in
Table 1. We start with the case α = 1.
Proposition 3.1. Let u be a positive radial solution to the problem (1.1) in Rn with α = 1
and n > 1, then u has the following asymptotic behavior
u ∼
[
u(0) + nu′′(0)
]
Γ(
n
2
)2
n−5
2 π−1/2r−
n−1
2 er .
Proof. The case n = 1. In this case, our equation simply becomes an ODE. From this we
choose two independent solutions u1(r) = e
r + e−r and u2(r) = cosr to form a general
solution which is of the form
u(r) = C1(e
r + e−r) +C2 cosr
for suitable constants C1 and C2. Note that, if u is a positive solution of the form above,
then it is necessary that C1 > 0. In this case we obtain
u ∼ C1er .
Or more precisely,
u ∼ 1
4
[
u(0) + u′′(0)
]
er ,
which is the desired behavior because Γ(1/2) =
√
π.
The case n > 2. In this scenario, we find two independent radial solutions as follows.
Since U1(x) = exp(x1) and U2(x) = cos(x1) are (non-radial) solutions in R
n. Taking the
spherical average and using the spherical coordinates x = (r,η), we have two indepen-
dent radial solutions
u1(r) =
1
|Sn−1r |
∫
S
n−1
r
ex1dσ =
1
|Sn−1|
∫
Sn−1
erη1dη
and
u2(r) =
1
|Sn−1r |
∫
S
n−1
r
cos(x1)dσ =
1
|Sn−1|
∫
Sn−1
cos(rη1)dη.
Hence, all radial solutions to (1.1) are of the form
u(r) = C1u1(r) +C2u2(r),
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where 
u(0) = C1 +C2,
u′′(0) =
1
n
(C1 −C2).
Observe that if u is a positive radial solution of the form above, then it is necessary that
C1 > 0. From this we have the asymptotics at infinity
u ∼ 1
2
[
u(0) + nu′′(0)
]
u1(r).
Hence, it suffices to compute the behavior of u1 at infinity. Keep in mind that
erη1 =
∞∑
k=0
rkηk1
k!
,
and that ∫
Sn−1
ηk1dη = 0
if k is odd. We then have
u1(r) =
1
|Sn−1|
∞∑
l=0
1
(2l)!
∫
Sn−1
η2l1 dη.
Note that ∫
Sn−1
η2l1 dη =
2π(n−1)/2Γ(l +1/2)
Γ(l + n/2)
, |Sn−1| = 2π
n/2
Γ(n/2)
.
Hence
u1(r) =
∞∑
l=0
Γ(n/2)(Γ(l +1/2)
Γ(l + n/2)
√
π
r2l
(2l)!
.
However,
(2l)! = Γ(2l +1) = 22lπ−1/2Γ(l +1)Γ
(
l +1/2
)
= 22lπ−1/2Γ(l +1/2)l!.
Hence, we can simplify u1 as follows
u1(r) =
∞∑
l=0
Γ(n/2)
Γ(l + n/2)
(r/2)2l
l!
=
Γ(n/2)
(r/2)n/2−1
∞∑
l=0
1
l!Γ(l + n/2)
(
r
2
)2l+n/2−1
=
Γ(n/2)
(r/2)n/2−1
In/2−1(r),
where Ia denotes the modified Bessel function. Using the asymptotic behavior for the
modified Bessel function, we have
I n
2−1(r) =
er√
2πr
[
1+O(r−1)
]
;
see, e.g., [AS64, Sec. 9.7]. Hence
u1(r) =
Γ(n/2)2n/2−1√
2π
er
r(n−1)/2
(
1+O(r−1)
)
=Γ(n/2)2(n−3)/2π−1/2r−(n−1)/2er
(
1+O(r−1)
)
.
Thus, we have just shown that
u ∼
[
u(0) + nu′′(0)
]
Γ(n/2)2(n−5)/2π−1/2r−(n−1)/2er
as claimed. 
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Now we consider the remaining cases.
Proposition 3.2. Assume that α ∈ (−1,1) if n > 2, or α ∈ (−1/3,1) if n = 1. Let u
be a positive radial solution to the problem (1.1) in Rn, then u has the following asymptotic
behavior
u ∼
[(
n+ 4α1−α
)(
n+ 4α1−α +2
)(
4α
1−α +2
)(
4α
1−α +4
)]−1/(1−α)
r4/(1−α).
Proof. The proof consists of two cases:
Case 1. Suppose that α ∈ [0,1). In view of Lemma 3.2, there exist C0 > 0 and r0 > 0
such that u(r) > C0r
2 for all r > r0. Hence, there exists some C1 > 0 such that
u(r) > C1r
2 (3.1)
for all r > 0. Now we define the function
w(r) = u(r) +
|∆u(0)|+1
2n
r2.
By (3.1), there exists λ≫ 1 such that
w(r) 6 λu(r)
for all r > 0. Define
v(r) = w(λα/4r).
We then have v(0) = 0, v′(0) = 0, ∆v(0) > 0, (∆v)′(0) = 0, and
∆
2v(r) = λα∆2w(λα/4r) = λα∆2u(λα/4r) = λαuα(λα/4r) > wα(λα/4r) = vα(r).
For ǫ ∈ (0,1), we define
vǫ(r) = v(0) +
∆v(0)
2n
r2 + ǫr4/(1−α).
A simple computation shows that
vǫ(0) = v(0), ∆vǫ(0) = ∆v(0), v
′
ǫ(0) = (∆vǫ)
′(0) = 0,
and
∆
2vǫ(r) = ǫMr
4α/(1−α)
with
M =
2∏
l=1
(
4
1−α − 2l +2
)(
n+
4
1−α − 2l
)
.
Fixing ǫ 6M−1/(1−α), we deduce that
∆
2vǫ = ǫMr
4α/(1−α)
6 ǫαr4α/(1−α) 6 vαǫ .
By a well-known comparison principle, see, e.g., [FF16, Proposition A.2], we get that
v(r) > vǫ(r)
for all r > 0. Hence,
w(λα/4r) > vǫ(r) > ǫr
4/(1−α)
for all r > 0. Using the inequality w(r) 6 λu(r), we further obtain
u(r) > C2r
4/(1−α) (3.2)
for some C2 > 0 and for any r > 0. Since α > 0, such a lower bound for u implies that
∆
2u(r) > C3r
4α/(1−α)
for any r > 0. Integrating the above differential inequality twice to get
∆u(r) > C4r
2+4α/(1−α),
10 Q.A. NGÔ, V. H. NGUYEN, AND Q. H. PHAN
for some C4 > 0 and for any r > r1 ≫ 1. Consequently, u is increasing in (r1,∞). Then
for any r > r1 we have from Lemma 3.1 the following
∆u(r) = ∆u(r1) +
∫ r1
0
tn−1uα(t)dt
∫ r
r1
s1−nds +
∫ r
r1
s1−n
(∫ s
r1
tn−1uα (t)dt
)
ds
6 ∆u(r1) +
∫ r1
0
tn−1uα(t)dt
∫ r
r1
s1−nds + uα(r)
∫ r
r1
s1−n
(∫ s
r1
tn−1dt
)
ds.
Since∫ r
r1
s1−n
(∫ s
r1
tn−1dt
)
ds =

(r − r1)2/2 if n = 1,
(r − r1)2/(2n)− rn1 (n(n− 2))−1
(
r2−n1 − r2−n
)
if n > 2,
and
∫ r
r1
s1−nds =

r − r1 if n = 1,
ln
(
r/r1) if n = 2,
(n− 2)−1
(
r2−n1 − r2−n
)
if n > 3,
we deduce that
∆u(r) 6 C5 +C5r +C5r
2uα(r)
for some C5 > 0 and for any r > r1. From this and (3.2), it follows that
∆u(r) 6 C6r
2uα(r)
for some C6 > 0 and for any r > r2 ≫ r1. Keep in mind that ∆u is increasing in (0,∞).
Therefore, we repeat the above argument to get
u(r) 6 ∆u(r1) +
∫ r1
0
tn−1∆u(t)dt
∫ r
r1
s1−nds +∆u(r)
∫ r
r1
s1−n
(∫ s
r1
tn−1dt
)
ds.
From this, it is not hard to check that
u(r) 6 C7r
2
∆u(r)
for some C7 > 0 and for any r > r3 ≫ r2. Hence, we have just shown that
u(r) 6 C6C7r
4uα(r)
for any r > r3. This implies that u has the following upper bound
u(r) 6 C8r
4/(1−α) (3.3)
for some C8 > 0 and for any r > r3. From (3.2) and (3.3), we have
0 < liminf
r→∞ r
−4/(1−α)u(r) =: ainf 6 asup := limsup
r→∞
r−4/(1−α)u(r) <∞.
For any ǫ ∈ (0,ainf), there exists R(ǫ) > 0 such that
ainf − ǫ < r−4/(1−α)u(r) < asup + ǫ
for any r > R(ǫ). Under the condition α > 0 and for any r > R(ǫ), we deduce from the
second identity in Lemma 3.1 the following
∆u(r) 6∆u(R(ǫ)) +
∫ R(ǫ)
0
tn−1uα(t)dt
∫ r
R(ǫ)
s1−nds
+ (asup + ǫ)
α
∫ r
R(ǫ)
s1−n
(∫ s
R(ǫ)
tn−1+4α/(1−α)dt
)
ds
6O(1)r +
(asup + ǫ)
α
(n+ 4α1−α )(2 +
4α
1−α )
r2+
4α
1−α
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with error O(1) depending only on ǫ. From this, by integrating twice, we arrive at
u(r) 6O(1)r3 +
(asup + ǫ)
α
∏2
l=1(n+
4α
1−α +2l − 2)(2l + 4α1−α )
r
4
1−α
for any r > R(ǫ). Observe that 4/(1 − α) > 3. Hence, simply dividing both side by
r4/(1−α) and letting r →∞, we get
asup 6
(asup + ǫ)
α
∏2
l=1(n+
4α
1−α +2l − 2)(2l + 4α1−α )
for any ǫ ∈ (0,ainf). Now letting ǫ→ 0 to get
asup 6
( 2∏
l=1
(
n+
4α
1−α +2l − 2
)(
2l +
4α
1−α
))− 11−α
. (3.4)
By the same argument, we can prove that
ainf >
( 2∏
l=1
(
n+
4α
1−α +2l − 2
)(
2l +
4α
1−α
))− 11−α
. (3.5)
Combining (3.4) and (3.5), we get
lim
r→∞ r
− 2k1−α u(r) =
( 2∏
l=1
(
n+
4α
1−α +2l − 2
)(
2l +
4α
1−α
))− 11−α
as indicated. This completes the first case.
Case 2. Suppose that α < 0. Then in this scenario, we shall consider either α ∈ (−1,0)
if n > 2 or α ∈ (−1/3,0) if n = 1. Note by Lemma 3.2 that limr→∞∆u(r) > 0. This
implies that ∫ R
0
sn−1∆u(s)ds > 0
for R large. Hence, there exists R0 > 0 such that
u′(R) = R1−n
∫ R
0
sn−1∆u(s)ds > 0
for any R > R0. In other words, u is increasing on [R0,∞). We now make use of
the rescaled test-function argument. Indeed, let ψ = ψ(r) be a smooth radial cut-off
function satisfying 0 6 ψ 6 1 and
ψ(r) =

0 if r ∈ [0,1]∪ [4,∞],
1 if 2 6 r 6 3.
For any R > R0, let φR(r) = ψ(r/R). Then we have∫ ∞
0
uαφRs
n−1ds =
∫ ∞
0
∆
2uφRs
n−1ds
=
∫ ∞
0
u∆2φRs
n−1ds
6 C−11 R
−4
∫ 4R
R
u sn−1ds
for some C1 > 0. Hence,
R−4
∫ 4R
R
u sn−1ds > C1
∫ ∞
0
uαφRs
n−1ds > C1
∫ 3R
2R
uαsn−1ds.
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Using α < 0 and the monotonicity of u on [R0,∞), we deduce that
R−4Rnu(4R) > C1uα(4R)Rn
for any R > R0. Consequently, we obtain the lower bound
u(R) > C1R
4/(1−α) (3.6)
for any R > R1 = 4R0. By the assumption that either α ∈ (−1,0) if n > 2 or α ∈ (−1/3,0)
if n = 1, we can always have that n+ 4α/(1 −α) > 0. Thanks to the monotonicity of u
and ∆u for R large and the fact that limr→∞∆u(R) > 0, we follow the same argument
used in the previous case to obtain
u(R) 6 C2R
2
∆u(R) (3.7)
for some C2 > 0 and for any R > R2 ≫ R1. On the other hand, for any R > R2 we can
estimate
∆u(R) = ∆u(R2) +
∫ R2
0
tn−1uα(t)dt
∫ R
R2
s1−nds +
∫ R
R2
s1−n
(∫ s
R2
tn−1uα(t)dt
)
ds
6 ∆u(R2) +
∫ R2
0
tn−1uα (t)dt
∫ R
R2
s1−nds +Cα2
∫ R
R2
s1−n
(∫ s
R2
tn−1+
4α
1−α dt
)
ds,
thanks to (3.6) and α < 0. By the previous inequality and the fact n + 4α/(1 − α) > 0,
simply considering either n = 1 or n > 2 separately, we can find a constant C3 > 0 and
R3 ≫ R2 such that
∆u(R) 6 C3R
2+ 4α1−α (3.8)
for any R > R3. Combining (3.7) and (3.8), we obtain the upper bound
u(R) 6 C4R
4/(1−α) (3.9)
for some C4 > 0 and R > R3.
Once we can bound u from above and below as shown in (3.6) and (3.9), we can
repeat the argument used in Case 1 to obtain the desired limit. Indeed, we let ainf and
asup be the following
0 < liminf
R→∞
R−4/(1−α)u(R) =: ainf 6 asup := limsup
R→∞
R−4/(1−α)u(R) <∞.
For any ǫ ∈ (0,ainf), there exists R(ǫ) > 0 such that
ainf − ǫ < r−
4
1−α u(R) < asup + ǫ
for any R > R(ǫ). Under the condition α < 0, for any R > R(ǫ), we have
∆u(R) 6∆(R(ǫ)) +
∫ R(ǫ)
0
tn−1uα(t)dt
∫ R
R(ǫ)
s1−nds
+ (ainf − ǫ)α
∫ R
R(ǫ)
s1−n
(∫ s
R(ǫ)
tn−1+
4α
1−α dt
)
ds
=

O(1)R+ (n+ 4α1−α )
−1(2 + 4α1−α )
−1(ainf − ǫ)αR2+4α/(1−α) if n = 1,
O(1) lnR+ (n+ 4α1−α )
−1(2 + 4α1−α )
−1(ainf − ǫ)αR2+4α/(1−α) if n > 2.
From this, by integrating by parts, we arrive at
u(R) 6

O(1)R3 + (n+ 4α1−α )
−1(2 + 4α1−α )
−1(ainf − ǫ)αR4/(1−α) if n = 1,
O(1)R2 lnR+ (n+ 4α1−α )
−1(2 + 4α1−α )
−1(ainf − ǫ)αR4/(1−α) if n > 2,
ASYMPTOTIC BEHAVIOR OF POSITIVE RADIAL SOLUTIONS TO ∆2u = uα IN Rn 13
for any R > R(ǫ). Keep in mind that 4/(1 −α) > 3 if n = 1 and 4/(1 −α) > 2 if n > 2.
Hence, dividing both side by R4/(1−α) and letting R→∞, we get
asup 6
(ainf − ǫ)α∏2
l=1(n+
4α
1−α +2l − 2)(2l + 4α1−α )
for any ǫ ∈ (0,ainf). Letting ǫ→ 0, we get
asup a
−α
inf 6
1∏2
l=1(n+
4α
1−α +2l − 2)(2l + 4α1−α )
. (3.10)
By the same argument, we can easily prove that
ainf a
−α
sup >
1∏2
l=1(n+
4α
1−α +2l − 2)(2l + 4α1−α )
. (3.11)
Combining (3.10) and (3.11), we get (asup
ainf
)1+α
6 1.
Since 1 + α > 0, we clearly have asup 6 ainf. From this, we must have asup = ainf and
therefore
lim
r→∞ r
− 41−α u(r) =
( 2∏
l=1
(
n+
4α
1−α +2l − 2
)(
2l +
4α
1−α
))− 11−α
as claimed. 
3.3. The case α 6 −1 with n > 3. We now consider the case α 6 −1 covered in
Theorem 1. This case is split into two sub-cases corresponding to either α = −1 or not.
First we consider the case α = −1.
Proposition 3.3. Assume that α = −1 and n > 3. Let u be a positive radial solution to the
problem (1.1) in Rn, then u has the following asymptotic behavior
u(r) ∼
(
n(n− 2)
)−1/2
r2(ln r)1/2.
Proof. It follows from Lemma 3.2 that
γ = lim
r→∞∆u(r) > 0,
which could be infinity. Suppose that γ <∞. This and the monotone increasing of ∆u
imply that u(r) 6 Cr2 for some C > 0 and for any r > R. However, by Lemma 3.1, we
can easily bound ∆u from below as shown below
∆u(r) = ∆u(R) +
∫ R
0
tn−1u−1dt
∫ r
R
s1−nds +
∫ r
R
s1−n
(∫ s
R
tn−1u−1(t)dt
)
ds
> ∆u(R) +C−1
∫ r
R
s1−n
∫ s
R
tn−3dtds
= ∆u(R) +
Rn−2
(n− 2)2C
1
rn−2
− (n− 2)lnR+1
(n− 2)2C +
lnr
(n− 2)C .
Clearly, this is impossible because ∆u(r) has the finite limit as r →∞. Thus, we must
have
lim
r→∞∆u(r) =∞.
Using this, we can evaluate u−1(r) as follows:
lim
r→∞
r2
u(r)
= 2 lim
r→∞
rn
rn−1u′(r)
= 2n lim
r→∞
rn−1
(rn−1u′(r))′
= 0.
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Thus, this gives u−1(r) = o(r−2). Next, using integration by parts, we get from ∆2u =
u−1 the following
∆u(r) = ∆u(0)− r
2−n
n− 2
∫ r
0
sn−1u−1ds +
1
n− 2
∫ r
0
su−1ds. (3.12)
Now it follows from the l’Hôpital rule and u−1(r) = o(r−2) that
lim
r→∞
∫ r
0
sn−1u−1(s)ds
rn−2
= lim
r→∞
rn−1u−1(r)
(n− 2)rn−3 =
1
n− 2 limr→∞
r2
u(r)
= 0.
Hence, (3.12) gives
lim
r→∞
∆u(r)
F(r)
=
1
n− 2 ,
where
F(r) =
∫ r
0
su−1ds.
Using the l’Hôpital rule and noting that u−1(r) = o(r−2), we have
lim
r→∞
u′(r)
rF(r)
= lim
r→∞
rn−1u′(r)
rnF(r)
= lim
r→∞
(rn−1u′(r))′
nrn−1F(r) + rn+1u−1(r)
= lim
r→∞
rn−1∆u(r)
nrn−1F(r) + rn+1u−1(r)
= lim
r→∞
∆u(r)
nF(r) + r2u−1(r)
= lim
r→∞
∆u(r)
nF(r)
=
1
n(n− 2) ,
which helps us to conclude that
lim
r→∞
u(r)
r2F(r)
= lim
r→∞
u′(r)
2rF(r) + r3u−1(r)
= lim
r→∞
u′(r)
2rF(r)
=
1
2n(n− 2) . (3.13)
Replacing u(r) = r(F ′(r))−1, we deduce from (3.13) that
lim
r→∞
1
rF ′(r)F(r)
=
1
2n(n− 2) .
It follows from the l’Hôpital rule that
lim
r→∞
2lnr
F2(r)
=
1
2n(n− 2) . (3.14)
Combining (3.13) with (3.14), we have the desired limit, that is, u(r) ∼
(
n(n−2)
)−1/2
r2(lnr)1/2.

We now consider the case α < −1.
Proposition 3.4. Assume that n > 3 and α < −1. Let u be a positive radial solution to the
problem (1.1) in Rn, then u has the following asymptotic behavior
u ∼ 1
2n
(
∆u(0) +
1
n− 2
∫ ∞
0
tuα(t)dt
)
r2.
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Proof. It follows from Lemma 3.2 that limr→∞∆u(r) > 0 and that u(r) > Cr2 for any
r > R0. Hence, thanks to α < −1, the integral∫ ∞
0
s1−n
∫ s
0
tn−1uα(t)dtds
exists. From this, using the representation formula
∆u(r) = ∆u(0) +
∫ r
0
s1−n
(∫ s
0
tn−1uα(t)dt
)
ds
we deduce that ∆u(r) has the finite limit as r→∞ and, in addition, there holds
lim
r→∞∆u(r) = ∆u(0) +
∫ ∞
0
s1−n
(∫ s
0
tn−1uα(t)dt
)
ds.
As in the proof of Proposition 3.3, we apply the l’Hôpital rule to get
lim
r→∞∆u(r) = 2n limr→∞ r
−2u(r).
Consequently,
lim
r→∞ r
−2u(r) =
1
2n
(
∆u(0) +
1
n− 2
∫ ∞
0
tuα(t)dt
)
as claimed. 
3.4. The case α 6 −1 with n = 2. This subsection is devoted to proofs of the remaining
cases in Theorem 2 indicated in Table 1 since the cases α = 1 and α ∈ (−1,1) were
already proved in Propositions 3.1 and 3.2 respectively. As always, we consider the cases
α = −1 and α < −1 separately.
Proposition 3.5. Assume that α = −1 and n = 2. Let u be a positive radial solution to the
problem (1.1) in Rn, then u has the following asymptotic behavior
u ∼ 2−1/2r2 ln r(lnlnr)1/2.
Proof. In view of Lemma 3.2, we deduce that
γ = lim
r→∞∆u(r) > 0.
As in the proof of Proposition 3.3, if γ < ∞, then there exist two numbers C > 0 and
R > 10 such that
u(r) 6 Cr2
for any r > R. Let r→∞ in the inequality
∆u(r) = ∆u(0) +
∫ r
0
s−1
(∫ s
0
tu−1(t)dt
)
ds
> ∆u(0) +
∫ r
1
s−1
(∫ 1
0
tu−1(t)dt
)
ds,
we know that ∆u(r) → ∞ as r → ∞, which contradicts γ < ∞. Hence, this proves
γ = ∞. Consequently, we have u(r) > C1r2 for some C1 > 0 and for any r > R. For
simplicity, we set
G(r) =
∫ r
0
tu−1(t)dt.
Keep in mind that G(r) lnr→∞ as r→∞. Thus, using integration by parts, we get
∆u(r) = ∆u(0) +
∫ r
0
s−1G(s)ds
= ∆u(0) +G(r) ln r −
∫ r
0
tu−1(t) ln tdt
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6 ∆u(0)−
∫ 1
0
t lntu−1(t)dt +G(r) lnr
6 C2G(r) lnr
for some C2 > 0 and for any r > R. Using this and the monotonicity of ∆u, we can
bound u from above as follows
u(r) = u(R) +G(R)
∫ r
R
s−1ds +
∫ r
R
s−1
(∫ s
R
t∆u(t)dt
)
ds
6 u(R) +G(R)
∫ r
R
s−1ds +∆u(r)
∫ r
R
s−1
(∫ s
R
tdt
)
ds
6 C3G(r)r
2 lnr
for some C3 > 0 and for r > R1 ≫ R. Consequently,
ru(r)−1G(r) > C3r−1(ln r)−1,
for r > R1. Integrating this inequality over (R1, r), we obtain
G(r)2 −G(R1)2 > C3
(
ln lnr − lnlnR1),
which implies that
G(r) > C4
√
ln lnr,
for some C4 > 0 and for all r > R2 for some R2 ≫ R1. Note that
∆u(r) = ∆u(0) +
∫ r
0
s−1G(s)ds.
Hence for r > R22, we can estimate
∆u(r) >
∫ r
√
r
s−1G(s)ds > C4
√
ln ln
√
r ln
√
r,
which gives
∆u(r) > C5 lnr
√
ln lnr
for some C5 > 0 and for any r > R3 ≫ R22. Making use of this inequality in the integral
expression of u, that is
u(r) = u(0) +
∫ r
0
s−1
∫ s
0
t∆u(t)dtds,
and performing a similar argument as above, we eventually get
u(r) > C6r
2 ln r
√
lnlnr
for some C6 > 0 and for any r > R4 ≫ R3. This and the equation ∆2u = u−1 imply that
∆
2u(r) 6 C−16 r
−2(ln r)−1(ln lnr)−1/2
for r > R4. Since we are in R
2, integrating the above differential inequality to get
(∆u)′(r)− (∆u)′(R4) 6 2C−16 (
√
lnlnr −
√
ln lnR4),
which implies that
(∆u)′(r) 6 C7
√
lnln r
for some C7 > 0 and for any r > R5 ≫ R4. Continuing this process, we arrive at
∆u(r) 6 C8 lnr
√
ln lnr
for some C8 > 0 and for any r > R6 ≫ R5. Simply repeating the above argument, we
eventually get
u(r) 6 C9r
2 ln r
√
lnlnr
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for some C9 > 0 and for any r > R7 ≫ R6. Thus, we have already shown that
C6r
2 ln r
√
lnlnr 6 u(r) 6 C9r
2 ln r
√
lnlnr (3.15)
for r large. Applying the first identity from Lemma 3.1 and integrating by parts over
[R7, r] to get
∆u(r) = ∆u(R7) +
(
G(r) lnr −G(R7) lnR7
)
−
∫ r
R7
tu−1(t) ln tdt. (3.16)
Using the lower bound for G, we deduce that G(r) lnr > C4
√
lnlnr ln r . We now use
(3.15) to bound
tu−1(t) ln t 6 C−16 t
−1(
√
lnln t)−1
for all t > R7. From this we obtain∫ r
R7
tu−1(t) ln t dt 6
∫ r
r/2
tu−1(t) ln t dt 6 C−16 ln ln(r/2))
−1/2 ln r
for any r > 2R7. Hence, dividing both sides of (3.16) by G(r) lnr and sending r to
infinity to get
lim
r→∞
∆u(r)
G(r) lnr
= 1.
Using the l’Hôpital rule and noting that r2 = o(u(r)G(r)), we have
lim
r→∞
u′(r)
G(r)r lnr
= lim
r→∞
(ru′(r))′
r3u−1(r) ln r +2G(r)r lnr +G(r)r
=
1
2
.
Applying the l’Hôpital rule one more time, we deduce from the preceding limit that
lim
r→∞
u(r)
G(r)r2 lnr
=
1
4
. (3.17)
Next, replacing u(r) = r(G′(r))−1, we deduce from (3.17) that
lim
r→∞
1
G′(r)G(r)r ln r
=
1
4
.
Hence,
lim
r→∞
2ln(lnr)
G2(r)
=
1
4
. (3.18)
Combining (3.17) with (3.18), we arrive at
lim
r→∞
u(r)
r2 lnr(lnln r)1/2
=
1√
2
as claimed. 
Next we consider the case α < −1. Our result for this case is the following.
Proposition 3.6. Assume that n = 2 and α < −1. Let u be a positive radial solution to the
problem (1.1) in Rn, then u has the following asymptotic behavior
u ∼
(
1
4
∫ ∞
0
tuα(t)dt
)
r2 lnr.
Proof. We recall from Lemma 3.2 that u(r) > Cr2 for some C > 0 and for any r > R.
Since α < −1, it is clear that
D :=
∫ ∞
0
tuα(t)dt <∞.
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Now it follows from
r(∆u)′(r) =
∫ r
0
tuα(t)dt
that
lim
r→∞ r(∆u)
′(r) =D.
Hence, apply the L’Hôpital rule gives
lim
r→∞
u(r)
r2 ln r
= lim
r→∞
∆u(r)
4ln r
= lim
r→∞
r(∆u)′(r)
4
=
D
4
as claimed. 
3.5. The case α 6 −1/3 with n = 1. This subsection is devoted to proofs of Theo-
rems Theorem 3 indicated in Table 1. Since the cases α = 1 and α ∈ (−1/3,1) are
proved in Propositions 3.1 and 3.2 respectively. We only give the proof for α 6 −1/3 in
this sub-section. First we consider the case α = −1/3.
Proposition 3.7. Assume that n = 1 and α = −1/3. Let u be a positive radial solution to
the problem (1.1) in Rn, then u has the following asymptotic behavior
u(r) ∼
(
2
9
)3/4
r3(ln r)3/4.
Proof. We follow the argument as in the proof of (3.6) to get the following estimate
u(R) > C1R
4/(1−α)
for some C1 > 0 and R large enough. Recall that u solves u
(4) = u−1/3 in R and
u(3)(0) = 0. From this, by integration by parts, we get
u′′(r) = u′′(0) + r
∫ r
0
u−1/3(s)ds −
∫ r
0
su−1/3(s)ds
6 C2r
∫ r
0
u−1/3(s)ds
for some C2 > 0 and for any r > R. Hence, thanks to the first identity in Lemma 3.1, we
obtain
u(r) = u(R) +
∫ r
R
(∫ R
0
u′′(t)dt
)
ds +
∫ r
R
(∫ s
R
u′′(t)dt
)
ds
6 u(R) + (r −R)
∫ R
0
u′′(t)dt +C2
∫ r
R
[∫ s
R
(
t
∫ t
0
u−1/3(τ)dτ
)
dt
]
ds
6 u(R) + r
∫ R
0
u′′(t)dt +C2r3
∫ r
0
u−1/3(s)ds.
Consequently,
u(r) 6 C3r
3
∫ r
0
u−1/3(s)ds
for some C3 > 0 and for r large enough. Denote
H(r) :=
∫ r
0
u−1/3(s)ds.
Then the previous inequality can be rewritten as
H ′(r)H1/3(r) > C4r−1
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for some C4 > 0 and for r large enough. Integrating by parts leads us to
H(r) > C5(ln r)
3/4
for some C5 > 0 and for r large. We now again make use of the representation u
′′(r) =
u′′(0) +
∫ r
0
H(s)ds to deduce that u′′(r) >
∫ r
r/2
H(s)ds. From this we obtain u′′(r) >
(r/2)H(r/2) which helps us to conclude that
u′′(r) > C6r(lnr)3/4
for some C6 > 0 provided r is large enough. Upon repeating this trick one more time,
we deduce that
u(r) = u(0) +
∫ r
0
(∫ s
0
u′′(t)dt
)
ds > C7r
3(ln r)3/4
for some C7 > 0 and for r sufficiently large. Hence,
u(4)(r) = u−1/3(r) 6 C7r−1(ln r)−1/4
for r large and, by integrating four times, we arrive at
u(r) 6 C8r
3(lnr)3/4
for some C8 > 0 and for r large. Hence, we have just shown that
C7r
3(ln r)3/4 6 u(r) 6 C8r
3(ln r)3/4
for r large. Keep in mind that rH(r) > C5r(lnr)
3/4 and for some C9 > 0 that
∫ r
0
su−1/3(s)ds 6
C9r(ln r)
−1/4 for r large. Therefore, we deduce from the representation u′′(r) = u′′(0)+
rH(r)−
∫ r
0
su−1/3(s)ds that
lim
r→∞
u′′(r)
rH(r)
= 1.
Using the l’Hôpital rule and noting that u−1/3(r) = o(r−1), we have
lim
r→∞
u′(r)
r2H(r)
= lim
r→∞
u′′(r)
2rH(r) + r2u−1/3(r)
= lim
r→∞
u′′(r)
2rH(r)
=
1
2
.
Hence, we again apply the l’Hôpital rule to get
lim
r→∞
u(r)
r3H(r)
= lim
r→∞
u′(r)
3r2H(r) + r3u−1/3(r)
= lim
r→∞
u′(r)
3r2H(r)
=
1
6
. (3.19)
Replacing u(r) = (H ′(r))−3, we deduce from (3.19) that
lim
r→∞
1
rH ′(r)H1/3(r)
=
(
1
6
)1/3
.
It follows from the l’Hôpital rule that
lim
r→∞
4ln r
3H4/3(r)
=
(
1
6
)1/3
. (3.20)
Combining (3.19) with (3.20), we have
lim
r→∞
u(r)
r3(ln r)3/4
=
1
63/4
(
4
3
)3/4
=
(
2
9
)3/4
as claimed. 
Now we consider the remaining case α < −1/3.
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Proposition 3.8. Assume that n = 1 and α < −1/3. Let u be a positive radial solution to
the problem (1.1) in Rn, then u has the following asymptotic behavior
u(r) ∼ 1
6
(∫ ∞
0
uα(t)dt
)
r3.
Proof. By the same argument as in the proof of (3.6), it is not hard to see that there
exists some constant C > 0 such that
u(r) > Cr4/(1−α)
for any r large enough. From this and α < −1/3, we deduce that
N :=
∫ ∞
0
uα(t)dt <∞.
Keep in mind that u is an even function; hence u′(0) = u(3)(0) = 0. Therefore, it follows
from the equation satisfied by u that
u(3)(r) =
∫ r
0
uα(t)dt.
Consequently, there holds
lim
r→∞u
(3)(r) =N.
We are now in position to apply the l’Hôpital rule to get
lim
r→∞
u(r)
r3
= lim
r→∞
u(3)(r)
6
=
N
6
.
Thus, u(r) ∼ (r3/6)
∫ ∞
0
uα(t)dt as claimed. 
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