Abstract. Fault diagnosis consists in observing behaviours of systems, and in detecting online whether an error has occurred or not. In the context of discrete event systems this problem has been well-studied, but much less work has been done in the timed framework. In this paper, we consider the problem of diagnosing faults in behaviours of timed plants. We focus on the problem of synthesizing fault diagnosers which are realizable as deterministic timed automata, with the motivation that such diagnosers would function as efficient online fault detectors. We study two classes of such mechanisms, the class of deterministic timed automata (DTA) and the class of event-recording timed automata (ERA). We show that the problem of synthesizing diagnosers in each of these classes is decidable, provided we are given a bound on the resources available to the diagnoser. We prove that under this assumption diagnosability is 2EXPTIME-complete in the case of DTA's whereas it becomes PSPACE-complete for ERA's.
Introduction
The problem of fault diagnosis involves detecting whether a given system (which we call a plant) has undergone a fault, based on a particular external observation of an execution of the plant [SSL + 95,SSL + 96]. More precisely we are given a detailed model of the plant -say as a finite state machine -based on internal unobservable events as well as externally observable events of the plant. Some of the internal actions correspond to faults. A diagnoser for such a plant is a function which given a sequence of observable events generated by the plant, tells us whether an internal fault happened or not. Not all plants are diagnosable (in the sense that such a function may not exist) -for example a plant which produces the two behaviours aub and af b, where u and f are internal events with f being the faulty one, and a and b are observable events, is not diagnosable since from the observable sequence ab it is impossible to tell whether f happened or not.
Our interest in this paper lies in the fault diagnosis problem for timed plants. Here we are given a plant modelled as a timed automaton. The timed automata of Alur and Dill [AD94] are a popular model for time-dependent systems that extend classical finite state machines with real-time clocks. These clocks can record the passage of time in states, and can be used to guard the occurrence of transitions. A timed automaton generates timed sequences of events -i.e. an alternating sequence of real-valued delays and events. The fault diagnosis problem for timed plants is thus to detect faulty behaviours from a given timed sequence of observable events of the plant.
This problem is considerably more difficult in the timed case than in the discrete case. In the discrete case one deals with classical regular languages which have robust closure properties and relatively efficient algorithms for determinization and checking emptiness. Thus one can obtain a diagnoser by essentially determinizing the model of the plant. In the timed setting the problem is compounded by the fact that timed automata are a very expressive formalism. While their language emptiness problem is decidable, they are not determinizable, nor closed under complementation [AD94] .
The problem in the timed setting has been studied by Tripakis in [Tri02] where a variety of results have been shown. In particular, it is shown to be decidable to check whether a given timed plant is diagnosable or not, and a diagnoser can be constructed as an online algorithm whenever the plant is indeed diagnosable. The diagnosis algorithm in [Tri02] is based on state estimation; it is somewhat complex, since it involves keeping track of several possible control states and zones that the clock values can be in, with every observable action or time delay of the plant. A natural question that one may ask here is: when is there a diagnoser which is realizable as a deterministic timed automaton (DTA)? Such a DTA would lead to a more efficient online diagnosis algorithm, since with each observable event or time delay there is a single deterministic move in the DTA.
In this paper we consider two deterministic mechanisms namely general DTA's and Event Recording automata (ERA) [AFH94] . For general DTA's we show that it is decidable to check whether a given timed plant has a diagnoser realizable as a DTA, provided we are given a bound on the resources (i.e. the number of clocks and set of constants) available to the diagnoser. Whenever such a diagnoser exists, we are able to synthesize one. The technique used is to relate the existence of a DTA diagnoser to a winning strategy for a player in a classical state-based two player game.
The decision procedure runs in 2EXPTIME in the size of the plant. We show that this high complexity is unavoidable in that the problem is 2EXPTIME-complete. The completeness argument is based on a reduction from the halting problem of an alternating Turing machine which uses exponential space.
We also look at the problem for a restricted class of DTA's called Event Recording Automata [AFH94] . These are a determinizable subclass of timed automata, in which there is an implicit clock attached to each action. We show that the problem of deciding whether there is a diagnoser realizable as an ERA -again given a bound on the resources we allow for the diagnoser -is decidable in PSPACE. Once again the problem is shown to be complete for PSPACE.
Other recent works show an increasing interest in partial observability (e.g. learning [GJL04] ); this increases complexity of systems as several control problems become undecidable under partial observability [DM02, BDMP03] . However it seems useful to combine this issue with on-the-fly analysis (for example monitoring [KT04] or run-time model-checking [KPA03] ). This work puts together these two aspects: the framework is fault diagnosis of partially observable systems and the deterministic mechanisms we consider fit the online constraint.
The plan of the paper is as follows. After introducing notations and definitions in section 2, we will present the problem of fault diagnosis (section 3), starting with results from [Tri02] and going on to the problem we look at. We then present our result on the class of deterministic timed automata (section 4) and then on the class of eventrecording automata (section 5). The paper contains only sketches of proof. Detailed proofs can be found in [Che04] (written in french).
Preliminaries
For a set Γ , let Γ * be the set of finite sequences of elements in Γ .
Timed words. We consider a finite set of actions Σ and as time domain the set ≥0 of non-negative rationals. A timed word over Σ is a sequence in (Σ ∪ ≥0 ) * , i.e. a finite sequence ρ = γ 1 , γ 2 , . . . where each γ i is either an event in Σ or a delay in ≥0 .
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A set of timed words will be called a timed language. If ρ is a timed word, we define time(ρ) to be the sum of all delays in ρ. If Σ ⊆ Σ and if ρ is a timed word, we denote by π Σ (ρ) its projection over the alphabet Σ , which means that we erase actions not in Σ . For example, if Σ = {a, c} ⊆ {a, b, c} = Σ, then π Σ (0.5, a, 0.7, b, 0.3, c) = 0.5, a, 0.7, 0.3, c which reduces naturally to the timed word 0.5, a, 1, c. This operation extends in a natural way to timed languages.
Clocks, operations on clocks. We consider a finite set X of variables, called clocks. A clock valuation over X is a mapping v : X → ≥0 that assigns to each clock a time value. We use 0 to denote the valuation which sets each clock x ∈ X to 0. If t ∈ ≥0 , the valuation v + t is defined as
The set of constraints (or guards) over a set of clocks X, denoted G(X), is given by the syntax "g ::= (x ∼ c) | (g ∧ g)" where x ∈ X, c ∈ ≥0 and ∼ is one of <, ≤, =, ≥, or >. We write v |= g if the valuation v satisfies the clock constraint g, and is given by v |= (x ∼ c) if v(x) ∼ c and v |= (g 1 ∧ g 2 ) if v |= g 1 and v |= g 2 . The set of valuations over X which satisfy a guard g ∈ G(X) is denoted by g X , or just g when X is clear from the context. Symbolic alphabet and timed automata. Let Σ be an alphabet of actions, and X a finite set of clocks. A symbolic alphabet Γ based on (Σ, X) is a finite subset of G(X)× Σ × 2 X . As used in the framework of timed automata [AD94] , a symbolic word γ = (g i , b i , Y i ) 1≤i≤k ∈ Γ * gives rise to a set of timed words, denoted tw(γ). We interpret the symbolic action (g, b, Y ) to mean that action b can happen if the guard g is satisfied, with the clocks in Y being reset after the action. Formally, let
A timed automaton (TA for short) is a tuple A = (Σ, X, Q, q 0 , F, −→, Inv) where Σ is a finite alphabet of actions, X is a finite set of clocks, Q is a finite set of states, q 0 ∈ Q is the initial state, F ⊆ Q is the set of final states, −→⊆ Q×Γ ×Q is a finite set of transitions over some symbolic alphabet Γ based on (Σ, X), and Inv : Q → G(X) is an invariant function. The timed automaton A is said to be deterministic if, for every state, the set of symbolic actions enabled at that state is time-deterministic, i.e. do not contain distinct symbolic actions (g, a, Y ) and (g , a, Y ) with g ∩ g = ∅. The class of deterministic timed automata is denoted DTA. An event-recording automaton (ERA for short) [AFH94] is a timed automaton (Σ, X, Q, q 0 , F, −→, Inv) where X = {x a | a ∈ Σ} and q g,a,Y −−−→ q implies Y = {x a }. Informally the clock x a stores the time elapsed since the last occurrence of action a. We extend the above definitions to allow ε-transitions (or silent transitions) in our timed automata [BDGP98] .
For convenience, we will assume that all guards in timed automata are compatible with invariants in the following sense. If q g,a,Y −−−→ q is a transition, we want that g be included in Inv(q) , and [Y ← 0] g be included in Inv(q ) . If it is not the case, it is easy to transform the timed automaton so that this condition holds.
A path in a TA A is a finite sequence of consecutive transitions:
The path is said to be accepting in A if it ends in a final state q k ∈ F . A timed automaton A can then be interpreted as a classical finite automaton on the symbolic alphabet Γ . Viewed as such, A accepts (or generates) a language of symbolic words, L sym (A) ⊆ Γ * , constituted by the labels of the accepting paths in A. We will be more interested in the timed language generated by A, denoted L(A), and defined by L(A) = tw(L sym (A)).
Synchronized product. Let
Without loss of generality we assume that X 1 and X 2 are disjoint. The synchronized product of A 1 and A 2 is defined as the timed automaton
−−−→ (q 1 , q 2 ) whenever one of the following conditions holds:
This synchronized product is the classical composition where both components synchronize on common actions.
Region automata. Region automata have been proposed in [AD94] for abstracting timed behaviours. Regions are classes of an equivalence relation over valuations which satisfy the nice property that two equivalent valuations have equivalent (time and discrete) successors. The region automaton construction is the core of the decidability proof for checking emptiness of timed automata. We will make use of the region automaton in Lemma 2. In the following if A is a timed automaton, we will denote its region automaton by R(A).
Granularity. In the following, we will consider models with bounded resources, for example the subclass of DTA's using 5 clocks and integer constants smaller than 7. Fixing resources of models has been frequently done in the past in several contexts: satisfiability of timed µ-calculus [LLW95] , controller synthesis [DM02, BDMP03] , testing [KT04] . In all cases, fixing the resources helps in getting decidability results, and it is quite natural when our aim is to synthesize a system (with given physical resources).
We formalize this notion by defining a measure of the clocks and constants used in a set of constraints. A granularity is a tuple µ = (X, m, max ) where X is a set of clocks, m is a positive integer and max : X −→ ≥0 a function which associates with each clock of X a positive rational number. The granularity of a finite set of constraints is the tuple (X, m, max ) where X is the exact set of clocks mentioned in the constraints, m is the least common multiple of the denominators of the constants mentioned in the constraints, and max records for each x ∈ X the largest constant it is compared with. A granularity ν = (X , m , max ) is said to be finer than a granularity µ = (X, m, max ) (or equivalently µ is said to be coarser than ν) if X ⊆ X , m divides m and for all x ∈ X max (x) ≥ max (x). A constraint g is called µ-granular if it belongs to some set of constraints of granularity µ (note that a µ-granular constraint is also ν-granular for any granularity ν finer than µ). We denote the set of all µ-granular constraints by G(µ).
Let atoms µ denote this set of µ-atomic constraints. By the granularity of a timed automaton, we will mean the granularity of the set of constraints used in it. For such an automaton, the granularity µ represents its resources in terms of clocks and constants. We denote by DTA µ (resp. ERA µ ) the class of DTA's (resp. ERA's) whose granularity is coarser than µ. Let µ = (X, m, max ) be a granularity over Σ, we denote by Γ µ the symbolic alphabet over µ (i.e. the set atoms µ × Σ × 2 X ) and U µ the universal single-state automaton over symbolic alphabet Γ µ .
Let µ = (X, m, max ) be a granularity over the alphabet Σ and ν = (X , m , max ) be a granularity finer than µ over Σ ⊇ Σ. For (g , a , Y ) ∈ atoms ν × Σ × X a symbolic letter over ν, we define the projection (g , a , Y ) µ as follows: let g be the unique µ-atomic constraint such that g X ⊆ g X , Y = Y ∩X, then (g , a , Y ) µ is defined to be (g, a , Y ) if a ∈ Σ and ε (the empty word) if a / ∈ Σ. If µ is a granularity and A a TA whose granularity is finer than µ, we denote by A µ the TA in which every transition label is replaced by its projection on µ.
The Fault Diagnosis Problem
In this section, we present the problem of fault diagnosis for timed systems. First we recall basic definitions and existing work and then we present our approach which involves fault diagnosis by timed automata.
Existing Work
In this section we present the basic notions and the main results from [Tri02] .
For the rest of the paper, Σ o denotes an alphabet of observable events while Σ u denotes an alphabet of unobservable events. We assume that Σ o and Σ u are disjoint. Given a timed word ρ, its observation is its projection over Σ o , i.e. π Σo (ρ). In what follows, we will simply write π instead of π Σo . A run ρ = β 1 , β 2 , . . . , β p is called faulty if there exists i ∈ such that β i = f . It is called ∆-faulty if for one such i,
is a TA (thus a plant has all states final). A run of the plant is simply a timed word generated by the plant. Given a plant P, we denote by L ∆f (P) the set of ∆-faulty runs of P and L ¬f (P) the set of non-faulty runs of P. From now on, when there is no ambiguity, L ∆f (P) (resp. L ¬f (P)) will be denoted L ∆f (resp. L ¬f ).
Fault diagnosis aims at computing a function which, given an observation, decides if a fault has occurred or not, and which always announces faults at most ∆ time units after it has occurred. Such a function should announce a fault on all ∆-faulty runs and should not announce a fault on non-faulty runs; this is captured by the next definition, which is an equivalent reformulation of Tripakis' notion of diagnosability.
This definition raises the following computational problem where ∆ ∈ ≥0 :
Problem 1 (∆-diagnosability) Given a plant P, decide whether P is ∆-diagnosable or not.
This problem is solved in [Tri02] :
Diagnosability by Automata
The problem solved in [Tri02] is very general: the diagnoser is only supposed to be recursive, which, in practice, may be a complex algorithm. The algorithm proposed in [Tri02] is based on state estimation in a TA with ε-transitions, its complexity to diagnose faults from an observation is doubly exponential in the size of the plant and in the size of the observation, though an algorithm based on regions (and no more on zones) with a complexity exponential in both the size of the plant and of the observation could be proposed as well. This high complexity in the size of the observation is not satisfactory if we want to perform "online diagnosis", i.e. if we want the diagnoser to detect faults from real-time observations of the system. This has motivated the definition of diagnosability using timed automata: we are no more looking for a diagnoser which may be a general algorithm but for a diagnoser which will be a timed automaton. With such a diagnoser, the complexity of detecting faults online will no more be (doubly) exponential in the length of the observation since after each observable action the diagnoser has just to make a single deterministic move. We formalize this notion of diagnosability using timed automata as follows.
Definition 2. Let C be a class of timed automata. Let P be a plant. We say that P is ∆-C-diagnosable whenever there exists some θ ∈ C such that
We call such a θ a ∆-C-diagnoser for P.
The sets of diagnosers which will be of interest to us are deterministic mechanisms like DTA's and ERA's. In the sequel we will study the following problem, where ∆ ∈ ≥0 and C is a class of automata:
Problem 2 (∆-C-diagnosability) Given a plant P, decide whether P is ∆-C-diagnosable or not.
We first notice that this problem is distinct from problem 1: every DTA-diagnosable plant is diagnosable, but some diagnosable plants are not DTA-diagnosable as illustrated by the plant in Fig. 1 . Indeed, a diagnoser will announce a fault if action a happens at an integer date (this can not be expressed by a DTA, as shown in [BDGP98] ).
Diagnosability with Deterministic Timed Automata
We do not consider the general problem of ∆-DTA-diagnosability but we restrict ourselves to the case when the resources of the diagnoser are fixed. We thus consider in this section the ∆-DTA µ -diagnosability problem: we aim at constructing diagnosers which are DTA's with a fixed granularity µ over Σ o . In this framework, our main theorem is the following.
Theorem 2. Let µ be a granularity over observable events and ∆ ∈ ≥0 . The ∆-DTA µ -diagnosability problem is 2EXPTIME-complete.
Before presenting the proof of this theorem, let us first state the two following useful lemmas: the first lemma states that we can construct timed automata recognizing nonfaulty and ∆-faulty runs while the second one explains how behaviours of the plant can be seen "through" the granularity µ. Lemma 1. Let P be a plant and ∆ ∈ ≥0 . We can construct in polynomial time timed automata with ε-transitions P ¬f and P ∆f such that
Proof (Sketch). P ¬f is constructed from P as follows: erase transitions labelled by f (to prevent P from making faults), replace all transitions labelled by u ∈ Σ u by ε-transitions and make all states final. Before constructing P ∆f , we modify the plant P, and construct a new plant P , which has the same observations as P, and in which information on whether the current run is ∆-faulty or not is stored in the current state of P . P is constructed as three copies of P, say P 1 , P 2 and P 3 : doing a fault in P 1 leads to P 2 ; in P 2 the automaton behaves like P for ∆ time units before switching to P 3 by an unobservable action u. This can easily be formalized using a fresh clock z which is reset when a fault is done in P 1 (leading to plant P 2 ), adding an invariant z ≤ ∆ in all locations of P 2 and as soon as z = ∆, a transition labelled by u leads to P 3 . In the following we will assume that the plant is already given as P and will call states of P 1 "non-faulty" and states of P 3 "∆-faulty". To get P ∆f , we just replace transitions labelled by u ∈ Σ u by ε-transitions in P and mark all states of P 3 as final. It is not difficult to check that this automaton recognizes π(L ∆f ).
The following lemma is a consequence of the region automata construction: Lemma 2. Let A be a timed automaton and µ a granularity. The region automaton R(A U µ ) µ recognizes the set
∆-DTA µ -Diagnosability is in 2EXPTIME
In [BDMP03] , the control problem under partial observability is proved to be in 2EX-PTIME using a timed game construction. A similar construction can be carried out, but we present here a direct construction which gives more intuition.
Lemma 3. ∆-DTA µ -diagnosability is in 2EXPTIME.
Proof (Sketch). Let P = (Σ o , Σ u , Q, q 0 , −→, X, Inv) be a plant and µ = (Y, m, max ) a granularity over Σ o . We will construct a classical (untimed) safety game G P,µ,∆ : it is a two-player turn-based perfect information game over a finite graph where one player wants to stay in the "safe" states, whereas the other player wants to enforce an "unsafe" state. We refer to [GTW02] for basics results on games. In our case, the two players are the "diagnoser" and the "environment", and player "diagnoser" will have a winning strategy in game G P,µ,∆ if and only if P is ∆-DTA µ -diagnosable.
The arena of the game is constructed as follows: we first compute the region automaton R of P ∆f U µ . Its granularity is finer than µ, because it takes into account clocks and constraints from U µ . To express that not everything can be observed, we project this automaton over the granularity µ to get R µ (intuitively this represents how runs can be seen "through" the granularity µ). This automaton (considered as a finite automaton over the alphabet Γ µ ) is not deterministic and has ε-transitions, we thus determinize it as a classical finite automaton by the usual subset construction and denote K the result. A state of K is a set {(q 1 , R 1 ), · · · , (q k , R k )} where q i 's are states of P and R i 's regions; being in such a state means that according to the observation the plant can be in a state (q i , v i ) with v i ∈ R i . (q, g, a) is a new state. The intuition behind this split is that player "environment" chooses which action is done and at what time this action is done (state q will thus be an "environment" state) whereas player "diagnoser" chooses which clocks are reset (the state (q, g, a) is a "diagnoser" state). The forbidden states of this safety game are those states of K which contain both "non-faulty" and "∆-faulty" states of R µ.
Using lemma 2, we can prove that player "diagnoser" has a winning strategy in the game G P,µ,∆ to avoid the forbidden states if and only if P is ∆-DTA µ -diagnosable. G P,µ,∆ is a simple untimed game with a safety objective, it is easy to synthesize positional winning strategies when some exist. Such a winning strategy can be obtained from G P,µ,∆ by erasing some of the reset transitions (i.e. transitions labelled by some subset Y ). From this automaton, we can easily synthesize a diagnoser for P (by taking as final those states where all regions are ∆-faulty and merging q g,a − − → (q, g, a) with
The complexity of extracting winning strategies from safety (untimed) games is linear in the size of the arena, the complexity of deciding whether a ∆-DTA µ -diagnoser exists (and constructing it) is thus doubly exponential because the size of R is exponential in the size of P and µ (see [AD94] ) and the size of K is exponential in the size of R thus doubly exponential in the size of P and µ. Example 1. We illustrate the proof on a small example: consider the following plant, the granularity µ = ({y}, 1, 0) and the delay ∆ = 0. The notation f.a is for an action f immediately followed by an a. This plant is ∆-DTA µ -diagnosable: a diagnoser resetting his clock when reading the first a will be able to diagnose P simply by checking the value of his clock when reading the second a.
The game constructed in the previous proof is depicted on the next picture: The states that player diagnoser must avoid in the above game are the gray states which contain both faulty and non-faulty regions (informally states in which the diagnoser cannot know if the run of the plant is faulty or not). In the game, "circle"-states belong to the "environment" player while "square"-states belong to the "diagnoser" player. In the game-graph, it is easy to see that "diagnoser" has a winning strategy. The problematic state is the bottom-left-most square-state: if "diagnoser" plays action "y := 0", he wins; if he chooses the other transition, player "environment" can win by next playing "y > 0, a". This confirms what we have noticed: if a diagnoser resets his clock when reading the first a, he can diagnose correctly; but if he does not reset his clock, he will be unable to diagnose the plant.
∆-DTA µ -Diagnosability is 2EXPTIME-Hard
The proof uses a reduction from the halting problem of alternating Turing machines using exponential space. We only sketch the reduction, details can be found in [Che04] .
Let M be an alternating Turing machine using exponential space and let w 0 be an input for M. We will construct a plant P such that there is a ∆-DTA µ -diagnoser for P (with µ = ({t}, 2, 1) and ∆ = 1) if and only if M accepts w 0 . We somehow want to force a potential diagnoser θ for P to play the sequence of configurations which accepts w 0 . The role of the plant is to give inputs to the diagnoser so that it can verify that the diagnoser really plays the accepting sequence of configurations. The diagnoser will have to play a sequence of configurations C 0 #C 1 # . . . #C k where each C i is a configuration of M, C i+1 is the successor of C i and C 0 is the initial configuration encoding the input w 0 . The behaviour of P is depicted on Fig. 2 . P produces a's (on the figure, one line of a's corresponds to a configuration, i.e. to an exponential number of a's) and checks that the diagnoser plays the configurations of M correctly by performing one test. As the decision to perform the test is done in a non-observable way (u actions are non-observable), to be correct, a diagnoser cannot cheat and has to simulate M. #'s are observable and are indexed to represent alternation of M (in case of a universal configuration of M, the diagnoser has to know which transition rule the plant wants to follow). As already said, a configuration needs an exponential number of a's, as the discrete structure of P cannot count, we use clocks for counting this exponential number of a's. We cannot give all details here and better refer the reader to [Che04] . Note that the two checks can be encoded by 3SAT-formulae (in conjunctive normal form [Pap94] ). We will now explain how such formulae can be encoded. Given a 3SAT-formula ϕ we want to construct a a, x := 0 a, y := 0 Fig. 3 . Choice of a variable plant P such that P is ∆-DTA µ -diagnosable if and only if ϕ is satisfiable. We first explain how a diagnoser θ will choose the truth of a propositional variable p. Consider the plant in Fig. 3 . When two a's have been done, θ will know that the plant is in the black state but it will know the value of at most one of the two clocks x and y because θ is supposed to have only one clock t. The choice true for p will be encoded by the fact that the clock t has the same value as the clock x (we will say in this case that θ has stored x). We now show how we can force a diagnoser θ to set p to true, i.e. to store clock x. Fig. 4 illustrates the construction. The main idea is that if θ stores x, after three a's, if the . Plant ensuring that p is set to true constraint x < 2 holds he will know that P is in state 3 whereas if the constraint x > 2 holds he may not know if P is in state 1 or in state 2 . Similarly if θ stores y, he may hesitate between state 1 and state 3 , but if P is in state 2 , θ knows it. To force θ storing x, P will give him one more information which will be an observable action "OK" or "?" with which θ will break the uncertainty between state 1 and state 2 , but not the uncertainty between state 1 and state 3 . Thus if θ stores x he will precisely know in which black state P is after having done four actions and will thus be able to diagnose P correctly, but if θ stores y he may be uncertain between states 1 and 3 . and will thus not be able to diagnose correctly P because the execution after state 1 is non-faulty (¬f represents a non-observable non-faulty action) whereas the execution after state 3 is faulty. Of course a similar construction (breaking the uncertainty between 3 and 1 ) can be done for proposition ¬p, thus enforcing clock y to be stored by a diagnoser. The previous construction is extended to clauses of 3SAT by branching automata as the one on Fig. 4 described choice for p 1 , the second frame is for p 2 (p 2 is not used in the clause, thus no branching is needed, but it may be used by other clauses), there is no constraint on the choice for p 2 , the third frame is for the choice for p 3 . The last frame is for breaking the uncertainty between conflicting runs (adding "OK" and "?" labels followed by either a fault or no fault, as previously). It could be argued that there is no need of the frame for p 2 as p 2 is not used in the clause. However, as we have a set of clauses to be satisfied, we need to have this linear part for p 2 . Indeed, for a formula ϕ = n i=1 ψ i with ψ i clause, the plant for ϕ will be as on Fig. 6 . Non-observable action u's role is to hide what clause the plant is going to check. To be correct, θ must thus satisfy all clauses (with a unique valuation for the propositional variables). This plant can be diagnosed if and only if ϕ is satisfiable. This concludes the proof of 2EXPTIME-hardness of the ∆-DTA µ -diagnosability problem. Note that a similar construction could be done when the diagnoser can use an arbitrary (but fixed) number of clocks.
Diagnosability by Event-Recording Timed Automata
The class ERA [AFH94] appears as a natural class of automata for observing systems because clocks and thus timing information are dependent on events (thus precisely what is observed). The fundamental properties of ERA's we will use are the following:
: after having read a timed word, the truth of a guard is completely determined by the word itself. This implies in particular that if w is a timed word and µ a granularity for the observable events, there exists a unique symbolic word γ ∈ Γ µ such that w ∈ tw(γ).
As previously we restrict to ERA's with bounded resources and tackle the ∆-ERA µ -diagnosability problem for a fixed granularity µ. It is worth noticing first that ERAdiagnosability is less powerful than DTA-diagnosability as illustrated by the plant on Fig. 7 : a DTA-diagnoser with one clock for this plant does not reset its clock when the first a occurs and checks the value of its clock when the second a occurs; it announces a fault only if the value is greater than 1. There is no ERA-diagnoser for this plant.
Deciding diagnosability for ERA's is much easier than for DTA's, as stated by the next theorem. Note that the PSPACE complexity is "optimal" for the diagnosability problem in the sense that there is no hope for finding interesting classes of diagnosers with a lower complexity.
Theorem 3. Let µ be a granularity over observable events and ∆ ∈ ≥0 . The ∆-ERA µ -diagnosability problem is PSPACE-complete.
Proof (Sketch). Let us first argue why ∆-ERA µ -diagnosability is PSPACE-hard. This can easily be shown by reducing the reachability problem in a timed automaton to ∆-ERA µ -diagnosability. Consider a timed automaton A over alphabet Σ and add two fresh unobservable actions u and f (the fault) which are done immediately after having reached some final state of A. The modified automaton is noted P. For every ∆ > 0, for every granularity µ, taking Σ o = Σ and Σ u = {u, f }, we get that a final state is reachable in A if and only if there is no ∆-ERA µ -diagnoser for P (in case no final state is reachable, the diagnoser is trivial as it needs not accept anything).
We will now sketch the proof of PSPACE-membership of the problem. Let P = (Σ o , Σ u , Q, q 0 , −→, X, Inv) be a plant and µ = (Y, m, max ) a granularity over Σ o . Let S ∆f = R(P ∆f U µ ) µ and S ¬f = R(P ¬f U µ ) µ. Informally S ∆f (resp. S ¬f ) recognizes all observations that may come from ∆-faulty (resp. non-faulty) runs. The result can finally be deduced from lemma 2 and from the following lemma:
Lemma 4. The following properties are equivalent:
(i) P is ∆-ERA µ -diagnosable, (ii) {γ ∈ Γ * µ | ∃ρ 1 ∈ L ¬f and ρ 2 ∈ L ∆f s.t. π(ρ 1 ), π(ρ 2 ) ∈ tw(γ)} is empty, (iii) L(S ∆f ) ∩ L(S ¬f ) is empty.
Note that if P is ∆-ERA µ -diagnosable, the proof provides a diagnoser: one can prove that
c ⊆ π(L ¬f ) c , S ∆f is a ∆-ERA µ -diagnoser for P. Moreover, S ∆f is an optimal diagnoser in the sense that it is the smallest diagnoser (for language inclusion). This property is specific to the model of ERA's; such a property does not hold for the class DTA µ .
Conclusion
We have shown that diagnosability using DTA's and ERA's is a decidable problem when resources of the diagnoser are fixed. Moreover if a diagnoser exists, it is possible to construct one: the size of such a diagnoser is doubly exponential in the granularity and in the size of the plant. Thus if we assume that the diagnoser can be pre-computed, diagnosing online becomes exponential in the granularity and in the plant, but only linear in the length of the observation. The use of deterministic mechanisms thus allows to construct diagnosers with short response time, which is crucial in fault detection.
We have also pointed out a significant complexity jump between two classes of potential diagnosers: existence of diagnoser in the class DTA (with bounded resources) is 2EXPTIME-complete whereas it is PSPACE-complete for the class ERA (with bounded resources). The class ERA thus appears as a natural and useful class of diagnosers.
This work is related to conformance testing where the aim is to generate testers for a given specification. Such a problem has for example been considered in [KT04] where an algorithm for building small testers (with fixed resources) is proposed. We think that our approach (based on games) could be applied in such a framework as well.
As future work we aim at studying the diagnosability problem in the classes DTA and ERA but without bounding the resources of the diagnoser. We also want to explore more precisely the links between control and diagnosability: even if we can reduce diagnosability to control, the result of [BDMP03] together with our 2EXPTIME-completeness result show that diagnosability is as difficult as control for some classes of diagnosers/controllers, which may appear intriguing.
